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PREFACE

This six-volume work is an alphabetically organized compi-
lation of almost 300 articles that describe critical aspects of
medical devices and instrumentation.

It is comprehensive. The articles emphasize the contri-
butions of engineering, physics, and computers to each of the
general areas of anesthesiology, biomaterials, burns, cardi-
ology, clinical chemistry, clinical engineering, communica-
tive disorders, computers in medicine, critical care
medicine, dermatology, dentistry, ear, nose, and throat,
emergency medicine, endocrinology, gastroenterology,
genetics, geriatrics, gynecology, hematology, heptology,
internal medicine, medical physics, microbiology, nephrol-
ogy, neurology, nutrition, obstetrics, oncology, ophthalmol-
ogy, orthopedics, pain, pediatrics, peripheral vascular
disease, pharmacology, physical therapy, psychiatry, pul-
monary medicine, radiology, rehabilitation, surgery, tissue
engineering, transducers, and urology.

The discipline is defined through the synthesis of the core
knowledge from all the fields encompassed by the applica-
tion of engineering, physics, and computers to problems in
medicine. The articles focus not only on what is now useful
but also on what is likely to be useful in future medical
applications.

These volumes answer the question, ‘‘What are the
branches of medicine and how does technology assist each
of them?’’ rather than ‘‘What are the branches of technology
and how could each be used in medicine?’’ To keep this work
to a manageable length, the practice of medicine that is
unassisted by devices, such as the use of drugs to treat
disease, has been excluded.

The articles are accessible to the user; each benefits from
brevity of condensation instead of what could easily have
been a book-length work. The articles are designed not for
peers, but rather for workers from related fields who wish to
take a first look at what is important in the subject.

The articles are readable. They do not presume a detailed
background in the subject, but are designed for any person
with a scientific background and an interest in technology.
Rather than attempting to teach the basics of physiology or
Ohm’s law, the articles build on such basic concepts to show
how the worlds of life science and physical science meld to
produce improved systems. While the ideal reader might be
a person with a Master’s degree in biomedical engineering or
medical physics or an M.D. with a physical science under-
graduate degree, much of the material will be of value to
others with an interest in this growing field. High school
students and hospital patients can skip over more technical
areas and still gain much from the descriptive presentations.

The Encyclopedia of Medical Devices and Instrumenta-
tion is excellent for browsing and searching for those new
divergent associations that may advance work in a periph-
eral field. While it can be used as a reference for facts, the
articles are long enough that they can serve as an educa-
tional instrument and provide genuine understanding of a
subject.

One can use this work just as one would use a dictionary,
since the articles are arranged alphabetically by topic. Cross
references assist the reader looking for subjects listed under
slightly different names. The index at the end leads the
reader to all articles containing pertinent information on
any subject. Listed on pages xxi to xxx are all the abbrevia-
tions and acronyms used in the Encyclopedia. Because of
the increasing use of SI units in all branches of science, these
units are provided throughout the Encyclopedia articles as
well as on pages xxxi to xxxv in the section on conversion
factors and unit symbols.

I owe a great debt to the many people who have con-
tributed to the creation of this work. At John Wiley & Sons,
Encyclopedia Editor George Telecki provided the idea and
guiding influence to launch the project. Sean Pidgeon was
Editorial Director of the project. Assistant Editors Roseann
Zappia, Sarah Harrington, and Surlan Murrell handled the
myriad details of communication between publisher, editor,
authors, and reviewers and stimulated authors and
reviewers to meet necessary deadlines.

My own background has been in the electrical aspects of
biomedical engineering. I was delighted to have the assis-
tance of the editorial board to develop a comprehensive
encyclopedia. David J. Beebe suggested cellular topics such
as microfluidics. Jerry M. Calkins assisted in defining the
chemically related subjects, such as anesthesiology.
Michael R. Neuman suggested subjects related to sensors,
such as in his own work—neonatology. Joon B. Park has
written extensively on biomaterials and suggested related
subjects. Edward S. Sternick provided many suggestions
from medical physics. The Editorial Board was instrumen-
tal both in defining the list of subjects and in suggesting
authors.

This second edition brings the field up to date. It is
available on the web at http://www.mrw.interscience.wiley.
com/emdi, where articles can be searched simultaneously to
provide rapid and comprehensive information on all aspects
of medical devices and instrumentation.

JOHN G. WEBSTER
University of Wisconsin, Madison
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EM Electromagnetic
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EMGE Integrated electromyogram
EMI Electromagnetic interference
EMS Emergency medical services
EMT Emergency medical technician
ENT Ear, nose, and throat
EO Elbow orthosis
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EOL End of life
EOS Eosinophil
EP Elastoplastic; Evoked potentiate
EPA Environmental protection agency
ER Evoked response
ERCP Endoscopic retrograde

cholangiopancreatography
ERG Electron radiography;
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ERP Event-related potential
ERV Expiratory reserve volume
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ESCA Electron spectroscopy for chemical
analysis

ESI Electrode skin impedance
ESRD End-stage renal disease
esu Electrostatic unit
ESU Electrosurgical unit
ESWL Extracorporeal shock wave lithotripsy
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ETT Exercise tolerance testing
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EVR Endocardial viability ratio
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FBS Fetal bovine serum
fcc Face centered cubic
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FE Finite element
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FEL Free electron lasers
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FO-CRT Fiber optics cathode ray tube
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FR Federal Register
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FSD Focus-to-surface distance
FTD Focal spot to tissue-plane distance
FTIR Fourier transform infrared
FTMS Fourier transform mass spectrometer
FU Fluorouracil
FUDR Floxuridine
FVC Forced vital capacity
FWHM Full width at half maximum
FWTM Full width at tenth maximum
GABA Gamma amino buteric acid
GAG Glycosaminoglycan
GBE Gas-bearing electrodynamometer

GC Gas chromatography; Guanine-cytosine
GDT Gas discharge tube
GFR Glomerular filtration rate
GHb Glycosylated hemoglobin
GI Gastrointestinal
GLC Gas–liquid chromatography
GMV General minimum variance
GNP Gross national product
GPC Giant papillary conjunctivitis
GPH Gas-permeable hard
GPH-EW Gas-permeable hard lens extended wear
GPO Government Printing Office
GSC Gas-solid chromatography
GSR Galvanic skin response
GSWD Generalized spike-wave discharge
HA Hydroxyapatite
HAM Helical axis of motion
Hb Hemoglobin
HBE His bundle electrogram
HBO Hyperbaric oxygenation
HC Head circumference
HCA Hypothermic circulatory arrest
HCFA Health care financing administration
HCL Harvard Cyclotron Laboratory
hcp Hexagonal close-packed
HCP Half cell potential
HDPE High density polyethylene
HECS Hospital Equipment Control System
HEMS Hospital Engineering Management

System
HEPA High efficiency particulate air filter
HES Hydroxyethylstarch
HETP Height equivalent to a theoretical plate
HF High-frequency; Heating factor
HFCWO High-frequency chest wall oscillation
HFER High-frequency electromagnetic radiation
HFJV High-frequency jet ventilation
HFO High-frequency oscillator
HFOV High-frequency oscillatory ventilation
HFPPV High-frequency positive pressure

ventilation
HFV High-frequency ventilation
HHS Department of Health and Human

Services
HIBC Health industry bar code
HIMA Health Industry Manufacturers

Association
HIP Hydrostatic indifference point
HIS Hospital information system
HK Hexokinase
HL Hearing level
HMBA Hexamethylene bisacetamide
HMO Health maintenance organization
HMWPE High-molecular-weight polyethylene
HOL Higher-order languages
HP Heating factor; His-Purkinje
HpD Hematoporphyrin derivative
HPLC High-performance liquid chromatography
HPNS High-pressure neurological syndrome
HPS His-Purkinje system
HPX High peroxidase activity
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HR Heart rate; High-resolution
HRNB Halstead-Reitan Neuropsychological

Battery
H/S Hard/soft
HSA Human serum albumin
HSG Hysterosalpingogram
HTCA Human tumor cloning assay
HTLV Human T cell lymphotrophic virus
HU Heat unit; Houndsfield units; Hydroxyurea
HVL Half value layer
HVR Hypoxic ventilatory response
HVT Half-value thickness
IA Image intensifier assembly; Inominate

artery
IABP Intraaortic balloon pumping
IAEA International Atomic Energy Agency
IAIMS Integrated Academic Information

Management System
IASP International Association for the Study

of Pain
IC Inspiratory capacity; Integrated circuit
ICCE Intracapsular cataract extraction
ICD Intracervical device
ICDA International classification of diagnoses
ICL Ms-clip lens
ICP Inductively coupled plasma;

Intracranial pressure
ICPA Intracranial pressure amplitude
ICRP International Commission on

Radiological Protection
ICRU International Commission on Radiological

Units and Measurements
ICU Intensive care unit
ID Inside diameter
IDDM Insulin dependent diabetes mellitus
IDE Investigational device exemption
IDI Index of inspired gas distribution
I:E Inspiratory: expiratory
IEC International Electrotechnical

Commission; Ion-exchange
chromatography

IEEE Institute of Electrical and Electronics
Engineers

IEP Individual educational program
BETS Inelastic electron tunneling spectroscopy
IF Immunofluorescent
IFIP International Federation for Information

Processing
IFMBE International Federation for Medical and

Biological Engineering
IGFET Insulated-gate field-effect transistor
IgG Immunoglobulin G
IgM Immunoglobulin M
IHP Inner Helmholtz plane
IHSS Idiopathic hypertrophic subaortic stenosis
II Image intensifier
IIIES Image intensifier input-exposure

sensitivity
IM Intramuscular
IMFET Immunologically sensitive field-effect

transistor

IMIA International Medical Informatics
Association

IMS Information management system
IMV Intermittent mandatory ventilation
INF Interferon
IOL Intraocular lens
IPC Ion-pair chromatography
IPD Intermittent peritoneal dialysis
IPG Impedance plethysmography
IPI Interpulse interval
IPPB Intermittent positive pressure breathing
IPTS International practical temperature scale
IR Polyisoprene rubber
IRB Institutional Review Board
IRBBB Incomplete right bundle branch block
IRPA International Radiation Protection

Association
IRRAS Infrared reflection-absorption

spectroscopy
IRRS Infrared reflection spectroscopy
IRS Internal reflection spectroscopy
IRV Inspiratory reserve capacity
IS Image size; Ion-selective
ISC Infant skin servo control
ISDA Instantaneous screw displacement axis
ISE Ion-selective electrode
ISFET Ion-sensitive field effect transistor
ISIT Intensified silicon-intensified target tube
ISO International Organization for

Standardization
ISS Ion scattering spectroscopy
IT Intrathecal
ITEP Institute of Theoretical and Experimental

Physics
ITEPI Instantaneous trailing edge pulse

impedance
ITLC Instant thin-layer chromatography
IUD Intrauterine device
IV Intravenous
IVC Inferior vena cava
IVP Intraventricular pressure
JCAH Joint Commission on the Accreditation

of Hospitals
JND Just noticeable difference
JRP Joint replacement prosthesis
KB Kent bundle
Kerma Kinetic energy released in unit mass
KO Knee orthosis
KPM Kilopond meter
KRPB Krebs-Ringer physiological buffer
LA Left arm; Left atrium
LAD Left anterior descending; Left axis

deviation
LAE Left atrial enlargement
LAK Lymphokine activated killer
LAL Limulus amoebocyte lysate
LAN Local area network
LAP Left atrial pressure
LAT Left anterior temporalis
LBBB Left bundle branch block
LC Left carotid; Liquid chromatography
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LCC Left coronary cusp
LCD Liquid crystal display
LDA Laser Doppler anemometry
LDF Laser Doppler flowmetry
LDH Lactate dehydrogenase
LDPE Low density polyethylene
LEBS Low-energy brief stimulus
LED Light-emitting diode
LEED Low energy electron diffraction
LES Lower esophageal sphincter
LESP Lower esophageal sphincter pressure
LET Linear energy transfer
LF Low frequency
LH Luteinizing hormone
LHT Local hyperthermia
LL Left leg
LLDPE Linear low density polyethylene
LLPC Liquid-liquid partition chromatography
LLW Low-level waste
LM Left masseter
LNNB Luria-Nebraska Neuropsychological

Battery
LOS Length of stay
LP Late potential; Lumboperitoneal
LPA Left pulmonary artery
LPC Linear predictive coding
LPT Left posterior temporalis
LPV Left pulmonary veins
LRP Late receptor potential
LS Left subclavian
LSC Liquid-solid adsorption chromatography
LSI Large scale integrated
LSV Low-amplitude shear-wave

viscoelastometry
LTI Low temperature isotropic
LUC Large unstained cells
LV Left ventricle
LVAD Left ventricular assist device
LVDT Linear variable differential transformer
LVEP Left ventricular ejection period
LVET Left ventricular ejection time
LVH Left ventricular hypertrophy
LYMPH Lymphocyte
MAA Macroaggregated albumin
MAC Minimal auditory capabilities
MAN Manubrium
MAP Mean airway pressure; Mean arterial

pressure
MAST Military assistance to safety and traffic
MBA Monoclonal antibody
MBV Maximum breathing ventilation
MBX Monitoring branch exchange
MCA Methyl cryanoacrylate
MCG Magnetocardiogram
MCI Motion Control Incorporated
MCMI Millon Clinical Multiaxial Inventory
MCT Microcatheter transducer
MCV Mean corpuscular volume
MDC Medical diagnostic categories
MDI Diphenylmethane diisocyanate;

Medical Database Informatics

MDP Mean diastolic aortic pressure
MDR Medical device reporting
MDS Multidimensional scaling
ME Myoelectric
MED Minimum erythema dose
MEDPAR Medicare provider analysis and review
MEFV Maximal expiratory flow volume
MEG Magnetoencephalography
MeSH Medline subject heading
METS Metabolic equivalents
MF Melamine-formaldehyde
MFP Magnetic field potential
MGH Massachusetts General Hospital
MHV Magnetic heart vector
MI Myocardial infarction
MIC Minimum inhibitory concentration
MIFR Maximum inspiratory flow rate
MINET Medical Information Network
MIR Mercury-in-rubber
MIS Medical information system;

Metal-insulator-semiconductor
MIT Massachusetts Institute of Technology
MIT/BIH Massachusetts Institute of Technology/

Beth Israel Hospital
MMA Manual metal arc welding
MMA Methyl methacrylate
MMECT Multiple-monitored ECT
MMFR Maximum midexpiratory flow rate
mm Hg Millimeters of mercury
MMPI Minnesota Multiphasic Personality

Inventory
MMSE Minimum mean square error
MO Membrane oxygenation
MONO Monocyte
MOSFET Metal oxide silicon field-effect

transistor
MP Mercaptopurine; Metacarpal-phalangeal
MPD Maximal permissible dose
MR Magnetic resonance
MRG Magnetoretinogram
MRI Magnetic resonance imaging
MRS Magnetic resonance spectroscopy
MRT Mean residence time
MS Mild steel; Multiple sclerosis
MSR Magnetically shielded room
MTBF Mean time between failure
MTF Modulation transfer function
MTTR Mean time to repair
MTX Methotroxate
MUA Motor unit activity
MUAP Motor unit action potential
MUAPT Motor unit action potential train
MUMPI Missouri University Multi-Plane

Imager
MUMPS Massachusetts General Hospital utility

multiuser programming system
MV Mitral valve
MVO2 Maximal oxygen uptake
MVTR Moisture vapor transmission rate
MVV Maximum voluntary ventilation
MW Molecular weight
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NAA Neutron activation analysis
NAD Nicotinamide adenine dinucleotide
NADH Nicotinamide adenine dinucleotide,

reduced form
NADP Nicotinamide adenine dinucleotide

phosphate
NAF Neutrophil activating factor
NARM Naturally occurring and accelerator-

produced radioactive materials
NBB Normal buffer base
NBD Neuromuscular blocking drugs
N-BPC Normal bonded phase chromatography
NBS National Bureau of Standards
NCC Noncoronary cusp
NCCLS National Committee for Clinical

Laboratory Standards; National
Committee on Clinical Laboratory
Standards

NCRP National Council on Radiation Protection
NCT Neutron capture theory
NEEP Negative end-expiratory pressure
NEMA National Electrical Manufacturers

Association
NEMR Nonionizing electromagnetic radiation
NEQ Noise equivalent quanta
NET Norethisterone
NEUT Neutrophil
NFPA National Fire Protection Association
NH Neonatal hepatitis
NHE Normal hydrogen electrode
NHLBI National Heart, Lung, and Blood Institute
NIR Nonionizing radiation
NIRS National Institute for Radiologic Science
NK Natural killer
NMJ Neuromuscular junction
NMOS N-type metal oxide silicon
NMR Nuclear magnetic resonance
NMS Neuromuscular stimulation
NPH Normal pressure hydrocephalus
NPL National Physical Laboratory
NR Natural rubber
NRC Nuclear Regulatory Commission
NRZ Non-return-to-zero
NTC Negative temperature coefficient
NTIS National Technical Information Service
NVT Neutrons versus time
NYHA New York Heart Association
ob/gyn Obstetrics and gynecology
OCR Off-center ratio; Optical character

recognition
OCV Open circuit voltage
OD Optical density; Outside diameter
ODC Oxyhemoglobin dissociation curve
ODT Oxygen delivery truck
ODU Optical density unit
OER Oxygen enhancement ratio
OFD Object to film distance; Occiputo-frontal

diameter
OHL Outer Helmholtz layer
OHP Outer Helmholtz plane
OIH Orthoiodohippurate

OPG Ocular pneumoplethysmography
OR Operating room
OS Object of known size; Operating system
OTC Over the counter
OV Offset voltage
PA Posterioanterior; Pulmonary artery;

Pulse amplitude
PACS Picture archiving and communications

systems
PAD Primary afferent depolarization
PAM Pulse amplitude modulation
PAN Polyacrylonitrile
PAP Pulmonary artery pressure
PAR Photoactivation ratio
PARFR Program for Applied Research on

Fertility Regulation
PARR Poetanesthesia recovery room
PAS Photoacoustic spectroscopy
PASG Pneumatic antishock garment
PBI Penile brachial index
PBL Positive beam limitation
PBT Polybutylene terephthalate
PC Paper chromatography; Personal

computer; Polycarbonate
PCA Patient controlled analgesia; Principal

components factor analysis
PCG Phonocardiogram
PCI Physiological cost index
PCL Polycaprolactone; Posterior chamber

lens
PCR Percent regurgitation
PCRC Perinatal Clinical Research Center
PCS Patient care system
PCT Porphyria cutanea tarda
PCWP Pulmonary capillary wedge pressure
PD Peritoneal dialysis; Poly-p-dioxanone;

Potential difference; Proportional and
derivative

PDD Percent depth dose; Perinatal Data
Directory

PDE Pregelled disposable electrodes
p.d.f. Probability density function
PDL Periodontal ligament
PDM Pulse duration modulation
PDMSX Polydimethyl siloxane
PDS Polydioxanone
PE Polyethylene
PEEP Positive end-expiratory pressure
PEFR Peak expiratory now rate
PEN Parenteral and enteral nutrition
PEP Preejection period
PEPPER Programs examine phonetic find

phonological evaluation records
PET Polyethylene terephthalate;

Positron-emission tomography
PEU Polyetherurethane
PF Platelet factor
PFA Phosphonoformic add
PFC Petrofluorochemical
PFT Pulmonary function testing
PG Polyglycolide; Propylene glycol
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PGA Polyglycolic add
PHA Phytohemagglutinin; Pulse-height

analyzer
PHEMA Poly-2-hydroxyethyl methacrylate
PI Propidium iodide
PID Pelvic inflammatory disease;

Proportional/integral/derivative
PIP Peak inspiratory pressure
PL Posterior leaflet
PLA Polylactic acid
PLATO Program Logic for Automated Teaching

Operations
PLD Potentially lethal damage
PLED Periodic latoralized epileptiform discharge
PLT Platelet
PM Papillary muscles; Preventive

maintenance
PMA Polymethyl acrylate
p.m.f. Probability mass function
PMMA Polymethyl methacrylate
PMOS P-type metal oxide silicon
PMP Patient management problem;

Poly(4-methylpentane)
PMT Photomultiplier tube
PO Per os
Po2 Partial pressure of oxygen
POBT Polyoxybutylene terephthalate
POM Polyoxymethylene
POMC Patient order management and

communication system
POPRAS Problem Oriented Perinatal Risk

Assessment System
PP Perfusion pressure; Polyproplyene;

Postprandial (after meals)
PPA Phonemic process analysis
PPF Plasma protein fraction
PPM Pulse position modulation
PPSFH Polymerized phyridoxalated stroma-free

hemoglobin
PR Pattern recognition; Pulse rate
PRBS Pseudo-random binary signals
PRP Pulse repetition frequency
PRO Professional review organization
PROM Programmable read only memory
PS Polystyrene
PSA Pressure-sensitive adhesive
PSF Point spread function
PSI Primary skin irritation
PSP Postsynaptic potential
PSR Proton spin resonance
PSS Progressive systemic sclerosis
PT Plasma thromboplastin
PTB Patellar tendon bearing orthosis
PTC Plasma thromboplastin component;

Positive temperature coefficient;
Pressurized personal transfer capsule

PTCA Percutaneous transluminal coronary
angioplasty

PTFE Polytetrafluoroethylene
PTT Partial thromboplastin time
PUL Percutaneous ultrasonic lithotripsy

PURA Prolonged ultraviolet-A radiation
PUVA Psoralens and longwave ultraviolet light

photochemotherapy
P/V Pressure/volume
PVC Polyvinyl chloride; Premature ventricular

contraction
PVI Pressure–volume index
PW Pulse wave; Pulse width
PWM Pulse width modulation
PXE Pseudo-xanthoma elasticum
QA Quality assurance
QC Quality control
R-BPC Reverse bonded phase chromatography
R/S Radiopaque-spherical
RA Respiratory amplitude; Right arm
RAD Right axis deviation
RAE Right atrial enlargement
RAM Random access memory
RAP Right atrial pressure
RAT Right anterior temporalis
RB Right bundle
RBBB Right bundle branch block
RBC Red blood cell
RBE Relative biologic effectiveness
RBF Rose bengal fecal excretion
RBI Resting baseline impedance
RCBD Randomized complete block diagram
rCBF Regional cerebral blood flow
RCC Right coronary cusp
RCE Resistive contact electrode
R&D Research and development
r.e. Random experiment
RE Reference electrode
REM Rapid eye movement; Return electrode

monitor
REMATE Remote access and telecommunication

system
RES Reticuloendothelial system
RESNA Rehabilitation Engineering Society of

North America
RF Radio frequency; Radiographic-

nuoroscopic
RFI Radio-frequency interference
RFP Request for proposal
RFQ Request for quotation
RH Relative humidity
RHE Reversible hydrogen electrode
RIA Radioimmunoassay
RM Repetition maximum; Right masseter
RMR Resting metabolic rate
RMS Root mean square
RN Radionuclide
RNCA Radionuclide cineagiogram
ROI Regions of interest
ROM Range of motion; Read only memory
RP Retinitis pigmentosa
RPA Right pulmonary artery
RPP Rate pressure product
RPT Rapid pull-through technique
RPV Right pulmonary veins
RQ Respiratory quotient
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RR Recovery room
RRT Recovery room time; Right posterior

temporalis
RT Reaction time
RTD Resistance temperature device
RTT Revised token test
r.v. Random variable
RV Residual volume; Right ventricle
RVH Right ventricular hypertrophy
RVOT Right ventricular outflow tract
RZ Return-to-zero
SA Sinoatrial; Specific absorption
SACH Solid-ankle-cushion-heel
SAD Source-axis distance; Statistical

Analysis System
SAINT System analysis of integrated network

of tasks
SAL Sterility assurance level; Surface

averaged lead
SALT Systematic analysis of language

transcripts
SAMI Socially acceptable monitoring

instrument
SAP Systemic arterial pressure
SAR Scatter-air ratio; Specific absorption rate
SARA System for anesthetic and respiratory

gas analysis
SBE Subbacterial endocarditis
SBR Styrene-butadiene rubbers
SC Stratum corneum; Subcommittees
SCAP Right scapula
SCE Saturated calomel electrode; Sister

chromatid exchange
SCI Spinal cord injury
SCRAD Sub-Committee on Radiation Dosimetry
SCS Spinal cord stimulation
SCUBA Self-contained underwater breathing

apparatus
SD Standard deviation
SDA Stepwise discriminant analysis
SDS Sodium dodecyl sulfate
S&E Safety and effectiveness
SE Standard error
SEC Size exclusion chromatography
SEM Scanning electron microscope; Standard

error of the mean
SEP Somatosensory evoked potential
SEXAFS Surface extended X-ray absorption

fine structure
SF Surviving fraction
SFD Source-film distance
SFH Stroma-free hemoglobin
SFTR Sagittal frontal transverse rotational
SG Silica gel
SGF Silica gel fraction
SGG Spark gap generator
SGOT Serum glutamic oxaloacetic transaminase
SGP Strain gage plethysmography;

Stress-generated potential
SHE Standard hydrogen electrode
SI Le Système International d’Unités

SEBS Surgical isolation barrier system
SID Source to image reception distance
SIMFU Scanned intensity modulated focused

ultrasound
SIMS Secondary ion mass spectroscopy; System

for isometric muscle strength
SISI Short increment sensitivity index
SL Surgical lithotomy
SLD Sublethal damage
SLE Systemic lupus erythemotodes
SMA Sequential multiple analyzer
SMAC Sequential multiple analyzer with

computer
SMR Sensorimotor
S/N Signal-to-noise
S:N/D Signal-to-noise ratio per unit dose
SNP Sodium nitroprusside
SNR Signal-to-noise ratio
SOA Sources of artifact
SOAP Subjective, objective, assessment, plan
SOBP Spread-out Bragg peak
SP Skin potential
SPECT Single photon emission computed

tomography
SPL Sound pressure level
SPRINT Single photon ring tomograph
SPRT Standard platinum resistance

thermometer
SPSS Statistical Package for the Social Sciences
SQUID Superconducting quantum interference

device
SQV Square wave voltammetry
SR Polysulfide rubbers
SRT Speech reception threshold
SS Stainless steel
SSB Single strand breaks
SSD Source-to-skin distance; Source-to-surface

distance
SSE Stainless steel electrode
SSEP Somatosensory evoked potential
SSG Solid state generator
SSP Skin stretch potential
SSS Sick sinus syndrome
STD Source-tray distance
STI Systolic time intervals
STP Standard temperature and pressure
STPD Standard temperature pressure dry
SV Stroke volume
SVC Superior vena cava
SW Standing wave
TAA Tumor-associated antigens
TAC Time-averaged concentration
TAD Transverse abdominal diameter
TAG Technical Advisory Group
TAH Total artificial heart
TAR Tissue-air ratio
TC Technical Committees
TCA Tricarboxylic acid cycle
TCD Thermal conductivity detector
TCES Transcutaneous cranial electrical

stimulation
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TCP Tricalcium phosphate
TDD Telecommunication devices for the

deaf
TDM Therapeutic drug monitoring
TE Test electrode; Thermoplastic elastomers
TEAM Technology evaluation and acquisition

methods
TEM Transmission electron microscope;

Transverse electric and magnetic mode;
Transverse electromagnetic mode

TENS Transcutaneous electrical nerve
stimulation

TEP Tracheoesophageal puncture
TEPA Triethylenepho-sphoramide
TF Transmission factor
TFE Tetrafluorethylene
TI Totally implantable
TICCIT Time-shared Interaction Computer-

Controlled Information Television
TLC Thin-layer chromatography; Total

lung capacity
TLD Thermoluminescent dosimetry
TMJ Temporomandibular joint
TMR Tissue maximum ratio; Topical

magnetic resonance
TNF Tumor necrosis factor
TOF Train-of-four
TP Thermal performance
TPC Temperature pressure correction
TPD Triphasic dissociation
TPG Transvalvular pressure gradient
TPN Total parenteral nutrition
TR Temperature rise
tRNA Transfer RNA
TSH Thyroid stimulating hormone
TSS Toxic shock syndrome
TTD Telephone devices for the deaf
TTI Tension time index
TTR Transition temperature range
TTV Trimming tip version
TTY Teletypewriter
TUR Transurethral resection
TURP Transurethral resections of the

prostrate
TV Television; Tidal volume; Tricuspid valve
TVER Transscleral visual evoked response
TW Traveling wave
TxB2 Thrombozame B2

TZ Transformation zone
UES Upper esophageal sphincter
UP Urea-formaldehyde
UfflS University Hospital Information System
UHMW Ultra high molecular weight

UHMWPE Ultra high molecular weight polyethylene
UL Underwriters Laboratory
ULF Ultralow frequency
ULTI Ultralow temperature isotropic
UMN Upper motor neuron
UO Urinary output
UPTD Unit pulmonary oxygen toxicity doses
UR Unconditioned response
US Ultrasound; Unconditioned stimulus
USNC United States National Committee
USP United States Pharmacopeia
UTS Ultimate tensile strength
UV Ultraviolet; Umbilical vessel
UVR Ultraviolet radiation
V/F Voltage-to-frequency
VA Veterans Administration
VAS Visual analog scale
VBA Vaginal blood volume in arousal
VC Vital capacity
VCO Voltage-controlled oscillator
VDT Video display terminal
VECG Vectorelectrocardiography
VEP Visually evoked potential
VF Ventricular fibrillation
VOP Venous occlusion plethysmography
VP Ventriculoperitoneal
VPA Vaginal pressure pulse in arousal
VPB Ventricular premature beat
VPR Volume pressure response
VSD Ventricular septal defect
VSWR Voltage standing wave ratio
VT Ventricular tachycardia
VTG Vacuum tube generator
VTS Viewscan text system
VV Variable version
WAIS-R Weschler Adult Intelligence

Scale-Revised
WAK Wearable artificial kidney
WAML Wide-angle mobility light
WBAR Whole-body autoradiography
WBC White blood cell
WG Working Groups
WHO World Health Organization; Wrist hand

orthosis
WLF Williams-Landel-Ferry
WMR Work metabolic rate
w/o Weight percent
WORM Write once, read many
WPW Wolff-Parkinson-White
XPS X-ray photon spectroscopy
XR Xeroradiograph
YAG Yttrium aluminum garnet
ZPL Zero pressure level
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CONVERSION FACTORS AND UNIT SYMBOLS

SI UNITS (ADOPTED 1960)

A new system of metric measurement, the International System of Units (abbreviated SI), is being implemented throughout
the world. This system is a modernized version of the MKSA (meter, kilogram, second, ampere) system, and its details are
published and controlled by an international treaty organization (The International Bureau of Weights and Measures).

SI units are divided into three classes:

Derived Units and Other Acceptable Units

These units are formed by combining base units, supplementary units, and other derived units. Those derived units having
special names and symbols are marked with an asterisk (*) in the list below:

xxxi

Base Units
length metery (m)
massz kilogram (kg)
time second (s)
electric current ampere (A)
thermodynamic temperature§ kelvin (K)
amount of substance mole (mol)
luminous intensity candela (cd)

Supplementary Units
plane angle radian (rad)
solid angle steradian (sr)

Quantity Unit Symbol Acceptable equivalent
*absorbed dose gray Gy J/kg
acceleration meter per second squared m/s2

*activity (of ionizing radiation source) becquerel Bq 1/s
area square kilometer km2

square hectometer hm2 ha (hectare)
square meter m2

yThe spellings ‘‘metre’’ and ‘‘litre’’ are preferred by American Society for Testing and Materials (ASTM); however, ‘‘�er’’ will be
used in the Encyclopedia.
z‘‘Weight’’ is the commonly used term for ‘‘mass.’’
§Wide use is made of ‘‘Celsius temperature’’ ðtÞ defined t ¼ T � T0 where T is the thermodynamic temperature, expressed in
kelvins, and T0 ¼ 273:15K by definition. A temperature interval may be expressed in degrees Celsius as well as in kelvins.
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Quantity Unit Symbol Acceptable
equivalent
*capacitance farad F C/V
concentration (of amount of substance) mole per cubic meter mol/m3

*conductance siemens S A/V
current density ampere per square meter A/m2

density, mass density kilogram per cubic meter kg/m3 g/L; mg/cm3

dipole moment (quantity) coulomb meter C�m
*electric charge, quantity of electricity coulomb C A�s
electric charge density coulomb per cubic meter C/m3

electric field strength volt per meter V/m
electric flux density coulomb per square meter C/m2

*electric potential, potential difference,
electromotive force volt V W/A

*electric resistance ohm V V/A
*energy, work, quantity of heat megajoule MJ

kilojoule kJ
joule J N�m
electron volty eVy

kilowatt houry kW�hy
energy density joule per cubic meter J/m3

*force kilonewton kN
newton N kg�m/s2

*frequency megahertz MHz
hertz Hz 1/s

heat capacity, entropy joule per kelvin J/K
heat capacity (specific), specific entropy joule per kilogram kelvin J/(kg�K)
heat transfer coefficient watt per square meter W/(m2�K)

kelvin
*illuminance lux lx lm/m2

*inductance henry H Wb/A
linear density kilogram per meter kg/m
luminance candela per square meter cd/m2

*luminous flux lumen lm cd�sr
magnetic field strength ampere per meter A/m
*magnetic flux weber Wb V�s
*magnetic flux density tesla T Wb/m2

molar energy joule per mole J/mol
molar entropy, molar heat capacity joule per mole kelvin J/(mol�K)
moment of force, torque newton meter N�m
momentum kilogram meter per second kg�m/s
permeability henry per meter H/m
permittivity farad per meter F/m
*power, heat flow rate, radiant flux kilowatt kW

watt W J/s
power density, heat flux density,

irradiance watt per square meter W/m2

*pressure, stress megapascal MPa
kilopascal kPa
pascal Pa N/m2

sound level decibel dB
specific energy joule per kilogram J/kg
specific volume cubic meter per kilogram m3/kg
surface tension newton per meter N/m
thermal conductivity watt per meter kelvin W/(m�K)
velocity meter per second m/s

kilometer per hour km/h
viscosity, dynamic pascal second Pa�s

millipascal second mPa�s
yThis non-SI unit is recognized as having to be retained because of practical importance or use in specialized fields.



In addition, there are 16 prefixes used to indicate order of magnitude, as follows:

CONVERSION FACTORS TO SI UNITS

A representative list of conversion factors from non-SI to SI units is presented herewith. Factors are given to four significant
figures. Exact relationships are followed by a dagger (y). A more complete list is given in ASTM E 380-76 and ANSI Z210.
1-1976.
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Quantity Unit Symbol Acceptable equivalent
viscosity, kinematic square meter per second m2/s

square millimeter per second mm2/s
cubic meter m3

cubic decimeter dm3 L(liter)
cubic centimeter cm3 mL

wave number 1 per meter m�1

1 per centimeter cm�1

Multiplication factor Prefix Symbol Note
1018 exa E

1015 peta P

1012 tera T

109 giga G

108 mega M
103 kilo k
102 hecto ha

10 deka daa

10�1 deci da

10�2 centi ca

10�3 milli m
10�6 micro m
10�9 nano n
10�12 pico p
10�15 femto f
10�18 atto a

aAlthough hecto, deka, deci, and centi are
SI prefixes, their use should be avoided
except for SI unit-multiples for area and
volume and nontechnical use of
centimeter, as for body and clothing
measurement.

For a complete description of SI and its use the reader is referred to ASTM E 380.

To convert from To Multiply by
acre square meter (m2) 4:047� 103

angstrom meter (m) 1:0� 10�10y

are square meter (m2) 1:0� 102y

astronomical unit meter (m) 1:496� 1011

atmosphere pascal (Pa) 1:013� 105

bar pascal (Pa) 1:0� 105y

barrel (42 U.S. liquid gallons) cubic meter (m3) 0.1590
Btu (International Table) joule (J) 1:055� 103

Btu (mean) joule (J) 1:056� 103

Bt (thermochemical) joule (J) 1:054� 103

bushel cubic meter (m3) 3:524� 10�2

calorie (International Table) joule (J) 4.187
calorie (mean) joule (J) 4.190
calorie (thermochemical) joule (J) 4.184y

centimeters of water (39.2 8F) pascal (Pa) 98.07
centipoise pascal second (Pa�s) 1:0� 10�3y

centistokes square millimeter per second (mm2/s) 1.0y
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cfm (cubic foot per minute) cubic meter per second (m3/s) 4:72� 10�4

cubic inch cubic meter (m3) 1:639� 10�4

cubic foot cubic meter (m3) 2:832� 10�2

cubic yard cubic meter (m3) 0.7646
curie becquerel (Bq) 3:70� 1010y

debye coulomb-meter (C�m) 3:336� 10�30

degree (angle) radian (rad) 1:745� 10�2

denier (international) kilogram per meter (kg/m) 1:111� 10�7

tex 0.1111
dram (apothecaries’) kilogram (kg) 3:888� 10�3

dram (avoirdupois) kilogram (kg) 1:772� 10�3

dram (U.S. fluid) cubic meter (m3) 3:697� 10�6

dyne newton(N) 1:0� 10�6y

dyne/cm newton per meter (N/m) 1:00� 10�3y

electron volt joule (J) 1:602� 10�19

erg joule (J) 1:0� 10�7y

fathom meter (m) 1.829
fluid ounce (U.S.) cubic meter (m3) 2:957� 10�5

foot meter (m) 0.3048y

foot-pound force joule (J) 1.356
foot-pound force newton meter (N�m) 1.356
foot-pound force per second watt(W) 1.356
footcandle lux (lx) 10.76
furlong meter (m) 2:012� 102

gal meter per second squared (m/s2) 1:0� 10�2y

gallon (U.S. dry) cubic meter (m3) 4:405� 10�3

gallon (U.S. liquid) cubic meter (m3) 3:785� 10�3

gilbert ampere (A) 0.7958
gill (U.S.) cubic meter (m3) 1:183� 10�4

grad radian 1:571� 10�2

grain kilogram (kg) 6:480� 10�5

gram force per denier newton per tex (N/tex) 8:826� 10�2

hectare square meter (m2) 1:0� 104y

horsepower (550 ft�lbf/s) watt(W) 7:457� 102

horsepower (boiler) watt(W) 9:810� 103

horsepower (electric) watt(W) 7:46� 102y

hundredweight (long) kilogram (kg) 50.80
hundredweight (short) kilogram (kg) 45.36
inch meter (m) 2:54� 10�2y

inch of mercury (32 8F) pascal (Pa) 3:386� 103

inch of water (39.2 8F) pascal (Pa) 2:491� 102

kilogram force newton (N) 9.807
kilopond newton (N) 9.807
kilopond-meter newton-meter (N�m) 9.807
kilopond-meter per second watt (W) 9.807
kilopond-meter per min watt(W) 0.1635
kilowatt hour megajoule (MJ) 3.6y

kip newton (N) 4:448� 102

knot international meter per second (m/s) 0.5144
lambert candela per square meter (cd/m2) 3:183� 103

league (British nautical) meter (m) 5:559� 102

league (statute) meter (m) 4:828� 103

light year meter (m) 9:461� 1015

liter (for fluids only) cubic meter (m3) 1:0� 10�3y

maxwell weber (Wb) 1:0� 10�8y

micron meter (m) 1:0� 10�6y

mil meter (m) 2:54� 10�5y

mile (U.S. nautical) meter (m) 1:852� 103y

mile (statute) meter (m) 1:609� 103

mile per hour meter per second (m/s) 0.4470

To convert from To Multiply by
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millibar pascal (Pa) 1:0� 102

millimeter of mercury (0 8C) pascal (Pa) 1:333� 102y

millimeter of water (39.2 8F) pascal (Pa) 9.807
minute (angular) radian 2:909� 10�4

myriagram kilogram (kg) 10
myriameter kilometer (km) 10
oersted ampere per meter (A/m) 79.58
ounce (avoirdupois) kilogram (kg) 2:835� 10�2

ounce (troy) kilogram (kg) 3:110� 10�2

ounce (U.S. fluid) cubic meter (m3) 2:957� 10�5

ounce-force newton (N) 0.2780
peck (U.S.) cubic meter (m3) 8:810� 10�3

pennyweight kilogram (kg) 1:555� 10�3

pint (U.S. dry) cubic meter (m3) 5:506� 10�4

pint (U.S. liquid) cubic meter (m3) 4:732� 10�4

poise (absolute viscosity) pascal second (Pa�s) 0.10y

pound (avoirdupois) kilogram (kg) 0.4536
pound (troy) kilogram (kg) 0.3732
poundal newton (N) 0.1383
pound-force newton (N) 4.448
pound per square inch (psi) pascal (Pa) 6:895� 103

quart (U.S. dry) cubic meter (m3) 1:101� 10�3

quart (U.S. liquid) cubic meter (m3) 9:464� 10�4

quintal kilogram (kg) 1:0� 102y

rad gray (Gy) 1:0� 10�2y

rod meter (m) 5.029
roentgen coulomb per kilogram (C/kg) 2:58� 10�4

second (angle) radian (rad) 4:848� 10�6

section square meter (m2) 2:590� 106

slug kilogram (kg) 14.59
spherical candle power lumen (lm) 12.57
square inch square meter (m2) 6:452� 10�4

square foot square meter (m2) 9:290� 10�2

square mile square meter (m2) 2:590� 106

square yard square meter (m2) 0.8361
store cubic meter (m3) 1:0y

stokes (kinematic viscosity) square meter per second (m2/s) 1:0� 10�4y

tex kilogram per meter (kg/m) 1:0� 10�6y

ton (long, 2240 pounds) kilogram (kg) 1:016� 103

ton (metric) kilogram (kg) 1:0� 103y

ton (short, 2000 pounds) kilogram (kg) 9:072� 102

torr pascal (Pa) 1:333� 102

unit pole weber (Wb) 1:257� 10�7

yard meter (m) 0.9144y

To convert from To Multiply by
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INTRODUCTION

An alloy is defined as a substance with metallic properties
that is composed of two or more chemical elements of
which at least one is an elemental metal (1). The internal
structure of most alloys starts to change only when it is no
longer stable. When external influences, such as pressure
and temperature, are varied, it will tend to transform
spontaneously into a mixture of phases, the structures,
compositions, and morphologies of which differ from the
initial one. Such microstructural changes are known as
phase transformation and may involve considerable atomic
rearrangement and compositional change (2,3).

Shape memory alloys (SMAs) exhibit a unique mechan-
ical ‘‘memory’’, or restoration force characteristic, when
heated above a certain phase-transformation temperature
range (TTR), after having been deformed below the TTR.
This thermally activated shape recovering behavior is
called the shape memory effect (SME) (3–5). This particu-
lar effect is closely related to a martensitic phase trans-
formation accompanied by subatomic shear deformation
resulting from the diffusionless, cooperative movement of
atoms (6,7). The name martensite was originally used to
describe the very fine, hard microstructure found in
quenched steels (8). The meaning of this word has been
extended gradually to describe the microstructure of non-
ferrous alloys that have similar characteristics.

SMAs have two stable phases: a high temperature stable
phase, called the parent or austenite phase and a low tem-
perature stable martensite phase. Martensite phases can be
induced by cooling or stressing and are called thermally
induced martensite (TIM) or stress induced martensite
(SIM), respectively (8). The TIM forms and grows continu-
ously as the temperature is lowered, and it shrinks and
vanishes as the temperature is raised. The SIM is generated
continuously with increasing applied stress on the alloy. On

removing the applied stress, SIM disappears gradually at a
constant temperature. If the temperature is sufficiently low
when stressing, however, the SIM cannot return to its initial
structure when the stress is removed.When the temperature
is increased above the TTR, the residual SIM restores the
original structure, resulting in shape recovery (9). Surpris-
ingly, this process can be reliably repeated millions of times,
provided that the strain limits are not breached. If disloca-
tions or slips intervene in this process, the shape memory
becomes imperfect. When the applied stress on a SMA is
too great, irreversible slip occurs, and the SMA cannot
recover its original shape even after heating above TTR
(10). However, it can remember this hot parent pattern. In
the next cooling cycle, the SMA changes slightly and remem-
bers the cool-martensite pattern. A SMA trained with this
repeated cyclic treatment is called a two-way SMA (9). A
schematic explanation of the SME related to the two-
dimensional (2D) crystal structure (11) is shown in Fig. 1.
Whena SMA iscooledbelow its TTR, the parent phasebegins
to form TIM without an external shape change. This TIM can
be changed into SIM easily by mechanical deformation below
the TTR. When the deformed SMA is heated above its TTR,
however, it cannot hold the deformed shape anymore, and
theSMA returns to its original shape, resulting in a reverse
martensitic phase transformation.

A SMA also shows rubber-like behavior at temperatures
above its TTR. When a SMA is deformed isothermally
above its TTR, only SIM is produced, until plastic deforma-
tion occurs. Then, the SIM disappears immediately after
removing the applied load, resulting in a much greater
amount of recovering strain, in excess of the elastic limit,
compared to the conventional elastic strain of a metal. This
rubber-like behavior at a constant temperature above TTR
is called superelasticity (12). A schematic explanation of
superelasticity is shown in Fig. 2.

These contrasting behaviors of superelasticity and SME
are a function of the testing temperature. If a SMA is tested
below its TTR, it shows SME, while a SMA that is deformed
above its TTR shows superelasticity.

It is convenient to subdivide the superelastic behavior
into two categories, ‘‘superelasticity’’ and ‘‘rubber-like
behavior’’, depending on the nature of the driving forces
and mechanism involved. If it is triggered by SIM forma-
tion and subsequent reversion, the terminology super-
elasticity is used. By contrast, rubber-like behavior does
not involve phase transformation, but involves deforma-
tion of the martensite itself. It is closely related to the
reversible movement of deformed twin boundaries or
martensite boundaries (10).

An example of SME in a shape-memory suture needle
(13) is shown in Fig. 3. Figure 3a shows a curved needle
with the shape preset by a heat-treatment process. When
the shape-memory needle is cooled below its TTR, it is
readily amenable to a change in shape with forceps (b). On
heating it above TTR, thermal energy causes the needle to
recover its original curved shape (c).
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HISTORY OF SHAPE MEMORY ALLOYS

The first observed shape memory phenomenon was pseu-
doelasticity. In 1932, Oelander observed it in a Au–Cd
alloy and called it ‘‘rubber-like’’ behavior (14). Owing to
the great amount of reversible strain, this effect is also
called ‘‘superelasticity’’. The SME was discovered in 1938
by Greninger and Mooradian (15), while observing the
formation and disappearance of martensite with falling
and rising temperature in a brass (Cu–Zn alloy) sample.
The maximum amount of reversible strain was observed
in a Cu–Al–Ni single crystal with a recoverable elastic
strain of 24% (16). In 1949, Kurdjumov and Khandros
(17), provided a theoretical explanation of the basic
mechanism of SME, the thermoelastic behavior of the
martensite phase in Au–Cd alloy. Numerous alloy sys-
tems have been found to exhibit shape memory behavior.
However, the great breakthrough came in 1963, when
Buehler et al. (4) at the U.S. Naval Ordnance Laboratory
discovered the SME in an equiatomic alloy of Ni–Ti,
since then popularized under the name nitinol (Nickel–
Titanium Naval Ordnance Laboratory). Partial listings of
SMAs include the alloy systems: Ag–Cd, Au–Cd, Au–Cu,
Cu–Zn,Cu–Zn–X(X ¼ Si,Sn,Al,Ga),Cu–Al–Ni,Cu–Au–Zn,
Cu–Sn, Ni–Al, Ni–Nb, Ni–Ti, Ni–Ti–Cu, Ti–Pd–Ni,
In–Tl, In–Cd, Mn–Cd, Fe–Ni, Fe–Mn, Fe–Pt, Fe–Pd, and
Fe–Ni–Co–Ti (9). It took several years to understand the
microscopic, crystallographic, and thermodynamic proper-
ties of these extraordinary metals (18–20). The aeronautical,
mechanical, electrical, biomedical, and biological engi-
neering communities, as well as the health professions,
are making use of shape memory alloys for a wide range of
applications (9). Several commercial applications of Ni–Ti
and Cu–Zn–Al SMAs have been developed, such as tube-
fitting systems, self-erectable structures, clamps, thermo-
static devices, and biomedical applications (5,21–23).

Andreasen suggested the first clinical application of
Ni–Ti SMA in 1971. He suggested that nitinol wire was
useful for orthodontics by reason of its superelasticity and
good corrosion resistance (24). Since then, Ni–Ti alloys
have been used in a broad and continually expanding
array of biomedical applications, including various pros-
theses and disposables used in vascular and orthopedic
surgery. Medical interventions have themselves been dri-
ven toward minimally invasive procedures by the creation
of new medical devices, such as guide wires, cardiovas-
cular stents, filters, embolic coils, and endoscopic surgery
devices. The Ni–Ti SMA stent was first introduced in 1983
when Dotter (25) and Cragg (26) simultaneously pub-
lished the results of their experimental studies. How-
ever, their studies were unsuccessful because of the
unstable introduction system and the intimal hyper-
plasia in the stent-implanted region (27). In 1990, Rauber
et al. renewed the effort to use a Ni–Ti alloy as a stent,
significantly reducing intimal hyperplasia by using a
transcatheter insertion method (28). In 1992, Josef
Rabkin reported successful results in the treatment of
obstructions in vascular and nonvascular systems in
268 patients (29). In 1989, Kikuchi reported that a
guidewire constructed from kink-resistant titanium–
nickel alloy was helpful for angiography and interventional
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Figure 3. Shape-memory effect in a SMA suture needle. (a)
Cooling the SMA suture needle below its TTR, (b) straightening
the SMA suture needle below its TTR, (c) recovering the original
shape of the SMA suture needle above its TTR.

Parent phase Stress induced martensite phase

Figure 2. Schematic illustration of the superelasticity of a SMA
above TTR. During the loading process, the applied load changes
the parent phase into stress-induced martensite, which disappears
instantly on unloading.

TTR

Cooling

Parent phase

Heating

TTR

Deformation

Martensite phase Deformed martensite phase

Figure 1. Schematic illustration of the shape memory effect.
The parent phase is cooled below TTR to form a twinned (self-
accommodated) martensite without an external shape change.
Deformed martensite is produced with twin boundary movement
and a change of shape by deformation below the TTR. Heating
above the TTR results in reverse transformation and leads to
shape recovery.



procedures (30). Guidewires are used for needles, endo-
scopes, or catheters, to gain access to a desired location
within the human body. In 1989, the U.S. Food and Drug
Administration approved the use of a Mitek anchor
constructed of nitinol for shoulder surgery (31). Since
then, many devices and items have been developed with
nickel–titanium SMAs.

NICKEL–TITANIUM SHAPE MEMORY ALLOY

Physical Properties

Some of the physical properties of 55-Nitinol are listed in
Table 1 (32,33). Nitinol has good impact properties, low
density, high fatigue strength, and a nonmagnetic nature.
The excellent malleability and ductility of nitinol enable
it to be manufactured in the form of wires, ribbons, tubes,
sheets, or bars. It is particularly useful for very small
devices.

Phase Diagram and Crystal Structures

A Ti–Ni equilibrium phase diagram (34) is very useful for
understanding phase transformation and alloy design; a
modified one is shown in Fig. 4 (35). There is a triangular
region designated ‘‘TiNi’’ near the point of equiatomic
composition. The left slope (solubility limit) is nearly ver-
tical with temperature. This means that a precipitation-
hardening process cannot be used on the Ti-rich side in
bulk alloys. By contrast, the right slope is less steep than
the left. Therefore, the precipitation-controlling process
can adjust transformation temperatures for practical
application of SMAs on the Ni-rich side. The crystal struc-
ture of the upper part of this triangle, > 1090 8C, is body
centered cubic (bcc). The lower part is a CsCl-type ordered
structure (B2) from 1090 8C to room temperature. A sche-
matic atomic configuration of the B2 structure is shown in
Fig. 5 (36). In 1965, Wang determined the lattice constant
of the B2 crystal as a0 ¼ 3.01 Å (6). He proposed that the

Ni–Ti crystal structure is not a simple CsCl-type structure,
but has a disordered 9 Å superlattice and an ordered 3 Å
CsCl-type sublattice. As the temperature is lowered, the
ordered CsCl structure is slightly tilted instantaneously
and cooperatively into a close-packed structure, called
martensite, with a 2D dimensional close-packed plane
(basal plane) (6,37). The martensite unit cell is described
as a monoclinic (B190) configuration, as shown in Fig. 6.
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Figure 4. Phase diagram of a Ti–Ni alloy and
details of the TiNi and TiNi3 phases (35).
(Reproduced with permission from Binary Alloy
Phase Diagrams, 2nd ed., Vol. 3, 1990, Phase
diagram of a Ti-Ni alloy on page 2874, T. B.
Massalski, H. Okamoto, P. R. Subramanian, and
L. Kacprzak, ASM International.)

Table 1. Some of the Physical and Mechanical Properties
of Nominal 55-Nitinola

Density 6.45 g/cm3

Melting point 1310 8C
Magnetic permeability coefficient < 1.002
Electrical resistivity

20 8C 80 mV � cm
900 8C 132 mV � cm

Thermal expansion 10.4�10�6/ 8C
Hardness,

950 8C furnace cooled 89 RB

950 8C quenched 89 RB

Yield strength 103–138 MPa (15–20
� 103 psi)

U.T.S. 860 MPa (125 � 103 psi)
Elongation 60%
Young’s modulus 70 GPa (10.2 � 106 psi)
Shear modulus 24.8 GPa (3.6 � 106 psi)
Poisson’s ratio 0.33
Fatigue (Moore test)

stress 107 counts
480 MPa (70 � 103 psi)

Charpy impact
Unnotched (RT)b 155 ftlb
Unnotched (�80 8C) 160 ftlb
Notched (RT) 24 ftlb
Notched (�80 8C) 17 ftlb

aReproduced with permission from Biocompatibility of Clinical Implant

Materials volume I, Ed. By D. F. Williams, 1981, Table 2 on page 136,

Castleman L. S. and Motzkin S. M., copyright CRC press, Boca Raton

Florida. See Refs. (32) and (33).
bRoom temperature ¼ RT.



The twin-type stacking of the thermally induced marten-
site structure shown on the left (a) has a readily deformable
crystalline arrangement, from the twin structure to the
detwinned structure shown on the right (b) (9,38). Diagram
(b) of the detwinned structure shows relatively planar
atomic stacking layer by layer alternately along the
{111} basal plane of the deformed martensite crystal (39).
Since martensitic transformation in Ni–Ti SMAs demon-
strates an abnormal heat capacity change, it is regarded
as a crystallographic distortion instead of a crystallo-
graphic transformation. The Ni–Ti martensite transfor-
mation is accompanied by a large latent heat of enthalpy
(DH � 4,150 J/mol). This extraordinarily latent heat of
transformation was considered to be owing to a portion of
the electrons undergoing a ‘‘covalent-to-metallic’’ electron-
state transformation (11).

Thermomechanical Properties

The mechanical properties of Ni–Ti SMAs are closely
dependent on the testing temperature. If a mechanical
stress is applied to the SMA below the TTR, then the
metastable parent structure of the Ni–Ti alloy is suscep-
tible to transformation into the martensite. However, if the
testing temperature exceeds the TTR, then, in the absence
of stress, the reverse transformation happens. Figure 7
shows an example of a uniaxial compressive stress-strain
curve of a Ni–Ti alloy above its TTR, which shows its
superelasticity (40).

With stress below the martensite starting stress (sMs),
the Ni–Ti alloy behaves in a purely elastic way, as shown in
section AB. As soon as the critical stress is reached at point
B, corresponding to stress level sMs, forward transforma-
tion (parent phase-to-martensite) is initiated and SIM
starts to form. The slope of section BC (upper plateau)
reflects the ease with which the transformation proceeds to
completion, generating large transformational strains.
When the applied stress reaches the value of the marten-
site finishing stress (sMf), the forward transformation is
completed and the SMA is fully in the SIM phase. For
further loading above sMf, the elastic behavior of marten-
site is observed again until plastic deformation occurs, as
represented in section CD. For stress beyond D, the mate-
rial deforms plastically until fracture occurs. However, if
the stress is released before reaching point D, the strain is
recovered in several stages. The first stage is elastic
unloading of the martensite, as shown in section DE. On
arriving at stress sAs, at E, the reverse martensite trans-
formation starts and the fraction of martensite decreases
until the parent phase is completely restored at F. Section
FA represents the elastic unloading of the parent phase. If
some irreversible deformation has taken place during
either loading or unloading, the total strain may not be
recovered completely. Owing to the stress differences
between sMf and sAs and between sMs and sAf, a hyster-
esis loop is obtained in the loading–unloading stress–strain
curve. Increasing the test temperature results in an
increase in the values of the critical transformation stres-
ses, while the general shape of the hysteresis loop remains
the same. The area enclosed by the loading and unloading
curves represents the energy dissipated during a stress
cycle. As part of the hysteresis loop, both the loading and
unloading curves show plateaus, at which point large
strains are accommodated on loading, or recovered on
unloading, with only a small change in stress (19). This
behavior of Ni–Ti SMAs is much like that of natural
tissues, such as hair and bone, and results in a ‘‘superelastic’’
ability to withstand and recover from large deforming
stresses.
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Figure 7. Compressive stress–strain curve of a heat-treated
6-mm-diameter Ni–Ti rod at 4 8C. Three distinct stages are
observed on the stress–strain curve (sMf: stress-induced martensite
finishing stress, sMs: stress-induced martensite starting stress,
sAs: parent phase starting stress, sAf: parent phase finishing
stress) (40).

Figure 6. Schematic 3D diagram of the Ni–Ti atomic stacking
model of low temperature stable monoclinic structured martensite
(a) twin-type stacking of martensite, (b) detwinned-type stacking
of martensite).

Figure 5. Schematic 3D diagram of the Ni–Ti atomic model in
the stable high temperature phase (CsCl-type structure; lattice
constant; a0 ¼ 3.01 Å).



In 1974, Krishnan argued that Burkart and Read had
found the effects of compressive and tensile stress on
martensite formation and disappearance in Tl–In SMAs
(19). The transformation stresses sMs and sAs have a
linear relation with testing temperature, as shown in
Fig. 8 (41). They inferred that sMs is a linear function of
temperature, and the stresses sMs and sAs increase with
temperature.

Another important thermomechanical property of
SMAs is the relationship between the plateau stress of
the martensite phase transformation and the enthalpy
change of that reaction. As the stress-induced martensitic
transformation is a second-order transformation, the
amount of transformation depends on its temperature,
so the high temperature state has a larger energy barrier
of SIM and needs more energy to overcome this larger
reverse martensitic transformation barrier. The enthalpy
change of the parent phase to martensitic transformation
(DHp-m) can be calculated theoretically using the modified
Clausius–Clapeyron equation (20), shown in Eq. 1.

dsp�m

dT
¼ rDHp-m

ep�mTo
(1)

WhereDHp�m is the enthalpy change of the parent phase to
the martensite phase at To; sp�m is the stress at which
stress-induced martensite is formed at the testing tem-
perature, T; r is the density of the SMA; and ep�m is the
strain corresponding to complete transformation. dsp�m

and ep�m can be taken from the stress–strain curves.
Kim compared the theoretically calculated DHp�m of a
Ni–Ti alloy using stress–strain curves and Eq. 1 with an
experimentally acquired value (9). He reported that the
theoretical value of DHp�m for a Ni–Ti alloy calculated
from the stress–strain curves was 6.24 cal/g. The experi-
mental value of the enthalpy change (DHp�m) of an 8%
prestrained Ni–Ti wire sample from DSC measurement
was 6.79 cal�g�1. Based on this result, he inferred that
Ni–Ti alloys undergo thermomechanical-phase transfor-
mation by exchanging thermal energy into mechanical
energy and vice versa (9).

MANUFACTURING METHODS

Alloy Refining

The Ni–Ti SMAs can be refined using either the vacuum-
induction melting method or the consumable arc melting
technique. In vacuum-induction melting, a prerequisite in
working with Ni–Ti is a high purity graphite crucible. To
prevent impurities, the crucible should be connected to the
pouring lip mechanically to keep the molten Ni–Ti com-
pound from contacting anything, but the high density, low
porosity graphite. Elemental carbon is very reactive with
Ni or Ti alone and any contact with either will ruin the
purity of the desired sample. However, there is very little
reaction with the crucible in the consumable arc melting
process. This method yields a product that is relatively free
of impurities. Once the Ni–Ti alloy is cast using the melting
technique, it is ready for hot or cold working into more
practical forms and consecutive annealing treatment (42).

Mechanical Processing

When hot working a piece of Ni–Ti alloy, the temperature
should be below that where incipient melting of the sec-
ondary phase can occur. This temperature should also be
held constant for a period of time sufficient for certain
nonequilibrium phases to return to solution, which makes
the remaining alloy homogeneous. Andreasen suggested
that the optimum hot working temperature is 700–800 8C
for forging, extrusion, swaging, or rolling. If cold rolling is
desired, then the alloy should be annealed before the oxide
is removed (42). The most common form of Ni–Ti alloy is a
wire. To make a wire, the Ni–Ti alloy ingot must be rolled
into a bar at high temperature. Swaging the bar, followed
by drawing, and a final annealing, reduce the alloy to wire
form. To soften the wire, it should be annealed between 600
and 800 8C for a short period. When the Ni–Ti alloy is
drawn down to 0.8 mm through a carbide die, the max-
imum reduction in area with each pass should be within
10%. Once this diameter is reached, a diamond die is used
to draw the alloy with a 20% area reduction per die. The
Ni–Ti alloy is annealed again at 700 8C and allowed to cool
to room temperature between passes (42). By contrast, the
extrusion method is used for the tube-making process,
which enables a substantially greater reduction in cross-
sectional area as compared to drawing wire. Laser cutting
of Ni–Ti tubes has been used to make vascular stents (43).
Most Ni–Ti alloys require a surface finishing procedure
after the final machining process, such as chemical leach-
ing, cleaning, rinsing, and surface modification.

Shape Memory Programming

There are two steps in the shape memory programming of a
Ni–Ti alloy. First, the Ni–Ti alloy sample must be deformed
to the desired shape and put into a constraining mold or
fixture. The next step is shape memory heat treatment
in a furnace at 400–600 8C. The shape recovery efficiency
of a Ni–Ti alloy can be controlled by changing the heat
treatment conditions or the degree of deformation. In
general, there are three different ways to control the
TTR of a Ni–Ti SMA: altering the chemical composition,
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Figure 8. The effect of compressive (a) and tensile (b) loading on
martensite formation and disappearance in 20.7% Tl–In alloy (19).
(From J. Mat. Sci. Vol. 9, 1974, Figure 2 on page 1537, Krishnan
R. V., Delaey L., Tas H. and Warlimont H., Kluwer Academic
Publisher. Reproduced with kind permission of Springer Science
and Business Media.)



changing the heat treatment conditions, and varying the
degree of deformation (13).

Chemical Composition Effect on TTR. The shape memory
characteristic is limited toNi–Ti alloys withnear-equiatomic
composition, as shown in Fig. 4. A pure stoichiometric
(50 at%) Ni–Ti alloy will have a nickel content of � 55
wt%. Increasing the nickel concentration lowers the
characteristic transformation temperature of the alloy.
The limit of the nickel concentration for a SMA is � 56.5
wt%, owing to the formation of a detrimental second phase.
In addition, the shape memory properties of a Ni–Ti alloy
can be readily modified by adding ternary elements that
are chemically similar to Ni or Ti. Adding a small amount of
a transition metal such as Co, Fe, or Cr, instead of Ni,
depresses the TTR, such that the SME occurs at well-below
ambient temperature (44). When larger ions are substi-
tuted for smaller ions, the transformation temperature
increases. Concerning ternary additions to alloys, Mura-
kami et al. (45) proposed that the stability of the parent
phase is controlled by ion–core repulsive interactions such
that when larger ions are substituted for smaller ions, the
transformation temperature increases. Based on this
hypothesis, substitutions of Au and Zr should increase
the recovery temperature of Ni–Ti alloys, Al and Mn
should decrease it, and Co and Fe should cause little
change. The effects of Au, Zr, Al, and Mn were predicted
correctly, but those of Co and Fe were not. Similarly,
Morberly suggested that if > 7.5% copper is added to a
Ni–Ti alloy, up to 30%, the addition of Cu increases and
narrows the TTR (46).

Mechanical Deformation Effect on the TTR. Many inves-
tigators have reviewed the effect of mechanical deforma-
tion on the TTR (5,36,47). They found that the degree of
deformation affects the TTR of a SMA, and the stress slope
(ds/dT) is a very important fundamental descriptor of
SMAs. The residual stress from prior cold work can have
a major effect on the transformation behavior. As a result,
retention of the parent phase is a function of the stress and
heat treatment history. Lee et al. reported that bending
beyond the yielding point broadened the TTR and
increased the stored internal energy (48). Figure 9 shows
an example of transition temperature variation with
respect to uniaxial prestrain of a Ni–Ti alloy wire (13).
When the prestrain > 8%, the shape recovery transition
temperature (As) and the martensite starting temperature
(Ms) are increased with increasing prestrain. However, the
enthalpy change of the cooling cycle is almost the same
because most stored internal energy in SIM is already
liberated during the heating cycle (36).

Heat Treatment Effect on the TTR. The TTR of a Ni–Ti
alloy can be controlled by the final annealing temperature
and time. Kim insisted that a higher annealing tempera-
ture gives a lower transition temperature and a wider
TTR (9). Moreover, he showed that a larger grain size has
a lower transition temperature because the annealed
large grains have much more transformable volume than
smaller grains, so they need more energy for second-phase
nucleation and growth inside the grain (49).

Figure 10 shows an example of the heat treatment
temperature effect on SME (40). When a Ni–Ti rod is heat
treated for 30 min at 600 8C, the rod shows superelasticity
at room temperature. This indicates that the TTR is lower
than the testing temperature. By contrast, when a Ni–Ti
rod is heat treated for 30 min at < 500 8C, the rod shows
SME at room temperature, which suggests that the TTR is
higher than the testing temperature. These results clearly
show that the SME is closely related to the heat treatment
temperature (9,50).

Methods of Measuring Transition Temperatures

There are many measurable parameters that accompany
the shape memory transformation of a Ni–Ti alloy, for
example, hardness, velocity of sound, damping character-
istic, elastic modulus, thermal expansion, electrical resis-
tivity, specific heat, latent heat of transformation, thermal
conductivity, and lattice spacing. Of these, the electrical
resistivity and latent heat of transformation are useful for
measuring the TTR of a SMA.
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wire (13).
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DSC Measurement. Differential scanning calorimetry
(DSC) is a thermal analysis technique that determines the
specific heat, heat of fusion, heat of reaction, or heat of
polymerization of materials. It is accomplished by heating
or cooling a sample and reference under such conditions
that they are always maintained at the same temperature.
The additional heat required by the sample to maintain it
at the same temperature is a function of the observed
chemical or physical change (50). Figure 11 shows a typical
DSC curve of the specific heat change of a Ni–Ti alloy (40).
The lower curve is the heating curve and the upper one is
the cooling curve. Each peak represents a phase transfor-
mation during the thermal cycle. The area under the curve
represents the enthalpy change (DH) during the phase
transformation. The arrows on Fig. 11 indicate the transi-
tion temperatures. The advantage of DSC measurement is
that samples can be small and require minimal prepara-
tion. In addition, it can detect the residual strain energy,
diffusing DSC peaks (51).

Electrical Resistivity Measurement. The shape memory
transition temperature can also be determined from the
curve of the electrical resistance versus temperature using
a standard four-probe potentiometer within a thermal
scanning chamber. In 1968, Wang reported the character-
istic correlation between the shape memory phase trans-
formations of a Ni–Ti alloy and the irreversible electrical
resistivity curves (52). He proposed that the electrical
resistivity curve in the same temperature range has a
two-step process on cooling, that is, from the parent phase
via R-phase to the final martensite phase, and a one-step
process on heating, that is, from the martensite to the
parent phase. Figure 12 plots the electrical resistivity
versus temperature curves of a f1.89 mm Ni–Ti alloy wire
that was heat treated at 550 8C for 30 min. During the
heating process, the electrical resistivity increases up to
temperature As, and then it decreases until temperature Af

is reached. This suggests the restoration of the parent
structure accompanying this resistivity change. During
the cooling cycle, however, a triangular curve appears.
The increasing part of this triangular curve from Rs to
Rf represents the formation of an intermediate R phase
resulting in a further increase in electrical resistivity. The
decreasing part represents the thermal energy absorption
of the martensitic phase transformation.

Corrosion Resistance

The Ni–Ti SMAs are an alloy of nickel, which is not corro-
sion resistant in saline solutions, such as seawater, and
titanium, which has excellent corrosion resistance under
the same conditions. The corrosion resistance of Ni–Ti
alloys more closely resembles that of titanium than that
of nickel. The corrosion resistance of Ni–Ti alloys is based
mainly on the formation of a protective oxide layer, which
is called passivation (9). If the alloy corrodes, then break-
down of the protective oxide film on the alloy’s surface
occurs locally or generally, and substantial quantities of
metallic ions are released into the surrounding solution.
Therefore, corrosion resistance is an important determi-
nant of biocompatibility (54–56). The Pourbaix diagram is a
useful means of measuring corrosion. It is a potential
versus pH diagram of the redox and acid–base chemistry
of an element in water. It is divided into regions where
different forms of the metal predominate. The three
regions of interest for conservation are corrosion, immu-
nity, and passivity. The diagram may indicate the like-
lihood of passivation (or corrosion) behavior of a metallic
implant in vivo, as the pH varies from 7.35 to 7.45 in
normal extracellular fluid, but can reach as low as 3.5
around a wound site (57). An immersion test is also used
for determining the concentration of released metallic ions,
corrosion rates, corrosion types, and passive film thickness
in saline, artificial saliva, Hank’s solution, physiological
fluids, and so on (58).

Some surface modifications have been introduced to
improve the corrosion properties of Ni–Ti alloys, and pre-
vent the dissolution of nickel. These include titanium
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nitride coating of the Ni–Ti surface and chemical modifica-
tion with coupling agents for improving corrosion resis-
tance. However, when the coating on a Ni–Ti alloy is
damaged, corrosion appears to increase in comparison with
an uncoated alloy (56). Laser surface treatment of Ni–Ti
leads to increases in the superficial titanium concentration
and thickness of the oxide layer, improving its cytocompat-
ibility up to the level of pure titanium (9). Electropolishing
methods and nitric acid passivation techniques can
improve the corrosion resistance of Ni–Ti alloys owing to
the increased uniformity of the oxide layer (59).

Biocompatibility

Biocompatibility is the ability of a material or device to
remain biologically inactive during the implantation
period. The purpose of a biocompatibility test is to deter-
mine potential toxicity resulting from contact of the device
with the body. The device materials should not produce
adverse local or systemic effects, be carcinogenic, or pro-
duce adverse reproductive or developmental effects,
neither directly nor through the release of their material
constituents (60). Therefore, medical devices must be
tested for cytotoxicity, toxicity, specific target-organ toxi-
city, irritation of the skin and mucosal surfaces, sensitiza-
tion, hemocompatibility, short-term implantation effects,
genotoxicity, carcinogenicity, and effects on reproduction.

The biocompatibility of a Ni–Ti alloy must include the
biocompatibility of the alloy’s constituents. As Ni–Ti alloys
corrode, metallic ions are released into the adjacent tissues
or fluids by some mechanisms other than corrosion (61).
Although Ni–Ti alloys contain more nickel than 316L
stainless steel, Ni–Ti alloys show good biocompatibility
and high corrosion resistance because of the naturally
formed homogeneous TiO2 coating layer, which has a very
low concentration of nickel. Although Ni–Ti alloys have the
corrosion resistance of titanium, the passivated oxide film
will dissolve at some rate; furthermore, the oxide layer does
not provide a completely impervious barrier to the diffusion
of nickel and titanium ions (62,63).

Many investigators have reported on the biocompatibil-
ity of Ni–Ti alloys. Comparing the corrosion resistance of
common biomaterials, the biocompatibility of Ni–Ti ranks
between that of 316L stainless steel and Ti6A14V, even
after sterilization. Some of these findings are listed here.
Thierry found that electropolished Ni–Ti and 316L stain-
less steel alloys released similar amounts of nickel after a
few days of immersion in Hank’s solution (64). Trepanier
reported that electropolishing improved the corrosion
resistance of Ni–Ti stents because of the formation of a
new homogeneous oxide layer (59). In a short-term biolo-
gical safety study, Wever found that a Ni–Ti alloy had no
cytotoxic, allergic, or genotoxic activity and was similar to
the clinical reference control material AISI 316 LVM stain-
less steel (65). Motzkin showed that the biocompatibility of
nitinol is well within the limits of acceptability in tissue
culture studies using human fibroblasts and buffered
fetal rat calvaria tissue (66). Ryhanen reported that niti-
nol is nontoxic, nonirritating, and very similar to stainless
steel and Ti–6Al–4V alloy in an in vivo soft tissue and
inflammatory response study (67). Castleman found no

significant histological compatibility differences between
nitinol and Vitallium (Co–Cr alloy) (68). However, Shih
reported that nitinol wire was toxic to primary cultured
rat aortic smooth muscle cells in his cytotoxicity study
using a supernatant and precipitate of the corrosion pro-
ducts (69). Moreover, he found that the corrosion products
altered cell morphology, induced cell necrosis, and decreased
cell numbers.

MEDICAL DEVICES

The Ni–Ti alloys have been used successfully for medical
and dental devices because of their unique properties, such
as SME, superelasticity, excellent mechanical flexibility,
kink resistance, constancy of stress, good elastic deploy-
ment, thermal deployment, good corrosion resistance, and
biocompatibility. Recently, Ni–Ti alloys have found use in
specific devices that have complex and unusual functions,
for example, self-locking, self-expanding, or compressing
implants that are activated at body temperature (58). Some
popular examples of Ni–Ti medical devices have been
selected and are reviewed below.

Orthodontic Arch Wires

A commercially available medical application of nitinol is
the orthodontic dental arch wire for straightening malpo-
sitioned teeth, marketed by Unitek Corporation under the
name Nitinol Active-Arch (70). This type of arch wire,
which is attached to bands on the teeth, is intended to
replace the traditional stainless steel arch wire. Although
efforts have been made to use the SME in orthodontic wires
(71), the working principle of Nitinol Active-Arch wire is
neither the SME nor pseudoelasticity, but the rubber-like
behavior and relatively low Young’s modulus (30 GPa) of
nitinol in the martensitic condition. This modulus is very
low in comparison with the modulus of stainless steel (200
GPa). Comparing the bending moment change of nitinol
and stainless steel wire undergoing a constant change in
deflection (72), stainless steel wire shows a much larger
change in moment than the moment change of nitinol wire.
Clinically, this means that for any given malocclusion
nitinol wire will produce a lower, more constant force on
the teeth than would a stainless steel wire of equivalent
size. Figure 13 shows a clinical example of orthodontic
treatment using a superelastic Ni–Ti arch wire (73). This
wire showed faster movement of teeth and shorter chair
time than conventional stainless steel wire.

Guidewires

One typical application of superelasticity is the guidewires
that are used as guides for the safe introduction of various
therapeutic and diagnostic devices. A guidewire is a long,
thin metallic wire that is inserted into the body through a
natural opening or a small incision. The advantages of
using superelastic guide wire are the improvement in kink
resistance and steerability. A kink in a guidewire creates a
difficult situation when the time comes to remove it from a
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complex vascular structure. The enhanced twist resistance
and flexibility make it easier for the guidewire to pass to
the desired location (74). Figure 14 shows the tip of a
guidewire. The curved ‘‘J’’ tip of the guidewire makes it
easy to select the desired blood vessel.

Stents

A stent is a slender metal mesh tube that is inserted inside
a luminal cavity to hold it open during and after surgical
anastomosis. Superelastic nitinol stents are very useful for
providing sufficient crush resistance and restoring lumen
shape after deployment through a small catheter (25–27).
Figure 15 shows three examples of commercial self-
expandable Ni–Ti superelastic stents: a Gianturco stent
for the venous system, a Strecker stent for a dialysis shunt,
and a Wall stent for a hepatic vein. Figure 16 shows the
moment of expansion of a Ni–Ti self-expandable stent
being deployed from the introducer. The driving force of
the self-expanding stent is provided by the superelasticity
of the Ni–Ti alloy. Some clinical limitations of Ni–Ti stents
remain unresolved and require further development; these
are the problems of intimal hyperplasic and restenosis (78).

Orthopedic Applications

Dynamic compression bone plates exhibiting the SME are
one of the most popular orthopedic applications of nitinol,
followed by intramedullary fixation nails. Fracture healing
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Figure 14. Photograph of the tip of a commercial Ni–Ti guidewire
(FlexMedics, USA) (75).

Figure 15. Commercial Ni–Ti stents (a) Gianturco stent, (b) self-
expanding nitinol stent with the Strecker stent design, (c) Wall
stent (76).

Figure 13. Orthodontic treatment using a Ni–Ti superelastic
arch wire. (a) Malaligned teeth before treatment and (b)
normally aligned teeth after the first stage of treatment (73).
(Reprinted with permission from Shape memory materials, Ed.
By K. Otsuka and C. M. Wayman, 1998, Figure 12.3 on page 270,
S. Miyazaki, Cambridge University Press.)

Figure 16. Deployment of a commercial Ni–Ti self-expandable
stent (Taewoong Medical, Korea) (77).



in long bones can be accelerated when bone ends are held in
position with compression between the bone fragments.
Using this method, the undesirable surface damage and
wear of the holes that occur in a conventional dynamic bone
plate are avoided, while continuous compression is assured,
even if bone resorption occurs at the fracture sites. The effect
continues as long as the original shape is not reached (79).

Historically, the first orthopedic application of a SMA
was a Nitinol Harrington instrument for scoliosis treat-
ment that was introduced in 1976 by Schmerling (80),
which enabled the surgeon to restore any relaxed correc-
tive force postoperatively simply by the external applica-
tion of heat. In addition, it could be used initially to apply a
more appropriate set of corrective forces. Figure 17 shows
an example of a Ni–Ti shape memory clamp in small bone
surgery (81). Six months after surgery, a non-union was
present, although the outcome in this patient was assessed
as good.

CONCLUSIONS

A shape memory alloy is a metallic substance that has a
memory for shape combined with superelasticity. The
mechanisms of a nickel–titanium alloy’s shape memory
effect and superelasticity are described based on thermally
induced or stress induced martensite phase transforma-
tions. Some of the physical properties of nickel–titanium
alloys and a phase diagram are included for reference. The
thermomechanical characteristics, corrosion properties,
and biocompatibility of Ni–Ti shape memory alloys are
reviewed for the design of shape memory devices. Manu-
facturing methods, including refining, processing, shape
memory programming, and transformation temperature
range measuring methods are summarized for practical
applications. Finally, some applications in medical devices
are reviewed as examples of current trends in the use of
shape memory alloys. In conclusion, Ni–Ti shape memory
alloys are a very useful biocompatible material because of

their unique mechanical properties and good corrosion
resistance. A better understanding of shape memory alloys
should allow further developments in this area.
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INTRODUCTION

Due to advances in technology, especially computer
sciences, ambulatory monitoring with medical instruments
has increasingly become an important tool in the diagnosis
of some diseases and medical conditions. Some devices used
or in development for current clinical practice are shown in
Table 1.

The ideal device for ambulatory monitoring should be
consistently sensitive, accurate, lightweight, noninvasive,
and easy to use. The Holter monitor is a popular device for
ambulatory monitoring. Therefore, this article will start
with a discussion of the Holter monitor.

AMBULATORY MONITORING WITH A HOLTER DEVICE

A Holter monitor is a continuous recording of a patient’s
ecocardiogram (ECG) for 24 h as shown in Fig. 1. It was
named in honor of Norman J. Holter for his contribution in
creating the world’s first ambulatory ECG monitor in 1963
(1). Since it can be worn during the patient’s regular daily
activities, it helps the physician correlate symptoms
of dizziness, palpitations, and syncope with intermittent
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Table 1. Current Devices for Ambulatory Monitoring

Devices Uses

Holter monitoring Cardiac arrhythmia and ischemia
Ambulatory BP

monitoring
Hypertension and hypotension

Ambulatory glucose
monitoring

Hyperglycemia and hypoglycemia



cardiac arrhythmias. When compared with the ECG, which
lasts < 1 min. The Holter monitor is more likely to detect
abnormal heart rhythm. It can also help evaluate the
patient’s ECG during episodes of chest pain due to cardiac
ischemia. The common clinical applications for Holter
monitor are summarized in Table 2 (2,3).

The basic components of a Holter monitor include at
least a portable ECG recorder and a Holter analyzer
(scanner). Functional characteristics of both components
have improved dramatically since the first Holter monitor
was developed > 40 years ago.

Portable ECG Recorder

The recorder is a compact, light-weight device used to
record an ambulatory patient’s three or more ECG leads,
typically for 24 h for dysrhythmia or ischemia detection.
There are two types of the recorder available on the mar-
ket: the classical cassette type (tape) or the newer digital
type (flash memory card). The cassette recorder uses mag-
netic tape to record ECG information. The tape needs to be
sent to the physician’s office for analysis with a scanner to
produce a patient’s report. The problems with this type of
recorder are its limited memory for ECG recording, its
inability to transmit ECG information to the service center
digitally, and its difficulty in processing the information
with computer software. Therefore, it normally takes days
to produce a monitoring report for a patient.

The newer digital recorder has an increased memory
compared to the classical cassette type, making it possible

to extend the monitoring time beyond 24 h if indicated.
More importantly, the recorded signs are digital, which can
be transmitted to the service center or on-call physician by
digital transmission system via a phone line, email, or
wireless technology, and can be processed rapidly with
computer software. Therefore, the patient’s report will
be available for the patient’s physician much sooner. If
indicated, treatment can be started without delay. Addi-
tionally, a patient event button has been incorporated in
some of newer recorders to allow correlation of symptoms
and activity with ECG changes to obtain more clinical data
useful for making a correct clinical diagnosis.

Another new development is the Cardiac Event Monitor-
ing (CEM), which is similar to Holter monitor for recording
an ambulatory patient’s ECG. The difference between them
is that the CEM is an event-triggered device, only recording
the patient’s ECG when they experiences a detectable
symptoms (4). As a result, the CEM makes prolonged
monitoring possible even with a limited recorder memory.

Holter Analyzer (Scanner)

There are different types of Holter analyzer systems cur-
rently available. The original system for analyzing the
Holter cassette was a scanner with manual observer detec-
tion. With manual observer detection, the trained techni-
cian watches for audiovisual clues of abnormal beats while
playing the tape back at 60–120 times real time. The
process is time consuming. It requires a skilled technician
who can withstand high boredom and fatigue levels to
minimize possible human error rate.

The modern Holter analyzer system has been revolu-
tionized due to the application of computer technologies. It
is available in a variety of options, such as auto analysis
and complete editing capabilities. Some of the newer sys-
tems provide easy-to-use professional features that allow
rapid review of recorded information, producing a fast,
accurate report.

Future Development

Ambulatory Holter monitoring is a valuable tool in patient
care and is becoming more and more popular. Integration
of computer technology, digital technology, wireless tech-
nology, and nanotechnology may lead to an ideal Holter
device, which is minimal in size and weight, user-friendly,
noninvasive, sensitive and accurate, wirelessly connected
to a physician on-call center, and with automatic data
analysis capacity. Newer analysis techniques involving
fuzzy logic, neural networks and genetic algorithms will
also enhance automatic detection of abnormal ECG. Hope-
fully, such an ideal ambulatory Holter monitor will be
available in the near future.

AMBULATORY BLOOD PRESSURE MONITORING

Introduction

An ambulatory blood pressure monitoring device is a non-
invasive instrument used to measure a patient’s 24 h
ambulatory blood pressure as shown in Fig. 2. The first
device was developed by Hinman in 1962 (5). He used a
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Figure 1. Holter monitor.

Table 2. Clinical Application of the Holter Monitor

1. Evaluation of symptomatic events: dizziness, syncope,
heart palpitations, fatigue, chest pain, shortness of
breath, episodic diaphoresis.

2. Detection of asymptomatic dysrhythmia: asymptomatic
atrial fibrillation.

3. Evaluation of rate, rhythm or ECG interval changes
during drug therapy.

4. Evaluation for specific clinical situations: postmyocardial
infarction, postcoronary bypass surgery, postpercutaneous
transluminal coronary angioplasty, postpacemaker implant,
first or second degree heart block, possible pacer
malfunction, automatic implanted defibrillator functions.

5. Evaluation of ECG changes during specific activities.



microphone placed over the brachial artery distal to a
compression cuff and a magnetic tape recorder for recording
of onset and disappearance of Korotkoff sounds. It weighed
� 2.5 kg and was obviously inconvenient for an ambulatory
patient to use. The first fully automatic device was devel-
oped, using compressed carbon dioxide to inflate the cuff. An
electronic pump was introduced later and automatic data
recording systems have been used since 1979.

Since then, the techniques for ambulatory blood pres-
sure monitoring have been improved significantly. The
modern device is light-weighted, compact in size, accurate,
and automated in nature. It can be belt-worn and battery
powered. The newest generation available in the current
market is fully automatic, microprocessor-controlled, digi-
talized in memory, and extremely light weight (< 500 g).

Basic Techniques

The techniques for ambulatory blood pressure monitoring
include auscultation, cuff oscillometry, and volume oscil-
lometry.

Auscultation is a technique based on detection of onset
and disappearance of Korotkoff sounds via a piezoelectric
microphone taped over an artery distal to a deflating
compression cuff. The Korotkoff sound is produced by
turbulent flow while arterial blood flows through a segment
of artery narrowed by a blood pressure cuff. The pressure at
the onset of sound corresponds to systolic blood pressure,
and at the disappearance of the sound to diastolic pressure.
The advantage of this technique is simplicity, but the
device is sensitive to background noise. This technique
may also underestimate systolic pressure due to his flow
dependency.

Cuff oscillometry is a technique based on detection of
cuff pressure oscillations or vibrations to calculate systolic
and diastolic values using an algorithmic approach. The
systolic pressure corresponds to the cuff pressure at which
oscillations first increase, and the diastolic pressure cor-
responds to the cuff pressure at which oscillations cease
to decrease. The endpoints are estimated by analysis of
oscillation amplitudes and cuff pressures. Different algo-
rithms are used by different manufacturers, which may
result in variability among different devices. This tech-
nique is insensitive to background noise, but arm move-
ment may cause an errant reading. It may overestimate

systolic pressure because of transmitted cuff pressure
oscillations.

Volumetric oscillometry is a technique based on detec-
tion of finger volume pulsations under a cuff. The pressures
are estimated as the cuff pressures at which finger
volume oscillations begin (systolic pressure) and become
maximal (mean pressure). Diastolic pressure is then
derived from the known systolic and mean pressures.
One problem with this technique is that this finger pres-
sure may have a variable relationship to the brachial
pressure. Another problem is that the technique cannot
directly assess diastolic pressure.

Despite some problems associated with the mentioned
techniques, their accuracy has been confirmed by valida-
tion testing using mercury sphygmomanometry and
intraarterial measurement. The discrepancy is generally
< 5 mmHg (0.399 kPa) between ambulatory devices and
readings taken by trained professionals.

Patients are advised to wear the monitor for a period of
24 h, preferably during a normal working day. The monitor
is preprogrammed to measure and record blood pressure at
certain time intervals, preferably every 15–20 min during
daytime hours and every 20–30 min during nighttime
hours. Patients are also advised to document their activity
during the testing period for assessment of any stress-
related blood pressure.

The monitoring device consists of a small central unit
and an attached cuff. The central unit contains a pump for
cuff inflation and deflation, and the memory device, such as
tape or digital chip, for recording. The time intervals
between the measurements, maximal and minimal infla-
tion pressures, and deflation rate are programmable
according to the physician’s order. The recording pressures
can be retrieved from the tape or memory chip for analysis.
Due to recent applications of digital technology and
advanced software programs, a large amount of data can
be stored in a small chip, and analysis can also be done
automatically to generate a patient’s report for the physi-
cian’s use. A complete patient’s report normally contains
all blood pressure readings over a 24 h period, heart rates,
mean arterial pressures, and statistic summaries for day-
time, nighttime, and 24 h periods.

New Clinical Concepts Related to Ambulatory Blood Pressure
Monitoring

A few new considerations related to ambulatory blood
pressure monitoring have emerged. These include blood
pressure load, pressure dipping, pressure variability,
and white-coat hypertension. Health professionals need
to understand these concepts in order to properly inter-
pret or use data collected from monitoring.

Blood Pressure Load. This is defined as the proportion of
the 24 h pressure recordings above the thresholds for
waking and sleep blood pressure. The threshold commonly
used for estimating the pressure load during waking hours
is 140/90 and 120/80 mmHg (15.99/10.66 kPa) during
sleep. Blood pressure load is helpful in the diagnosis of
hypertension and in the prediction of end-organ damage. It
has been considered closely correlated with left ventricle
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Figure 2. Ambulatory blood pressure monitoring device.



hypertrophy. It has been reported that the incidence of left
ventricular hypertrophy is � 90% in untreated patients
with systolic blood pressure loads > 50%, and � 70% with
diastolic blood pressure loads < 40% (6,7).

Dipping and Circadian Blood Pressure Variability. Dipp-
ing is a term used to describe the circadian blood pressure
variation during 24 h ambulatory blood pressure monitor-
ing. In normotensive patients there is circadian blood
pressure variability. Typically, the peak blood pressures
occur around 6 a.m., and then taper to lower levels during
the evening hours and further at night with the lowest
levels between 2 and 4 a.m.. A patient whose blood pressure
drops by at least 10% during sleep is considered normal
(a dipper), and by < 10% abnormal (nondipper). In
comparison to dippers, nondippers have been reported
associated with higher prevalence of left ventricular hyper-
trophy, albuminuria, peripheral arterial changes, and cer-
ebral lacunae. Nondippers have also been reported to have
increased cardiovascular mortality rates (8).

White-Coat Hypertension. This is a condition in which
blood pressure is persistently elevated in the presence of a
doctor, but falls to normal levels when the patient leaves
the medical facilities. Measurement by a nurse or trained
nonmedical staff may reduce this effect. Because decisions
regarding treating hypertension are usually made on the
basis of isolated office blood pressure reading, a doctor may
incorrectly diagnose this group of patients as sustained
hypertension and prematurely start the therapy. This phe-
nomenon has been reported in 15–35% of patients currently
diagnosed and treated as hypertensive. However, white-coat
hypertension can be easily detected by either ambulatory
blood pressure monitoring or self-monitoring athome. Itmay
or may not be benign, requiring definitive outcome studies to
rule out any end-organ damages. It also requires continued
surveillance by self-monitoring at home and repeat ambula-
tory blood pressure monitoring every 1–2 years (9,10).

Interpretation of Ambulatory Blood Pressure Profile

Normal ambulatory blood pressure values for adults are
currently defined to be < 135/85 mmHg (17.99/11.33 kPa)
during the day, < 120/75 mmHg (15.99/9.99 kPa) during
the night, and < 130/80 mmHg (17.33/10.66 kPa) over
24 h. Daytime and night time blood pressure loads should
be less 20% above normal values. Mean day-time and
nighttime (sleep) blood pressure measurements should
differ by at least 10%. The ambulatory blood pressure
profile should also be inspected in relation to diary data
and time of drug therapy.

Indications of Ambulatory Blood Pressure Monitoring

Although ambulatory blood pressure monitoring was ori-
ginally developed as a research tool, it has widely been
applied in clinical practice to help diagnose and manage
hypertensive patients. It is indicated to rule out white-coat
hypertension, to evaluate drug-resistant hypertension, to
assess symptomatic hypertension or hypotension, to diag-
nose hypertension in pregnancy, and to assess adequacy of

blood pressure control in patients at high risk of cardio-
vascular diseases.

White-Coat Hypertension. Office-based blood pressure
measurement cannot differentiate sustained hypertension
from white-coat hypertension. Historical appraisal and
review of self-recorded blood pressures may aid in identi-
fication of patients with white-coat hypertension. How-
ever, ambulatory blood pressure monitoring is more
effective in this clinical scenario to rule out white-coat
hypertension. Recognition and proper management of
patients with white-coat hypertension may result in a
reduction in medication use and eliminate related cost
and side effects. Although white coat hypertension may
be a prehypertensive state and can eventually evolve to
sustained hypertension, data collected from ambulatory
blood pressure monitoring suggest, patients with white
coat hypertension who maintain low ambulatory blood
pressures (< 130–135/80 mmHg) have a low cardiovascular
risk status and no demonstrable end-organ damage (11).

Drug-Resistant Hypertension. Drug resistant hyperten-
sion is defined as a condition when adequate blood pressure
control(< 140/90 mmHg)(18.66/11.99 kPa)cannotbeachieved
despite the use of appropriately combined antihypertensive
therapies inproperdosagesforasufficientduration.Ambu-
latory blood pressure monitoring helps evaluate whether
additional therapy isneeded. The causes include truedrug-
resistant hypertension as well as other conditions such as
superimposition of white-coat hypertension on existing
hypertension, patient’s noncompliance, pseudohyperten-
sion secondary to brachial artery calcification, and sleep
apnea and other sleep disorders. Ambulatory blood pressure
monitoring can help differentiate the true drug resistant
hypertension from the above-mentioned conditions (12).

Episodic Hypertention. A single office-based measure-
ment of blood pressure may or may not detect episodic
hypertension as in pheochromocytoma. In this clinical sce-
nario the 24 h ambulatory blood pressure monitoring is a
useful diagnostic tool. It is indicated if a patient’s symptoms
or signs are suggestive of episodic hypertension (13).

Borderline or Labile Hypertension. Patients with border-
line hypertension often demonstrate only some (but not all)
elevated blood pressure readings in office-based measure-
ment, 24 h ambulatory blood pressure monitoring can
benefit these patients and provide a useful diagnostic
information for physician’s use (14).

Hypertension with End-Organ Damage. Patients who
exhibit worsening of end-organ damage may suggest inade-
quate 24 h blood pressure control. Occasionally, those
patients may demonstrate adequate blood pressure control
based on the office-based measurements. In this condition,
a 24 h blood pressure monitoring is needed to rule out
inadequate blood pressure control, which is associated with
worsening of end-organ damage (15).

Hypentensive Patients with High Risk of Cardiovascular
Events. Some hypertensive patients are at particularly high
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risk of cardiovascular events, such as those with diabetes
and/or past stroke. Those patients require rigorous blood
pressure control over 24 h. Ambulatory blood pressure
monitoring can be applied to assess the 24 h control (15).

Suspected Syncope or Orthostatic Hypotension. Transi-
ent hypotensive episodes and syncope are difficult to assess
with the office-based blood pressure measurements, but
are readily recorded with ambulatory blood pressure mon-
itoring. Therefore, if symptoms and signs are suggestive of
syncope or orthostatic hypertension, patients can benefit
from 24 h blood pressure monitoring, especially in conjuc-
tion with Holter monitoring (15).

Hypertension in Pregnancy. About 10% of pregnancies
may be complicated by hypertension. At the same time,
white-coat hypertension may affect up to 30% of patients. It
is important to differentiate true hypertension in preg-
nancy from white-coat hypertension, to avoid unwarranted
hospitalizations or medication use. In this clinical
scenario, ambulatory blood pressure monitoring would
help to rule out white-coat hypertension and identify
pregnancy-induced hypertension (16).

Clinical Research. Since ambulatory blood pressure
monitoring can provide more samples of blood pressure
measurements, data from this device is therefore much
more statistically significant than a single isolated office-
based reading. Therefore, statistical significance of clinical
studies can possibly be achieved with smaller numbers of
patients. This is very important for the efficient study of
new therapeutic agents (17).

Limitations of Ambulatory Blood Pressure Monitoring

Although ambulatory blood pressure monitoring has been
proved useful in the diagnosis and management of hyper-
tension, the technology remains underused secondary to
lack of experience in interpretation of results, unfamiliar-
ity with devices, and some economic issues. Adequate staff
training, regular calibration of devices, and good quality
control are required. The patient’s diary of daily activities
and time of drug treatment are also needed for proper data
analysis and interpretation.

Future Development

Like any other ambulatory device, an ideal noninvasive
ambulatory blood pressure monitoring device should be
user-friendly, light-weight, compact in size, digitalized for
automated data management, and low in cost. Application
of newer technologies will make such devices available,
hopefully, in the near future.

AMBULATORY BLOOD GLUCOSE MONITORING

Introduction

Diabetes is one of most common diseases suffered by
millions of people around the world. It is essential to
monitor blood glucose to ensure overall adequate blood
glucose control. Traditional standard blood glucose

monitoring devices require invasive blood samplings and
are therefore unsuitable for ambulatory blood glucose
monitoring. Development of minimally invasive or nonin-
vasive ambulatory glucose monitoring devices that provide
accurate, near-continuous measurements of blood glucose
level have the potential to improve diabetes care signifi-
cantly. Such devices will provide information on blood
glucose levels, as well as rate and direction of change,
which can be displayed to patients in real-time and be
stored for later analysis by physicians. Guardian RT sys-
tem recently developed by Medtronic MiniMed is an exam-
ple (Fig. 3). It provides continuous real-time glucose
readings around the clock. Due to the huge market poten-
tial, many biomedical and medical instrument companies
are developing similar devices for ambulatory glucose
monitoring. Several innovative devices have recently
been unveiled; many more are still in development. It is
expected that some of them will be eventually U. S. Food
and Drug Administration (FDA) approved as a replace-
ment for standard blood glucose monitors, providing
patients with a new option for long-term, daily monitors
in the near future. The FDA is concerned about the
accuracy of ambulatory continuous glucose monitoring
devices when compared to the accuracy of standard mon-
itoring devices. This issue will be eventually eliminated as
related technologies become more and more mature. Techni-
cally, a typical ambulatory glucose monitoring device consists
of a glucose sensor to measure glucose levels and a memory
chip to record data information.

Glucose Sensors

The glucose sensors for ambulatory glucose monitoring
devices are either minimally invasive or completely non-
invasive. A variety of technologies have emerged over the
past decade aiming at development of ideal glucose sensors
suitable for ambulatory monitoring.

A typical minimally invasive ambulatory continuous
glucose sensor is a subcutaneous device developed by Mini-
med, Inc. (18). The sensor is designed to be inserted into a
patient’s abdominal subcutaneous tissue. It measures glu-
cose levels every 10 s and records means> 5 min intervals.
The technology involves measurement of glucose levels of
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Figure 3. Ambulatory glucose monitoring with guardian real
time system (Medtronic MiniMed).



interstitial fluid via the subcutaneous sensor. The blood
glucose levels are then derived from the measured inter-
stitial fluid glucose levels. The detection mechanism
involves use of a low fluorescence molecule. Electrons
are transferred from one part of the molecule to another
when excited by light. This prevents bright fluorescence
from occurring (19). When bound to glucose, the molecule
prevents the electrons from interfering with fluorescence,
and the molecule becomes a bright fluorescent emitter.
Therefore, the glucose levels can be determined based on
the brightness of fluorescence. The glucose information will
be transmitted fromthesensor toawatch-likedevicewornon
the wrist. Using this type of sensor, two devices have been
developed by the company. One is a device that can be worn
by the patient for a few days to record the glucose levels for
the physician’s analysis. The other is a device that can alert
patients of impending hyperglycemia or hypoglycemia if the
glucose levels go beyond the physician’s predetermined
upper and lower limits. The sensor can also work in conjunc-
tion with an implanted insulin pump, creating a ‘‘biomecha-
nical’’ or artificial pancreas in response to the change at the
glucose levels (20). It ispredictable that suchabiomechanical
pancreas will eventually benefit millions of diabetic patients
whose glucose control is dependant on insulin.

Complete noninvasive sensors for ambulatory glucose
monitoring are even more attractive since they do not need
any blood or interstitial samples to determine glucose levels.
Several such sensors have recently been developed based on
different technologies.Forexample,aglucosesensorthatcan
be worn like a wristwatch has been developed by Pendragon
Medical AG (Zurich, Switzerland). This sensor can continu-
ously monitor blood glucose level without the need for a blood
sample. It is based on impedance spectroscopy technology
(21). The principle of this technology relates to the fact that
blood glucose changes produce significant conductivity
changes, causing electric polarization of cell membranes.
At the same time, the sensor generates an electronic field
that fluctuates according to the electrical conductivity of the
body. A micro antenna in the sensor then detects these
changes and correlates them with changes in serum glucose.
With this technology, blood glucose levels can be monitored
noninvasively in real time. Another promising noninvasive
sensor is based on the possibility of measuring glucose by
detecting small changes in the retinal capillaries. By scan-
ning the retinal microvasculature, the sensor can directly
measure glucose levels in aqueous humor using a reflect-
ometer. Recently, a plastic thin sensor, which can be worn
like a contact lens, has been innovated (22,23). The sensor
changes its color based on the concentration of glucose, from
red, which indicates dangerously low glucose levels, to violet,
which indicates dangerously high glucose concentrations.
When glucose concentration is normal, the sensor is green.
Integration of the sensor material into commercial contact
lenses may also be possible with this technology.

Memory Chips

Memory chips are used to record glucose data information
for later use by the physician. The digital chips have
many advantages, such as compact size, large memory,
easy data transmission via wire or wireless, and possible

autoanalysis with computer software. Patients can also
upload their glucose data from digital memory chips to
web-based data management systems, allowing diabetic
patients and their health care providers to analyze and
communicate glucose information using the internet.

Significances of Ambulatory Glucose Monitoring

Ambulatory glucose monitoring can provide continuous
data on blood glucose levels. Such data can improve dia-
betic care by enabling patients to adjust insulin delivery
according to the rate and direction of blood glucose change,
and by warning of impending hypoglycemia and hypergly-
cemia. Doctors can use ambulatory glucose monitoring to
help diagnose problematic cases, fine-tune medications,
and get tighter control of blood glucose levels for high risk
patients. Obviously, the monitoring will improve overall
blood glucose control, reducing short-term adverse complica-
tions and delaying onset of long-term serious complications,
such as end-stage renal disease, heart attack, blindness,
stroke, neuropathy, and lower extremity amputation.

In addition, continuous ambulatory glucose monitoring
is a key step toward the development of artificial pancreas,
which could deliver insulin automatically in response to
blood glucose levels. It is expected that such an artificial
pancreas would greatly benefit many diabetic patients and
provide them new hope for better quality of life.

Future Development

Although many continuous ambulatory glucose monitoring
devices are still in the stage of clinical trials, there is little
doubt as to the value of the devices in management of
diabetic patients. It is expected that millions of diabetic
patients will be benefited once such devices are widely
available. At the same time, introduction of more and more
new devices highlights the need for careful evaluation to
ensure accuracy and reliability. Cooperation between the
manufacturers and physicians to fine-tune the technology
will eventually lead to approval of the devices by the FDA
to replace traditional invasive standard glucose monitoring.
Technology for continuous ambulatory glucose monitoring
is also required to make an artificial pancreas, which would
offer great hope for millions of patients with diabetes.

CONCLUSION

Ambulatory monitoring has increasingly provided a power-
ful alternative tool to diagnose and manage some diseases.
Continuous advancement in a variety of technologies pro-
vides more and more innovative ambulatory devices to
serve the patients’ need. Applications of information tech-
nology and specialized software tools make autotransmis-
sion and autoanalysis of ambulatory monitoring data
possible. Clinicians will be able to monitor their ambula-
tory patients distantly without a hospital or office visits. In
addition, integration of the technology of continuous ambu-
latory monitoring with an implantable automatic thera-
peutic pump may create a biomechanical system in
response to specific abnormal changes. The artificial pan-
creas currently in development is a typical example for
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such hybrid devices. Such devices will be available in the
market in the near future.
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INTRODUCTION

The chemical composition of blood, urine, spinal fluid,
sweat, provides a wealth of information on the well being
or illness of the individual. The presence, concentration,
and activity of chemical constituents are indicators of
various organ functions. Concentrations higher or lower
than expected sometimes require immediate attention.
Some of the reasons to analyze body fluids:

1. Screening of an apparently healthy population for
unsuspected abnormalities.

2. Confirming or ruling out a diagnosis.

3. Monitoring changes during treatment, improvement
of condition or lack of improvement.

4. Detecting or monitoring drug levels for diagnosis or
maintenance of optimal therapeutic levels.

By the 1950s, demands of clinicians for laboratory tests
increased rapidly. Classical methods of manual laboratory
techniques could not keep up with these demands. The cost
of performing large numbers of laboratory tests by manual
methods became staggering and the response time was
unacceptable.

The article in the first edition of this Encyclopedia pub-
lished in 1988 describes the history of laboratory instru-
mentation during the previous three decades (1). Reviewing
that long list of automated instruments, with the exception
of a few, all became museum pieces. During the last 15 years
the laboratory landscape changed drastically. In addition,
new group of automated instruments were introduced
during this period. They were developed to perform bed-
side or near patient testing, collectively called Point of
Care Testing instruments. In this period in addition to
new testing instruments, perianalytical instrumentation
for specimen handling became available. Their combined
result is increased productivity and reduction of man-
power requirements, which became imperative due to
increased cost of healthcare and dwindling resources.
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This article will present some financial justification of
these investments.

PATIENT PREPARATION, SPECIMEN COLLECTION, AND
HANDLING

The prerequisites for accurate testing include proper
patient preparation, specimen collection, and specimen
handling. Blood specimens yield the most information
about the clinical status of the patient though in many
cases urine is the preferred sample. For specialized tests,
other body fluids that include sweat and spinal fluid are
used. When some tests, such as glucose and lipids, require
fasting specimens, patients are prepared accordingly.

Common errors affecting all specimens include the fol-
lowing:

Inaccurate and incomplete patient instructions prior to
collection.

Wrong container/tube used for the collection.

Failure to label a specimen correctly.

Insufficient amount of specimen to perform the test.

Specimen leakage in transit due to failure to tighten
specimen container lids.

Interference by cellular elements of blood.

Phlebotomy techniques for blood collection have consid-
erably improved with better gauge needles and vacuum
tubes for collection. The collection tubes are color coded with
different preservatives so that the proper container can be
used for a particular analyte. The cells should be separated
from the serum by centrifugation within 2 h of collection.
Grossly or moderately hemolyzed specimens may be unsui-
table for certain tests. If not separated from serum or plasma,
blood cells metabolize glucose and produce a false decrease of
�5%/h in adults. The effect is much greater in neonates (2). If
there is a delay in separating the cells from the serum, the
blood should be collected in a gray top tube containing
sodium fluoride as a preservative that inhibits glycolysis.

Urine collection is prone to errors as well, some of which
include (3):

Failure to obtain a clean catch specimen.

Failure to obtain a complete 24 h collection/aliquot or
other timed specimen.

No preservative added if needed prior to the collection.

Once specimens are properly collected and received in
the clinical laboratory, processing may include bar coding,
centrifugation, aliquoting, testing and reporting of results.

AUTOMATED ANALYZERS

A large variety of instruments are available for the clinical
chemistry laboratory. These may be classified in different
ways based on the type of technology applied, the test
menu, the manufacturer, and the intended application.
Depending on the size of the laboratory, the level of

automation varies. Clinical chemistry analyzers can be
grouped according to throughput of tests and diversity of
tests performed and by function, such as immunoassay
analyzers, critical care blood gas analyzers, and urinalysis
testing systems. Point of Care analyzers vary in terms of
accuracy, diversity and menu selection.

Some of the features to consider while evaluating low or
high volume analyzers are listed below:

Test menu available on instrument:

Number of different measured assays onboard simul-
taneously.

Number of different assays programmed/calibrated at
one time.

Number of user-defined (open) channels.

Reagents:

Preparation of reagents if any.

Storage of reagents.

On board stability.

Bar-coding for inventory control.

Specimen volume:

Minimum sample volume.

Dead volume.

Instrument supplies:

Use of disposable cuvettes.

Washable/reusable cuvettes.

Clot detection features along with quantitation of hemo-
lysis and turbidity detection.

Auto dilution capabilities of analyzer.

Frequency of calibration.

Quality control requirements.

Stat capability.

LIS interface.

Maintenance procedures on instrument; anticipated
downtime.

Analyzer costs expressed in cost per reportable test.

Our goal is not to review every analyzer available on the
market. We have chosen a few of the instruments–vendors.
This is by no means endorsing any particular vendor, but
merely discussing some of the most frequently utilized
features or describing our personal experiences. The Col-
lege of American Pathologists has provided excellent sur-
veys of instruments and the reader is referred to those
articles for more complete details (4).

CHEMISTRY ANALYZERS

Routine chemistry analyzers have broad menus capable of
performing an average of 45 (20 to >70) different on board
tests simultaneously, selected from an available menu of 26
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to >100 different analytes (5,6). Selection is based on test
menu, analytic performance, cost (reagents, consumables
and labor), instrument reliability (downtime etc.), through-
put, and ease of use, customer support and robotic connec-
tivity, if needed. Some automated analyzers from different
manufacturers are listed in Table 1.

General Chemistry

Virtually all automated chemistry analyzers offer random
access testing, multiple tests can be performed simulta-
neously and continuously. This is different from batch-
mode instruments that perform a single test on a batch
of samples loaded on the instrument (Abbott TDX and
COBAS Bio). Many analyzers are so-called ‘‘open systems’’
that use reagents from either the instrument manufac-
turer or different vendors. The advantage of these systems
being that the customer has a choice of reagent vendors
and the reagent can be selected based on performance and
cost.

An example of a closed system is a line of analyzers
manufactured by Ortho Clinical Diagnostics. The Vitros
950 and the analyzers in this category use a unique, dry
chemistry film-based technology developed by Kodak. The
slide is a dry, multilayer, analytical element coated on a
polyester support. A 10 mL drop of patient sample is
deposited on the slide and is evenly distributed by the
spreading layer to the underlying layers that contain the
ingredients for a particular chemical reaction.

The reaction slide (Fig. 1.) for albumin shows the reac-
tive ingredient is the dye (bromcresol green), which is in
the reagent layer. The inactive ingredients that include
polymeric beads, binders, buffer, and surfactants are in the
spreading layer. When the specimen penetrates the
reagent layer, the bromcresol green (BCG) diffuses to
the spreading layer and binds to albumin from the sample.
This binding results in a shift in wavelength of the reflec-
tance maxima of the free dye. The color complex that forms
is measured by reflectance spectrophotometry. The amount
of albumin-bound dye is proportional to the concentration
of albumin in the sample. Once the test is completed the
slide is disposed into the waste container.

Some manufacturers close their system by labeling their
individual reagent packs with unique barcodes, rejecting
packs not distributed by them. Examples of ‘‘open systems’’
include analyzers manufactured by Olympus, Roche
(Fig. 2.), Beckman, Dade and Abbott. Many instruments
have both open and closed channels allowing greater flex-
ibility in the use of reagents. In addition to diverse menus,
open and closed channels, compatibility of analyzers
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Table 1. Automated Analyzers from Different Manufacturers

Instrument Type Generic Menu Vendor

Routine
chemistry

Electrolytes, BUN, Glucose, Creatinine, Protein, Albumin, Lipids,
Iron, Drugs of abuse, Therapeutic drug monitoring, etc.

Abbott, Bayer, Beckman Dade,
J&J, Olympus, Roche

Immunoassays Tumor markers, Cardiac markers, Anemia, B12, Folate and misc.
Endocrine tests

Abbott, Bayer, Beckman, DPL,
J&J, Olympus, Roche

Critical Care Blood gases, Cooximetry, Electrolytes Ionized calcium, Lactate,
Hematocrit

Abbott, Bayer, Instrumentation Lab,
Nova, Radiometer, Roche

Upper slide mount

Spreading layer (beads)

Reagent layer
bromcresol green dye
buffer, pH 3.1

Support layer

Lower slide mount

Slide Diagram

Figure 1. The Vitros 950 (J&J Diagnostics) slide is a dry,
multilayer, analytical element coated on a polyester support. A
drop of patient sample is deposited on the slide and is evenly
distributed by the spreading layer to the underlying layers that
contain the ingredients for a particular chemical reaction.

Figure 2. The Roche/Hitachi ModularTM analytic system has a
theoretical throughput of 3500–5000 tests or 150–250 samples/h.
They test 24 different analytes simultaneously with a total menu
of > 140 available tests.



with perianalytical technology is becoming an important
feature.

Perianalytical systems include front-end automation
with specimen processing and aliquoting, track systems
or other technologies to move specimens between instru-
ments in the laboratory, and robots to place specimens on
and remove them from the analyzers.

Immunoassay Analyzers

Immunoassay systems are presently the fastest growing
areas of the clinical laboratory where advances in immu-
nochemical methodology, signal detection systems, micro-
computers and robotic processing are taking place at an
accelerated pace (7). At present, manufacturers have high
volume immunoassay analyzers that can be modularly
integrated along with chemistry and hematology analyzers
into fully automated laboratory systems. In addition,
expanding menus of homogeneous immunoassays allow
integration into many laboratories using ‘‘open reagent kits’’
designed for use on automated clinical chemistry analyzers.

One of the several analyzers in this category is the
Bayer Advia Centaur (Fig. 3.)

Of the different enzyme immunoassays (EIA) available,
only the two homogeneous methods, EMIT and CEDIA
have been easily adapted to fully automated chemistry
analyzers (8–11). The other EIAs require a separation step
to remove excess reagent that will interfere with the
quantitation of the analyte. Abbott uses a competitive
assay involving a fluorescent-labeled antigen that com-
petes for a limited number of sites on antigen specific
antibody. The amount of analyte is inversely proportional

to the amount of fluorescence polarization. Chemilumines-
cence technology is used in the Bayer ACS and Roche
Elecsys systems combines very high sensitivity with low
levels of background interference. Essentially, it involves a
sandwich immunoassay direct chemiluminometric tech-
nology, which uses constant amounts of two antibodies.
The first antibody in the Lite Reagent is a polyclonal goat
anticompound antibody labelled with acridinium ester.
The second antibody in the Solid Phase is a monoclonal
mouse anticompound antibody, which is covalently coupled
to paramagnetic particles. A direct relationship exists
between the amount of compound present and the amount
of relative light units (RlU) detected by the system (Table 2).

Critical Care Analyzers

Blood gas measurements performed on arterial, venous,
and capillary whole blood includes electrolytes and other
tests in addition to the gases. These tests are listed in
Table 3.

The Nova CCX series combines blood gas measurements
with co-oximetry, electrolytes, a metabolic panel and
hematology on 50 mL of whole blood. Several blood gas
analyzers are utilizing the concept of ‘‘Intelligent Quality
Management’’ whereby the analyzers run controls auto-
matically at specified time intervals set by the operator. If a
particular analyte is not within the specified range, the
analyzer will not report out any patient results on the
questionable test. Selected blood gas and critical care
analyzers are listed in Table 4.

The unique specimen and turnaround time require-
ments for blood gases have prevented the tests from
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Figure 3. The Bayer Advia Centour system
has large on-board capacity for reagents and
supplies combined with automated mainten-
ance and monitoring features streamline
operations. Categories such as fertility, ther-
apeutic drug monitoring, infectious disease,
allergy, cardiovascular, anemia, and oncology,
therapeutic drug monitoring and thyroid tests
are available. Up to 30 different reagent packs
can be placed on the instrument. It has a
throughput of 240 tests/h.



being performed in combination with general chemistry
tests.

Point of Care Testing

Point of care testing (POCT) is defined as laboratory diag-
nostic testing performed close to the location of the patient.
Recent advances over the last decade have resulted in
smaller, more accurate devices with a wide menu of tests
(12,13). Today POCT can be found from competitive sports
to the prison system, from psychiatric counseling to pre-
employment and shopping mall health screening. Use of
POCT devices can be found in mobile transport vehicles
such as ambulances, helicopters cruise ships and even the
space shuttle.

The advantage of POCT is the ability to obtain extre-
mely rapid laboratory results. However, it is necessary to
be aware of the limitations of POCT devices in clinical
practice. Venous blood samples often have to be drawn and
sent to the main laboratory for confirmation if the results

are not within a certain specified range. Another disad-
vantage of POCT is costs.

In compliance with the guidelines set by federal, state
regulatory agencies and the College of American Patholo-
gists (CAP), point of care testing programs are usually
overseen by dedicated staff under the direction of the
central laboratory. The responsibilities of the POCT staff
include education and training of hospital staff, trouble-
shooting of equipment, maintaining quality control and
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Table 2. Immunoassay Analyzers

Manufacturer Model Methodology

Abbott diagnostics Axsym FPIA, MEIA
TDX, IMX FPIA
ADX FPIA
Architect Chemiluminescence

Bayer Diagnostics ACS 180 Chemiluminescence
Centaur Chemiluminescence
Immuno 1 EIA

Beckman Coulter Access EMIT
LX-20 EMIT
DCI Chemiluminescence

Boehringer Manheim ES-300 EIA
Elecsys Chemiluminescence

Dade Behring Opus Magnum EIA
Stratus FIA
ACA EIA, Petinia
ACA EIA, turbidimetric

Diagnostic Product Corp. Immulite Chemiluminescence, EIA

Nichols Diagnostics CLS ID Chemiluminescence

Ortho Clinical Eci Chemiluminescence

Table 3. Test Menus for Critical Care Analyzers

Category Tests Included

Blood gases pH, pCO2, pO2 and other calculated parameters
Electrolytes Sodium, potassium, chloride, bicarbonate, ionized calcium
Co-oximetry Carboxyhemoglobin, methemoglobin, total hemoglobin, O2 saturation
Metabolic panel Glucose, blood urea nitrogen, creatinine, lactate
Hematology Hematocrit, hemoglobin, activated clotting time

Table 4. Partial List of Critical Care Instruments

Vendor Instrument

Abbott (iSTAT) iSTAT
Bayer 200,300 800 series, Rapidpoint
Diametrics IRMA
Instrumentation Lab 1600, 1700 series, Gem series
NOVA Stat profile series, CCX
Radiometer ABL series
Roche (AVL) 900 series, Omni and Opti series



quality assurance standards. For a successful POCT pro-
gram, the laboratory and clinical staff need to effectively
work together.

The handheld Accu-Chek POCT device is shown on
Fig. 4.

The most widely used point of care tests are bedside
glucose testing, critical care analysis, urinalysis, coagula-
tion, occult blood and urine pregnancy testing. Selected
point of care devices are listed in Table 5. Other available
POCT tests: cardiac markers, pregnancy, influenza A/B,
Rapid Strep A, Helicobacter pylori, urine microalbumin
and creatinine.

CLINICAL LABORATORY AUTOMATION

Historical Perspective

Along with innovations in instrumentation, automating
perianalytical activities such as centrifuging, aliquoting,

delivering specimens to the automated testing instru-
ments, recapping and storing plays significant role in
the modern clinical laboratory (14). Robotic systems that
automate some or virtually all of the above functions are
available. Automated laboratory and information systems
offer benefits in terms of speed, operating efficiency, inte-
grated information sharing and reduction of error.

However, the individual needs of each laboratory have to
be considered in order to select the optimum combination of
instrumentation and perianalytical automation. For small
laboratories, front-end work cell automation may be applied
economically.For largecommercialreference labsandhospital
labs, total laboratory automation (TLA) is appropriate where
samples movearound thewhole lab, or from place to place (15).

Clinical laboratory automation evolved with the devel-
opment of the hematology ‘‘Coulter Counter’’ and the
chemistry ‘‘AutoAnalyzer’’ in the 1950s. Automated cell
counting by the Coulter involved placing a sample of whole
blood in a hemocytometer and using a microscope to count
the serial passage of individual cells through an aperture.
Likewise, the automated analysis of patient samples for
several chemistries dramatically changed the testing pro-
cess in the chemistry laboratory.

In the 1980s in Japan, Dr. Sasaki’s group developed a
point-to-point laboratory system that was based on over-
head conveyor transportation, delivering specimens placed
in 10 position racks (16). These initial designs are the basis
of several automation systems available today.

Automation Options and System Design

Available options for automation include the following:

Interfaced instruments (some can be operated as stand
alone analyzers and later linked to a modular system).

Modular instruments (including, processing, and
instrument work cells).

Multidiscipline platforms (including multifunction
instruments and multiwork cells).

Total laboratory automation robotics system that auto-
mates virtually all routine functions in the laboratory.

Automation system design usually rests on the needs
of the user. However, the following concepts should be
considered:

Modern information technology with hardware and
operating systems that are vertically upgraded.

Transportation system management at both the local
level (device) and overall system level.

Specimen tracking so that any specimen can be located
in the automation system.

Reflex testing where an additional test can be performed
at the same instrument or the specimen can be
retrieved to another instrument.

Information systems agreement with the Laboratory
Information System (LIS).

The ability to interface between the hospital LIS and the
laboratory automation system (LAS) has been significantly
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Figure 4. The Roche Accu-Check is a small, easy to use blood glucose
meter; it is widely used by our Point of Care Testing program. Test
results are downloaded to the Laboratory Information System.

Table 5. Selected Point of Care Devices

Test Vendor

Bedside glucose test Abbott (Medisense PCx)
Bayer
Ortho (Lifescan: One Touch)
Roche

Critical care Abbott (iSTAT)
Bayer (Rapidpoint)
IL (Gem series)

Coagulation Abbott (iSTAT)
Bayer (Rapid point)
Hemosense
ITC (Hemochron series)
Medtronics (Hepcon)
Roche (Coaguchek)

Fecal occult blood Helena
Smithkline Diagnostics

Urinalysis Bayer (Multistix and Clintek)
Roche (Chemstrip and CUA)



enhanced by the implementation of the HL7 system-to-
system interface. The National Committee on Clinical
Laboratory Standards (NCCLS) has issued a proposal level
standard (Auto 3 –P) that specifies the HLA interface as the
system-to-system communications methodology for con-
necting an LIS and an LAS (17–21).

NCCLS Guidelines

Components of an optimized laboratory automation system
per NCCLS may include:

Preprocessing specimen sorting.

Automated specimen centrifugation.

Automated specimen aliquoting.

Specimen–aliquot recapping/capping.

Specimen integrity monitoring.

Specimen transportation.

Automated specimen sampling.

Automated specimen storage and retrieval.

It is also recommended that process control software
should support:

Specimen routing.

Reflex testing.

Repeat testing.

Rules based processing.

Patient data integration.

Available Automation Systems

In the mid-1990s, several laboratory automation technol-
ogies implemented hardware-based automation solutions
that were centered on defining a limited number of speci-
men containers compatible with the transportation sys-
tem. By limiting the number of specimen containers, the
hardware can be better defined and more efficient. The
original Coulter IDS automation system and the original
Hitachi CLAS were based on fixed, rigid or hard-coded
hardware technologies.

In the Hitachi CLAS and modular systems, the auto-
mation transportation devices use the Hitachi 747 five-
place specimen container rack. In order to move the
specimen container rack from one analyzer to the next,
the automation system must carry along four other patient
specimens. The requirement to carry along additional speci-
mens along with the target specimen creates significant
mathematical complexity in routing and scheduling of
tests. The use of a simple specimen container per speci-
men carrier model allows the routing of an individual
specimen to a workstation without interrupting the flow
of other individual specimens in the system.

Total laboratory automation is used to describe the
Beckman Coulter IDS system (22). We have two parallel
systems in our laboratory (Fig. 5). The basic components
include the inlet module, where samples are placed, a
centrifuge, serum level sensor, decapping unit, aliquoter-
labeler units, outlet units, refrigerated storage unit

and a disposal unit. A line PC that interacts with the
LIS and all the individual components of the automa-
tion system controls the entire system. Each of the
automated instruments has their own individual attach-
ment for the handling of specimens being received from
the robotic system. View of our automated (periana-
lytical and analytical) clinical laboratory is shown on
Fig. 6.

Work Cell Technologies

The work cell model can be divided into two basic
approaches. The first includes all instruments from the
same discipline (Chemistry). The second approach is the
development of a platform that includes multiple disci-
plines. An example of this is the Bayer Advia work cell
in which chemistry, hematology, immunoassay, and uri-
nalysis processing can take place on one platform. How-
ever, this work cell does not have front-end specimen
processing and handling capability. Several automated
work cells are available in the market at the present time.
They include Abbott (Abbott hematology work cell), Beck-
man-Coulter (Acel-Net work cell), Bayer (Advia work cell),
Johnson and Johnson (lab interlink labframe select), and
Roche (modular system). The work cell technology varies
from simple specimen transportation to complex specimen
management.

LABORATORY AUTOMATION-A FINANCIAL PERSPECTIVE

Several studies are being reported on the financial aspects
of automation. The most significant impact has been the
reduction in FTEs and improvement in turnaround time.
A retrospective analysis of 36 years of the effects of initially
automation followed by total laboratory automation in
the clinical chemistry laboratory at Mount Sinai Medical
Center indicated that workload was significantly increased
with a reduction of personnel (23). We present these pro-
ductivity changes in Table 6.

Increased productivity resulted in significant reduction
of performing laboratory tests (Table 7).

The effect of increased productivity is illustrated by the
drastic reduction of cost/test (Fig. 7)

CALCULATIONS FOR NET PRESENT VALUE OF THE MOUNT
SINAI CHEMISTRY AUTOMATION PROJECT (FIG. 8)

Net Present Value

The Net Present Value (NPV) is the value of the net cash
flows generated by the project in 1998 $ (the year in which
the project was initiated). The NVP is calculated by
discounting the value of the annual cash flows [using
values taken from the Present Value Interest Factor
(PVIF) table for a given project length and cost of capital]
to the purchasing value of the dollar at the date of incep-
tion of the project (1998). The length of the investment
project is a conservative estimate of the useful economic
lifetime of the investment project. In this case, we believe
that after 8 years additional investments in upgrades
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Figure 5. Floor plan of our Total Laboratory Automation. (a) Sample reception. Specimens are picked
up, 5 at a time, from 50-position racks and loaded into individual tube holders. A bar-code verification
unitdeterminesthelegibilityofthe labels,determines if thespecimenisontherightprocessing location,
rejects the suspect samples into a holding area and accepts the correct ones by a message to the
Laboratory Information System:‘‘Specimen Received’’. (b) Sample transport. The transport lanes are
conveyor belts that move the samples about the system. (c) Centrifugation. Samples are loaded and
unloaded automatically. The rotor has 50 positions. In our laboratory 350 specimens/h can be processed
in these centrifuges. (d) Serum level detection. After centrifugation the samples are lowered into an
optical well and based on the transmitted information the amount of the available serum is calculated.
(e) Cap removal. A gentle rocking motion removes the cups without creating potentially hazardous
aerosols. (f) Tube labeling and sample aliquoting. For each primary serum sample secondary aliquot
tuber are prepared. The tube labeler prints a bar-code label and applies it to each aliquot tube. The
number of aliquot tubes is defined by the system. Disposable pipette tips transfer the serum from the
primary to the secondary (aliquot) tubes. The primary tubes are directed to a storage unit. (g)
Instrument connections. Several instruments are connected to the transport system. Connection
units load and unload samples. Samples not going to the analyzer can continue down the main line.
(h) Cap replacement. When the testing of a secondary aliquot tube has been completed, the tube is
directed toward an outlet unit, stockyard or storage locker. Before storage, the tube can receive a clean
cap. (i) Refrigerated Sample storage. It holds up to 3000 tubes. Samples can be retrieved automatically
through a request in the computer and sent to the location requested by the operator.



beyond normal maintenance may be required. The cost of
capital used was the interest rate of the lease taken out to
finance the project. The relevant calculations are shown
below:

Negative Cash Flows

Negative cash flows represent money spent on the project.
This includes capital outlays, lease payments ($3,140,000
or $741,921/year for 5 years, represented the portion on
chemistry automation), project-related expenses (annual
maintenance contract, years 1999 and 2000 ¼ $74,240
annually, 2001–2005 ¼ $39,000 annually.

Positive Cash Flows

Positive cash flows are those that represent money saved
and/or costs avoided as the result of the chemistry auto-

mation project. There are recurring positive cash flows,
resulting from savings that are essentially perpetual, such
as salaries and benefits of workers replaced permanently
by the chemistry automation project. Savings realized in a
given year that are not expected to be repeated in subse-
quent years are nonrecurring positive cash flows. Staff pay
raises during the years 1998, 1999, 2000, and 2002 were
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Figure 6. A portion of the Chemistry automated Core Laboratory
at The Mount Sinai Hospital, New York.

Table 6. Increased Productivity

Year Tech Staff Other Staff Total Staff
No. of

Tests/Tech
No. of

Tests/tot. Staff
No. of

Tests/Specimen
Total No. of

Specimens

1965 19 6.00 24.00 14,000 10,600 4.2 2,560
1970 34 17.00 51.00 36,205 24,150 8.8 2,745
1980 39 22.00 61.00 82,359 53,732 10.0 5,268
1997 38 17.00 55.00 94,058 66,099 11.8 5,529
2000 29 13.00 42.00 151,190 104,558 10.4 10,066
2002 29 39.00 35.00 169,582 128,530 10.5 12,190

Table 7. Cost/Test Reduction

Year Tech Salary, $ Salary $/Test Supplies $/Test Total $/Test Salary 1965 $/Test Supplies 1965 $/Test Total 1965 $/Test

1965 5,170 0.70 0.19 0.79 0.70 0.09 0.79
1970 9,114 0.38 0.17 0.55 0.31 0.14 0.45
1980 16,500 0.37 0.20 0.57 0.14 0.08 0.22
1997 38,000 0.66 0.41 1.07 0.13 0.08 0.21
2000 41,000 0.45 0.36 0.81 0.08 0.07 0.15
2002 44,000 0.38 0.34 0.72 0.07 0.06 0.13
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Figure 7. Automation increased Productivity and reduced cost.
While the number of specimens processed increased from 2.500 to
10,000 specimens/year the cost/test was reduced from $0.79 to 0.15
(in 1965$).

1. Total cost of the lease (capital and interest): $121,963/month�60 months ¼ $7,318,480

2. Total interest paid over the life of the lease: $7,318,380 � $6,194,650 ¼ $1,123,730

3. Annual interest payments: $1,123,730/5 years ¼ $ 224,730

4. Interest rate paid on lease: ($224,746/$6,194,650) � 100 ¼ 3,628%



financed directly from chemistry automation project sav-
ings. These amounts are not reflected in the net salary and
benefits savings. As such they are positive cash flow, since
they represent costs covered by the automation savings
that otherwise would have had to be financed through
other sources.

The NPV Profile and Internal Rate of Return

The interest rate employed to discount the value of cash
flows to the baseline year (1998) is the marginal cost of
capital (the interest rate of the lease), which is 4%. The
interest rate at which the NPV equals zero is especially
interesting. This is called the internal rate of return
(IRR) of the project. For all interest rates below the
IRR, the NPV will generate positive values. In order to
determine the IRR, we construct an NPV profile for dif-
ferent interest rates and locate the rate where the NPV
crosses the X axis where the NPV ¼ 0 (Fig. 8.). It shows that
the chemistry automation project can tolerate interest
rates up to 18.0% (the IRR) and still generate positive
returns.

The Payback Period and Average Return on Investment

Although the NPV and IRR are vastly superior indicators
of project profitability because of their use of discounted
cash flows, the payback period and return on investment
(ROI) are still key determinant of project viability by a
majority of financial managers.

The Payback Period. After 8 years the raw dollar
value of positive cash flows is $5,371,743 versus nega-
tive cash flows of $4,0053,085. The payback period there-
fore:

8 years� ð$4; 053; 085=$5; 371; 743Þ

8 years� 0:755 ¼ 6:04 years

Average ROI
Average Annual

Cash Outlay:
$4,053,085/8 years ¼ $506,635/ year

Average Annual
Net Return:

(5,371,743 � $4,053,085)/8 years ¼
$164,822

Average ROI: ($164,832/$506,635) � 100 ¼ 32.5%

CONCLUSIONS

Productivity is a key issue for labs.

The major financial benefit of automation is increased
productivity.

Perianalytical automation increased our chemistry pro-
ductivity by 120% (from 5,530 to 12,190 specs/tech/
year).

Perianalytical automation reduced our chemistry labor
cost/test by 42% (from 66¢ to 38¢/test).

Automation is a key solution for staff shortages.

Speedy implementation, speedy labor reductions and
speedy revenue generation improve financial perfor-
mance.

To achieve financial success, laboratorians must under-
stand key financial principles.
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INTRODUCTION

On October 16, 1846, W. T. G. Morton gave the first
successful public demonstration of inhalational anesthe-
sia. Using a hastily devised glass reservoir to deliver
diethyl ether, he anesthetized a patient before an audience
at the Massachusetts General Hospital (Fig. 1). This glass
reservoir thus became the first, crude, anesthesia machine.
The technology of anesthesia machines has advanced
immeasurably in the ensuing 150 years. Modern anesthe-
sia machines are used to administer inhalational anesthe-
sia safely and precisely to patients of any age, in any state
of health, for any duration of time, and in a wide range of
operating environments.

The term anesthesia machine colloquially refers to all of
the medical equipment used to deliver inhalational anesthe-
sia. Inhalational anesthetics are gases that, when inhaled,
produce a state of general anesthesia, a drug-induced rever-
sible loss of consciousness during which the patient is not
arousable, even in response to painful stimulation. Inhala-
tional anesthetics are supplied as either compressed gases
(e.g., nitrous oxide), or volatile liquids (e.g., diethyl ether,
sevoflurane, or desflurane). In recent years, the anesthesia
machine has been renamed the anesthesia delivery system,
or anesthesia workstation because modern devices do more
than simply deliver inhalational anesthesia. Defined pre-
cisely, the term ‘‘anesthesia machine’’ specifically refers to
that component of the anesthesia delivery system that pre-
cisely mixes the compressed and vaporized gases that are
inhaled to produce anesthesia. Other components of the
anesthesia delivery system include the ventilator, breathing
circuit, and waste gas scavenger system. Anesthesia work-
stations are anesthesia delivery systems that also incorpo-
rate patient monitoring and information management
functions (Fig. 2).

The most obvious goals of general anesthesia are to render
a patient unaware and insensible to pain so that surgery or
other medically necessary procedures can be performed. In
the process of achieving these goals, potent medications
are administered that interfere with normal body functions,
most notably circulation of blood and the ability to breathe
(see the text box Typical Process of Delivering General
Anesthesia). The most important goal of anesthesia care is
therefore to keep the patient safe and free from injury.

Patient safety is a major principle guiding the design of
the anesthesia workstation. Precise control of the dose of
anesthetic gases and vapors reduces the risk of adminis-
tering an overdose. The ventilator and breathing circuit
are fundamental components of the anesthesia delivery
system designed to allow for continuous delivery of oxygen
to the lungs and removal of exhaled gases. To fulfill
national and international standards, anesthesia delivery
systems must have essential safety features and meet
specified minimum performance criteria (1–6)
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Figure 1. Areproductionof theMortonInhaler,�1850. (Image#by
the Wood Library-Museum of Anesthesiology, Park Ridge, Illinois.)



System Overview

Anesthesia delivery systems allow anesthesia providers to
achieve the following goals:

1. Precisely deliver a prescribed concentration of
inhaled gases to the patient.

2. Support multiple modes of ventilation (i.e., sponta-
neous, manually assisted, and mechanically controlled).

3. Precisely deliver a wide variety of prescribed venti-
lator parameters.

4. Conserve the use of anesthetic vapors and gases.

5. Minimize contamination of the operating room atmo-
sphere by anesthetic vapors and gases.

6. Minimize the chance of operator errors.

7. Minimize patient injury in the event of operator error
or equipment malfunction.
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Typical Process of Delivering General Anesthesia

Check the anesthesia delivery system for proper function:
At the start of each day, the anesthesia provider
places disposable components on the breathing cir-
cuit and performs an equipment check to ensure
proper function of the anesthesia workstation (7).

Identify the patient and confirm the surgical site:
Healthcare institutions are required to have formal
procedures to identify patients and the site of surgery
before the patient is anesthetized.

Establish venous access to administer medications and
fluids: Using this catheter, drugs can be adminis-
tered intravenously and fluids can be given to replace
loss of blood or other body fluids.

Attach physiologic monitors: Monitoring the effects of
anesthesia on the body is of paramount importance to
guide the dose of anesthetic given and to keep the
patient safe. Typical monitors include a blood pressure
cuff, electrocardiogram, and pulse oximeter. Stan-
dards require that additional monitors be used during
most anesthesia care (8).

Have the patient breathe 100% oxygen through a mask
and circuit attached to the anesthesia machine: A
tightly fitting mask is held over the patient’s face
while 100% oxygen is administered using the
anesthesia machine. The goal is to eliminate the nitro-
gen in the lungs and provide a reservoir of oxygen to
sustain the patient from the time anesthesia is induced
until mechanical ventilation is established.

Inject a rapidly acting sedative–hypnotic medicine into
the patient’s vein: This injection induces general
anesthesia and often causes the patient to stop breath-
ing. Typical induction medications (e.g., thiopental,
propofol) are quickly redistributed and metabolized, so
additional anesthetics must be administered shortly
thereafter to maintain anesthesia.

Breathe for the patient: This is typically accomplished by
holding a mask attached to the breathing circuit
tightly over the patient’s face and squeezing the
bag on the anesthesia machine to deliver oxygen to
the lungs. This process is also known as manual
ventilation.

Inject a neuromuscular blocking drug to paralyze the
patient’s muscles: Profound muscle relaxation makes
it easier for the anesthesia provider to insert a tracheal
tube into thepatient’s trachea. Neuromuscular blockers
are also often used to make it easier for the surgeon to
perform the procedure.

Insert a tube into the patient’s trachea: This step is called
endotracheal intubation and is used to establish a
secure path for delivering oxygen and inhaled anes-
thetics to the patient’s lungs as well as eliminating
carbon dioxide.

Confirm correct placement of the endotracheal tube: This
step is fundamental to patient safety. Numerous
methods to confirm correct placement have been
described. Identifying the presence of carbon dioxide
in the exhaled gas is considered the best method for

confirming tube placement. Continuous monitoring
of carbon dioxide in the exhaled gases is considered a
standard of care during general anesthesia.

Deliver anesthetic agents: General anesthesia is typi-
cally maintained with inhaled anesthetic gases. Dials
are adjusted on the anesthesia machine to dispense a
specified concentration of anesthetic vapor mixed
with oxygen and air or nitrous oxide.

Begin mechanical ventilation: The anesthesia delivery
system is switched from spontaneous to mechanical
ventilation mode, and a ventilator, built into the
anesthesia delivery system, is set to breathe for
the patient. This frees the anesthesia provider’s
hands and ensures that the patient breathes ade-
quately during deeper levels of anesthesia and while
under the effect of neuromuscular blockers. The ability
to deliver anesthetic gases while providing mechanical
ventilation is a unique feature of the anesthesia
machine.

Adjust ventilation and depth of anesthesia: During the
case, the gas flows are reduced to minimize anesthetic
usage. The inhaled anesthetic concentration is adjusted
to optimize the depth of anesthesia in response to
changing levels of surgical stimulus. The ventilator
settings are tuned to optimize the patient’s ventilation
and oxygenation status. Information form the physio-
logic monitors helps to guide these adjustments.

Establish spontaneous ventilization: Toward the end the
operation, the magnitude of ventilation is decreased.
The patient responds by starting to breathe sponta-
neously, at which time the anesthesia delivery sys-
tem is switched from mechanical to spontaneous
ventilation mode and the patient continues to breath
from the bag on the anesthesia machine.

Remove the endotracheal tube: At the end of the case, the
anesthetic gases are turned off and the patient regains
consciousness. The endotracheal tube is removed and
the patient breathes oxygen from a cylinder while
being transported to the recovery area.



These goals will be discussed further in the following
section, which describes the major components of the
anesthesia delivery system. The following overview of anes-
thesia delivery system function will refer to these goals.

The anesthesia delivery system consists of four com-
ponents: a breathing circuit, an anesthesia machine, a
waste gas scavenger system, and an anesthesia ventila-
tor. The breathing circuit is the functional center of the
system, since it is physically and functionally connected
to each of the other components and to the patient’s air-
way (Fig. 3). There is a one-way flow of gas from the
anesthesia machine into the breathing circuit, and from
the breathing circuit into the scavenger system. There is
a bidirectional flow of gas between the breathing cir-
cuit and the patient’s lungs, and between the breathing

circuit and the anesthesia ventilator or reservoir bag. The
ventilator and the reservoir bag are functionally inter-
changeable units, which are used during different modes
of ventilation (Goal 2). During spontaneous and manually
assisted modes of ventilation, the elastic reservoir bag is
used as a source of inspired gas and a low impedance
reservoir for exhaled gas. The anesthesia ventilator is
used during mechanically controlled ventilation to auto-
matically inflate the lungs using prescribed parameters
(Goal 3).

During inhalation, gas flows from the anesthesia venti-
lator or reservoir bag through the breathing circuit to the
patient’s lungs. The patient’s bloodstream takes up a small
portion of gas (e.g., oxygen and anesthetic agent) from the
lungs and releases carbon dioxide (CO2) into the lungs.

30 ANESTHESIA MACHINES

Figure 2. Four contemporary anesthesia workstations. The top two are manufactured by GE
Healthcare, and the bottom two by Draeger Medical.



During exhalation, gas flows from the patient’s lungs
through the breathing circuit back to the anesthesia ven-
tilator or reservoir bag. This bulk flow of gas, between the
patient and the ventilator or reservoir bag, constitutes the
patient’s pulmonary ventilation; the volume of each breath is
referred to as tidal volume, and the total volume exchanged
during one minute is referred to as minute volume.

Over time, the patient absorbs oxygen and anesthetic
agents from, and releases CO2 to, the gas in the breathing
circuit. Without intervention, the gas within the breath-
ing circuit would progressively decrease in total volume,
oxygen concentration, and anesthetic concentration. The
anesthesia provider, therefore, dispenses fresh gas into the
breathing circuit, replacing the gas absorbed by the
patient. Using the anesthesia machine, the anesthesia pro-
vider precisely controls both the flow rate and the concen-
tration of various gases in the fresh gas (Goal 1). The
anesthesia machine is capable of delivering a total fresh
gas flow that far exceeds the volume of gas absorbed by the
patient. When higher fresh gas flows are used (for example,
to rapidly change the concentration of gases in the breathing
circuit), the excess gas is vented into the scavenger system to
be evacuated from the operating room (Goal 5).

To conserve the use of anesthetic gases (Goal 4), the
anesthesia provider will use a fresh gas flow rate that is
significantly lower than the patient’s minute volume. In
this situation, the patient reinhales gas that they had
previously exhaled into the breathing circuit (this is called
rebreathing). Carbon dioxide absorbent contained within
the breathing circuit prevents the patient from rebreathing
CO2, which would be deleterious. All other gases (oxygen,
nitrous oxide, nitrogen, and anesthetic vapors) can be
rebreathed safely.

During the course of a typical anesthetic, the anesthesia
provider will use a relatively high fresh gas flow at the
beginning and end of the anesthetic when a rapid change in

anesthetic concentration is desired, and a lower fresh gas
flow when little change in concentration is desired. The
technique of closed circuit anesthesia refers to the process
of adjusting the fresh gas flow to exactly match the amount
of gas used by the patient so that no gas is vented to the
scavenging system.

Because anesthesia delivery systems provide critical
life support functions to unconscious patients, equipment
malfunctions and user errors can have catastrophic con-
sequences. In 1974, the American National Standards
Institute published an anesthesia machine standard
that specified minimum performance and safety require-
ments for anesthesia gas machines (Goals 6 and 7). That
standard was a landmark one, in that it was the first
systematic approach to standardize the safety require-
ments for a medical device. Similar standards have since
been written for other medical equipment, and the anes-
thesia machine standards have been regularly updated.

Breathing Circuit (Semiclosed Circle System)

The semiclosed circle system is the most commonly used
anesthesia breathing circuit, and the only type that will be
discussed in this article. It is so named because expired
gases can be returned to the patient in a circular fashion
(Fig. 4). The components of the circle system include a
carbon dioxide absorber canister, two one-way valves, a
reservoir bag, an adjustable pressure-limiting valve, and
tubes that connect to the patient, ventilator, anesthesia
machine, and scavenger system.

During inspiration, the peak flow of gas exceeds 25
L�min�1, far in excess of the rate of fresh gas supply. As
a result, the patient will inspire both fresh gas and gas
stored in the reservoir bag or ventilator bellows. Inspired
gas travels through the carbon dioxide absorber canister,
past the one-way inspiratory valve, to the patient. During
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Figure 3. Block diagram of anesthesia delivery
system components. The arrows show the
direction of gas flow between components.



exhalation, gas travels from the patient, past the one-way
expiratory valve, to the reservoir bag (or ventilator bellows,
depending upon the position of the bag–ventilator selector
switch). The one-way valves establish the direction of gas
flow in the breathing circuit. Carbon dioxide is not
rebreathed because exhaled gas is directed through the
carbon dioxide absorber canister prior to being reinhaled.
Fresh gas from the anesthesia machine flows continuously
into the breathing circuit. During inhalation, this gas joins
with the inspiratory flow and is directed toward the
patient. During exhalation, the fresh gas enters the breath-
ing circuit and travels retrograde through the carbon
dioxide absorber canister toward the reservoir bag (it does
not travel toward the patient because the inspiratory one-
way valve is closed during exhalation). Thus, during exha-
lation, gas enters the reservoir bag from the expiratory
limb and from the carbon dioxide absorber canister. Once
the reservoir bag is full, excess returning gas is vented out
the adjustable pressure-limiting (APL) valve to the sca-
venger system (when the ventilator is used, the excess gas
is vented out the ventilator exhaust valve). The total fresh
gas flow will therefore control the amount of gas that is
rebreathed. At high fresh gas flows, the exhaled gases are
washed out through the scavenging system between each
inspiration. At low fresh gas flow, very little exhaled gas is

forced out to the scavenging system and most of the exhaled
gas is reinhaled in subsequent breaths.

CIRCLE SYSTEM COMPONENTS

CO2 Absorbents

Alkaline hydroxides of sodium, potassium, calcium, and
barium in varying concentrations are most commonly used
as carbon dioxide absorbents. These alkaline hydroxides
irreversibly react with carbon dioxide to eventually form
carbonates, releasing water and heat. Absorbent granules
are 4- to 8-mesh in size (25–35 granules cm�3) to maximize
the surface area available for chemical reaction and mini-
mize the resistance to gas flow through the absorber can-
ister. Ethyl violet is incorporated into the granules as a pH
indicator; fresh granules are white, while a purple color
indicates that the absorbent needs to be replaced. Absorber
canisters are constructed with transparent sides so that
absorbent color can be easily monitored during use. Can-
isters have a typical capacity of 900–1200 cm3 and the
absorbent is good for �10–30 h of use, depending on the
operating conditions.

Many of the absorbent materials have the potential to
interact with anesthetic agents to degrade the anesthetics
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Figure 4. This schematic of the circle breathing circuit shows the circular arrangement of
components. The one-way valves permit flow in only one direction.



and produce small amounts of potentially toxic gases, such
as carbon monoxide. This is especially true if the absor-
bents are allowed to dessicate by exposure to high flows of
dry gas (e.g., leaving the fresh gas flowing on the anesthe-
sia machine over a weekend). Periodic replacement of
absorbent, especially at the end of a weekend is therefore
desirable. Newer absorbent materials, which are more
costly, are designed to reduce or eliminate the potential
for producing toxic gases by eliminating the hydroxides of
sodium, barium, and potassium.

Unidirectional Valves

The inspiratory and expiratory one-way valves are simple,
passive devices. Each has an inlet tube that is capped by a
valve disk. When the pressure in the inlet tube exceeds
that in the outlet tube, the valve opens to allow gas to flow
downstream. The valve disks are light in weight to mini-
mize gas flow resistance. Each valve has a clear dome to
allow visual monitoring of valve function. Rarely, valves
malfunction by failing to open or close properly. Carbon
dioxide rebreathing can occur if either valve becomes
incompetent (i.e., fails to close properly). This can occur
if a valve disk becomes warped, sticks open due to humid-
ity, or fails to seat properly.

Reservoir Bag

The reservoir bag is an elastic bag that serves three func-
tions in the breathing circuit. First, it is a compliant element
of an otherwise rigid breathing circuit that allows changes
in breathing circuit gas volume without changes in breath-
ing circuit pressure. Second, it provides a means for manu-
ally pressurizing the circuit to control or assist ventilation.
Third, it provides a safety limit on the peak pressure that
can be achieved in the breathing circuit. It acts as a pres-
sure-limiting device in the event that fresh gas inflow
exceeds APL valve outflow. Reservoir bags are designed
such that, at fresh gas flow rates below 15 L�min�1, the
breathing circuit pressure will remain < 35 cm H2O (3.4
kPa) until the bag reaches more than twice its full capacity.
Yet, inspiratory pressures up to 70 cm H2O (6.9 kPa) can be
achieved by quickly compressing the reservoir bag.

APL Valve

The APL valve (euphemistically referred to as the pop-off
valve) is a spring-loaded device that controls the flow of gas
from the breathing circuit to the scavenger system. The
valve opens when the pressure gradient from the circuit to
the scavenger exceeds the force exerted by the spring (as
discussed later, the pressure in the scavenger system is
regulated to be equal to atmospheric pressure plus or
minus a few cm H2O). When the patient is breathing
spontaneously, the anesthesia practitioner minimizes the
spring tension allowing the valve to open with minimal
end-expiratory pressure (typically < 3 cm H2O, or 0.3 kPa).
When the anesthesia practitioner squeezes the reservoir bag
to manually control or assist ventilation, the APL valve
opens during inhalation. Part of the gas exiting the reservoir
bag escapes to the scavenger system and the remainder
is directed toward the patient. By turning a knob, the

anesthesia practitioner increases the pressure on the spring
so that the APL valve remains closed until the pressure in
the circuit achieves a level that is adequate to inflate the
patients lungs; the APL valve thus opens toward the end of
inhalation, once the lungs are adequately inflated. Contin-
ual adjustment of the APL valve is sometimes needed to
adapt to changing fresh gas flow rate, circuit leaks, pulmon-
ary mechanics, and ventilation parameters.

Bag–Ventilator Selector Switch

During mechanical ventilation, the reservoir bag and APL
valve are disconnected from the breathing circuit and
an anesthesia ventilator is connected to the same spot.
Modern breathing circuits have a selector switch that
quickly toggles the connection to either the ventilator
or the reservoir bag and APL valve.

VIRTUES AND LIMITATIONS OF THE CIRCLE BREATHING
CIRCUIT

Primary advantages of the circle breathing system over
other breathing circuits include conservation of anesthetic
gases and vapors, ease of use, and humidification and
heating of inspired gases.

As stated previously, anesthetic agents are conserved
when very low fresh gas flows are used with the circle
breathing system. The minimum adequate flow is one that
just replaces the gases taken up by the patient; for a normal
adult, flows below 0.5 L�min�1 can be achieved during
anesthesia maintenance. It is customary to use higher
fresh gas flow rates in the range of 1–2 L�min�1, but this
is still well below typical minute ventilation rates of 5–10
L�min�1 which is the fresh gas flow that would be required
for a nonrebreathing ventilation system.

The circle breathing circuit is easy to use because the
same fresh gas settings can be used with patients of various
sizes. A 100 kg adult and a 1 kg infant can each be
anesthetized with a circle breathing system and a fresh
gas maintenance flow rate of 1–2 L�min�1. Since the larger
patient would take up more anesthetic agent and more
oxygen, and would give off more carbon dioxide, higher
minimal flows would be required for the larger patient and
the carbon dioxide absorbent would become exhausted
quicker. Also, for convenience, a smaller reservoir bag
and smaller bore breathing tubes would be selected for
the smaller patient. But, otherwise, the system would
function similarly for both patients.

Humidification and warming of inspired gases is
another advantage of rebreathing. Fresh gas is mixed from
compressed gases that contain zero water vapor, and
breathing this dry gas can have detrimental effects on lung
function. But, within the circle breathing system, inspired
gas is humidified by the admixture of rebreathed gas, and
by the water vapor that forms as a byproduct of carbon
dioxide absorption. Both of these mechanisms also act to
warm the inspired gas. By using low flows, enough heat
and humidity is conserved to eliminate the need to actively
heat and humidify inspired gas.

Most disadvantages of the circle breathing system are due
to the large circuit volume. Internal volumes are primarily
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determined by the sizes of the absorbent canister, reservoir
bag, and breathing hoses; 3–6 L are typical. Large circuits are
physically bulky. They also increase the time required to
change inspired gas concentrations because the large reservoir
of previously exhaled gas is continually added to fresh gas.
Finally, large circuits are more compliant, which degrades
the efficiency and accuracy of ventilation. This effect will
be discussed further in the section on ventilators.

Anesthesia Machine

The anesthesia machine is used to accurately deliver into
the breathing circuit a precise flow and concentration of
gases and vapors. Anesthesia machines are manufactured
to deliver various compressed gases; all deliver oxygen,
most deliver nitrous oxide or air, some deliver helium or
carbon dioxide. They have one or more vaporizers that
convert liquid anesthetic agents into anesthetic vapors;
currently used inhaled vapors include halothane, enflur-
ane, isoflurane, sevoflurane, and desflurane. Anesthesia
machines include numerous safety features that alert the
anesthesia provider to malfunctions and avert use
errors.

The anesthesia machine is a precision gas mixer (Fig. 5).
Compressed gases enter the machine from the hospital’s
centralized pipeline supply or from compressed gas cylin-
ders. The compressed gases are regulated to specified
pressures, and each passes through its own flow controller
and flow meter assembly. The compressed gases then are
mixed together and may flow through a single vaporizer
where anesthetic vapor is added. The final gas mixture
then exits the common gas outlet (also called the fresh gas
outlet) to enter the breathing circuit.

ANESTHESIA MACHINE COMPONENTS

Compressed Gas Inlets

Compressed gases from the hospital pipeline system or
from large compressed gas cylinders enter the
anesthesia machine through flexible hoses. The inlet con-
nector for each gas is unique in shape to prevent the
connection of the wrong supply hose to a given inlet.
The standardized design of each hose-inlet connector pair
conforms to the Diameter Indexed Safety System (DISS)
(9).
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Figure 5. Schematic showing the internal piping and placement of components within the
anesthesia machine. Dark gray indicates oxygen (O2) and light gray indicates nitrous oxide (N2O).



Anesthesia machines also have inlet yokes that hold
small compressed gas cylinders; these cylinders provide
compressed gas for emergency backup and for use in loca-
tions without piped gases. Each yoke is designed to prevent
incorrect placement of a cylinder containing another gas.
Two pins located in the yoke must insert into correspond-
ing holes on the cylinder valve stem. The standardized
placement of these pins and corresponding holes, referred
to as the Pin Indexed Safety System (PISS), is unique for
each gas (10).

Pressure Regulators And Gauges

Gauges on the front panel of the anesthesia machine dis-
play the cylinder and pipeline inlet pressures of each gas.
Gases from the pipeline inlets enter the anesthesia
machine at pressures of 45–55 psig (310–380 kPa), whereas
gases from the compressed gas cylinders enter at pressures
up to 2000 psig (1379 kPa). (Pressure conversion factors:
1 psig ¼ 0.068 atm ¼ 51.7 mmHg ¼ 70.3 cm H2O ¼
6.89 kPa.) Pressure regulators on each cylinder gas inlet
line reduce the pressure from each cylinder to � 45 psig
(310 kPa). The pressure regulators provide a relatively
constant outlet pressure in the presence of a variable inlet
pressure, which is important since the pressure within a
gas cylinder declines during use. Lines from the pipeline
inlet and the cylinder inlet (downstream of the pressure
regulator) join to form a common source line for each gas.
Gases are preferentially used from the pipelines, since the
pressure regulators are set to outlet pressures that are less
than the usual pipeline pressures.

Flow Controllers And Meters

A separate needle-valve controls the flow rate of each
compressed gas. Turning a knob on the front panel of
the anesthesia machine counterclockwise opens the needle
valve and increases the flow; turning it clockwise decreases
or stops the flow. A flowmeter assembly, located above each
flow-control knob, shows the resulting flow rate. The flow-
meter consists of a tapered glass tube containing a movable
float; the internal diameter of the tube is larger at the top
than at the bottom. Gas flows up through the tube, which is
vertically aligned, and in doing so blows the float higher in
the tube. The float balances in midair partway up the tube
when its weight equals the force of the gas traveling
through the space between the float and the tube. Thus,
the height to which the float rises within the tube is
proportional to the flow rate of the gas. Flow rate is
indicated by calibrated markings on the tube alongside
the level of the float.

Each flowmeter assembly is calibrated for a specific gas.
The density and viscosity of the gas significantly affects the
force generated in traveling through the variable-sized
annular orifice created by the outer edge of the float and
the inner surface of the tube. Temperature and barometric
pressure affect gas density, and major changes in either
can alter flowmeter accuracy. Accuracy is also impaired by
dirt or grease within the tube, static electricity between
the float and the tube, and nonvertical alignment of the
tube.

To increase precision and accuracy, some machines
indicate gas flow rate past a single needle valve using
two flowmeter assemblies, one for high flows and the other
for low flows. These flowmeters are connected in series and
the flow rate is indicated on one flowmeter or the other. A
flow rate below the range of the high-flow meter shows an
accurate flow rate on the low flow meter and an unreadable
low flow rate on the high flow meter. While, a flow rate that
exceeds the range of the low-flow meter shows an accurate
flow rate on the high flow meter and an unreadable high
flow rate on the low flow meter.

Each gas, having passed through its individual flow
controller and meter assembly, passes into a common
manifold before continuing on. Only the individual gas
flow rates are indicated on the flowmeters; the user must
calculate the total gas flow rate and the percent concentra-
tion of each gas in the mixture.

Vaporizers

Vaporizers are designed to add an accurate amount of
volatilized anesthetic to the compressed gas mixture. Anes-
thetic vapors are pharmacologically potent, so low concen-
trations (generally < 5%) are typically needed. The
volatilized gases contribute to the total gas flow rate and
dilute the concentration of the other compressed gases. The
user can calculate these effects since they are not displayed
on the machine front panel; luckily, these are generally
negligible and can be ignored. Even though most anesthe-
sia machines have multiple vaporizers, only one is used at a
time; interlock mechanisms prevent a vaporizer from being
turned on when another vaporizer is in use. Vaporizers are
anesthetic agent specific and keyed filling systems prevent
filling a vaporizer with the wrong liquid anesthetic.

All current anesthesia machines have direct-setting
vaporizers that add a specified concentration of a single
anesthetic vapor to the compressed gas mixture. Variable-
bypass vaporizers are the most common (Fig. 6). In these,
the inflowing compressed gas mixture is split into two
streams. One stream is directed through a bypass channel
and the other is directed into a chamber within the vapor-
izer that contains liquid anesthetic agent. The gas entering
the vaporizing chamber becomes saturated with anesthetic
vapor at a concentration that depends on the vapor pres-
sure of the particular liquid anesthetic. For example, sevo-
flurane has a vapor pressure of 157 mmHg (20.9 kPa) at
20 8C, so the gas within the vaporizing chamber is about
20% sevoflurane (at sea level). This highly concentrated
anesthetic mixture exits the chamber (now, at a flow rate
greater than that entering the chamber, due to the addition
of anesthetic vapor) to join, and be diluted by, gas that
traversed the bypass channel. A dial on the vaporizer
controls the delivered anesthetic concentration by regu-
lating the resistance to flow along each path. For example,
setting a sevoflurane vaporizer to a dialed concentration
of 1% splits the inflowing compressed gas mixture so that
one-twenty-fourth of the total is directed through the
vaporizing chamber and the remainder is directed through
the bypass. Direct-reading variable-bypass vaporizers are
calibrated for a specific agent, since each anesthetic liquid
has a different vapor pressure. Vapor pressure varies with
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temperature, so vaporizers are temperature compensated;
at higher temperatures, a temperature sensitive valve diverts
more gas through the bypass channel. Vaporizers are
designed to ensure that the gas within the liquid-containing
chamber is saturated with anesthetic vapor. A cotton
wick within the chamber promotes saturation by increas-
ing the surface area of the liquid. Thermal energy is
required for liquid vaporization (heat of vaporization).
To minimize cooling of the anesthetic liquid, vaporizers
are constructed of metals with high specific heat and
high thermal conductivity so that heat is transferred easily
from the surroundings. The output of variable-bypass
vaporizers varies with barometric pressure; delivered con-
centration increases as barometric pressure decreases.

Desflurane vaporizers are designed differently because
desflurane has such a high vapor pressure (664 mmHg,
or 88.5 kPa, at 20 8C) and low boiling point (22.8 8C).
Uncontrollably high output concentrations could easily
occur if desflurane were administered at room temperature
from a variable-bypass vaporizer. In a desflurane vaporizer,
the liquid desflurane is electrically heated to a controlled
temperature of 39 8C within a pressure-tight chamber. At
this temperature, the vapor pressure of desflurane is 1500
mmHg (200 kPa) and the anesthetic vapor above the liquid
is a compressed gas. The concentration dial on the vaporizer
regulates a computer-assisted flow proportioning mechan-

ism that meters pressurized desflurane into the incoming
gas mixture to achieve a set output concentration of des-
flurane vapor. Room temperature does not affect the output
concentration of the vaporizer, nor does barometric pres-
sure. The vaporizer requires electrical power for the heater,
the onboard computer, and two electronic valves.

Safety Systems

By written standard, the anesthesia machine has numer-
ous safety systems designed to prevent use errors. Some of
these, such as the DISS and PISS systems to prevent
compressed gas misconnections, interlock mechanisms to
prevent simultaneous use of multiple vaporizers, and
keyed filler systems to prevent misfilling of vaporizers,
have already been discussed. Others are presented, below.

Failsafe Mechanism And Oxygen Alarm. The anesthesia
machine has a couple of safety systems that alert the user
and stop the flow of other gases when the oxygen supply
runs out (for example, when an oxygen tank becomes
depleted). An auditory alarm sounds and a visual message
appears to alert the user when the oxygen supply pressure
falls below a predetermined threshold pressure of� 30 psig
(207 kPa). A failsafe valve in the gas line supplying each
flow controller-meter assembly, except oxygen, stops the
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Figure 6. Schematic of a variable-bypass vaporizer. Arrows indicate direction of gas flow; heavier
arrows indicate larger flow rates. Gas enters the Inlet Port and is split at the Bypass Cone into two
streams. One stream is directed through a bypass channel and the rest enters the Vaporizing
Chamber. Gas entering the Vaporizing Chamber equilibrates with Liquid Anesthetic Agent to
become saturated with Anesthetic Vapor. This concentrated anesthetic mixture exits the chamber to
join, and be diluted by, gas that traversed the bypass channel. The Concentration Control Dial is
attached to the Concentration Cone, which regulates resistance to flow exiting the Vaporizing
Chamber and thus controls the anesthetic concentration dispensed from the Outlet Port.



flow of other gases. The failsafe valve is either an on–off
valve or a pressure-reducing valve that is controlled by the
pressure within the oxygen line. When the oxygen supply
pressure falls below the threshold level, the failsafe valves
close to stop the flow, or proportionally reduce the supply
pressure, of all the other gases. This prevents administra-
tion of hypoxic gases (e.g., nitrous oxide, helium, nitrogen,
carbon dioxide) without oxygen, which could rapidly cause
injury to the patient, but it also prevents administration of
air without oxygen. The failsafe mechanisms do not pre-
vent delivery of hypoxic gas mixtures in the presence of
adequate oxygen supply pressure; the gas proportioning
system, described below, prevents this.

Gas Proportioning System. Anesthesia machines are
equipped with proportioning systems that prevent the
delivery of high concentrations of nitrous oxide, the most
commonly used non-oxygen containing gas. A mechanical
or pneumatic link between the oxygen and nitrous oxide
lines ensures that nitrous oxide does not flow without an
adequate flow of oxygen. One such mechanism, the Datex-
Ohmeda Link-25 system, is a chain linkage between
sprockets on the nitrous oxide and oxygen flow needle
valves. The linkage is engaged whenever the nitrous oxide
is set to exceed three-times the oxygen flow, or when the
oxygen flow is set to less than one-third of the nitrous
oxide flow; this limits the nitrous oxide concentration to a
maximum of 75% in oxygen. Another mechanism, the
Draeger Oxygen Ratio Monitor Controller (ORMC), is a
slave flow control valve on the nitrous oxide line that is
pneumatically linked to the oxygen line. This system
limits the flow of nitrous oxide to a maximum concentra-
tion of 72 � 3% in oxygen. Both of the above systems
control the ratios of nitrous oxide and oxygen, but do
not compensate for other gases in the final mixture; a
hypoxic mixture (oxygen concentration < 21%) could be
dispensed, therefore, if a third gas were added in signifi-
cant concentrations.

Oxygen Flush. Each anesthesia machine has an oxygen
flush system that can rapidly deliver 45–70 L�min�1 of
oxygen to the common gas outlet. The user presses the
oxygen flush valve in situations where high flow oxygen is
needed to flush anesthetic agents out of the breathing
circuit, rapidly increase the inhaled oxygen concentration,
or compensate for a large breathing circuit leak (for exam-
ple, during positive pressure ventilation of the patient with
a poorly fitted face mask). The oxygen flush system also
serves as a safety system because it bypasses most of the
internal plumbing of the anesthesia machine (e.g., safety
control valves, flow controller-meter assemblies, and
vaporizers) and because it is always operational, even
when the anesthesia machine’s master power switch is off.

Monitors and User-Interface Features. Written stan-
dards specify that all anesthesia machines must be
equipped with essential safety monitors and user-interface
features. To protect against hypoxia, each has an inte-
grated oxygen analyzer that monitors the oxygen concen-
tration in the breathing circuit whenever the anesthesia
machine is powered on. The oxygen monitor must have an

audible alarm that sounds whenever the oxygen concen-
tration falls below a preset threshold, which cannot be
set < 18%. To protect against dangerously high and low
airway pressures, the breathing circuit pressure is con-
tinuously monitored by an integrated system that alarms
in the event of sub-atmospheric airway pressure, sustained
high airway pressure, or extremely high airway pressure.
To protect against ventilator failure and breathing circuit
disconnections, the breathing circuit pressure is monitored
to ensure that adequate positive pressure is generated at
least a few times a minute whenever the ventilator is
powered on; a low airway pressure alarm (AKA disconnect
alarm) is activated whenever the breathing circuit pres-
sure does not reach a user-set threshold level over a 15 s
interval. User-interface features protect against mistakes
in gas flow settings. Oxygen controls are always positioned
to the right of other gas flow controls. The oxygen flow
control knob has a unique size and shape that is different
from the other gas control knobs. The flow control knobs
are protected against their being bumped to prevent acci-
dental changes in gas flow rates. All gas flow knobs and
vaporizer controls uniformly increase their settings when
turned in a clockwise direction.

LIMITATIONS

Anesthesia machines are generally reliable and problem-
free. Limitations include that they require a source of
compressed gases, are heavy and bulky, are calibrated to
be accurate at sea level, and are designed to function in an
upright position within a gravitational field. Machine mal-
functions are usually a result of misconnections or discon-
nections of internal components during servicing or
transportation. Aside from interlock mechanisms that
decrease the likelihood of wrong gas or wrong anesthetic
agent problems, there are no integrated monitors to ensure
that the vaporizers are filled with the correct agents and
the flow meters are dispensing the correct gases. Likewise,
except for oxygen, the gas supply pressures and anesthetic
agent levels are not automatically monitored. Thus, pro-
blems can still result when the anesthesia provider fails to
diagnose a problem with the compressed gas or liquid
anesthetic supplies.

Ventilator

General anesthesia impairs breathing by two mechanisms,
it decreases the impetus to breath (central respiratory
depression), and it leads to upper airway obstruction. Addi-
tionally, neuromuscular blockers, which are often adminis-
tered during general anesthesia, paralyze the muscles of
respiration. For these reasons, breathing may be supported
or controlled during anesthesia to ensure adequate minute
ventilation. The anesthesia provider can create intermittent
positive pressure in the breathing circuit by rhythmically
squeezing the reservoir bag. Ventilatory support is often
provided in this way for short periods of time, especially
during the induction of anesthesia. During mechanical
ventilation, a selector switch is toggled to disconnect the
reservoir bag and APL valve from the breathing circuit
and connect an anesthesia ventilator instead. Anesthesia

ANESTHESIA MACHINES 37



ventilators provide a means to mechanically control ventila-
tion, delivering consistent respiratory support for extended
periods of time and freeing the anesthesia provider’s hands
and attention for other tasks. Most surgical patients have
normal pulmonary mechanics and can be adequately venti-
lated with an unsophisticated ventilator designed for ease of
use. But, high performance anesthesia ventilators allow safe
and effective ventilation of a wide variety of patients,
including neonates and the critically ill.

Most anesthesia ventilators are pneumatically pow-
ered, electronically controlled, and time cycled. All can
be set to deliver a constant tidal volume at a constant rate
(volume control). Many can also be set to deliver a constant
inspiratory pressure at a constant rate (pressure control).
All anesthesia ventilators allow spontaneous patient
breaths between ventilator breaths (intermittent manda-
tory ventilation, IMV), and all can provide PEEP during
positive pressure ventilation (note that in some older
systems PEEP is set using a PEEP-valve integrated into
the expiratory limb of the breathing circuit, and is not
actively controlled by the ventilator). In general, anesthe-
sia ventilators do not sense patient effort, and thus do not
provide synchronized modes of ventilation, pressure sup-
port, or continuous positive airway pressure (CPAP).

As explained above, the anesthesia delivery system con-
serves anesthetic gases by having the patient rebreathe
previously exhaled gas. Unlike intensive care ventilators,
which deliver new gas to the patient during every breath,
anesthesia ventilators function as a component of the
anesthesia delivery system and maintain rebreathing dur-
ing mechanical ventilation. In most anesthesia ventilators,
this is achieved by incorporating a bellows assembly (see
Fig. 4). The bellows assembly consists of a distensible bel-
lows that is housed in a clear rigid chamber. The bellows is
functionally equivalent to the reservoir bag; it is attached to,
and filled with gas from, the breathing circuit. During
inspiration, the ventilator injects drive gas into the rigid
chamber; this squeezes the bellows and directs gas from the
bellows to the patient via the inspiratory limb of the breath-
ing circuit. The drive gas, usually oxygen or air, remains
outside of the bellows and never enters the breathing circuit.
During exhalation, the drive gas within the rigid chamber is
vented to the atmosphere, and the patient exhales into
the bellows through the expiratory limb of the breathing
circuit.

The bellows assembly also contains an exhaust valve
that vents gas from the breathing circuit to the scavenger
system. This ventilator exhaust valve serves the same
function during mechanical ventilation that the APL valve
serves during manual or spontaneous ventilation.
However, unlike the APL valve, it is held closed during
inspiration to ensure that the set tidal volume dispensed
from the ventilator bellows is delivered to the patient.
Excess gas then escapes from the breathing circuit through
this valve during exhalation.

The tidal volume set on an anesthesia ventilator is not
accurately delivered to the patient; it is augmented by fresh
gas flow from the anesthesia machine, and reduced due to
compression-loss within the breathing circuit. Fresh gas,
flowing into the breathing circuit from the anesthesia
machine, augments the tidal volume delivered from the

ventilator because the ventilator exhaust valve, which is
the only route for gas to escape from the breathing circuit, is
held closed during inspiration. For example, at a fresh gas
flow rate of 3 L�min�1 (50 mL�s�1), and ventilator settings of
10 breaths min�1 and an I/E ratio of 1:2 (inspiratory
time ¼ 2 s), the delivered tidal volume is augmented by
100 mL per breath (2 s per breath � 50 mL�s�1). Conversely,
the delivered tidal volume is reduced due to compression
loss within the breathing circuit. The magnitude of this loss
depends on the compliance of the breathing circuit and the
peak airway pressure. Circle breathing circuits typically
have a compliance of 7–9 mL�cm�1 H2O (70–90 mL�kPa�1),
which is significantly higher than the typical 1–3 mL�cm�1

H2O (10–30 mL�kPa�1) circuit compliance of intensive care
ventilators, because of their large internal volume. For exam-
ple, when ventilating a patient with a peak airway pressure
of 20 cm H2O (2 kPa) using an anesthesia ventilator with a
breathing circuit compliance of 10 mL�cm H2O, delivered
tidal volume is reduced by 200 mL per breath.

LIMITATIONS

Until recently, anesthesia ventilators were simple devices
designed to deliver breathing circuit gas in volume control
mode. The few controls consisted of a power switch, and
dials to set respiratory rate, inspiratory/expiratory (I/E)
ratio, and tidal volume. While simple to operate, these
ventilators had a number of limitations. As discussed
above, delivered tidal volume was altered by peak airway
pressure and fresh gas flow rate. Tidal volume augmenta-
tion was particularly hazardous with small patients, such
as premature infants and neonates, since increasing the
gas flow on the anesthesia machine could unintentionally
generate dangerously high tidal volumes and airway pres-
sures. Tidal volume reduction was particularly hazardous
since dramatically lower than set tidal volumes could be
delivered, unbeknown to the provider, to patients requir-
ing high ventilating pressures (e.g., those with severe air-
way disease or respiratory distress syndrome). Worse yet,
the pneumatic drive capabilities of these ventilators were
sometimes insufficient to compensate for tidal volume
losses due to compression within the breathing circuit;
anesthesia ventilators were unable to adequately ventilate
patients with high airway pressures (> 45 cm H2O) requir-
ing large minute volumes (> 10 L�min�1). Another imper-
fection of anesthesia ventilators is that they are
pneumatically powered by compressed gases. The ventila-
tor’s rate of compressed gas consumption, which is approxi-
mately equal to the set minute volume (5–10 L�min�1 in a
normal size adult), is not a concern when central com-
pressed gas supplies are being used. But the ventilator can
rapidly deplete oxygen supplies when compressed gas is
being dispensed from the emergency backup cylinders
attached to the anesthesia machine (e.g., a backup cylinder
could provide over 10 h of oxygen to a breathing circuit
at low flow, but would last only one-hour if also powering
the ventilator). Lastly, anesthesia ventilators that do not
sense patient effort are unable to provide synchronized or
supportive modes of ventilation. This limitation is most
significant during spontaneous ventilation, since CPAP
and pressure support cannot be provided to compensate
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for the additional work of breathing imposed by the breath-
ing circuit and endotracheal tube, or to prevent the low
lung volumes and atalectasis that result from general
anesthesia. New anesthesia ventilators, introduced in
the past 10 years, address many of these limitations as
discussed later in the section on New Technologies.

Scavenger System

Waste anesthetic gases are vented from the operating
room to prevent potentially adverse effects on health
care workers. High volatile anesthetic concentrations in
the operating room atmosphere can cause problems such
as headaches, dysphoria, and impaired psychomotor
functioning; chronic exposure to trace levels has been
implicated as a causative factor for cancer, spontaneous
abortions, neurologic disease, and genetic malformations,
although many studies have not borne out these effects.
The National Institute for Occupational Safety and
Health (NIOSH) recommends that operating room levels
of halogenated anesthetics be < 2 parts per million (ppm)
and that nitrous oxide levels be < 25 ppm. Waste gases can
be evacuated from the room actively via a central
vacuum system, or passively via a hose to the outside;
alternatively, the waste gas can pass through a canister
containing activated charcoal, which absorbs halogenated
anesthetics.

The scavenger system is the interface between the eva-
cuation systems described in the preceding sentence and the
exhaust valves on the breathing circuit and ventilator (i.e.,
APL valve and ventilator exhaust valve). It functions as a
reservoir that holds waste gas until it can vent to the
evacuation system. This is necessary because gas exits the
exhaust valves at a non-constant rate that may, at times,
exceed the flow rate of the evacuation system. The scavenger
system also ensures that the downstream pressure on the
exhaust valves does not become too high or too negative.
Excessive pressure at the exhaust valve outlet could cause
sustained high airway pressure leading to barotrauma and
cardiovascular collapse; whereas, excessive vacuum at the
exhaust valve outlet could cause sustained negative airway
pressure leading to apnea and pulmonary edema.

There are two categories of scavenger systems, open and
closed. Open scavenger systems can only be used with a
vacuum evacuation system. In an open scavenger system,
waste gas enters the bottom of a rigid reservoir that is open
to the atmosphere at the top, and gas is constantly evac-
uated from the bottom of the reservoir into the vacuum.
Room air is entrained into the reservoir whenever the
vacuum flow rate exceeds the waste gas flow rate, and
gas spills out to the room through the openings in the
reservoir whenever the waste gas flow rate exceeds the
vacuum flow rate. The arrangement of the components
prevents spillage of waste gas out of the reservoir openings
unless the average vacuum flow rate is less than the
average flow out of the exhaust valves.

Closed scavenger systems consist of a compliant reser-
voir bag with an inflow of waste gas from the exhaust
valves of the breathing system and an outflow to the active
or passive evacuation system. Two or more valves regulate
the internal pressure of the closed scavenger system. A

negative pressure release valve opens to allow entry of
room air whenever the pressure within the system becomes
too negative, < �1.8 cm H2O (�0.18 kPa) (i.e., in situations
where the evacuation flow exceeds the exhaust flow and the
reservoir bag is collapsed). A positive pressure release
valve opens to allow venting of waste gas to the room
whenever the pressure within the scavenger system
becomes too high, > 5 cm H2O (0.5 kPa) (i.e., in situations
where the reservoir bag is full and the exhaust flow exceeds
the evacuation flow). Thus, the pressure within the scaven-
ger system is maintained between �1.8 and 5.0 cm H2O.

Integrated Monitors

All anesthesia delivery systems have integrated electronic
safety monitors intended to avert patient injuries. Included
are (1) an oxygen analyzer, (2) an airway pressure monitor,
and (3) a spirometer.

The oxygen analyzer measures oxygen concentration in
the inspiratory limb of the breathing circuit to guard
against the administration of dangerously low inhaled
oxygen concentrations. Most analyzers use a polarographic
or galvanic (fuel cell) probe that senses the rate of an
oxygen-dependent electrochemical reaction. These ana-
lyzers are inexpensive and reliable, but are slow to
equilibrate to changes in oxygen concentration (response
times on the order of 30 s). They also require daily
calibration. Standards stipulate that the oxygen analyzer
be equipped with an alarm, and be powered-on whenever
the anesthesia delivery system is in use.

The airway pressure monitor measures pressure within
the breathing circuit, and warns of excessively high or
negative pressures. It also guards against apnea during
mechanical ventilation. Most anesthesia delivery systems
have two pressure gauges: an analog Bourdon tube pres-
sure gauge that displays instantaneous pressure on a
mechanical dial, and an electronic strain-gauge monitor
that displays a pressure waveform. Most electronic pressure
monitors embody an alarm system with variable-threshold
negative pressure, positive pressure, and sustained pres-
sure alarms that can be adjusted by the user. An apnea
alarm feature, which is enabled whenever the ventilator is
powered-on, ensures that positive pressure is sensed within
the breathing circuit at regular intervals. On some anesthe-
sia delivery systems pressure is sensed within the circle
system absorber canister; on other systems it is sensed on
the patient side of the one-way valves; the latter gives a more
accurate reflection of airway pressure.

The spirometer measures gas flow in the expiratory limb
of the breathing circuit and guards against apnea and
dangerously low or high respiratory volumes. A number
of different techniques are commonly used to measure flow.
These include spinning vanes, rotating sealed spirometers,
ultrasonic, and variable orifice differential pressure.
Respiratory rate, tidal volume, and minute volume are
derived from the sensor signals and displayed to the user.
Some machines also display a waveform of exhaled flow
versus time. Most spirometers have an alarm system with
variable-threshold alarms for low and high tidal volume, as
well as an apnea alarm that is triggered if no flow is
detected during a preset interval.
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In addition to these standard monitors, some anesthesia
workstations have integrated gas analyzers that measure
inhaled and exhaled concentrations of oxygen, carbon diox-
ide, nitrous oxide, and volatile anesthetic agents. Although
stand-alone gas analyzers are available, they are likely to be
integrated into the anesthesia workstation because they
monitor gas concentrations and respiratory parameters that
are controlled by the anesthesia delivery system.

Other patient monitors, such as electrocardiography,
pulse oximetry, invasive and noninvasive blood pressure,
and thermometry may also be integrated into the anesthesia
workstation; but often stand-alone monitors are placed on
the shelves of the anesthesia delivery system. In either case,
standard patient monitors must be used during the conduct
of any anesthetic to evaluate the adequacy of the patient’s
oxygenation, ventilation, circulation, and body temperature.
Monitoring standards, which have contributed to the dra-
matic increase in anesthesia safety, were initially published
by the American Society of Anesthesiologists in 1986 and
have been continually evaluated and updated (8).

New Technologies

The anesthesia delivery system as described thus far has
evolved incrementally from a pneumatic device designed in
1917, by Henry Boyle for administration of anesthesia using
oxygen, nitrous oxide and ether. The evolution of Boyle’s
machine has occurred in stages. In the 1950s and 1960s the
failsafe devices and fluidic controlled ventilators were added.
In the 1970s and early 1980s the focus was on improving
safety with features, such as gas proportioning systems,
safety alarms, electronically controlled ventilators, and stan-
dardization of the user interface to decrease errors. In the late
1980s and 1990s, monitors and electronic recordkeeping were
integrated to create anesthesia workstations. Since 2000 the
focus has been on improving ventilator performance, incor-
porating automated machine self-checks, and transitioning
to electronically controlled and monitored flow meters and
vaporizers. Some of the new technologies that have been
introduced in the last few years are discussed, below.

BREATHING CIRCUIT

As discussed above, the tidal volume set on an anesthesia
ventilator is not accurately delivered to the patient because
of two breathing circuit effects. First, a portion of the volume
delivered from the ventilator is compressed within the
breathing circuit and does not reach the patient. Second,
fresh gas flowing into the breathing circuit augments the
delivered tidal volume. A number of techniques are used to
minimize these effects in new anesthesia delivery systems.

Two techniques have been used to minimize the effect of
gas compression. First, smaller, less compliant breathing
circuits are being used. This has been achieved by mini-
mizing the use of compliant hoses between the ventilator
and breathing circuit and by decreasing the size of the
absorber canister. A tradeoff is that the absorbent must be
changed more frequently with a smaller canister, hence
new breathing circuits are designed so that the carbon
dioxide absorbent can be exchanged during use. Second,
many new machines automatically measure breathing

circuit compliance during an automated preuse checkout
procedure and then compensate for breathing circuit com-
pliance during positive pressure ventilation; the ventilator
continually senses airway pressure and delivers additional
volume to make up for that lost to compression.

A number of techniques have also been used to eliminate
augmentation of tidal volume by fresh gas flowing into the
circuit. In one approach, the ventilator automatically adjusts
its delivered volume to compensate for the influx of fresh gas
into the breathing circuit. The ventilator either adjusts to
maintain a set exhaled tidal volume as measured by a spi-
rometer in the expiratory limb of the breathing circuit, or it
responds to maintain a set inhaled tidal volume sensed in the
inspiratory limb, or it modifies its delivered volume based on
the total fresh gas flow as measured by electronic flowmeters
in the anesthesia machine. None of the above methods
requires redesign of the breathing circuit, except for the
addition of flow sensors that communicate with the ventilator.

In a radically different approach, called fresh gas decou-
pling, the breathing circuit is redesigned so that fresh
gas flow is channeled away from ventilator-delivered gas
during inspiration, which removes the augmenting effect
of fresh gas flow on tidal volume. An example of such a
breathingcircuit is illustrated inFig.7. In thiscircuit, during
inhalation, gas dispensed from a piston driven ventilator
travels directly to the patient’s lungs; retrograde flow is
blocked by a passive fresh gas decoupling valve, and expira-
tory flow is blocked by the ventilator-controlled expiratory
valve, which is actively closed during the inspiratory phase.
Fresh gas does not contribute to the delivered tidal volume;
instead it flows retrograde into a nonpressurized portion
of the breathing circuit. During exhalation, the ventilator-
controlled expiratory valve opens, and the ventilator piston
withdraws to actively fill with a mixture of fresh gas and gas
from the reservoir bag. This design causes a number of other
functional changes. First, the breathing circuit compliance is
lower during positive pressure ventilation, since only part
of the breathing circuit is pressurized during inspiration
(the volume between the fresh gas decoupling valve and
the ventilator-controlled expiratory valve). Second, the
reservoir bag remains in the circuit during mechanical
ventilation. As a result, it fills and empties with gas
throughout the ventilator cycle, which is an obvious con-
trast to the absence of bag movement during mechanical
ventilation with a conventional circle breathing circuit.

ANESTHESIA MACHINE

Many new anesthesia machines have electronic gas flow
sensors instead of tapered glass tubes with internal floats.
Advantages include (1) improved reliability and reduced
maintenance; (2) improved precision and accuracy at low-
flows; and (3) ability to automatically record and use gas
flows (for instance to adjust the ventilator). The electronic
sensors operate on the principle of heat transfer, measur-
ing the energy required to maintain the temperature of a
heated element in the gas flow pathway. Each sensor is
calibrated for a particular gas, since every gas has a
different specific heat index. Gas flows are shown on
dedicated light-emitting diode (LED) displays or on the
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main anesthesia machine flat panel display. Most anesthe-
sia machines still regulate the flow of each gas using
mechanical needle valves, but in some these have been
replaced with electronically control valves. Electronically
controlled valves provide a mechanism for computerized gas
proportioning systems that limit the ratios of multiple gases.
Some machines with electronic flow control valves allow the
user to select the balance gas (i.e., air or nitrous oxide) and
set a desired oxygen concentration and total flow, leaving
the calculation of individual gas flow rates to the machine.

Most new anesthesia machines continue to use mechan-
ical vaporizers as described above, but a few incorporate
electronic vaporizers. These operate on one of two prin-
ciples: either computer-controlled variable bypass, or
computer-controlled liquid injection. Computerized vari-
able bypass vaporizers control an electronic valve that
regulates the flow of gas exiting from the liquid anesthetic
containing chamber to join the bypass stream. The valve is
adjusted to reach a target flow that is based upon the: (1)
dial setting, (2) temperature in the vaporizing chamber, (3)
total pressure in the vaporizing chamber, (4) bypass flow,
and (5) liquid anesthetic identity. Computerized injectors

continuously add a measured amount liquid anesthetic
directly into the mixed gas coming from the flowmeters
based upon the: (1) dial setting, (2) mixed gas flow, and
(3) liquid anesthetic identity. Electronic vaporizers offer a
number of advantages. First, they provide a mechanism
for vaporizer settings to be automatically recorded and con-
trolled. Second, a number of different anesthetics can be
dispensed (one at a time) using a single control unit, provided
that the computer knows the identity of the anesthetic liquid.

VENTILATOR

Anesthesia ventilator technology has improved dramati-
cally over the past 10 years and each new machine brings
further advancements. As discussed above, most new ven-
tilators compensate for the effects of circuit compliance and
fresh gas flow, so that the set tidal volume is accurately
delivered. Older style ventilators notoriously delivered low
tidal volumes to patients requiring high airway pressures,
but new ventilators overcome this problem with better
flow generators, compliance compensation and feedback
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Figure 7. Example of a breathing circuit with fresh gas decoupling. This breathing circuit is used in
the Draeger Fabius anesthesia machine. It contains three passive one-way valves and two active
valves that are controlled by the ventilator during mechanical ventilation.



control. Many new anesthesia ventilators offer multiple
modes of ventilation (in addition to the traditional volume
control), such as pressure control, pressure support, and
synchronized intermittent mandatory ventilation. These
modes assess patient effort using electronic flow and pres-
sure sensors that are included in many new breathing
circuits. Lastly, some anesthesia ventilators use an elec-
tronically controlled piston instead of the traditional pneu-
matically compressed bellows. Piston ventilators, which
are electrically powered, dramatically decrease compressed
gas consumption of the anesthesia delivery system. However,
they actively draw gas out of the breathing circuit during the
expiratory cycle (as opposed to bellows, which fill passively)
so they cannot be used with a traditional circle system (see
Fig. 7 for an example of a piston ventilator used with a fresh
gas decoupled breathing circuit).

AUTOMATED CHECKOUT

Many new anesthesia delivery systems feature semiauto-
mated preuse checkout procedures. These ensure that the
machine is functioning properly prior to use by (1) testing
electronic and computer performance, (2) calibrating flow
sensors and oxygen monitors, (3) measuring breathing circuit
compliance and leakage, and (4) testing the ventilator.

Future Challenges

The current trend is to design machines that provide
advanced capabilities through the use of computerized
electronic monitoring and controls. This provides the infra-
structure for features such as closed-loop feedback, smart
alarms, and information management that will be increas-
ingly incorporated in the future. We can anticipate closed-
loop controllers that automatically maintain a user-set
exhaled anesthetic concentration (an indicator of anes-
thetic depth), or exhaled carbon dioxide concentration
(an indicator of adequacy of ventilation). We can look
forward to smart alarms that pinpoint the location of leaks
or obstructions in the breathing circuit, alert the user and
switch to a different anesthetic when a vaporizer becomes
empty, or notify the user and switch to a backup cylinder if
a pipeline failure or contamination event is detected. We
can foresee information management systems that auto-
matically incorporate anesthesia machine settings into a
nationwide repository of anesthesia records that facilitate
outcomes-guided medical practice, critical event investiga-
tions, and nationwide access to patient medical records.
Anesthesia machine technology continues to evolve.
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INTRODUCTION

Computer applications in anesthesia patient care have
evolved with advancement of computer technology, infor-
mation processing capability, and anesthesia devices and
procedures.

Anesthesia is an integral part of most surgical opera-
tions. The objectives of anesthesia are to achieve hypnosis
(consciousness control), analgesia (pain control), and immo-
bility (body movement control) simultaneously throughout
surgical operations, while maintaining the vital functions of
the body. Vital functions, such as respiration and circulation
of blood, are assessed by signs such as blood pressures, heart
rate, end-tidal carbon dioxide (CO2), oxygen saturation by
pulse oximetry (SpO2), and so on. These objectives are
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carefully balanced and maintained bya dedicated anesthesia
provider using a combination of sedative agents, hypnotic
drugs, narcotic drugs, and, in many surgeries, muscle
relaxants. Anesthesia decisions and management are com-
plicated tasks, in which anesthetic requirements and agent
dosages depend critically on the surgical procedures, the
patient’s medical conditions, drug interactions, and coordi-
nated levels of anesthesia depth and physiological variables.
Anesthesia decisions impact significantly on surgery and
patient outcomes, drug consumptions, hospital stays, and
therefore quality of patient care and healthcare cost (Fig. 1).

Computer technologies have played essential roles in
assisting and improving patient care in anesthesia. Devel-
opment of computer technology started from its early stages
of bulky computing machines, progressed to minicomputers
and microcomputers, exploded with its storage capability
and computational speed, and evolved into multiprocessor
systems, distributed systems, computer networks, and mul-
timedia systems. Computer applications in anesthesia have
taken advantage of this technology advancement. Early
computer applications in medicine date back to the late
1950s when some hospitals began to develop computer data
processing systems to assist administration, such as sto-
rage, management, and analysis of patient and procedural
data and records. The main goals were to reduce manpower
in managing ever-growing patient data, patient and room
scheduling, anesthesia supply tracking, and billing. During
the past four decades computer utility in anesthesia has
significantly progressed to include computer-controlled fluid
administration and drug dispersing, advanced anesthesia
monitoring, anesthesia information systems, computer-
assisted anesthesia control, computer-assisted diagnosis
and decisions, and telemedicine in anesthesia.

COMPUTER UTILITY IN ADVANCED ANESTHESIA
MONITORING

The quality of anesthesia patient care has been greatly
influenced by monitoring technology development. A

patient’s state during a surgery is assessed using vital
signs. In earlier days of anesthesiology, vital signs were
limited to manual measurements of blood pressures, stetho-
scope auscultation of heart–lung sounds, and heart rates.
These values were measured intermittently and as needed
during surgery. Thanks to advancement of materials, sen-
sing methods, and signal processing techniques, many vital
signs can now be directly, accurately, and continuously
measured. For example, since the invention of pulse oxi-
metry in the early 1980s, this noninvasive method of
continuously monitoring the arterial oxygen saturation
level in a patient’s blood (SpO2) has become a standard
method in the clinical environment, resulting in a sig-
nificant improvement of patient safety. Before this inven-
tion, blood must be drawn from patients and analyzed
using laboratory equipment.

Integrating these vital signs into a comprehensive
anesthesia monitoring system has been achieved by com-
puter data interfacing, multisignal processing, and com-
puter graphics. Advanced anesthesia monitors are capable
of acquiring multiple signals from many vital sign sensors
and anesthesia machine itself, displaying current readings
and historic trends, and providing audio and visual warning
signals. At present, heart rate, electrocardiogram (ECG),
arterial blood pressures, temperature, ventilation para-
meters (inspired–expired gas concentration, peak airway
pressure, plateau airway pressure, inspired and expired
volumes, etc.), end-tidal CO2 concentrations, blood oxygen
saturation (SpO2), and so on, are routinely and reliably
monitored (Figs. 2 and 3).

However, there are still many other variables reflecting a
patient’s state that must be inferred by the physician, such
as anesthesia depth and pain intensity. Pursuit of new
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Figure 1. Some anesthesia equipment in an operating room.

Figure 2. Anesthesia monitoring devices without computer
technologies. (Courtsey of Sheffield Museum of Anesthesia used
with permission.)

Figure 3. An anesthesia monitor from GE Healthcare in 2005.
(Courtsey of GE Healthcare.)



physiological monitoring devices for direct and reliable
measurements of some of these variables is of great value
and imposes great challenges at the same time (1). Anesthe-
sia depth has become a main focus of research in the
anesthesia field. At present, most methods rely in part or
in whole on processing of the electroencephalogram (EEG)
and frontalis electromyogram (FEMG) signals. Proposed
methods include the median frequency, spectral edge fre-
quency, visual evoked potential, auditory evoked potential,
entropy, and bispectral index (2,3). Some of these technol-
ogies have been commercialized, leading to several anesthe-
sia depth monitors for use in general anesthesia and
sedation. Rather than using indirect implications from blood
pressures, heart rate, and involuntary muscle movements to
derive consciousness levels, these monitors purport to give a
direct index of a patient’s anesthesia depth. Consequently,
combined effects of anesthesia drugs on the patient
anesthesia depth can potentially be understood clearly and
unambiguously. Currently (the year 2005), the BIS Monitor
by Aspect Medical Systems, Inc. (www.aspectmedical.com),
Entropy Monitor by GE Healthcare (www.gehealthcare.
com), and Patient State Analyzer (PSA) by Hospira, Inc.
(www.hospira.com) are three FDA (U.S. Food and Drug
Administration) approved commercial monitors for anesthe-
sia depth.

Availability of commercialized anesthesia depth moni-
tors has prompted a burst of research activity on compu-
terized depth control. Improvement of their reliability
remains a research frontier. Artifacts have fundamental
impact on reliability of EEG signals. In particular, muscle
movements, eye blinks, and other neural stimulation
effects corrupt EEG signals, challenging all the methods
that rely on EEG to derive anesthesia depth. As a result,
reliability of these devices in intensive care units (ICU) and
emergency medicine remains to be improved.

Another area of research is pain-intensity measurement
and monitoring. Despite a long history of research and
development, pain intensity is still evaluated by subjective
assessment and patient self-scoring. The main thrust is to
establish the relation between subjective pain scores, such
as the visual analog scale (VAS) system, and objective
measures of vital signs. Computer-generated objective
and continuous monitoring of pain will be a significant
advance in anesthesia pain control. This remains an open
and active area of research and development (R&D). As an
intermediate step, patient-controlled analgesia (PCA)
devices have been developed (see, e.g., LifeCare PCA sys-
tems from Hospira, Inc., which is a 2003 spin-off of Abbott
Laboratories) that allow a patient to assess his/her pain
intensity and control analgesia as needed.

Currently, anesthesia monitors are limited to data
recording and patient state display. Also, their basic func-
tions do not offer substantial interaction with human and
environment. Future monitors must enhance fundamen-
tally human-factors design: Intelligent human–machine
interface and integrated human–machine–environment
systems (4). Ideally, a monitor will intelligently organize
observation data into useful information, adapt its func-
tions according to surgical and anesthesia events, select
the most relevant information to display, modify its dis-
play layouts to reduce distraction and amplify essential

information, tune safety boundaries for its warning sys-
tems on the basis of the individual medical conditions of
the patient, analyze data to help diagnosis and treatment,
and allow user-friendly interactive navigation of the
monitor system. Such a monitor will eventually become
an extension of a physician’s senses and an assistant of
decision-making processes.

COMPUTER INFORMATION TECHNOLOGY IN
ANESTHESIA

Anesthesia Information Systems

Patient information processing systems have undergone a
long history of evolution. Starting in the 1960s, some
computer programming software and languages were
introduced to construct patient information systems.
One example is MUMPS (Massachusetts General Hospital
Utility Multi-Programming System), which was developed
in Massachusetts General Hospital and used by other
hospitals, as well as the U.S. Department of Defense and
the U.S. Veteran’s Administration. During the same per-
iod, Duke University’s GEMISCH, a multi-user database
programming language, was created to streamline data
sharing and retrieval capabilities.

Currently, a typical anesthesia information system
(AIS) consists of a central computer station or a server
that is interconnected via wired or wireless data commu-
nication networks to many subsystems. Subsystems
include anesthesia monitors and record-keeping systems
in operating rooms, preoperative areas, postanesthesia
care units (PACU), ICUs; data entry and record systems
of hospital testing labs; office computers of anesthesiolo-
gists. The system also communicates with hospital main-
frame information systems to further exchange informa-
tion with in- and out-patient care services, patient data-
base, and billing systems.

Information from an operating room is first collected by
medical devices and anesthesia monitors and locally sorted
and recorded in the record-keeping system. Selected data
are then transmitted to the mainframe server through the
data network. Anesthesia events, procedures, physician
observations and diagnosis, patient care plans, testing
results, drug and fluid data can also be entered into the
record-keeping system, and broadcast to the main server
and/or other related subsystems.

The main server and observation station provide a
center in which patient status in many operating rooms,
preoperative area and PACUs can be simultaneously mon-
itored in real time. More importantly, the central anesthe-
sia information system keeps accurately patient data and
makes them promptly accessible to many important func-
tions, including patient care assessment, quality assur-
ance, room scheduling, physician assignment, clinical
studies, medical billing, regulation compliance, equipment
and personnel utility, drug and blood inventory, postopera-
tive in-patient and out-patient service, to name just a few
examples (Fig. 4).

One example of AIS is the automation software system
CareSuite of PICIS, Inc. (www.picis.com). The system delivers
comprehensive perioperative automation. It provides surgical
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and anesthesia supply management, intraoperative nursing
notes, surgical infection control monitoring, adverse event
tracking and intervention, patient tracking, resource track-
ing, outlier alerts, anesthesia record, anesthesia times, case
compliance, and so on. Similarly, the surgical and anesthesia
management software by Surgical Information Systems
(SIS), Inc. (www.orsoftware.com) streamlines patient care
and facilitates analysis and performance improvement.

Anesthesia information systems are part of an emerging
discipline called medical informatics, which studies clinical
information and clinical decision support systems. Although
technology maturity of computer hardware and software
has made medical information systems highly feasible,
creating seamless exchange of information among disparate
systems remain a difficult task. This presents new oppor-
tunities and challenges for broader application of medical
informatics in anesthesia practice.

Computer Simulation: Human Patient Simulators

Human patient simulators (HPS) are computerized
mannequins whose integrated mechanical systems and
computer hardware, and sophisticated computer software
mimic authentically many related physiological, patholo-
gical, and pharmacological aspects of the human patient
during a surgery or a medical procedure (Fig. 5). The
mannequins are designed to simulate an adult or pediatric
patient of either gender under a medical stress condition.
They are accommodated in a clinical setting, such as an
operating room, a trauma site, an emergence suite, or an
ICU. Infusion pumps use clean liquid (usually water)
through bar-coded syringes, whose barcodes are read by
the HPS code recognition system to identify the drugs, to
administer the simulated drugs, infusion liquids, or trans-
fused blood during an anesthesia administration. The HPS
allows invasive procedures such as intubation.

The HPS responds comprehensively to administered
drugs, surgical events, patient conditions, and medical
crisis; and displays on standard anesthesia monitors most

related physiological vital signs, including blood pressures,
heart rate, EKG, and oxygen saturations. They also gen-
erate normal and adventurous heart and lung sounds for
auscultation. All these characteristics are internally gen-
erated by the computer software that utilizes mathematics
models of typical human patients to simulate the human
responses. The patient’s physical parameters (age, weight,
smoker, etc.), preexisting medical conditions (high blood
pressure, asthma, diabetic, etc.), surgical procedures, clin-
ical events, and critical conditions are easily programmed
by a computer Scenario Editor with a user-friendly
graphical interface. The Scenario Editor also allows inter-
active reprogramming of scenarios during an operation.
This on-the-fly function of scenario generation is especially
useful for training. It gives the instructor great flexibility
to create new scenarios according to the trainee’s reactions
to previous scenarios.

The HPS is a great educational tool that has been used
extensively in training medical students, nurse anesthe-
tists, anesthesia residents, emergency, and battlefield
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Figure 4. An illustration of a surgical/
anesthesia information management sys-
tem from surgical information systems,
Inc. (www. orsoftware.com).

Figure 5. Human patient simulator complex at Wayne State
University.



medics. Its preliminary development can be traced back to
the 1950s, with limited computer hardware or software. Its
more comprehensive improvement occurred in pace with
computer technology in the late 1960s when highly com-
puterized models were incorporated into high fidelity HPS
systems with interfaces to external computers.

Due to rareness of anesthesia crisis, student and resi-
dent training on frequent and repeated critical medical
conditions and scenarios is not possible in operating
rooms. The HPS permits the trainee to practice clinical
skills and manage complex and critical clinical conditions
by generating and repeating difficult medical scenarios.
The instructor can design individualized programs to
evaluate and improve trainees’ crisis management
skills. For invasive skills, such as intubation, practice

on simulators is not harmful to human patients. Cata-
strophic or basic events are presented with many varia-
tions so that trainees can recognize their symptoms,
diagnose their occurrences, treat them according to estab-
lished guidelines, and avert disasters. For those students
who have difficulties to transform classroom knowledge to
clinical hands-on skills, the HPS training is a comfortable
bridge for them to rehearse in simulated clinical environ-
ments (5) (Fig. 6).

There are several models of HPSs on market. For
example, the MedSim-Eagle Patient Simulator (Fig. 7)
is a realistic, hands-on simulator of the anesthetized or
critically ill patient, developed at Stanford University and
manufactured by Eagle Simulation, Inc. METI (Medical
Education Technologies, Inc.) (www.meti.com) manu-
factures adult HPS (Stan), pediatric HPS (PediaSim),
emergency care simulator (ECS), pediatric emergency
simulator (PediaSim-ECS), and related simulation suites
such as airway tools (AirSim), surgical training tools (Sur-
gicalSim). Laerdal Medical AS (www.laerdal.com) has
developed a comprehensive portable HPS that can be oper-
ated without the usual operating room settings for HPS
operations.

Human simulations, however, are not a total reality.
Regardless how comprehensive the HPS has become,
real environments are far more complex. There are many
complications that cannot be easily simulated. Conse-
quences of overly aggressive handling of certain medical
catastrophic events may not be fully represented. Issues
like these have prompted further efforts in improving HPS
technologies and enhancing their utilities in anesthesia
education, training, and research.
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Figure 6. Anesthesia resident training on an HPS manufactured
by METI, Inc. (Used with permission.)

Figure 7. A human patient simulator SimMan, by Laerdal Medical Corporation. (Used with permission.)



Large Area Computer Networks: Telemedicine in Anesthesia

Telemedicine can be used to deliver healthcare over geo-
graphically separated locations. High speed telecommuni-
cation systems allow interactive video-mediated clinical
consultation, and the possibility in the future of remote
anesthesia administration. Wide availability of high speed
computer and wireless network systems have made tele-
medicine a viable area for computer applications. Teleme-
dicine could enable the delivery of specialized anesthesia
care to remote locations that may not be accessible to high
quality anesthesia services and knowledge, may reduce
significantly travel costs, and expand the supervision cap-
ability of highly trained anesthesiologists.

In a typical telemedicine anesthesia consultation, an
anesthesiologist in the consultation center communicates
by a high speed network with the patient and the local
anesthesia care provider, such as a nurse, at the remote
location (Fig. 8). Data, audio and video connections enable
the parties to transfer data, conduct conversations on
medical history and other consultation routines, share
graphs, discuss diagnosis, and examine the patient by
cameras. The anesthesiologist can evaluate the airway
management, ventilation systems, anesthesia monitor,
and cardiovascular systems. Heart and lung sound
auscultation can be remotely performed. Airway can be
visually examined. The anesthesiologist can then provide
consultation and instructions to the remote anesthesia
provider on anesthesia management.

Although telemedicine is a technology-ready field of
computer applications and has been used in many medicine
specialties, at present its usage for systematic anesthesia
consultation remains at its infancy. One study reports a
case of telemedicine anesthesia between the Amazonian
rainforests of Ecuador and Virginia Commonwealth Uni-
versity, via a commercially developed telemedicine system
(6). In another pilot study, the University Health Network
in Toronto utilized Northern Ontario Remote Telecommu-
nication Health (NORTH) Network to provide telemedicine

clinical consultations to residents of central and northern
Ontario in Canada (7).

COMPUTER-AIDED ANESTHESIA CONTROL

The heart of most medical decisions is a clear understand-
ing of the outcome from drug administration or
from specific procedures performed on the patient. To
achieve a satisfactory decision, one needs to characterize
outcomes (outputs), establish causal links between drugs
and procedures (inputs) and the outcomes, define classes
of decisions in consideration (classes of possible actions
and controllers), and design actions (decisions and con-
trol). Anesthesia providers perform these cognitive
tasks on the basis of their expertise, experience, knowl-
edge of guidelines, and their own subjective judgments. It
has long been perceived in the field of anesthesiology
that computers may help in this decision and control
process.

At a relatively low level of control and decision assis-
tance, there has been routine use by anesthesia providers of
computers to supply comprehensive and accurate informa-
tion about anesthesia drugs, procedures, and guidelines in
relation to individual patient care. Thanks to miniaturiza-
tion and internets, there are now commonly and commer-
cially available digital reference databases on anesthesia
drugs, their detailed user manuals, and anesthesia proce-
dures. With a palm-held device, all information becomes
readily available to anesthesia providers in operating
rooms, and other clinical settings. New data can be routinely
downloaded to keep information up-to-date.

More challenging aspects of computer applications are
those involving uncertainty, control, and intelligence that
are the core of medical decision processes. These include
individualized models of human patients, outcome predic-
tion, computer-assisted control, diagnosis, and decision
assistance. Such tools need to be further developed and
commercialized for anesthesia use.

ANESTHESIA, COMPUTERS IN 47

Figure 8. Telemedicine connects
remote medical centers for patient
care.



Patient Modeling and Outcome Prediction

Response of a patient’s physiological and pathological state
to drugs and procedures is the key information that an
anesthesiologist uses in their management. The response,
that is, the outcome, can be represented by either the
values of the patient vital signs such as anesthesia depth
and blood pressures, or consequence values such as length
of ICU stay, hospital stay, complications. Usually, drug
impact on patient outcomes is evaluated in clinical trials on
a large and representative population and by subsequent
statistical analysis. These population-based models (aver-
age responses of the selected population) link drug and
procedural inputs to their effects on the patient state.
These models can then be used to develop anesthesia
management guidelines (Fig. 9).

For real-time anesthesia control in operating rooms, the
patient model also must represent dynamic aspects of the
patient response to drugs and procedures (8). This real-
time dynamic outcome prediction requires a higher level of
modeling accuracy, and is more challenging than off-line
statistical analysis of drug impact. Real-time anesthesia
control problems are broadly exemplified by anesthesia
drug infusion, fluid resuscitation, pain management, seda-
tion control, automated drug rates for diabetics, and so on.

There have been substantial modeling efforts to cap-
ture pharmacokinetic and pharmacodynamic aspects of
drug impact as well as their control applications (9). These
are mostly physiology-based and compartment-modeling
approaches. By modeling each process of infusion pump
dynamics, drug propagation, concentration of drugs on
various target sites, effect of drug concentration on nerve
systems, physiological response to nerve stimulations,
and sensor dynamics, an overall patient response model
can be established. Verification of such models has been
performed by comparing model-predicted responses to
measured drug concentration and physiological variables.
These models have been used in evaluating drug impact,
decision assistance and control designs.

Computer Automation: Anesthesia Control Systems

At present, an anesthesiologist decides on an initial drug
control strategy by reviewing the patient’s medical condi-
tions, then adapts the strategy after observing the patient’s
actual response to the drug infusion. The strategy is

further tuned under different surgical events, such as
incision, operation, and closing. Difficulties in maintaining
smooth and accurate anesthesia control can have dire
consequences, from increased drug consumption, side
effects, short- and long-term impairments, and even death.
Real-time and computer-assisted information processing
can play a pivotal role in extracting critical information,
deriving accurate drug outcome predictions, and assisting
anesthesia control.

Research efforts to develop computer-assisted anesthe-
sia control systems have been ongoing since the early 1950s
(10–14). The recent surge of interest in computer-assisted
anesthesia diagnosis, prediction, and controls is partly
driven by the advances in anesthesia monitoring technol-
ogies, such as depth measurements, computer-program-
able infusion pumps, and multisignal real-time data
acquisition capabilities. These signals provide fast and
more accurate information on the patient state, making
computer-aided control a viable possibility. Research
findings from computer simulations, animal studies, and
limited human trials, have demonstrated that many stan-
dard control techniques, such as proportional-integral-
derivative (PID) controllers, nonlinear control techniques,
fuzzy logic, model predictive control, can potentially pro-
vide better performance under routine anesthesia condi-
tions in operating rooms (Fig. 10).

Target Concentration and Effect Control. Target con-
centration or drug effect control is an open-loop control
strategy. It relies on computer models that relate drug
infusion rates to drug concentrations on certain target
sites or to drug effects on physiological or nerve systems.
Since at present drug concentration or drug effects are
not directly measured in real-time, feedback control is
often not possible. Implementation of this control strategy
can be briefly described as follows. For a prespecified
time interval, the desired drug concentration profile is
defined. This profile is usually determined a priori by
expert knowledge, safety mandates, and smooth control
requirements. A performance index is then devised that
includes terms for control accuracy (to follow the desired
profiles closely), drug consumption, constraints on phy-
siological variables (safety constraints), and so on. Then,
an optimal control is derived by optimizing the perfor-
mance index under the given constraints and the dynamic
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Figure 9. Utility of patient models to predict outcomes of
drug infusion.



models of the patient. One common method of designing
optimal control strategies is dynamic programming,
although many other optimal or suboptimal control design
methodologies for nonlinear control systems are also
available in the control field. Due to lack of feedback
correction in target concentration control, optimality and
accuracy of control actions may be compromised. However,
even this open-loop control has seen many successful appli-
cations, such as glucose level control. Feedback control may
become feasible in the future when new sensors become
available to measure directly drug concentration.

Automatic Feedback Control. Computer-assisted
anesthesia control has been frequently compared to auto-
pilot systems in aviation. The autopilot system controls
flying trajectories, altitude and position, airplane stability
and smoothness, automatically with minimum human
supervision. Success of such systems has resulted in their
ubiquitous applications in most airplanes. It was specu-
lated that an anesthesia provider’s routine control tasks
during a surgery may be taken over by a computer that
adjusts automatically drug infusions to maintain desir-
able patient states. Potential and speculated advantages
of such systems may include less reliance on experience,
avoidance of fatigue-related medical mistakes, smoother
control outcomes, reduced drug consumptions, and con-
sequently faster recovery. So far, these aspects have been
demonstrated only in a few selective cases of research
subjects.

System Identification and Adaptive Control for Individua-
lized Control Strategies. One possible remedy for compen-
sating variations in surgical procedures and patient
conditions in control design is to use real-time data to
adjust patient models that are used in either target con-
centration control or feedback control. Successful imple-
mentation of this idea will generate individualized models
that will capture the unique characteristics of the patient.
This real-time patient model can then be used to tune

the controllers that will deliver best performance for the
patient. This control tuning is the core idea of adaptive
control systems: Modifying control strategies on the basis
of individually identified patient models. Adaptive control
has been successfully applied to a vast array of industrial
systems. The main methods of model reference adaptive
control, gain scheduling, self-tuning regulators, and machine
learning are potentially applicable in anesthesia control. This
is especially appealing since variations and uncertainties in
patient conditions and surgical events and procedures are far
more complicated than industrial systems.

Most control algorithms that have been employed in
anesthesia control are standard. The main difficulties in
applying automated anesthesia control are not the main
control methodologies, but rather an integrated system
with high reliability and robustness, and well-designed
human-machine interaction and navigation. Unlike an
airplane in midair or industrial systems, anesthesia
patients vary vastly in their responses to drugs and pro-
cedures. Control strategies devised for a patient population
may not work well in individual patients. Real-time, on-
site, and automatic calibration of control strategies are far
more difficult than designing an initial control strategy for
a patient population. Adaptation adds a layer of nonlinear
feedback over the underlying control, leading to adaptive
PID, tuned fuzzy, adaptive neural frameworks, and so on.
Stability, accuracy, and robustness of such control struc-
tures are more difficult to establish. Furthermore, human
interference must be integrated into anesthesia control
systems to permit doctors to give guidelines and sometimes
take control. Due to high standard in patient safety, at
present automated anesthesia control remains largely in a
phase of research, and in a very limited sense, toward
technology transfer to medical devices. It will require a
major commercialization effort and large clinical studies to
transform research findings into product development of
anesthesia controllers.

Moreover, medical complications occur routinely, which
cannot be completely modeled or represented in control
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Figure 10. Computer-assisted drug
infusion control (a) without expert
interference: automated anesthesia
feedback control. (b) With expert
interference: anesthesia decision
assistance systems.



strategies. Since such events usually are not automatically
measured, it is strenuous to compensate their impact
quickly. In addition, medical liability issues have raised
the bar of applying automated systems. These concerns
have curtailed a widespread realization of automated
anesthesia control systems, despite a history of active
research over four decades on anesthesia control systems.

COMPUTER INTELLIGENCE: DIAGNOSIS AND DECISION
ASSISTANCE

In parallel to development of automatic anesthesia control
systems, a broader application of computers in anesthesia
management is computer-aided anesthesia diagnosis, deci-
sion assistance, and expert systems. Surveys of anesthesia
providers have indicated that the field of anesthesiology
favors system features that advise or guide rather than
control (15). Direct interventions, closed-loop control, lock-
out systems, or any other coercive method draw more
concerns. In this aspect, it seems that anesthesia expert
decision support systems may be an important milestone to
achieve before automated systems.

Anesthesia Diagnosis and Decision Assistance

Computer-aided diagnosis will extract useful information
from patient data and vital-sign measurements, apply
computerized logic and rigorous evaluations of the data,
provide diagnosis on probable causes, and suggest guideline-
driven remedy solutions. The outcome of the analysis and
diagnosis can be presented to the anesthesia care provider
with graphical displays, interactive user interfaces, and
audio and visual warnings.

Decision assistance systems provide decision sugges-
tions, rather direct and automatic decision implementa-
tions. Such systems provide a menu of possible actions for
an event, or dosage suggestions for control purposes, and
potential consequences of selected decisions. Diagnosis of
possible causes can remind the anesthesiologist what
might be overlooked in a crisis situation. The system can
have interactive interfaces to allow the physician to discuss
further actions and the corresponding outcomes with the
computer. This idea of physician-assistant systems aims to
provide concise, timely, and accurate references to the
anesthesiologist for improved decisions. Since the physi-
cian remains as the ultimate decision maker, their man-
agement will be enhanced by the available information and
diagnosis, but not taken over.

Suggested remedies of undesirable events are essen-
tially recommendations from anesthesia management
guidelines, brought out electronically to the anesthesiolo-
gist. Some computer simulators for anesthesia education
are developed on the basis of this idea. For example,
Anesthesia Simulator by Anesoft Corporation (www.
anesoft.com) contains a software module of expert consul-
tation that incorporates anesthesia emergency scenarios
and suggests expert advices. Utility of expert systems in
resident training has been widely accepted. However,
decision support systems in the operating rooms are slow
in development and acceptance. Generally speaking, a
decision support system must interact with the compli-

cated cognitive environment of the operating rooms. To
make such systems a useful tool, they must be designed to
accommodate the common practice in which the anesthe-
siologist thinks, sees, and reasons, rather than imposing a
complicated new monitoring mode for the clinician to be
retrained. This is again an issue of human-factors design.

Dosage recommendations for anesthesia drugs are
internally derived from embedded modeling and control
strategies. In principle, the control strategies discussed in
the previous sections can support the decision assistance
system. By including the physician in the decision loop,
some issues associated with automated control systems can
be alleviated. Reliability of such control strategies, user
interfaces, and clinical evidence of cost-effectiveness of the
decision support system will be the key steps toward
successful clinical applications of such systems.

FUTURE UTILITY OF COMPUTER TECHNOLOGY IN
ANESTHESIA

The discussions in the previous sections outline briefly
critical roles that computers have played in improving
anesthesia management. New development in computer-
related technologies are of much larger potential.

Micro-Electro-Mechanical Systems (MEMS) is a tech-
nology that integrates electrical and mechanical elements
on a common silicon material. This technology has been
used in developing miniature sensors and actuators, such
as micro infusion pumps and in vivo sensors. Integrated
with computing and communication capabilities, these
devices become smart sensors and smart actuators. The
MEMS technology has reached its maturity. Further into
the realms of fabrication technology at atom levels, emer-
gence of nanotechnology holds even further potential of
new generations of medical devices and technologies.
There are many exciting possibilities for utility of these
technologies in anesthesia: In vitro sensors based on nano-
devices can potentially pinpoint drug concentrations at
specific target sites, providing more accurate values for
automated anesthesia drug control; Microactuators can
directly deliver drugs to the target locations promptly
and accurately, reducing drastically reliance on trial-
and-error and sharpened experience in anesthesia drug
infusion control; MEMS and nanosensors together with
computer graphical tools will allow two-dimensional (2D)
or three-dimensional (3D) visual displays of drug propaga-
tion, drug concentration, distributed blood pressures, heart
and lung functions, brain functions, consequently assisting
anesthesiologists in making better decisions about drug
delivery for optimal patient care.

On another frontier of technology advancement, com-
puter parallel computing (many computers working in
symphony to solve complicated problems), computer ima-
ging processing, data mining (extracting useful informa-
tion from large amount of data), machine intelligence,
wireless communication technologies, and human-factors
science and design provide a vast opportunity and a pro-
mising horizon in advancing anesthesia management.

Advanced anesthesia control systems will manage rou-
tine drug infusion with their control actions tuned to
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individual patients’ conditions and surgical proce-
dures, relieving anesthesiologists from stressful and
strenuous routine tasks to concentrate on higher
level decisions in patient care.

Patient physiological conditions can be more accurately
and objectively measured by computer-processed
sensor and imaging information.

Computer-added imaging processing will make it possible
to consolidate information from CT-Scan (Computed
Tomography), TEE (Transesophageal Echocardiogra-
phy), MRI (Magnetic Resonance Imaging), and fMRI
(Functional Magnetic Resonance Imaging) into regu-
lar anesthesia monitoring.

Anesthesia decisions will be assisted by computer data-
base systems and diagnosis functions.

Anesthesia monitoring devices will become wireless,
eliminating the typical spaghetti conditions of mon-
itoring cables in operating rooms.

Anesthesia information systems will become highly con-
nectedandstandard in anesthesia services, automating
and streamlining the total patient care system: From
patient admission to patient discharge, as well as
follow-up services.
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ANGER CAMERA
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INTRODUCTION

In nuclear medicine, radioactive tracers are used to pro-
vide diagnostic information for a wide range of medical
indications. Gamma-ray emitting radionuclides are nearly
ideal tracers, because they can be administered in small
quantities and yet can still be externally detected. When
the radionuclides are attached to diagnostically useful
compounds (1), the internal distribution of these com-
pounds provides crucial information about organ function
and physiology that is not available from other imaging
modalities. The Anger camera provides the means for
generating images of the radiopharmaceuticals within
the body. Example images of some common studies are
shown in Figs. 1 and 2.

Initially, nonimaging detectors were used to monitor the
presence or absence of the radiotracer. However, it was
clear that mapping the internal distribution of the radio-
tracers would provide additional diagnostic information.
In 1950, Benedict Cassen introduced the rectilinear scan-
ner. The rectilinear scanner generated images of radio-
nuclide distributions by moving a collimated sodium
iodide detector over the patient in a rectilinear fashion.
The detected count rate modulated the intensity of a
masked light bulb that scanned a film in an associated
rectilinear pattern. While this device did produce images,
it was very slow and had no capability for imaging rapidly
changing distributions. The rectilinear scanner was used
into the 1970s, but was finally supplanted by the Anger
camera (2–5).

The Anger camera, also referred to as the scintillation
camera (or gamma camera), is a radionuclide imaging
device that was invented by Hal O. Anger. It is the pre-
dominant imaging system in nuclear medicine and is
responsible for the growth and wide applicability of
nuclear medicine. Anger was born in 1920. He received
his BS degree in electric engineering from the University
of California at Berkeley in 1943 and in 1946 he began
working at the Donner Laboratories, where he developed
a large number of innovative detectors and imaging
devices including the scintillation well counter and a
whole body rectilinear scanner using 10 individual sodium
iodide probes. In 1957, he completed his first gamma
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imaging camera that he called a scintillation camera and is
often referred to as the Anger camera (6). Anger’s scintil-
lation camera established the basic design that is still in
use today. The first Anger camera had a 10 cm circular field
of view, seven photomultiplier tubes, pinhole collimation,
and could only be oriented in one direction. A picture of this
initial scintillation camera is shown in Fig. 3 and a sche-
matic drawing of the electronics is shown in Fig. 4. In 1959,
Anger adapted the scintillation camera for imaging posi-
tron emitting radionuclides without collimation using
coincidence between the camera and a sodium iodide
detector. He also continued improving the scintillation
camera for conventional gamma emitting radionuclides.
By 1963, he had a system with a 28 cm field of view and 19
photomultiplier tubes (7). This device became commercia-
lized as the nuclear Chicago scintillation camera. Through-
out the 1960s, 1970s, and 1980s Anger remained active at
Donner labs developing numerous other radionuclide ima-
ging devices. He has received many prestigious awards
including the John Scott Award (1964), a Guggenheim
fellowship (1966), an honorary Doctor of Science degree
from Ohio State University (1972), the Society of Nuclear

Medicine Nuclear Pioneer Citation (1974), and the
Society of Nuclear Medicine Benedict Cassen Award
(1994) (8–10).

About the same time that the Anger camera was intro-
duced, the molybdenum-99/technetium-99m radionuclide
generator became available. This finding is mentioned
because the advantages offered by this convenient source
of 99mTc had a large influence on the development of the
Anger camera. Technetium-99m emits a single gamma ray
at 140 keV, has a 6 h half-life and can be attached to a large
number of diagnostically useful compounds. Because it is
available from a generator, it also has a long shelf life. The
99mTc is used in > 80% of nuclear medicine imaging stu-
dies. As a result, both the collimation and detector design of
the Anger camera has been optimized to perform well at
140 keV (1).

SYSTEM DESCRIPTION

The Anger camera is a position sensitive gamma-ray
imaging device with a large field of view. It uses one

52 ANGER CAMERA

Figure 1. Anger camera clinical images. A. Lung ventilation and perfusion images are used to
diagnose pulmonary emboli. B. Renal function images are used to diagnose a variety of problems
including renal hypertension and obstruction. C. Gated blood pool studies permit evaluation of heart
wall motion and ejection fraction.



large, thin sodium iodide crystal for absorbing gamma-ray
energy and converting that into visible light. The light
signal is sampled by an array of photomultilier tubes that
convert the light signal into an electronic pulse. The pulses
from individual PMTs are combined in two ways. An
energy pulse is derived from the simple summation of
the PMT signals. The X and Y locations of the event are
calculated from the sum of the PMT signals after position-
dependent weighting factors have been applied. When a
signal from a detected event falls within a preselected
energy range, the X and Y locations are recorded in either
list or frame modes. The components that make up the
Anger camera are shown in Fig. 5 and are described in
detail in the following section (11,12).

Sodium Iodide Crystal

Sodium iodide activated with thallium, NaI(Tl), is the
detecting material used throughout nuclear medicine.
Sodium iodide is a scintillator giving off visible light when
it absorbs X- or gamma-ray energy. At room temperature,
pure NaI has very low light emission, however, when small
amounts (parts per million, ppm) of thallium are added, the
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Figure 2. Anger camera clinical images. A. Bone scans are used to evaluate trauma and metastatic
spread of cancer. B. Myocardial perfusion studies are used to evaluate coronary artery disease.

Figure 3. Initial Anger camera used to image a patient’s thyroid
with I-131. The field of view of this device was 10 cm. (Reprinted
from Seminars in Nuclear Medicine, Vol 9, Powell MR, H.O.
Anger and his work at Donner Laboratory, 164–168., 1979, with
permission from Elsevier.)



efficiency for light emission is greatly enhanced. This is an
especially important aspect for its application in the Anger
camera since the light signal is used to determine both the
energy and location of the gamma-ray interaction with
the detector. In addition to its high light ouput, NaI(Tl)
has several other desirable properties. It has a relatively
high effective atomic number (Zeff ¼ 50) and the density is
3.67 g�cm�3. This results in a high detection efficiency for
gamma rays under 200 keV with relatively thin crystals
(8,12–15).

Sodium iodide is grown as a crystal in large ingots at
high temperatures (> 650 8C). The crystals are cut,
polished, and trimmed to the required size. For Anger
cameras, the crystals are typically 40 � 55 cm and 9.5
mm thick. Because NaI(Tl) absorbs moisture from the air
(hygroscopic), it must be hermetically sealed. Any compro-
mise of this seal often results in the yellowing of the crystal
and its irreversible destruction.

In addition to the need to keep the crystal hermetically
sealed, the temperature of the detector must be kept
relatively constant. Temperature changes > 2 8C�h�1 will
often shatter the detector.

Light Pipe

The scintillation light generated in the crystal is turned
into electronic signals by an array of photomultiplier tubes
(PMTs). These signals provide both event energy and
localization information. It is desirable that the magnitude
of the signal from the photomultiplier tube be linearly
related to the event location as shown in Fig. 6. However,
when the PMTs are in close proximity to the crystal, the
relationship between the signal magnitude and the event
location is very nonlinear. In early designs of the Anger
camera, a thick transparent material referred to as a light
pipe was coupled to the crystals to improve spatial linearity
and uniformity. Glass, lucite, and quartz have been used
for this purpose. Design enhancement of the light pipe
included sculptured contouring to improve light collection
and scattering patterns at the PMT interface to reduce
positional nonlinearities (Fig. 7). In the past decade, many
of the spatial nonlinearities have been corrected algorith-
mically operating on digitized PMT signals. This has
allowed manufacturers to either reduce the thickness of
the light pipe or completely eliminate it (2,16,17).

PMT Array

The visible light generated by the absorption of a gamma
ray in the NaI(Tl) crystal carries location and energy
information. The intensity of the scintillation is directly
proportional to the energy absorbed in the event. To use
this information, the scintillation must be converted into
an electronic signal. This is accomplished by photomulti-
plier tubes. In a PMT, the scintillation light liberates
electrons at the photocathode and these electrons are
amplified through a series of dynodes. The overall gain
available from a photomultiplier tube is on the order 106.

Photomultiplier tubes are manufactured in a wide vari-
ety of shapes and sizes. Those with circular, hexagonal, and
square photocathodes have all been used in Anger cameras.
Hexagonal and square PMTs offer some advantages for
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Figure 5. Anger camera components.



close packing the PMTs over the surface of the detector.
However, the sensitivity of all PMTs falls off near the edge
of the field, so that ‘‘dead’’ space between the PMTs is
unavoidable.

It is important to determine the energy of the detected
event. Gamma rays that are totally absorbed produce a
scintillation signal that is directly proportional to the
gamma-ray energy. Thus, the signal resulting from the
unweighted sum of the PMTs represents gamma-ray energy.
This signal is sent to a pulse height analyzer. Scattered
radiation from within the patient can be rejected by setting
an energy window to select events that have resulted from
the total absorption of the primary gamma ray. Gamma
rays that have been scattered in the patient necessarily
lose energy and are (largely) not included.

The position of the gamma-ray event on the detector is
determined by summing weighted signals from the PMTs
(2,6,7,12,16,18,19). Each PMT contributes to four signals:

Xþ, X�, Yþ, Y�. The magnitude of the contribution is deter-
mined both by the amount of light collected by the PMT and
its weighting factor.For the tube located exactlyat the center
of the detector, the four weighting factors are equal. A tube
located along the x axis on the left side (e.g., tube 5 in Fig. 4)
contributes equally to Yþ and Y�, has a large contribution to
X�, andasmallcontributiontoXþ. InAnger’soriginaldesign,
the weighting factors were provided by capacitors with
different levels of capacitance (Fig. 4). In commercial units,
the capacitor network was replaced by resistors (Fig. 8). In
the past decades, the resistor weighting matrix has been
largely supplanted by digital processing where nonlinear
weighting factors can be assigned in software (Fig. 9).

It is clear that PMTs located near the event collect most
of the scintillation light while those far away get relatively
little. Because each PMT has an unavoidable noise com-
ponent, the PMTs that receive the least light increase the
error associated with the event localization. Initially, all
the PMTs were included. Later, in order to eliminate PMTs
that have little real signal, diodes were used to set current
thresholds. In digital Anger cameras, the PMT thresholds
are set in software (20–22).

The weighted signals from the PMTs are summed
together to generate four position signals: Xþ, X�, Yþ, and
Y�. The X and Y locations are determined from: (Xþ � X�)/Z
and (Yþ � Y�)/Z, where Z is the energy signal found from the
unweighted sum of the PMT signals discussed above. This
energy normalization is necessary to remove the size depen-
dence associated with the intensity of the scintillation.
This is not only important for imaging radionuclides with
different gamma-ray energies, but it also improves the
spatial resolution with a single gamma ray energy because
of the finite energy resolution of the system. The energy
signal is also sent to a pulse height analyzer where an
energy window can be selected to include only those events
associated with total absorption of the primary gamma.

Image Generation

Anger camera images are generated in the following way
(see Fig. 10). A gamma ray is absorbed in the NaI(Tl)
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crystal and the resulting scintillation light is sampled by
the PMT array to determine the event energy and
location. The energy signal is sent to a pulse height analy-
zer and if the signal falls within the selected energy win-
dow, a logic pulse is generated. At the same time, the X and
Y coordinates of the event are determined and the logic
pulse from the PHA enables the processing of this informa-
tion. For many years, Anger camera images were gener-
ated photographically with the enabled X and Y signals
intensifying a dot on a cathode ray tube (CRT) viewed by a
camera. In modern Anger cameras, the CRT has been
replaced with computer memory and the location informa-
tion is digital. The X and Y coordinate values, still enabled
by the PHA, point to a memory element in a computer
matrix. The contents of that memory element are incre-
mented by 1. Information continues to accrue in the
computer matrix until the count or time stopping criteria
are met.

The image generation described in the previous
paragraph is referred to as frame or matrix mode. The
information can also be stored in list mode where the X and
Y coordinate of each event is stored sequentially along
with a time marker. The list mode data can then be
reconstructed at a later time to any desired time or spatial
resolution.

Collimation

In order to produce an image of a radionuclide distribution,
it has to be projected onto the detector. In a conventional
camera, image projection is accomplished by the camera
lens. However, gamma rays are too energetic to be focused
with optics or other materials. The first solution to project-
ing gamma-ray images was the pinhole collimator. The
pinhole collimator on an Anger camera is conceptually
identical to a conventional pinhole camera. There is an
inversion of the object and the image is magnified or
minified depending on the ratio of the pinhole to detector
distance and the object to pinhole distance. Pinhole colli-
mators are typically constructed out of tungsten and
require lead shielding around the ‘‘cone’’. Because the
amount of magnification depends on the source to pinhole
distance, pinhole images of large, three-dimensional (3D)
distributions are often distorted. In addition, the count
sensitivity falls off rapidly for off-axis activity. A better
solution for most imaging situations is a multiholed par-
allel collimator (Fig. 11). As the name implies, the parallel
collimator consists of a large number of holes with (typi-
cally) lead septae. Most parallel collimators have hexago-
nal holes that are� 1.5 mm across and are 20–30 mm long.
The septal walls are typically 0.2 mm thick. The parallel
hole collimator produces projections with no magnification
by brute force. Gamma rays whose trajectories go through
the holes reach the detector while those with trajectories
that intersect the septae are absorbed. Less than 1 out of
5000 gamma rays that hit the front surface of the colli-
mator are transmitted through to the detector to form the
image (2,7,11,12,20,23,24).
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Figure 8. The Anger camera of the 1980s
used resistors to provide position weighting
factors. The energy signal was used both for
normalization and scatter discrimination.

Figure 9. Digital Anger camera electronics. The photomultiplier
tube signals are digitized so that signal weighting, energy and
position determination are performed in software rather than with
digital electronics.



The spatial resolution of the collimator, Rcol, is deter-
mined by the hole size (d), hole length (L), and the source to
collimator distance (D): Rcol¼ d( LþD)/L. The efficiency of
a parallel hole collimator is expressed as K2(d/L)2 (d/dþ t)2,
where K is a shape factor constant equal to 0.26 and t is the
septal wall thickness. Collimation design is an optimiza-
tion problem since alterations in d and L to improve
resolution will decrease count sensitivity. Collimator spa-
tial resolution has a strong dependence on the source to
collimator distance. As shown in Fig. 12, the spatial resolu-
tion rapidly falls with distance. However, the count sensi-
tivity of a parallel hole collimator is not affected by the
source distance because the parallel hole geometry
removes the divergent rays that are associated with the
inverse square loss. Another factor that influences colli-
mator design is the energy of the gamma ray being imaged.
Higher energy gamma rays require thicker septae and
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Figure 10. Schematic of Anger camera
showing how image information is acquired.
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image forming aperture of the Anger Camera,
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resolution and count sensitivity.

Figure 12. Spatial resolution dependence on source to collimator
distance.



larger holes resulting in poorer resolution and count sen-
sitivity (2,7,25).

CORRECTIONS

The analog Anger camera had a number of limitations
because of nonlinearities in the position signals and
because of the uneven light collection over the NaI(Tl)
crystal. As digital approaches became viable over the last
two decades, a number of corrections to improve energy,
spatial, and temporal resolution have evolved. All of these
corrections, and particular those involving spatial and
energy resolution, require system stability. This challenge
was significant because of the variation in PMT output
associated with environmental conditions and aging. In
order for corrections to be valid over an extended period of
time, a method to insure PMT stability has to be imple-
mented. Several different approaches have evolved. In one
method, PMT gains are dynamically adjusted to maintain
consistent output signals in response to stabilized light
emitting diodes (LEDs). An LED is located beneath each
PMT where its light is sampled 10–100 times�s�1. Gains
and offsets on the PMTs are adjusted so that the resulting
signal is held close to its reference value. Another approach
uses the ratio of photopeak/Compton plateau counts from a
99mTc or 57Co source as the reference.

Flood Field Image

When the Anger camera is exposed to a uniform flux of
gamma rays, the resulting image is called a flood field
image. Flood field images are useful for identifying non-
uniform count densities and may be acquired in two dif-
ferent ways. An intrinsic flood field is obtained by removing
the collimation and placing a point source of activity 1.5–2
m from the detector. An extrinsic flood field is obtained
with the collimator in place and with a large, distributed
source (often called a flood source) placed directly on the
collimator. Flood field sources using 57Co are commercially
available. Alternatively, water-filled flood phantoms are
available into which 99mTc or other radionuclide can be
injected and mixed.

Energy Correction

The energy signal represents the total energy absorbed in a
gamma-ray interaction with the detector. This signal is
determined by the intensity of the scintillation and by how
much of the scintillation light is captured by the PMTs.
Because the efficiency for sampling the scintillation is
position dependent, there are fluctuations in the energy
signals across the detector as shown in Fig. 13. These
variations degrade energy resolution and have a signifi-
cant effect on the performance of the scintillation camera
that limit corrections for nonuniformity. The idea of using a
reference flood field image to correct nonuniformities has
been around for a long time. However, if the reference flood
field image is acquired with little or no scattered radiation
(as it often is), the correction factors are not appropriate
during patient imaging. The reason is that scattered radia-
tion and the amount of scatter entering the selected energy

window will be position dependent. Energy correction elec-
tronics was introduced in the late 1970s that essentially
generated an array of energy windows that are adjusted for
the local energy spectra. Typically, the detector field of
view is sampled in a 64 � 64 matrix and a unique energy
window is determined for each matrix element. With the
energy windows adjusted on the local photopeaks, the
variations in the scatter component are greatly reduced.
As shown in Fig. 13, energy correction does not signifi-
cantly improve intrinsic field uniformity. Its role is to
reduce the influence of source scatter on the other correc-
tion factors (11,20,26–28).

Spatial Linearity Correction

The nonlinearities in the PMT output with respect to
source location causes a miss-positioning of events when
Anger logic is used. This finding can be demonstrated by
acquiring an image of a straight line distribution or a grid
pattern. The line image will have a ‘‘wavy’’ appearance
(Fig. 14). In the early 1980s, a method to improve the
spatial linearity was developed. An imaging phantom
array of precisely located holes in a sheet of lead is placed
on the uncollimated detector and is exposed to a point
source of 99mTc located 1–2 m away. The image of the hole
pattern is used to calculate corrective x and y offsets for
each point in the field of view. These correction factors are
stored in a ROM. When an event is detected and the Anger
logic produces x and y coordinates, the offsets associated
with these coordinates are automatically added generating
the new, accurate event location. Improving the spatial
linearity has a profound affect on field uniformity as can be
seen in Fig. 14 (17,28–31).

Uniformity Correction

After the energy and spatial linearity corrections have
been made, there are still residual nonuniformities that
are present in a flood field image. Typically, these will vary
< 10% from the mean count value for the entire field. A
high count reference flood field image can be acquired and
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Figure 13. Energy correction. Local spectral gain shifts are
evident across the crystal because of the variable sampling
imposed by the photomultiplier tube array.



this image is then used to generate regional flood correction
factors that are then applied to subsequent acquisitions
(Fig. 15) (17,29,32).

Pulse Pileup Correction

An Anger camera processes each detected event sequen-
tially. Because the scintillation persists with a decay time
of 230 ns, pulses from events occurring closely in time are
distorted from summation of the light. This distortion is
referred to as pulse pileup. As the count rate to the detector
increases, the amount of pulse pileup also increases and
becomes significant at count rates > 30,000 cps. For much
of conventional nuclear medicine imaging, this is not a

problem since the count rate is typically well below that
level. There are certain applications such as coincidence
positron emission tomography (PET) imaging where the
detectors are exposed to event rates that can exceed
1,000,000 cps. Because the Anger logic used to establish
the event location is essentially a centroid method,
pulse pileup causes errors. An example of this is shown
in Fig. 16, which shows an Anger camera image of four
high-count rate sources. In addition to the actual sources,
false images of source activity between the sources are also
observed (33,34). The effects of pulse pileup can be mini-
mized by electronic pulse clipping, where the pulse is forced
to the baseline before all the light has been emitted and
processed. While this increases the count rate capability, it
compromises both spatial and energy resolution, which are
optimal when the whole pulse can be sampled and inte-
grated. One approach to reduce losses in spatial and energy
resolution is to alter the integration time event-by-event,
based on count rate demands. In addition, algorithms have
been developed that can extrapolate the pulse to correct for

ANGER CAMERA 59

Figure 14. Spatial linearity correction. Accurate correction for
inaccurate event localization has a profound effect on field
uniformity.

Figure 15. Uniformity correction. Residual non-uniformities can
be reduced by skimming counts based on a reference flood field
image.
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Figure 16. Pulse pileup correction. Pulse
pileup correction improves the count rate
capability and reduces the spurious place-
ment of events.



its contribution to a second pileup pulse. This process can
be repeated if a third pileup is also encountered. When this
correction is performed at the PMT level, it reduces the
‘‘false’’ source images discussed above (35).

PERFORMANCE

Uniformity

When the Anger camera is exposed to a uniform flux of
gamma rays, the image from that exposure should have a
uniform count density. Anger cameras with energy, spatial
linearity, and uniformity correction are uniform to within
2.5% of the mean counts.

Intrinsic Spatial Resolution

The intrinsic spatial resolution refers to the amount of
blurring associated with the Anger camera independent
of the collimation. It is quantified by measuring the full
width at half-maximum (fwhm) of the line spread response
function. The intrinsic spatial resolution for Anger cam-
eras varies from 3 to 4.5 mm depending on the crystal
thickness and the size of the PMTs. Another way of eval-
uating intrinsic spatial resolution for gamma-ray energies
< 200 keV is with a quadrant bar phantom consisting of
increasingly finer lead bar patterns where the bar width is
equal to the bar spacing (Fig. 17). Typically an Anger
camera can resolve a 2 mm bar pattern.

Extrinsic Spatial Resolution

The extrinsic spatial resolution, also referred to as the
system spatial resolution, refers to the amount of blurring
associated with Anger camera imaging. It depends on the
collimation, gamma-ray energy, and the source to collima-
tor distance. The standard method for determining the
extrinsic resolution is from the fwhm of the line spread
response function generated from the image of a line source
positioned 10 cm from the collimator. Typical values for the
extrinsic spatial resolution range from 8 to 12 mm.

Energy Resolution

The energy signal generated from gamma-ray absorption
in the detector has statistical fluctuations that broaden the
apparent energy peaks of the gamma rays. Energy resolu-
tion is determined from 100%� fwhm/Eg, where fwhm is of
energy peak and Eg is the gamma-ray energy. At 140 keV
the energy resolution of an Anger camera is 10%. Good
energy resolution is important because it permits the dis-
crimination of scattered radiation from the patient.
Gamma rays that are scattered in the patient necessarily
loose energy and these scattered photons degrade image
quality.

Spatial Linearity

Spatial linearity refers to the accurate positioning of
detected events. On an Anger camera with spatial linearity
correction, the misplacement of events is < 0.5 mm.

Multiwindow Spatial Registration

Because the Anger camera has energy resolution, it can
acquire images from radionuclides that emit more than one
gamma ray or from two radionuclides. However, the images
from different energy gamma rays may have slightly differ-
ent magnifications or have offsets because of imperfections
in the energy normalization. The multiwindow spatial
registration parameters quantifies the misalignment
between different energy gamma rays (Fig. 18). For Anger
cameras, the multiwindow spatial registration is < 2 mm,
which is well below the system spatial resolution and
therefore is not perceptible.

Count Rate Performance

The count rate capability of Anger camera ranges from
100,000 to 2,000,000 cps depending on the sophistication of
the pulse handling technology as discussed above. Anger
cameras that are used for conventional nuclear medicine
imaging are designed to operate with maximum count rates
of 200,000–400,000 cps range, whereas Anger cameras that
are used for coincidence imaging require count rate cap-
abilities that exceed 1,000,000 cps (25,28,30,32,36–41).
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Figure 17. Intrinsic spatial resolution is routinely assessed with
bar pattern images. An Anger camera can typically resolve the
2 mm bar pattern.

Figure 18. Multi-window spatial registration refers to ability to
accurately image different gamma ray energies simultaneously.
The figure on the right is an example of poor multi-window spatial
registration.



SUMMARY

The Anger camera has been the primary imaging device in
nuclear medicine for > 30 years and is likely to remain in
that role for at least the next decade. Although it has
evolved with the development of digital electronics, the
basic design is essentially that promulgated by H.O. Anger.
Special purpose imaging instruments based on semicon-
ductor cadmium zinc telluride detectors are actively being
pursued as imaging devices for 99mTc and other low energy
gamma emitters. Their pixilated design removes the need
for Anger logic position determination and the direct con-
version of the absorbed energy into an electronic signal
removes the need for photomultiplier tubes allowing com-
pact packaging. However, over the range of gamma-ray
energies encountered in nuclear medicine, NaI(Tl) still
provides the best efficiency at a reasonable cost.
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INTRODUCTION

The most commonly performed test is the evoluation of
anorectal function. These tests can provide useful informa-
tion regarding the pathophysiology of disorders that affect
defecation, continence, or anorectal pain. Anorectal mano-
metry quantifies anal sphincter tone and assesses anor-
ectal sensory response, recto anal reflexes, and rectal
compliance. Sensory testing is usually performed along
with anorectal manometry and is generally considered a
part of the manometry.

The functional anatomy of the anorectum, the equip-
ment, and the technique used for performing anorectal
manometry and the parameters for measuring and inter-
preting the test are discribed in this article. The indications
for anorectal manometry are shown in Table 1.

FUNCTIONAL ANATOMY AND PHYSIOLOGY
OF THE ANORECTUM

The neuromuscular integrity of the rectum, anus, and the
pelvic floor musculature help to maintain normal fecal
continence and evacuation. The rectum is an S-shaped
muscular tube, which serves as a reservoir and as a pump
for emptying stool. The anus is a 2–4 cm long muscular
cylinder, which at rest forms an angle with the axis of the
rectum of � 908. During voluntary squeeze the angle
becomes more acute, � 708, and during defecation, the

angle becomes more obtuse, � 110–1308 (1,2). The pubo-
rectalis muscle, one of the pelvic floor muscles, is respon-
sible for these changes. The anal canal is surrounded by
specialized muscles that form the anal sphincters [internal
anal sphincter (IAS) and the external anal sphincter
(EAS)]. The IAS is 0.5 cm thick and is an expansion of
circular smooth muscle layer of the colon. It is an involun-
tary muscle innervated by fibers of the autonomic nervous
system. The EAS is composed of striated muscle, is 0.6–
1 cm thick, and is under voluntary control (3). The anus is
normally closed by the tonic activity of the IAS. This
barrier is reinforced during voluntary squeeze by the
EAS. The IAS contributes � 70–85% of the resting anal
pressure. The IAS does not completely seal the anal canal
and requires the endo-anal cushions to interlock and seal
the canal. The anal mucosal folds, together with the
expansive anal vascular cushions, provide a tight seal.
These barriers are further augmented by the puborectalis
muscle, which forms a flap-like valve that creates a for-
ward pull and reinforces the anorectal angle to prevent
fecal incontinence (3,4). The rectum and the IAS are
innervated by the autonomic nervous system. The EAS
and the anoderm are supplied by somatic nerves. The
mucosa of the rectum and proximal anal canal is lack of
somatic sensory innervation. The pudendal nerve, arising
from second, third, and fourth sacral nerves is the prin-
cipal somatic nerve and innervates the EAS, the pub-
orectalis muscle, and the anal mucosa (5).

EQUIPMENT FOR ANORECTAL MANOMETRY

The manometric system has two major components: the
manometric probe and the pressure recording apparatus.
Several types of probes and pressure recorders are avail-
able. Each system has distinct advantages and disadvan-
tages. The most commonly used probes and recording
devices are reviewed here (6).

Water-Perfused Catheter

This catheter has multiple canals through which water is
perfused slowly using a pneumohydraulic pump (Arndorfer,
Milwaukee, WI; MUI Scientific Ltd., Toronto, Canada). The
infusion rate is 0.5 mL � canal�1 � min�1. In the catheter
with helicoidal configuration the side holes of the canals are
arranged radially and spaced 1, 2, 3, 4, 5, and 8 cm from the
‘‘0’’ reference point. A compliant balloon is tied to one end of
the probe, which has a 200 mL capacity. The catheter is
placed inside the anorectum, but the pressure transducers
are located outside the body and across the flow of water.
Resistance generated to the flow of water by luminal con-
tractile activity is quantified as intraluminal pressure. The
transducers located on the perfusion pump and the perfu-
sion ports must be at the same level during calibration and
when performing the study. The maintenance of the water
perfused system requires relatively skilled personnel and
air bubbles in the water tubing can affect the pressure
recordings. The probe and the recording system are inex-
pensive and versatile. The closely spaced pressure sensors
along the probe can record rectal and anal canal pressures
and discriminate between EAS and IAS activity (7).
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Table 1. Indications for Anorectal Manometry

Fecal Incontinence
Chronic idiopathic constipation
Diagnosis of Hirschsprung’s disease and/or follow up
Megarectum
Pelvic floor dyssynergia
Rectocele
Solitary rectal ulcer
Rectal prolapse
Functional anorectal pain
Neurological diagnostic investigations
Biofeedback training
Pre- and Postsurgery (pouch)



Solid-State Probe

This system has pressure sensors (microtransducers) that
are mounted on the probe. This allows more accurate
measurement by placing the pressure sensors directly
at the source of pressure activity. The transducers are
true strain gauge, that is, they consist of a pressure
sensitive diaphragm with semiconductor strain gauges
that are mounted on its inner surface. Currently, this is
the most accurate catheter system for performing man-
ometery (8). It is user friendly, offers higher fidelity, and is
free of limitations imposed by the perfused system. How-
ever, it is expensive.

Amplifier–Recorder

The pressure signals that are obtained from the transdu-
cer are amplified and recorded on computerized small
size amplifiers and recorders (e.g., Polygraph-Medronics/
Functional Diagnostics, Minneapolis, MN; Insight,
Sandhill Scientific Ltd. Littleton, CO; 7-MPR, Gaeltec,
Isle of Sky, UK, and others). They are small, compact,
and not only serve as amplifiers and recorders, but also
facilitate analysis of data and provide convenient storage for
future retrieval of data or for generating a database. No
one system is ideal, although each has its strengths and
weakness.

STUDY PROTOCOL

General Instructions for Patients Undergoing Anorectal
Manometry

In order to maximize uniformity, the manometry should be
accomplished with the rectum emptied of feces. The pre-
paration cannot be indispensable for incontinent patients.
Constipated patients must be examined several hours after
a 500 mL tap water enema or a single Fleets phospho-soda
enema. Patients may continue with their routine medica-
tions, but the medications should be documented to facil-
itate interpretation of the data. Patients may eat or drink
normally up to the time of the test. Upon arrival at the
motility laboratory, the patient may be asked to change
into a hospital gown.

The duration of the test is� 1 h. The manometry cathe-
ter is inserted into the rectum while patients lie on their
left side. Patients will feel movement of the catheter and
distension of the balloon. After the test, patients can drive
home and resume their usual work and diet. It is a safe
procedure. There should be little, if any, discomfort during
manometry. No anesthetic is used. Absolute contraindica-
tion to manometry is recent surgery of the rectum and
anal canal, relative contraindication is a poorly compliant
patient and rectum loaded with stool.

Patient Position and Digital Examination

It is recommended that the patient is placed in the left lateral
position with knees and hips bent to 908. After explaining the
procedure, a digital rectal examination is performed using a
lubricated gloved finger.The presence of tenderness, stool, or
blood on the finger glove should be noted.

Probe Placement

Next, the lubricated manometry probe is gently inserted into
the rectum and oriented such that the most distal sensor
(1 cmlevel) is locatedposteriorly at1 cmfromanalverge. The
markings on the shaftof the probeshould aid this orientation.

Run-in Time

After probe placement, a rest (run-in) period should be
allowed (� 5 min) to give the subject time to relax and
allow the sphincter tone to return to basal levels.

Resting Anal Pressure

Currently, two methods are available for assessing this
function (9). Station pull-through: In this technique, the
most distal sensor of a multiport catheter assembly is
placed 5 cm above the anal margin. At every 30 s intervals,
the catheter is withdrawn by 0.5 cm either manually or
with a probe withdrawal device (10). As the sensors strad-
dle the high pressure zone, there is a step up of pressure.
The length and the highest pressure of the anal sphincter is
then measured. Because pull-through excites anal contrac-
tion and the individual is conscious of these movements,
the recorded pressure is high (10). For the same reason, a
rapid pull through is not an accurate method and is not
advisable for measuring anal sphincter function. Stationary
method: Uses radially arranged multiport catheter, at least
three sensors, 1 cm apart that is placed in the anal sphincter
zone, that is, 0–3 cm from the anal verge (11). After allow-
ing the tracings to stabilize, the highest sphincter pres-
sure that is observed at any level in the anal canal is taken
as the maximum resting sphincter pressure. Resting
pressures can be expressed as the average obtained from
each transducer or as a range to identify asymmetry of
anal canal pressures (12).

Normal anal canal pressures vary according to sex, age,
and techniques used (10). Normal values for anorectal
manometry are shown in Table 2. There are normal varia-
tions in external sphincter pressures both radially and
longitudinally (12,14). Anterior quadrant pressures are
lower in the orad part of anal canal while posterior quad-
rant pressures are lower in the distal part of the anal canal.
In the mid-anal canal, pressures are equal in all four
quadrants. Manometry also enables routine calculation
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Table 2. Suggested List of Tests/Maneuver Based on
Indication (s)a

Indications for maneuver

Test Incontinence Constipation

Resting pressure Yes Yes
Squeeze pressure/duration Yes No
Cough reflex Yes No
Attempted defecation No Yes
RAIR No Yes
Rectal sensation Yes Yes
Rectal compliance Optional Optional

aFrom Ref. 13 with permission.



of anal canal length. Overall pressures are higher in men
and younger persons and men have longer anal canals than
women. But there is considerable overlap in values and
disagreement among various studies about the effect of age
and gender on anal canal pressures (10–12,15). Further-
more, subjects with values outside the normal range may
not have clinical symptoms and patients with clinical
symptoms may exhibit normal values (16).

Squeeze Sphincter Pressure

This pressure can be measured with either the station
pull-through or the alternative technique. In the station
pull-through technique; after placing the multiport
assembly as describe above, at each level the subject is
asked to squeeze and to maintain the squeeze for as long as
possible (at least 30 s). Alternatively, with a multiport
catheter is place, the subject is instructed to squeeze on
three separate occasions, with a minutes’ rest between
each squeeze to allow for recovery from fatigue. The aver-
age of the three highest sphincter pressures recorded at
any level in the anal canal is taken as the maximum anal
squeeze pressure (13). The duration of maximum sus-
tained squeeze should also be determined and is defined
as the time interval in seconds during which the subject
can maintain a squeeze pressure at or above 50% of the
maximum pressure.

Weak squeeze pressures may be a sign of external sphinc-
ter damage, neurological damage of the motor pathways, or
a poorly compliant patient. Squeeze pressures should be
evaluated together with response to cough reflex (16).

Response to Increases in Intraabdominal Pressure

An increase in intraabdominal pressure brought about by
asking the subject to blow up a party balloon or by coughing
is associated with a reflex increase in the activity of the
EAS (11); also called the cough reflex. This reflex response
causes the anal sphincter pressure to rise above that of the
rectal pressure so that continence is maintained. The
response may be triggered by receptors in the pelvic floor
and mediated through a spinal reflex arc. In patients with
complete supra conal spinal cord lesions, this reflex
response is present, but the voluntary squeeze may be
absent whereas in patients with lesions of the cauda equina
or of the sacral plexus, both the reflex response and the
voluntary squeeze are absent.

Rectoanal Pressure Changes During Attempted Defecation

In this maneuver, the subject is asked to bear down, and
simulate the act of defecation. The side holes of catheter are
located within the anal canal and the rectal balloon is kept
inflated. The normal response consists of an increase in
rectal pressure coordinated with a relaxation of the intra-
anal pressure. Alternatively, there may be a paradoxical
increase in anal canal pressures, or absent relaxation or
incomplete relaxation of the anal sphincter (Fig. 1) (17). It
must be appreciated that laboratory conditions may induce
artifactual changes, which is a learned response and is
under voluntary control.

Rectoanal Inhibitory Reflex

This consists of reflex relaxation of the IAS in response to
rectal distension. The catheter is positioned with its side
holes within the anal canal. Volumes of air are rapidly
inflated in the rectal balloon and removed. The inflated
time is 10 mL � s. The reflux is evoked with 10, 20, 40, 60,
80, 140, and 200 mL. As the volume of rectal distension is
increased, the amplitude and duration of IAS relaxation
increases (7). The absolute or relative amplitude of the IAS
relaxation depends on the preexisting tone of the IAS and
the magnitude of its contribution to the basal anal tone.
This reflex may facilitate sampling of rectal contents by the
sensory receptors in the upper anal canal and may also help
to discriminate flatus, from liquid or solid stools. This reflex
is regulated by the intrinsic myenteric plexus. In patients
with Hirschsprung’s disease and in those with a history of
rectal resection and colo- or ileo-anal anastomosis, this
reflex is absent. However, in patients with spinal cord injury
and in patients with transaction of the hypogastric nerves
or lesions of the sacral spinal cord, it is present (18).

Sensory Testing

Rectal Sensory Function. In this technique, the rectal
sensory threshold for three common sensations (first
detectable sensation, the sensation of urgency to defecate,
and the sensation of pain or maximum tolerable volume) is
assessed. This can be assessed either by the intermittent
rectal distension or by the ramp inflation method.

Intermittent Rectal Distension. This technique is per-
formed by inflating a balloon in the rectum using a handheld
syringe.Aftereach inflation, theballoonisdeflatedcompletely
and after a rest period it is reinflated to the next volume (19).

Ramp Inflation. In this method, the rectum is progres-
sively distended without deflation. This is performed by
continuously inflating the balloon at a constant rate with a
peristaltic pump or a syringe using increasing volumes of
air or fluid or in a stepwise fashion, with a 1 min interval
between each incremental inflation of 10–30 cm3. It is
known that the type of inflation (phasic vs. continuous)
and the speed of continuous inflation affect the threshold
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volume required for healthy control subjects to perceive
distension (20). Also the size and shape of the balloon
will affect the threshold volume. Some of this variability
can be reduced by using a high compliance balloon and a
continuous-infusion pump or a barostat (21).

The maximum tolerable volume or pain threshold may
be reduced in patients with a noncompliant rectum (e.g.,
proctitis) abdominoperineal pull-through, and rectal ische-
mia (9). Pain threshold also may be reduced in patients
with irritable bowel syndrome (22). Higher sensory thresh-
old is seen in autonomic neuropathy, congenital neurogenic
anorectal malformations (spinal bifida, Hirschprung’s dis-
ease, meningocele) and with somatic alteration in rectal
reservoir (megarectum, descending perineum syndrome)
(20,23). Rectal sensory threshold is altered by change in
rectal wall compliance and sensory data should be inter-
preted along with measurement of rectal compliance (24).

Anal Sensation. At present, assessment of anal canal
sensation is not of established value for the diagnosis and
treatment of patients with constipation or fecal inconti-
nence (9).

Rectal Compliance

The capacity and distensibility of the rectum are reflected
by its compliance. It is a measure of the rectal reservoir
function and is defined as the change in rectal volume per
unit change in rectal pressure (11). The rectal compliance
can be measured by the balloon distension method or more
accurately by using a computerized barostat. The higher
the compliance, the lower the resistance to distension and
vice versa. Low rectal compliance is also seen in patients
with acute ulcerative colitis, radiation proctitis, and low
spinal cord lesions (20). High compliance is seen in patients
with megarectum. Decreased rectal compliance can result
in decreased rectal capacity, fecal urgency, and may con-
tribute to fecal incontinence (25).

MANOMETRIC FEATURES OF FECAL INCONTINENCE
AND CONSTIPATION

Fecal Incontinence

Anorectal manometry can provide useful information
regarding the pathophysiology and management of fecal

incontinence (26). Anal sphincter pressures may be
decreased in patients with fecal incontinence; either cir-
cumferentially or in one quadrant of the anal canal (Fig. 2).
Manometry can also determine if compensatory squeeze
pressure can be activated. A reduced resting pressure
correlate with predominant weakness of IAS and decreased
squeeze pressures correlate with EAS defects (27). Two
large studies have reported that maximum squeeze pres-
sure has the greatest sensitivity and specificity in discri-
minating fecal incontinence from continent and healthy
controls (28,29). The ability of the EAS to contract reflexly
can also be assessed during abrupt increases of intra-
abdominal pressure (e.g., when coughing). This reflex
response causes the anal sphincter pressure to rise above
that of the intrarectal pressure to preserve continence.
This reflex response is absent in patients with lesions of
the cauda equina or the sacral plexus (18,30). On sensory
testing, both hyper- and hyposensitivity can be seen.
Assessment of rectal sensation is useful in patients with
fecal incontinence associated with neurogenic problems,
such as diabetes mellitus (decrease in rectal sensations) or
multiple sclerosis (increase in rectal sensation) (31). In
some patients, rectal sensory thresholds may be altered
because of changes in the compliance of the rectal wall.
Patients with megarectum have decreased rectal sensa-
tion; and can present with fecal incontinence. Patients with
incontinence often have lower rectal compliance (i.e.,
chronic rectal inschemia, proctitis).

Because of the wide range of normal values in anorectal
physiologic testing, no single test can predict fecal incon-
tinence. However, a combination of the tests with clinical
evaluation is helpful in assessment of patients with fecal
incontinence (32). Anorectal manometry is also useful in
evaluating the responses to biofeedback training as well as
assessing objective improvement following drug therapy or
surgery.

Constipation

Anorectal manometry is useful in the diagnosis of dyssy-
nergic defecation. Manometry helps to detect abnormalities
during attempted defecation. Normally, when subjects
bear down or attempt to defecate, there is a rise in rectal
pressure, which is synchronized with a relaxation of the
EAS (Fig. 3). The inability to perform this coordinated
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movement represents the chief pathophysiologic abnormal-
ity in patients with dyssynergic defecation (17). This inabil-
ity may be due to impaired rectal contraction, paradoxical
anal contraction, impaired anal relaxation, or a combination
of these mechanisms (Fig. 4) (Fig. 5). Anorectal manometry
also helps to exclude the possibility of Hirschsprung’s dis-
ease. The absence of the rectoanal inhibitory reflex accom-
panied by a normal intrarectal pressure increase during
distension of the intrarectal balloon is evidence of denerva-
tion of the intrinsic plexus at the recto-anal level. Megarec-
tum can cause a falsely negative reflex. In this condition,
there is hypotonia of the rectal wall due to a deficiency of
visceroelastic properties of the rectum and high degrees of
rectal distension are necessary to produce the reflex. In
addition to the motor abnormalities, sensory dysfunction
maybepresent. The rectal sensations arereduced in patients
with megarectum. The first sensation and the threshold for
a desire to defecate may be higher in� 60% of patients with
dyssynergic defecation (33). The threshold for urge to
defecate may be absent on elevated in patients with chronic
constipation. Maximum tolerable volume can also be ele-
vated (34). But is not clear whether these findings are the
cause or secondary to constipation. When rectal sensation is
impaired, neuromuscular conditioning using biofeedback
technique can be effective in improving the dysfunction.

Select Appropriate Test/Maneuver

Because anorectal manometry consists of several maneu-
vers, it is important to determine whether a patient needs
all of the maneuvers or only a selection from the array of
tests described below. The patient’s symptoms and the
reason for referral are helpful in choosing the appropriate
list. A suggested list is given in Table 3.

Prolonged Anorectal Manometry. It is now feasible to
perform anorectal manometry for prolonged periods of
time outside the laboratory setting. With the use of this
technique, it is possible to measure physiologic functions
of the anal sphincter while the person is mobile and
free (35). This technique shows promise as an investiga-
tional procedure, but its clinical applicability has not been
established.

Clinical Utility and Problems with Anorectal Manometry.
A systematic and careful appraisal of anorectal function
can provide valuable information that can guide treatment
of patients with anorectal disorders. Prospective studies
have shown that manometric tests of anorectal function
provide not only an objective diagnosis, but also a better
understanding of the underlying pathophysiology. In
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Figure 4. Weak resting and squeeze anal
sphincter pressure in a patient with fecal
incontinence.
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addition, it provides new information that could influence
the management and outcome of patients with disorder of
defecation (36,37).

Anorectal manometry has gained wide acceptance as a
useful method to objectively assess the physiology of defe-
cation. However, there are some problems with anorectal
physiologic testing. There is a lack of uniformity with
regards to the anorectal manometry equipments, methods
of performance, and interpretation of the tests. A multi-
plicity of catheter designs exists, including water-perfused
catheters, microtransducers, and microballoons. The tech-
niques of manometric measurement are variable. The
catheter can be left at one position (stationary technique),
it can be manually moved from one position to another
(manual pull through technique), or it can be automatically
delivered from one position to another (automatic pull-
through technique). If the automated technique is selected,
pressure can be recorded while the catheter is at rest or in
motion. Pressure can be recorded in centimeters of H2O,
millimeters of mercury (mmHg), or kilopascals (kPa).
There is also a relative lack of normative data stratified
for age and gender. A more uniform method of performing

these tests and interpreting the results is needed to facil-
itate a wider use of this technecology for the assessment of
patients with anorectal disorders. Recently, experts from
the American and European Motility Society have
described a consensus document, where minimum stan-
dards for performing ARM have been described (13). By
adopting such standards it is possible to standardize the
technique globally that should help diagnosis and inter-
pretation.

Medical Terms:
Compliance: It is defined as the capacity of the

organ to stretch (expand) in
response to an imposed force.

Defecation: The discharge of feces from the
rectum.

Distal: Situated away from the center
of the body, or from the point
of origin, in contrast to prox-
imal.
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Figure 5. Dyssynergic defecation.
During strain maneuver there is
rise in intrarectal pressure together
with a paradoxical rise in anal sphin-
cter pressure.

Table 3. Normal Manometric Data During Anorectal Manometrya,b

All (n ¼ 45) Male (N ¼ 18) Female (N ¼ 22)

Length of anal sphincter, cm 3.7 (3.6–3.8) 4.0 (3.8–4.2) 3.6 (3.4–3.8)
Maximum anal rest pressure, mmHg 67 (59–74) 71 (52–90) 64 (53–75)
Sustained squeeze pressure, mmHg 138 (124–152) 163 (126–200) 117 (100–134)
Squeeze duration, s 28 (25–31) 32 (26–38) 24 (20–28)
% increase in anal sphincter pressure during squeeze 126 (89–163) 158 (114–202) 103 (70–136)
Rectal pressure when squeezing, mmHg 19 (14–23) 24 (15–33) 16 (11–21)
Anal pressure during party balloon inflation, mmHg 127 (113–141) 154 (138–170) 106 (89–123)
Rectal pressure during party balloon inflation, mmHg 63 (54–72) 66 (51–81) 62 (51–73)

aMean 95% cl.
bFrom Ref. 11 with permission.



Dyssynergia: When an act is not performed
smoothly or accurately because
of lack of harmonious associa-
tion of its various components;
when there is lack of coordi-
nation or dyssynergia of the
abdominal and pelvic floor
muscles that are involved in
defecation it is called dyssy-
nergic defecation

ENS: Abbreviation for enteric nervous
system.

Endoanal Cushion: Within the anus. Anal mucosal
folds together with anal vas-
cular cushion.

High pressure zone: Intense compression area.

Intrinsic Plexus: A network or inter-joining of ner-
ves and blood vessels or of lym-
phatic vessels belonging entirely
to a part.

Myenteric Plexus: A plexus of unmyelinated fibers
and postganglionic autonomic
cell bodies lying in the muscular
coat of the esophagus, stomach,
and intestines; it communicates
with the subserous and submu-
cous plexuses, all subdivisions
of the enteric plexus.

Orad: In a direction toward the mouth.

Phasic: In stages, in reference to rectal
balloon distension for sensory
testing.

Proctalgia: Pain in the anus, or in the rectum.

Proximal: Nearest the trunk or the point of
origin, in contrast to distal.

Supraconal: Above a condyle.

Tone: Normal tension or resistance to
stretch.
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INTRODUCTION

Sudden cardiac death is estimated to affect � 400,000
people annually (1). Most of these cases are precipitated
by ventricular fibrillation (VF), a chaotic abnormal electrical
activation of the heart. Ventricular fibrillation disturbs
systemic blood circulation and causes immediate death if
therapy in the form of an electrical shock is not immediately
applied. In fact, survival depends dramatically on the
time it takes for therapy to arrive (2). Automated arrhyth-

mia detection is a key component for speeding up defi-
brillation therapy through medical devices that detect
arrhythmia and provide treatment automatically without
human oversight. Examples of devices include implantable
defibrillators, public access automated external defibrilla-
tors, and more.

Arrhythmias generally are an abnormal electrical acti-
vation of the heart. These abnormalities can occur in the
atrial chambers, ventricular chambers, or both. Since the
ventricles are the chambers responsible for providing
blood to the body and lungs, disruptions in the electrical
system that stimulates the mechanical contraction of the
heart can be life threatening. Examples of ventricular
arrhythmias include VF and ventricular tachycardia
(VT), as seen in Fig. 1. Atrial arrhythmias including atrial
fibrillation (AF), atrial flutter (AFl), and supraventricular
tachycardia (SVT) are not immediately life threatening, but
can cause uncomfortable symptoms and complications over
the long term.

Automated arrhythmia analysis is the detection of
arrhythmias through the use of a computer. This article
focuses on arrhythmia detection performed without human
oversight. The primary focus will be algorithms developed
for the implantable cardioverter defibrillator (ICD). An
implantable cardioverter defibrillator is a device that pro-
vides an electrical shock to ventricular fibrillation and
tachycardia to terminate it and restart NSR. The implan-
table cardioverter defibrillator was developed in the
late 1970s and FDA-approved in the mid-1980s (4–7). A

ARRHYTHMIA ANALYSIS, AUTOMATED 69

Figure 1. Unipolar electrograms (measurements of the electrical
activity from inside the heart) for normal sinus rhythm (NSR),
ventricular tachycardia (VT), and VF [10 s of the passage are
shown (AAEL234) (3)].



catheter placed in the right ventricle is used for both
sensing and therapy. This device has a long history of
arrhythmia detection algorithms developed in research
laboratories and brought to the marketplace. Other med-
ical devices that use purely automated arrhythmia detec-
tion include the automatic external defibrillator and the
implantable atrial defibrillator. Semiautomated arrhyth-
mia detection is used in ambulatory and bedside monitor-
ing. These topics will be touched on briefly.

It is important to consider the measurements used to
assess the performance of automated arrhythmia analysis.
Sensitivity is defined as the percent correct detection of
disease, while specificity is the percent correct detection
of not disease. Take the case of an implantable defibril-
lator that detects ventricular tachycardia and ventricular
fibrillation. Consider the truth table in Table 1.

Sensitivity ¼ True Positives

True Positivesþ False Negatives

Specificity ¼ True Negatives

True Negativesþ False Positives

A false positive is one minus the specificity, while a false
negative is one minus the sensitivity.

Early Work

The earliest examples of computer-based arrhythmia ana-
lysis are semiautomated approaches for bedside and ambu-
latory monitoring. Ambulatory monitoring typically uses a
24 or 48 h, three-lead, portable electrocardiogram (ECG)
recorder that the patient wears to diagnosis arrhythmias.
Arrhythmia analysis is done in an off-line fashion with
technician oversight, such that it is not purely automated
(8). Other ambulatory monitors include loop recorders or
implanted monitors like Medtronic Reveal Insertable Loop
Recorder that permanently records with patient interac-
tion. Clinical bedside monitors typically are also not fully
automated, but are used as initial alarms, which is then
over read by clinical staff.

In ambulatory monitoring, in addition to detection of
arrhythmias, it is typical to also detect premature ventri-
cular contractions (PVCs). These PVCs are beats that form
ectopically in the ventricle and result in an early, wide
ECG beat and occur alone or in small groups of two or more.
They are considered a potential sign of susceptibility to
arrhythmias.

Use of correlation is a common tool in surface arrhy-
thmia analysis (9–18). Correlation waveform analysis
(CWA) uses the correlation coefficient between a previously
stored template of sinus rhythm and the unknown cycle
under analysis. The correlation coefficient, used by CWA, is

computed as

r ¼
Pi¼N

i¼1 ðti � t̄ Þðsi � s̄ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPi¼N
i¼1 ðti � t̄ Þ2

Pi¼N
i¼1 ðsi � s̄Þ2

q

where r ¼ the correlation coefficient, N ¼ the number of
template points, ti ¼ the template points, si ¼ the signal
points under analysis, t̄ ¼ the average of the template points,
and s̄ ¼ the average of the signal points. The correlation
coefficient falls within a range �1 < r < þ 1, where þ 1
indicates a perfectly matched signal and template.

To compute CWA, a beat detector (described in more
detail in the section implantable cardioverter defibrilla-
tors) finds the location of each beat. From the location of
each beat, the template is aligned with the beat under
analysis, typically using the peak, and the correlation
coefficient is calculated. Often, the template is shifted
and the procedure is repeated to determine the best
alignment indicated by the highest correlation coefficient.
An example of CWA is shown in Fig. 2. Sustained high
correlation indicates normal sinus rhythm and low indi-
cates an arrhythmia.

Examples of other features used in PVC and arrhythmia
detection include timing, width, height, area, offset, first
spectral moment (5–25 Hz), T-wave slope, and others
(9,13,14,17,20–24). Another early approach was to develop
a database of electrocardiogram templates grouping simi-
lar shaped complexes based on shape, width, and prema-
turity (17,25–28).

Some of the earliest algorithms for purely automated
arrhythmia detection involved algorithms for newly devel-
oping implantable devices for SVT termination and the
developing implantable defibrillator (29,30). With pro-
blems of inducing ventricular arrhythmias in the devices
for SVT termination, focus shifted to the implantable
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Table 1. Truth Table Used to Determine Sensitivity and
Specificity, Measurements of Automated Algorithm Per-
formance

Device/Truth-> VT/VF All Others

VT/VF True positive False positive
All others False negative True negative

Template

r = 0.999 r = 0.535

Sinus
rhythm

Ventricular
tachycardia

x1
x2 x3

y1
y2 y3

Figure 2. Example of use of correlation waveform analysis. The
first electrogram is the stored normal sinus rhythm template, the
second is a NSR beat with correlation equal to 0.999 and the third
is a ventricular tachycardia with correlation equal to 0.535. (Used
with permission from Ref. 19.)



defibrillator (31,32). In the early 1980s, Furman (29) pro-
posed that two sensors (atrial and ventricular) be required
for automatic diagnosis of tachycardia (with even a possible
refinement of a third sensor for hestidine (His) bundle
detection). He also suggested examining the QRS config-
uration for a match with sinus rhythm as a schema for
diagnosing supraventricular tachycardia. Other early
work included the development of algorithms for surface
electrocardiography that used an esophogeal electrode for
analysis of atrial information (33,34).

The original detection mechanism in the first implan-
table defibrillator, the AICD, was the probability density
function (PDF). This algorithm utilized the derivative of
the signal to define the duration of time that the signal
departed from baseline (31,32) and was empirically based
upon the observation that the ventricular fibrillation signal
spends the majority of its time away from the electrocardio-
graphic isoelectric baseline when compared to sinus rhythm
or supraventricular rhythms (Fig. 1). The PDF was sup-
plantedataveryearlystagebyintrinsicheart ratemeasures.

The need to identify and cardiovert ventricular tachy-
cardia in addition to detecting and defibrillating ventricu-
lar fibrillation, and the recognition that sufficiently slow
VT might have rates similar to those that may occur during
sinus rhythm or supraventricular tachycardias resulted in
several changes being incorporated into the second gen-
eration of devices. An alternative time-domain method
called temporal electrogram analysis was incorporated
into some second-generation devices (35). This algorithm
employed positive and negative thresholds, or rails, placed
upon electrograms sensed during sinus rhythm. A change
in electrogram morphology was identified when the order
of the excursion of future electrograms crossed the pre-
determined thresholds established during sinus rhythm.
The combination of this morphologic method with ventri-
cular rate was intended to differentiate ventricular tachy-
cardia from other supraventricular tachycardias including
sinus tachycardia.

Experience with probability density function and tem-
poral electrogram analysis in first- and second-generation
devices was disappointing. Probability density function
was found to be unable to differentiate sinus tachycardia,
supraventricular tachycardia, ventricular tachycardia,
and ventricular fibrillation whose respective rates
exceeded programmed device thresholds for tachycardia
identification (36). A similar experience was encountered
with temporal electrogram analysis. As a result, these
criteria were utilized less and less frequently as increasing
numbers of second-generation devices were implanted. By
1992, < 15% of all ICDs implanted worldwide utilized
either algorithm for tachycardia discrimination (37).

IMPLANTABLE CARDIOVERTER DEFIBRILLATORS

Over time, the implantable cardioverter defibrillator added
capabilities to pace terminate and cardiovert ventricular
tachycardia and provide pacemaker functions, single and
dual chamber. Early reviews of automated algorithms
particularly for implantable defibrillators are given in
Refs. 38–40. More recent reviews of automated arrhythmia

detection algorithms include a thorough review by Jenkins
and the author in 1996 (41) and reviews incorporating
recent developments in dual chamber algorithms in 1998
and 2004 (42,43).

Rate-Based Analysis

The main method for detection of arrhythmias after initial
use of PDA and TEA was the use of intrinsic heart rate for
detection of ventricular tachycardia and ventricular fibril-
lation. To this day, all algorithms in ICDs have rate as a
fundamental component for detection of arrhythmias.
Since implantable defibrillators have a stable catheter
screwed in the apex of right ventricle, the rate of the
ventricles can be determined with little of the noise that
is present at the surface of the body, like motion artifact
and electromyogram noise. Ventricular tachycardia and
ventricular fibrillation have rates of � 120–240 beats per
minute and > 240 beats per minute, respectively.

Many approaches abound for arrhythmia detection
using rate, but the general procedure is the same (Fig. 3).
First, each ECG beat must be detected. Second, the time
between beats (or the cycle length) is determined. Most
algorithms rely on cycle length (CL) values over beats per
minute. The value of the CL determines the zone it falls
into: Normal, VT, or VF. In some cases, zones may be
further divided depending on the device and therapy
options. The thresholds that define the zones are program-
mable. Each zone has a programmable counter that will
determine when therapy will need to be considered. In
addition, each zone has a reset mechanism that may be
different depending on the zone. For example, typical VT
zones require X consecutive beats within the zone or the
counter is reset. While VF often has an X of Y criteria, for
example, 12 of 16 beats. This flexibility is due to the fact
that VF is of varying amplitude, morphology, and rate,
such that each beat may not be detected reliably and/or
may not be in the VF zone. The CL thresholds, counters,
and associated therapies are all programmable.

The fundamental basis of automated rate algorithms is
the detection of each beat. Many approaches have been
suggested and utilized including fixed thresholds, expo-
nentially varying thresholds, amplitude gain control, and
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Figure 3. Typical rate-based arrhythmia detection scheme for
implantable cardioverter defibrillators. First, each beat is detected
and the cycle length between beats determined. A counter is
incremented in the zone that the CL falls and therapy is
delivered when the counter reaches a programmed threshold.



others (9,44–46). In implantable devices, most are hard-
ware-based and beyond the scope of this article. For exam-
ple, one software method relies on an exponentially
varying threshold (Fig. 4) (47). After a beat is detected,
there is first a blanking period to prevent a beat from being
detected more than once. After the blanking period, the
threshold for detection of the next beat is set as a percen-
tage of the previous beat. This threshold then decays
exponentially such that subsequent beats that have a
smaller peak amplitude will be detected. Most beat detec-
tors also have a floor for the threshold, that is, the smallest
amplitude by which a beat can be detected to prevent
detection of noise as a beat.

An example of one rate-based algorithm is given in Fig. 5
(40). This algorithm uses three CL thresholds, fibrillation
detection interval (FDI), fast tachycardia interval (FTI),
and tachycardia detection interval (TDI), and two coun-
ters, VF counter (VFCNT) and VT counter (VTCNT). These
are combined to result in three zones, VF, fast VT, and slow
VT, which can have different therapeutic settings, utilizing
defibrillation shock, cardioversion, and antitachycardia
pacing. Therapy for ventricular fibrillation is given when
18 of 24 beats are shorter than the FDI. Therapy for
slow ventricular tachycardia is delivered when 16 beats
counted by the VTCNT are between the FDI and TDI
thresholds. The VTCNT will be reset by one long CL
greater than TDI. The fast VT zone is a combination of
these techniques.

A thorough description of the rate-based algorithms is
given in Ref. 40. While many additional features have been
added to refine the decision, the main structure of auto-

mated arrhythmia detection algorithms still rely on this
fundamental approach (42).

As can be see from Fig. 1, heart rate in VT and VF
increase substantially over normal sinus rhythm. This is a
reliable means of detecting VT and VF for implantable
devices, resulting in high sensitivity. Unfortunately, while
providing high sensitivity, heart rate also increases for
normal reasons, exercise, stress, resulting in sinus tachy-
cardia or for nonventricular-based arrhythmias like atrial
fibrillation, supraventricular tachycardia, atrial flutter,
and so on, which do not require therapy from the ICD.
Thus, rate-based algorithms have low specificity. False
therapies have been estimated in as much as 10–40% in
the early devices (48–50). Morphology and other extended
algorithmic approaches have long been suggested as a
means to increase specificity.

Early rate-based algorithms to prevent false therapies,
due to sinus tachycardia, atrial fibrillation, and so on,
include onset and rate stability. Rate-based methods were
chosen initially over morphology due to the simplicity of
calculations in battery operated devices.

Onset is the difference between the rate changes during
the onset of sinus tachycardia compared to those of VT,
since the onset of VT is typically sudden compared to sinus
tachycardia. False therapies due to sinus tachycardia are
determined by onset. Figure 6a shows the sudden onset of
ventricular tachycardia.

Rate stability is used to prevent false therapies due to
AF. In AF, it is common for the ventricle to respond to the
atrium at a fast rate. This response is typically irregular
since atrial fibrillation, by definition has an irregular rate,
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Figure 4. Example of beat detector that utilizes an exponentially decaying threshold. After a beat
is detected, a blanking period prevents detection of the same beat twice. Then, the threshold (dotted
line) for determination of the next beat is calculated as a percentage of the peak amplitude of the
previous beat. This threshold exponentially decays, such that beats that are smaller than the
currently detected beat will be not be missed (47).



and since not every beat is conducted from the atrium to
the ventricle. Rate stability considers the stability of the
ventricular rate, since VT typically has a stable rate com-
pared to the ventricular response to atrial fibrillation.
Figure 6b shows an irregular ventricular response to atrial
flutter.

Rate and rate-derived measures that measure onset
and stability (based on cycle-by-cycle interval measure-
ments) include average or median cycle length, rapid
deviation in cycle length (onset), minimal deviation of
cycle length (stability), and relative timing measures in
one or both chambers or from multiple electrodes within
one or more chambers. Among the methods most widely
used for detection of VT in commercially available single
chamber antitachycardia devices have been combinations
of rate, rate stability, and sudden onset (51–56). Pless and
Sweeney published an algorithm for (1) sudden onset, (2)
rate stability, and (3) sustained high rate (57). This
schema among others (58,59) was a forerunner of many

of the methods introduced into tachycardia detection by
ICDs (60).

Morphological Pattern Recognition

Instead of relying purely on rate, it has been suggested that
morphology may provide the means for automated
arrhythmia detection to separate VT and VF from rhythms
with fast rates that do not need therapy. Morphology in this
context refers to characteristics of the electrogram wave-
form itself, which are easily identifiable and measurable.
Such features might include peak-to-peak amplitude, slew
rate (a measure of waveform), sequence of slope patterns,
sequence of amplitude threshold crossings, statistical pat-
tern recognition of total waveform shape by correlation
coefficient measures, and others (61,62). Figure 1 shows an
example of distinctly different waveforms recorded from
the right ventricular apex during SR, VT, and VF (3).
Furthermore, morphology in the ventricle appears normal
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Figure 5. Exampleofrate-basedalgorithmfortheMedtronicPCDJewel.TheVFCNTistheVFcounter,
FDI is the fibrillation detection interval, FTI is the fast tachycardia interval, VTCNT is the VT counter,
and TDI is the tachycardia detection interval. This algorithm has three zones that has associated
programmable therapies including defibrillation shock, cardioversion, and antitachycardia pacing (40).

Figure 6. Atrial (top) and ventricular (bottom)
electrograms. (a) Sudden onset of VT with normal
atrial electrogram, (b) irregular response of ventri-
cular to atrial flutter, (c) simultaneous atrial flutter
and ventricular tachycardia, and (d) sudden onset
of supraventricular tachycardia with ventricular
response.



even during supraventricular arrhythmias since the
rhythm typically is conducted normally in the ventricles.

The ICDs often have two channels of electrograms. The
first channel is typically bipolar, which is associated with
two electrodes on the lead, or an electrode–coil combina-
tion, both located within the ventricle. This channel pro-
vides a near-field electrical view of the ventricle and is
usually used for beat detection because the electrogram
typically has a narrow QRS (the main depolarization of the
electrogram). The second electrode configuration is far-
field which, for example, may use an electrode in the
ventricle versus the implantable device casing. The far-
field electrode combination is used primarily for giving the
electrical shock. However, this far-field view typically has a
more global perspective of the electrogram depolarization
and is helpful in differentiating the morphology changes
between normal beats and ventricular abnormalities.

Template-Based Algorithms
Correlation Waveform Analysis. Lin et al. (19,62,63)

investigated three techniques for morphologic analysis of
VT: correlation waveform analysis, amplitude distribution
analysis, and spectral analysis. Correlation waveform ana-
lysis (CWA) is a classic method of pattern recognition
applied to the surface electrocardiogram, described earlier,
but was first applied to intracardiac signals in this study.
Correlation waveform analysis was shown to be superior
and has the advantage of being independent of amplitude
and baseline fluctuations. However, it requires heavy com-
putational demands. Less computationally demanding
algorithms based on the same principle have been devel-
oped and are described in the next section.

Less Computationally Demanding Template-Based
Algorithms. Another template matching algorithm based
on raw signal analysis measured the area of difference
between electrograms, that is, adding absolute values of
the algebraic differences between each point on the elec-
trogram and corresponding point on the SR template
(64,65). The area of difference was expressed as a percen-
tage of the total area of the template. The measurement of
an area of difference is simple computationally, but has the
disadvantage of producing erroneous results in the face of
baseline and amplitude fluctuations, and this method fails
to produce a bounded measure. An improvement on this
technique by signal normalization and scaling to create a
metric bounded by �1 was utilized by Throne et al. (66).

Steinhaus et al. (67) modified correlation analysis of
electrograms to address computational demand by apply-
ing data compression to filtered data (1–11 Hz) by retaining
only samples with maximum excursion from the last saved
sample. The average squared correlation coefficient (r2)
was used for separation of SR and VT. Comparison with
noncompressed correlations demonstrated that data com-
pression had negligible effects on the results.

Throne et al. (66) designed four fast algorithms and
compared discrimination results to CWA performance.
These morphological methods were the bin area method
(BAM); derivative area method (DAM); accumulated
difference of slopes (ADIOS); and normalized area of differ-
ence (NAD). All four techniques are independent of ampli-

tude fluctuations and three of the four are independent of
baseline changes.

The bin area method is a template matching algorithm
that compares corresponding area segments or bins of the
template with the signal to be analyzed. Each bin (average
of three consecutive points) is adjusted for baseline fluctua-
tions by subtracting the average of the bins over one cycle
and normalized to eliminate amplitude variations. This
BAM equation is given in the following equation:
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where the bins are S1 ¼ s1 þ s2 þ s3, S2 ¼ s4 þ s5 þ s6; � � �,
SM ¼ sN�2 þ sN�1 þ sN and the average of M bins is S ¼
ð1=MÞSk¼M

k¼1 Sk. The bins and average of the bins is cal-
culated similarly for the template. The BAM metric falls
between � 1 and þ 1, allowing a comparison to CWA.

Normalized area of difference is identical to BAM except
that the average bin value is not removed. By not removing
the average value the algorithm avoids one division that
would otherwise increase computational demand each time
the BAM algorithm is applied. The NAD is independent of
amplitude changes.

The DAM uses the first derivative of the template and
the signal under analysis. The method creates segments
from zero crossings of the derivative of the template. It
imposes the same segmentation for analysis of the deriva-
tive of the signal to be compared. The segments are normal-
ized, but are not adjusted for baseline variations since
derivatives are by their nature baseline independent.
The DAM metric is calculated as follows:
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���
� Ṡi
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where Ṫk represents the kth bin of the first derivative of the
template. The DAM metric falls between � 1 and þ 1.

The ADIOS is similar to DAM in that it also employs the
first derivative of the waveforms. A template is constructed
of the sign of the derivative of the ventricular depolar-
ization template. This template of signs is then compared
to the signs of the derivative for subsequent depolar-
izations. The total number of sign differences between
the template and the current ventricular depolarization
is then computed as

r ¼
Xi¼N

i¼1

signðṫiÞ	signðṡiÞ

where 	 is the exclusive or operator. The number of sign
changes is bounded by 0 and the maximum number of
points in the template (N), that is, r2f0; . . . ;Ng.

Evaluation of these four algorithms was performed on
19 patients with 31 distinct ventricular tachycardia
morphologies. Three of the algorithms (BAM, DAM, and
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NAD) performed as well or better than correlation wave-
form analysis, but with one-half to one-tenth the computa-
tional demands.

A morphological scheme for analysis of ventricular elec-
trograms (SIG) was devised for minimal computation (68)
and compared to NAD. The SIG is a template-based
method that creates a boundary window enclosing all
template points that form a signature of the waveform
to be compared. Equivalent results of VT separation were
seen in the two techniques at two thresholds, but at an
increased safety margin of separation SIG outperformed
NAD and yielded a fourfold reduction in computation.

Another simplified correlation-type algorithm has been
designed using electrogram vector timing and correlation,
developed for the Guidant ICD (69). In this algorithm, the
rate (near-field) channel is used for determining the loca-
tion of each beat. The peak of the near-field electrogram or
fiducial point is used for alignment of the template with the
beat under analysis. From this fiducial point, eight specific
points are chosen on the shock (far-field) electrogram. The
amplitude of the shock channel at the rate-channel fiducial
point is one point. In addition, amplitudes at the turning
point, intermediate, and baseline values on the shock
channel are selected as shown in Fig. 7. This provides
an eight-point template that is compared to subsequent
beats using the square of the correlation coefficient, as
follows:
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where each summation is i ¼ 1–8.
When an unknown beat is analyzed, the exact same

timing relative to the fiducial point as the template is used
for selecting the amplitudes of the unknown beat. For beats
that have a different morphology, those points will not
be associated with the same amplitudes as the normal
template beat and, thus, the correlation coefficient will be
low. To incorporate this into an overall scheme to detect

an arrhythmia, morphology was calculated for a sliding
window of 10 beats. If 8 or more beats were detected as
abnormal, a VT was detected.

Another algorithm that reduces computational com-
plexity of the standard correlation algorithm uses the
wavelet transform of the sinus beat for the template
(70). Wavelets can reduce the number of coefficients needed
to characterize a beat while still retaining the important
morphologic information. The sinus electrogram is trans-
formed using the Haar (square) wavelet, considering a
family of 48 wavelets over 187.5 ms window aligned by
the fiducial point of the QRS. The wavelet transform is
simplified by removing the standard factor of square root of
2. In addition, wavelet coefficients that do not carry much
information, defined by a threshold, are set to zero. The
remaining coefficients are normalized. This gives a vari-
able template size, depending on the electrogram, but
typically between 8 and 20 coefficients. To analyze an
unknown electrogram, the electrogram is aligned using
the peak (negative or positive) point. The wavelet trans-
form is computed for the unknown electrogram and each
coefficient is compared using the absolute difference in
wavelet coefficients (ci) between the template and unknown
beat. A match is determined by the following equation:

Match% ¼ 1�
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i � cunknown
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The nominal threshold used in this study is 70%. This
morphology algorithm is incorporated into an overall
rate scheme by remaining inactive until a ventricular tachy-
cardia has been detected by the rate algorithm. Then, the
morphology is calculated for the preceding eight beats. A VT
is detected if six or more beats are detected as abnormal.

A novel way of testing this algorithm was used. Instead
of, as in most tests, using data prerecorded in laboratory
conditions, this algorithm was downloaded to the Med-
tronic clinical ICDs and tested off-line, while the device
functioned with its regular algorithm.
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Figure 7. Example for vector timing and correlation algorithm. Alignment of the template is based
on the peak of the rate electrogram channel. From the peak, eight specific points on the shock
channel are automatically selected for the template (left). These exact points in time relative to the
fiducial point selected from the template are applied to the ‘‘unknown’’ beat (right). (Used with
permission from Ref. 69.)



Another algorithm that utilizes morphology is termed
morphology discrimination (MD) in St. Jude implantable
cardioverter defibrillators (71,72). This algorithm uses an
area-based approach. First, the template is defined based
on the three consecutive peaks with the largest area. The
area under each peak is normalized by the maximum peak
area. When analyzing an unknown beat, the beat is aligned
with the template using the dominant peak of the unknown
beat. If this peak does not have same polarity, the second
largest peak is used. If this also does not have the same
polarity, a nonmatch is declared. Once the unknown beat
and template are aligned, the morphology score is deter-
mined by the following:

Score ¼ ð1�
��jNAreaA�NAreaA0

��þ��NAreaB�NAreaB0
��

þ
��NAreaC�NArea PeakC 0j

��Þ  100

where NArea stands for the normalized area of the three
corresponding peaks of the template (A, B, C) and test
complexes (A0, B0, C0). For arrhythmia diagnosis, once the
rate criteria is met, the algorithm determines the number
of matching complexes in the morphology window. If the
number of matching complexes equals or exceeds a pro-
grammed number of matching complexes, VT is not
confirmed and therapy is not delivered. This is repeated
for as long as the rate criteria has been met or VT is
confirmed.

Template matching by CWA was further examined for
distinction of multiple VTs of unique morphologies in the
same patient (73,74). It was hypothesized that, in addition
to a SR template, a second template acquired from the
clinical VT could provide confirmation of a later recurrence
of the same VT. The recognition of two or more different
VTs within the same patient could play an important role
in future devices in the selection of therapy to be delivered
to hemodynamically stable versus unstable VTs.

Considerations for Template Analysis. While template-
based algorithms appear the most promising, several
issues need to be addressed. The first is that it is necessary
that the normal sinus rhythm beat or template remain
stable, that is, does not change over time or due to position
or activity. Several studies using temporary electrodes saw
changes in the morphology of normal rhythm due to
increase in rate or positional changes (75–78) but further
studies with fixed electrodes showed no changes in mor-
phology due to heart rate or position, with some changes in
amplitude (76,79). A second consideration is that parox-
ysmal (sudden) bundle branch block (BBB) may be mis-
diagnosed as ventricular tachycardia (80). While this may
result in a false therapy, it does not result in withholding of
therapy during life-threatening arrhythmias (the more
critical mistake).

Feature-Based Algorithms

Depolarization Width for Detection of Ventricular
Tachycardia. Depolarization width (i.e., duration) in ven-
tricular electrograms has been used as a discriminant of
supraventricular rhythm (SR) from VT (81,82). Electro-
gram width is available in the Medtronic single chamber
ICDs. This criterion uses a slew threshold to find the

beginning and end of the QRS. Analysis of electrogram
width compared to a patient-specific width threshold is
performed using the previous eight beats after a VT
detected by the rate component of the algorithm. If a
minimum of six complexes are greater than the width,
then a VT is detected. Otherwise, the counter is reset. This
algorithm is not appropriate in patients with BBB that
have a wider width for normal beats. Exercise induced
variation should be considered in programming (83). Elec-
trogram width has been shown to be sensitive to body
position and changes over longer periods of time (6 months
in this study) (84).

Amplitude and Frequency Analysis. Amplitude and fre-
quency are distinguishing characteristics of arrhythmia.
Amplitude during ventricular tachycardia is typically
higher and during ventricular fibrillation is lower than
normal sinus rhythm (85,86). These differences have not
been considered pronounced and consistent enough, such
that a classifier could be based on them.

Frequency-domain analysis is often proposed for classi-
fication of rhythms (87) but little success has been solidly
demonstrated for the recognition of VT (63). Distinctly
different morphological waveforms (SR vs VT), which
are easily classified in the time domain, can exhibit similar
or identical frequency components if one focuses on the
depolarization component alone. Examination of longer
segments of 1000–15,000 ms yields the same phenomenon
because the power present in small visually distinctive
high frequency notches is insignificant compared to the
remainder of the signal, and changes in polarity of the
waveform, easily recognized in the time domain, are simply
not revealed by frequency analysis (63). Frequency-domain
recognition of AF (88) and VF (89,90) is perhaps more
promising. However, frequency has not been applied in
commercial applications given the success of rate and time-
domain morphology approaches.

Other Morphologic Approaches. Other approaches that
have been suggested in the literature include use of neural
networks (91–97). Neural network approaches utilize
either features, the time-series, or frequency components
as inputs to the neural network. The network is trained on
one dataset and tested on a second. Limitations with the
approaches developed thus far are related to the fact that
there is only limited data for development of the neural
network. One problem is that in some studies the training
set and test set both include samples from the same
patient. Thus, these networks cannot be considered a
general classifier for all patients, since it did not have a
valid test set for assessing results on unseen patients.
Ideally, three sets should be utilized: training, validation,
and testing. The purpose of the validation set is to test
the generalization of the network, such that it is not
overtrained. Plus, it is typical practice to retrain neural
networks until good results are achieved on the validation
set. A separate testing set verifies that success on the
validation set was not just by chance. Until large datasets
are available for development of the algorithms, neural
networks will not be considered for clinical use. Further-
more, neural networks generally have not achieved much
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acceptance by the clinical community who prefer methods
that are tied to underlying physiologic understanding.

Dual-Chamber Arrhythmia Detection

Since dual-chamber pacemakers have been combined
into ICDs, the possibility of the use of information from
the atrial electrogram for arrhythmia diagnosis has
opened up. The most prevalent cause of delivery of false
therapy is AF, which accounts for > 60% of all false shocks
according to the literature. The simple addition of an
atrial sensing lead can dramatically change the false
detection statistics.

The first two-channel algorithm for intracardiac analy-
sis incorporated timing of atrial activation as well as
ventricular into the diagnostic logic of arrhythmia classi-
fication (98,99). This scheme was based on earlier work in
which an esophageal pill electrode (33) provided P-wave
identification as an adjunct to surface leads in coronary
care and Holter monitoring (34). The early argument for
adding atrial sensing for improvement of ICD tachycardia
detection was advanced conceptually by Furman in 1982
(29), was demonstrated algorithmically by Arzbaecher
et al. in 1984 (58), and was further confirmed by Schuger
(100). This simple two-channel analysis offers a first-pass
method for confirming a VT diagnosis when the ventricular
rate exceeds the atrial (Fig. 8). Recognition of a run of short
intervals was followed by a comparison of atrial versus
ventricular rate. With both chambers (atrial and ventri-
cular) under analysis, most supraventricular arrhythmias
could be detected by an N : 1 (A : V) relationship, and most
ventricular arrhythmias could be detected by a 1 : N (A : V)
relationship. Ambiguity occurred in tachycardias charac-
terized by a 1 : 1 relationship, where SVT with 1 : 1 ven-
tricular conduction could be confounded with ventricular
tachycardia with retrograde 1 : 1 atrial conduction. In
addition, an N : 1 (A : V) relationship should not be an
automatic detection of atrial arrhythmia, since a concur-
rent ventricular arrhythmia could be masked by a faster
atrial arrhythmia, as seen in Fig. 6c. Thus the limitations
of two-channel timing analysis, although powerful, needs
to be addressed by more advanced logical relationships.

A system designed for two-channel analysis using rate
in both chambers plus three supplemental time features
(onset derived by median filtering, regularity, and multi-
plicity) was designed for real-time diagnosis (101) of spon-
taneous rhythms. This system was an integration of
previously tested stand-alone timing schemes (102,103).
The combined system is able to recognize competing atrial
and ventricular tachycardias and produces joint diagnoses
of the concurrent rhythms. Simultaneous VT and atrial
flutter is classified via atrial rate, ventricular rate, and a
lack of multiplicity. Fast ventricular response in AF is
detected via the regularity criterion. Onset (employed in
1:1 tachycardias) utilizes a median filter technique (102).

Commercially, each manufacturer now has available
algorithms that utilize information from both chambers
for making the diagnosis, particularly for improving spe-
cificity. These algorithms are implemented in commercial
devices and continually updated and improved. Examples
of the algorithms are in the following paragraphs.
Reviews are given in Refs. 42,43 along with a thorough
comparison of clinical results of the various commercial
dual-chamber algorithms (43). Other comparisons include
Refs. 104,105.

The first actual realization of a two-channel ICD
appeared with the introduction into clinical trials (1995)
of the ELA Defender, a dual chamber sensing and pacing
ICD that uses both atrial and ventricular signals for its
tachycardia diagnoses (106) (Fig. 9). The first step after a
fast rate is detected is to consider stability of the ventri-
cular rate. If the rhythm is not stable, atrial fibrillation is
detected and no therapy delivered. The next consideration
is the association between the A and V. For A : V associa-
tion of 1 : N or no association, a VT is detected. For N : 1
association, atrial arrhythmia is detected and no therapy
delivered. For 1:1 association, the last step is consideration
of chamber of onset, ventricular acceleration will result in
VT therapy, while no acceleration or atrial acceleration will
result in no therapy. An example of a sudden onset in the
atrium due to SVT is seen in Fig. 6d. The most recent
algorithm, PARADþ incorporates additional features after
the association criteria (second step) (107). If there is no PR
association, a second criteria is considered where a single
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long ventricular cycle will result in the diagnosis of atrial
fibrillation (for the next 24 consecutive cycles) while no
long ventricular cycles will result in VT detection.

The Guidant Ventak AV III DR algorithm uses the
following scheme, shown in Fig. 10 (104). First, it checks
if the ventricular rate is greater than the atrial rate (by 10
bpm). If yes, then VT is detected. If no, then more analysis
is performed. If the atrial rate is greater than the atrial
fibrillation threshold and the RR intervals are not stable,
then supraventricular rhythm is classified. If the RR inter-
vals are stable, VT is detected. If the atrial rate is not
greater than the atrial fibrillation threshold, then ventri-
cular tachycardia is detected if the RR intervals are stable
and there is a sudden onset of ventricular rate. An updated
algorithm from Guidant is described in the next section.

Perhaps the most complex of the dual chamber algorithms
rests with the PR Logic algorithm, by Medtronic (42). This
algorithm uses a series of measurements from the timing of
the atrial ventricular depolarizations to create a code (1 of
19 possible). These codes are then used for ultimate diag-
nosis. The main component of the algorithm is the timing
between the atrial and ventricular beat to determine if
the conduction was antegrade or retrograde. For a given
ventricular RR interval, if the atrial beat falls 80 ms before
or 50 ms after the ventricular beat, the rhythm is consid-
ered junctional. Outside of this, if the atrial beat (P-wave)
falls within the first one-half of the RR interval, it is
considered retrograde conduction. If the atrial beat falls
in the second half of the RR interval it is considered ante-
grade. This is performed for the previous two beats and
incorporated in the code. There are only a few program-
mable components in the algorithm. The first is the type of
SVT for which rejection rules apply (AF/AFL, ST, SVT). The
second is the SVT limit. The rest are not programmable.

Dual-Chamber with Ventricular Morphological Analysis
The Photon DR from St. Jude incorporates morphology in
its dual chamber defibrillator algorithm. The MD in the
ventricular chamber described earlier is incorporated in
the full algorithm as follows (108). For V > A, ventricular
tachycardia is detected. For V < A, a combination of mor-
phology discrimination and interval stability is used to
inhibit therapy for atrial fibrillation/flutter and SVT. For
the branch V ¼ A, morphology discrimination and sudden
onset is used to inhibit therapy for ST and SVT. This
algorithm has an automatic template feature update
(ATU) for real-time calibration of the sinus template.

A new dual chamber algorithm from Guidant uses the
vector timing and correlation (VTC) algorithm, described
earlier (69). If the V rate exceeds A rate by > 10 bpm, a VT
is detected. Otherwise, VTC algorithm is implemented. If
the atrial rate does not exceed the AF threshold, then VTC
will be used for diagnosis. Otherwise, stability will be used
for diagnosis. Therapy would be inhibited for an unstable
ventricular rhythm.

Two-Channel Morphological Analysis. An early algo-
rithm that uses morphological analysis of both the intraa-
trial signal and the intraventricular signal (109,110) is
based on strategy developed previously for surface and
esophageal signals (111). A five-feature vector was derived
for each cycle containing an atrial and a ventricular wave-
form metric (ra, rv), where r is the correlation coefficient for
each depolarization, and AA, AV, and VV interval classi-
fiers (short, normal, and long). Single-cycle codes were
mapped to 122 diagnostic statements. The eight most
current cycles were employed for a contextual interpretation
of the underlying rhythm. This addition of morphological
analysis of both atrial and ventricular channels combined
with rate determination in each channel on a cycle-by-cycle
basis, dramatically demonstrated the power of modern sig-
nal processing in the interpretation of arrhythmias.

One aspect in which analysis of the atrial morphology
would be very useful in ICDs is the separation of antegrade
versus retrograde atrial conduction. During a 1:1
tachycardia, it is difficult to separate an SVT with 1:1
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Figure 9. Flowchart of dual-chamber arrhythmia detection
algorithm using simple rate-based features. For unstable RR
interval (time between beats), atrial fibrillation is detected. For
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ventricular tachycardia (VT) is detected. For N : 1 (A : V) association,
atrial flutter (AFl) is detected. For 1 : 1 (A : V) association with no
acceleration (Accel), sinus tachycardia (ST) is detected. Last, with a
ventricular acceleration, VT is detected and with atrial acceleration
(Aaccel) supraventricular tachycardia (SVT) is detected (106).
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anterograde conduction (forward conduction from the
sinus node through the atrium and AV node to the ven-
tricle) versus a ventricular arrhythmia with retrograde
conduction (retrograde conduction from the ventricle
through the AV node to the atrium). To differentiate these
cases, morphology differences in the atrial electrogram
could be utilized, where abnormal morphology would indi-
cate retrograde conduction. Various methods have been
described in the literature which use similar approaches
as ventricular morphology (112–118).

Distinction of Ventricular Tachycardia and Ventricular
Fibrillation

Discriminating between VT and VF might be useful to
allow unique zone settings for choice of therapy. Antita-
chycardia pacing is a lower energy therapy used to treat
VT, which is not painful to the patient. Currently, there is
difficulty in detecting each VF cycle, leading to electrogram
dropout, which leads physicians to expand the VF detection
zone to eliminate the possibility of misdiagnosing VF
(119,120). Therefore, many VTs are detected as VF and
given shock therapy directly. While these are typically fast
VTs, there is a possibility that fast VTs can be terminated
using anti-tachycardia pacing protocols, with only limited
delay of shock therapy, if fast VTs and VF could be differ-
entiated (121). In one study, 76% of fast VTs would have
received shock therapy if programmed traditionally (121).
However, by expanding the fast VT zone, 81% diagnosed as
fast VT were effectively pace-terminated. More sophisti-
cated digital signal processing techniques could be applied
to ensure proper separation of VT and VF by methods more
intelligent than counting alone.

For separation of VT and VF, CWA using a sinus rhythm
template was tested on a passage of monomorphic ventri-
cular tachycardia and a subsequent passage of ventricular
fibrillation in each patient (122–124). The standard devia-
tion of the correlation coefficient (r) of each class (VT and
VF) was used as a discriminant function. This scheme was
based upon the empiric knowledge that correlation values
are more tightly clustered in the cycle-by-cycle analysis of
monomorphic VT and more broadly distributed in the
dissimilar waveforms in VF. Results showed easy separa-
tion of sinus rhythm from VT and VF; however in the VT/
VF separation, standard deviation only achieved limited
success Standard deviation requires patient-specific
thresholds, may not hold for all template-based algorithms,
and adds further computational requirements to the algo-
rithm; therefore, it is not a promising algorithm in its
present form for discrimination of VT from VF.

Throne et al. (125) addressed the problem of separating
monomorphic and polymorphic VT/VF by using scatter
diagram analysis. A moving average filter was applied to
rate and morphology channels and plotted as correspond-
ing pairs of points on a scatter diagram with a 15 � 15 grid.
The percentage of grid blocks occupied by at least one
sample point was determined. Investigators found that
monomorphic VTs trace nearly the same path in two-
dimensional space and occupy a smaller percentage of
the graph than nonregular rhythms such as polymorphic
VT or VF.

A magnitude-squared coherence function was developed
by Ropella et al. (126), which utilizes filtering and Fourier
transformation of intraventricular electrograms derived
from two leads with a sliding window to distinguish mono-
morphic ventricular tachycardia from polymorphic ventri-
cular tachycardia and ventricular fibrillation. This
method, while elegant, requires multiple electrode sites
and is at present too computationally demanding for con-
sideration in battery operated devices. As technology
advances, the possibility of hardware implementation of
frequency-based methods such as magnitude-squared
coherence and time-domain CWA may become feasible.

A similar algorithm uses two ‘‘unipolar’’ ventricular
electrograms, 1 cm apart, to compare the paired signal
concordance (PSC) between the electrograms using corre-
lation analysis (127). During normal rhythms and VT, the
two closely spaced electrograms will exhibit high correla-
tion, while during VT, the two electrogram will experience
low correlation. Considering only rhythms that have a
fast rate in the overlap between fast VT and VF rates,
the variability of the correlation, measured by interquar-
tile range, over a passage distinguishes VT from VF
(Fig. 11).

Complexity measurements have also been utilized for
distinction of ventricular tachycardia and fibrillation,
including approximate entropy (128), Lempil–Ziv com-
plexity (129), least-squares prony modeling algorithm
(130).

OTHER DEVICES THAT USE AUTOMATED ARRHYTHMIA
DETECTION

Other commercially available devices that use automated
arrhythmia detection algorithms include the automatic
external defibrillator and the implantable atrial defibril-
lator.

Automatic External Defibrillators

Recently, automatic external defibrillators (AEDs) have
become widespread and available. The AED is able to
determine if the rhythm for an unresponsive, pulseless
patients is shockable or unshockable and is able to apply
therapy automatically or to inform the user to deliver the
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therapy (131–133). The AEDs are available on location
for large organizations, such as airports, airplanes,
businesses, sporting events, schools, and malls (134). This
expanded availability dramatically increases the possibi-
lity that victims of ventricular fibrillation could receive
defibrillation in a timely manner, thus, improving survival
rates (135).

The AEDs, operating in a truly automated mode, must
be exquisitely accurate in their interpretation of the ECG
signal (136,137). In an AED, shockable rhythms are
rhythms that will result in death if not treated immediately
and include coarse ventricular fibrillation and ventricular
tachycardia. Nonshockable rhythms are rhythms where no
benefit and even possible harm may result from therapy
and include supraventricular tachycardia, atrial fibrilla-
tion normal sinus rhythm, and asystole. Asystole is not
considered shockable for these devices since the leads may
be misplaced and no signal captured. Intermediate
rhythms are rhythms that may or may not receive benefit
from therapy and include fine VF and VT. Ventricular
tachycardia is an intermediate rhythm because often it
is hemodynamically tolerated in the patient. A rate
threshold is usually programmed in the device (even
though there is still no universally accepted or obvious
delineation in rate for hemodynamic tolerance in the
literature).

Contrary to the ICD, AEDs have an extremely neces-
sary requirement for accurate specificity (shocks when not
needed) since these devices are expected to be used by
untrained personnel. Algorithms must consider large var-
iations in cardiac rhythms and artifact from CPR or
patient movement. The risk to the patient and the tech-
nician is too great to allow public use for devices with
decreased specificity. Given that a bystander is on the
scene and that trained help may soon be available, speci-
ficity is more important for the first, or immediate
response. However, sensitivity must be considered to
ensure the AEDs potential to save lives is maximized.
In the AED, more battery power can be utilized (since
the device is not implanted), and therefore more sophis-
ticated schemes borrowed from ICD technology have been
considered.

Current devices use numerous schemes for determin-
ing if the patient is in ventricular fibrillation. Common
components include isoelectric content (like PDF algorithm
of the ICD), zero crossings, rate, variability, slope, ampli-
tude and frequency (138), all similar techniques to those
described in the ICD literature. A review of AED algo-
rithms is given in Ref. 138.

One example of a recent algorithm described in the
literature is for a programmable automatic external defi-
brillator designed to be used in the hospital setting for
monitoring and automatic defibrillation, if needed (139).
This device uses a programmable rate criterion to detect
shockable rhythms. In addition, the device has an algo-
rithm which distinguishes VT and SVT rhythms below a
SVT threshold. The algorithm uses three features to dis-
criminate between SVT and VT. The first is the modulation
domain function that uses amplitude and frequency
characteristics. The second, called waveform factor
(WF), provides a running average of the electrocardio-

gram signal amplitude normalized by the R-wave ampli-
tude. The WF for one beat is as follows:

WFi ¼
100�

XN

1

absðAnÞ

N � absðArÞ

where N is the total number of samples between the
previous and current beat, An is the nth amplitude of
the signal, and Ar is the peak. The algorithm uses an eight
beat running average. The SVT rhythms would have a
small WF value, while VT (which has a wide QRS complex
on the surface of the body) would have a high WF value.
This algorithm should not be used with patients who have
bundle branch block, chronic or paroxysmal. The third
feature is called amplitude variability analysis factor,
which uses distribution of the average derivative. The
measurement is found by calculating the number of deri-
vatives which fall into the baseline bin as a percentage of
the total number of sample points. Amplitude variability
analysis (AVA) is calculated as follows:

AVA ¼ 100�
P

nðiÞ
N

where the summation is performed across the baseline
bins and n(i) is the number of samples for the ith bin. The
baseline bins are defined as 25% of the total bins centered
at n(i)max. Exact use of these features in the AED algo-
rithm are not described.

Implantable Atrial Defibrillators

Implantable atrial defibrillators are used in patients with
paroxysmal or persistent atrial fibrillation, particularly
those which are symptomatic and drug refractory
(140,141). Goals in atrial defibrillators are different than
ICDs since atrial tachyarrhythmias are typically hemody-
namically tolerable, therefore, more time and care can be
used to make the decision. The challenge is that the device
must sense low, variable amplitude atrial signals, while
not sensing far-field ventricular waves. Furthermore,
there are also multiple therapies available, antitachycar-
dia pacing for atrial tachycardia, and cardioversion for
atrial fibrillation. Lastly, some atrial defibrillators have
been combined with ICDs such that back-up ventricular
defibrillation therapy is available in this susceptible popu-
lation (140,142).

A review of algorithms used in atrial defibrillators in
given in Ref. 143. For example, Medtronic has a dual-
chamber defibrillator that has both atrial and ventricular
therapies (140,142). The algorithm for detection uses the
same algorithm as the dual-chamber ventricular (only)
defibrillator, PR Logic. In addition to this algorithm, there
are two zones used for detection of atrial tachycardia and
of atrial fibrillation. If the zones overlap, AT is detected if
it is regular and AF if it is irregular. The purpose of
multiple zones is similar to ventricular devices, in that
a variety of therapies can be selected and utilized for each
zone. For this device, this includes pacing algorithms for
prevention, pacing therapies for termination, and high
voltage shocks.
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CONCLUSION

This article focuses on the overall approaches used for
automated arrhythmia detection. However, this review
did not delve into the specifics of comparisons of sensitivity
and specificity results for the various algorithms. While,
each paper referenced gives performance for a specific test
database, it is difficult to compare the results from one
study to another. There have been some attempts to
develop standardized datasets, including surface electro-
cardiograms from Physionet (including the MIT-BIH
databases) (144) and American Heart Association (145),
and intracardiac electrograms, in addition to surface,
from Ann Arbor Electrogram Libraries (3). Use of these
datasets allows for comparisons, but does not address the
differences between performance at the system level that
incorporates the hardware components of the specific
device. A comprehensive description of the pitfalls in com-
paring results from one study to another is given in (43).
These include limitations of (1) benchtesting that does not
incorporate specific ICD-system differences and sponta-
neous arrhythmias, (2) limited storage in the ICD
making gold standard clinical diagnosis difficult, (3) great
variations in settings of rate based thresholds and zones, (4)
variability of types of rhythms included in the study, among
others.

In conclusion, examples from the long history of auto-
mated arrhythmia detection for implantable cardioverter
defibrillators is given with a brief mention of automated
external defibrillators and implantable atrial defibrilla-
tors. The ICDs are beginning to reach maturity in terms
of addressing both sensitivity and specificity in perfor-
mance of the algorithms to achieve close to perfect detec-
tion of life-threatening arrhythmias, with greatly reduced
false therapies. In the meantime, automated external defi-
brillators and implantable atrial defibrillators have learned
many lessons from the ICD experience to provide accurate
arrhythmia diagnosis. Devices on the horizon incorporating
automated arrhythmia detection may include wearable
external defibrillators (146,147), wearable wireless moni-
tors, and beyond. This rich area of devices that detect and
treat life-threatening arrhythmias shall reduce the risk of
sudden cardiac death.
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INTRODUCTION

The elastic properties of the arterial wall are very impor-
tant because they are closely related to arterial phy-
siology and pathology, especially via effects on blood
flow and arterial mass transport. Furthermore, stresses
and strains in the arterial wall are prerequisite for the
understanding of the pathophysiology and mechanics of
the cardiovascular system. Stresses and strains cannot
be analyzed without exact knowledge of the arterial
elasticity.

STRUCTURE OF ARETRIAL WALL AND BASIC
CHARACTERISTICS

Arteries become smaller in diameter with increasing dis-
tance from the heart, depending on functional demands (1).
In concert with this reduction in size, their structure,
chemical composition, and wall thickness-inner diameter
ratio gradually change in a way that leads to a progressive
increase both in stiffness and in their ability to change
their inner diameter in response to a variety of chemical
and neurological control signals.

Arterial wall is inhomogeneous not only structurally,
but also histologically. It is composed of three layers
(intima, media, and adventitia), which are separated by
elastic membranes. Because the media is much thicker
than the other two layers and supports load induced by
blood pressure, its mechanical properties represent the
properties of arterial wall. The media is mainly composed
of elastin, collagen, and cells (smooth muscle cell and
fibroblast). Roughly speaking, elastin gives an artery its
elasticity, while collagen resists tensile forces and gives the
artery its burst strength. Smooth muscle cells contract or
relax in response to mechanical, chemical, and the other
stimuli, which alters the deformed configuration of
arteries. The wall compositions vary at different locations
depending on required functions. For example, collagen

and smooth muscle increase and elastin decreases at more
distal sites in conduit arteries; the ratio of collagen to
elastin increases in more distally located arteries. Collagen
and elastin are essentially similar proteins, but collagen is
very much stronger and stiffer than elastin. Therefore, the
change of arterial diameter developed by blood pressure
pulsation depends on the arterial site; it is larger in more
proximal arteries.

Like most biological soft tissues, arteries undergo
large deformation when they are subjected to physiological
loading, and their force-deformation and stress–strain
relations are nonlinear partly because of the above-
mentioned inhomogeneous structure and partly because
of the nonlinear characteristics of each component itself.
Since collagen is a long-chained high polymer, it is intrin-
sically anisotropic. Moreover, not only collagen and elastin
fibers, but also cells, are oriented in tissues and organs in
order so that their functions be most effective. Inevitably,
the arterial wall is mechanically anisotropic like many
other biological tissues. Biological soft tissues including
arterial wall demonstrate opened hysteresis loops in their
force–deformation and stress–strain curves, which means
that those tissues are viscoelastic. In such materials, the
stress state is not uniquely determined by current strain,
but depends also on the history of deformation. When a
viscoelastic tissue is elongated and maintained at some
length, load does not stay at a specific level, but decreases
rather rapidly at first and then gradually (relaxation). If
some constant load is applied to the tissue, it is elongated
with time rather rapidly at first and then gradually (creep).
Viscoelastic materials generally show different stress–
strain properties under different strain rates. It is true,
and higher strain rates give higher stresses. However, such
a strain rate effect is not so much in biological soft tissues
like arteries, namely, their elastic properties are not more
sensitive to strain rate. Therefore, it is not always neces-
sary to consider viscoelasticity for arterial mechanics; it is
very often enough to assume wall material to be elastic.
Many biological soft tissues contain water of > 70%. There-
fore, they hardly change their volume even if load is
applied, and they are almost incompressible. The incom-
pressibility assumption is very important in the formula-
tion of constitutive laws of soft tissues, because it imposes a
constraint on the strains and they are not independent.

MEASUREMENT OF ARTERIAL ELASTICITY

In Vitro Tests

It is widely recognized that the mechanical properties of
blood vessels do not change for up to 48 h if tissues are
stored at � 4 8C (1). One of the basic methods for the
determination of the mechanical properties of biological
tissues is uniaxial tensile testing on excised specimens. In
this test, an increasing force is steadily applied to the
longitudinal direction of a specimen, and the resulting
specimen deformation is measured, which gives relations
between stress (force divided by specimen cross-sectional
area) and strain (specimen elongation divided by reference
specimen length). This in vitro test is simple but, never-
theless, provides us with basic and useful information on
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the mechanical properties of tissues. Dumbbell-shape spe-
cimens, helically stripped specimens, and ring specimens
are commonly used for arterial walls.

Under in vivo conditions, arteries are tethered to or
constrained by perivascular connective tissues and side
branches, and pressurized by blood from inside. These
forces develop multiaxial stresses in the wall. For the
determination of the mechanical characteristics of arteries
under multiaxial conditions, biaxial tensile tests on flat
specimens are utilized to simultaneously apply forces in
the circumferential and longitudinal directions; however,
the effect of wall radial stress is ignored in this case.

Although stress–strain data obtained from the above-
mentioned uniaxial and biaxial tests on flat, strip, and ring
specimens are often used to represent the elastic properties
of arterial walls, the data obtained from pressure–diameter
tests on the tubular segments of blood vessels are more
important and realistic. An example of the test devices is
shown in Fig. 1 (2). A tubular specimen is mounted in the
bath filled with Krebs–Ringer solution, which is kept at
37 8C and aerated with 95% O2 and 5% CO2 gas mixture.
Then, it is extend to the in vivo length to mimic the in vivo
condition, because arteries inside the body are tethered to
the surrounding tissues as mentioned above and, there-
fore, they are extended in the axial direction. A diaphragm-
type actuator, which is controlled with a sequencer, is
incorporated in the device for the application of internal
pressure to the specimen. The internal pressure or speci-
men diameter can be controlled with the sequencer during
pressure–diameter tests. The pressure is measured with a
fluid-filled pressure transducer, while the outer diameter
of the specimen is determined with a video dimension
analyzer combined with a CCD camera. If the measure-
ments of axial force are required in order to obtain pres-
sure–diameter–axial force relations for the purpose of
determining multiaxial constitutive laws, a load cell
attached to one end of the vessel can be used.

In Vivo Measurements

It may be more realistic to obtain data from in vivo experi-
ments under in situ conditions rather than to get data from
in vitro biomechanical tests. As a result of recent progress

in ultrasonic techniques, arterial diameter and even arter-
ial wall thickness can be measured noninvasively with
fairly good precision. These methods are being used not
only for in vivo animal experiments, but also for clinical
diagnosis of vascular diseases. It is true that the data
obtained from these experiments and clinical cases are
very useful, and provide important information concerning
arterial mechanics. On the other hand, it is also true that
many factors considerably affect the results obtained.
These include physiological reactions to momentary
changes in body and ambient conditions as well as the
effects of anesthesia and respiration. In addition, since
there has been some difficulty in applying the methods
to small-diameter blood vessels, accurate measurements of
vascular diameter and wall thickness with current techni-
ques have been mostly limited to aortas and large arteries.

Before noninvasive ultrasonic techniques were devel-
oped, in vivo measurements of vascular diameter were
invasively performed following surgical exposure of blood
vessels, using strain gauge-mounted cantilevers, strain
gauge-pasted calipers, and sonomicrometers. For example,
a pair of miniature ultrasonic sensors may be used for the
measurement of the outer diameter of a blood vessel (3).
They are attached to the adventitial surface of a blood
vessel so as to face each other across the vascular diameter.
The diameter is determined from the transit time of the
pulses between the two sensors. Similar sonomicrometers
have been used for the measurement of arterial diameter
not only in anesthetized, but also in conscious animals.

The noninvasive measurement of the elastic properties
of arteries offers several significant advantages over inva-
sive techniques. First, the nontraumatic character of the
measurement guarantees a physiological state of the arter-
ial wall, whereas such key functional elements of the wall
as endothelium and smooth muscle might be affected in
certain invasive measurement techniques. Second, it is of
great clinical interest because it allows the monitoring of
many outpatients and, therefore, it is well adapted for
epidemiological or cross-sectional studies.

Noninvasive measurement of the arterial diameter can
be done with ultrasonic echo-tracking techniques; recent
improvements of the original technique have been pro-
posed, which include digital tracking, prior inverse filter-
ing, and coupling with B-mode imaging (1).

There exist no direct ways to measure pressure non-
invasively in large central arteries, such as the aorta. Thus,
regardless of the progress of ultrasonic and magnetic reso-
nance imaging techniques which allow for the noninvasive
measurement of vascular diameter, mechanical properties,
such as compliance and elastic modulus cannot be derived
from first principles. Therefore, primarily for clinical use,
as an indirect, but noninvasive way of estimating the
mechanical properties, the pulse wave velocity, c (see
the next section), is often obtained from the measurements
of pulsation at two distinct points along the vessel. One of
the major drawbacks of this technique is low accuracy. The
other one is that it yields a single value for the wave
velocity. Because of the nonlinear elastic properties of the
arterial wall, the pulse wave velocity sensitively changes
depending on blood pressure. Therefore, the determination
of a single value or a typical value of the arterial stiffness
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estimated from the pulsation does not provide a full descrip-
tion of the mechanical properties of the arterial wall.

MATHEMATICAL EXPRESSION OF ARTERIAL ELASTICITY

Uniaxial Tensile Behavior

There are many tensile test data from arterial walls in
humans and animals (4). Arterial walls exhibit nonlinear
force-deformation or stress–strain behavior, having higher
distensibility in the low force or stress range and losing it at
higher force or stress. To represent strain in such biological
soft tissues that deform largely and nonlinearly, we com-
monly use extension ratio, l, which is defined by the ratio of
the current length of a specimen (L) to its initial length
(L0). If we plot a stress/extension ratio curve as the slope of
a stress/extension ratio curve versus stress, we can see that
the relation is composed of one or two straight lines (1).
Each line is described by

dT=dl ¼ BT þ C (1)

where T is Lagrangian stress defined by F/A0 (F, force; A0,
cross-sectional area of an undeformed specimen), and B
and C are constants. This is also expressed by

T ¼ A½exp Bðl� 1Þ � 1� (2)

where A is equal to C/B. This type of exponential formula-
tion is applicable to the description of the elastic behavior of
many other biological soft tissues (5).

Pressure–Diameter Relations

For practical purposes, it is convenient to use a single
parameter that expresses the arterial elasticity under
living conditions. In particular, for noninvasive diagnosis
in clinical medicine, material characterization should
be simple, yet quantitative. For this purpose, several
parameters have been proposed and commonly utilized
(1). These include pressure–strain elastic modulus, Ep

and vascular compliance, Cv. Pulse wave velocity, c, which
was mentioned above, is also used to express elastic
properties of the arterial wall. These parameters are
described by

Ep ¼ DP=ðDDo=DoÞ (3)

Cv ¼ ðDV=VÞ=DP (4)

and

c2 ¼ ðS=rÞðDP=DSÞ ¼ ðV=rÞðDP=DVÞ (5)

where Do, V, and S are the outer diameter, volume, and
luminal area of a blood vessel at pressure P, respectively,
and DDo, DV, and DS are their increments for the pressure
increment, DP. The parameter r is the density of the blood.

To calculate these parameters, we do not need to
measure the wall thickness; for Ep and Cv, we need to
know only pressure–diameter and pressure–volume data,
respectively, at a specific pressure level. However, we
should remember that these parameters express the stiff-
ness or distensibility of a blood vessel. Therefore, they are

structural parameters, and do not rigorously represent the
inherent elastic properties of the wall material; in this
sense, they are different from the elastic modulus which
is explained below. In addition, these parameters are
defined at specific pressures, and give different values at
different pressure levels because the pressure–diameter
relations of arteries are nonlinear.

To overcome this shortcoming, several functions have
been proposed to mathematically describe pressure–
diameter, pressure–volume, and pressure-luminal area data,
and one or several parameters included in these equations
have been used for the expression of the elastic charac-
teristics of arteries. Among these functions, the following
equation is one of the simplest and most reliable for the
description of pressure-diameter relations of arteries in
the physiological pressure range (6):

lnðP=PsÞ ¼ bðDo=Ds � 1Þ (6)

where Ps is a standard pressure and Ds is the wall dia-
meter at pressure Ps. A physiologically normal blood
pressure like 100 mmHg (13.3 kPa) is recommended for
the standard pressure, Ps. As an example, Fig. 2 shows
the pressure–diameter relationships of a human femoral
artery under normal and active conditions of vascular
smooth muscle and the relations between the logarithm
of pressure ratio, P/Ps, and distension ratio, Do/Ds.
Figure 2a demonstrates nonlinear behavior of the artery
under both conditions, while Fig. 2b shows the close fit of
the data to Eq. 6 over a rather wide pressure range. The
coefficient, b, called the stiffness parameter, represents
the structural stiffness of a vascular wall; it does not
depend upon pressure. This parameter has been used
for the evaluation of the stiffness of arteries not only in
basic investigations, but also in clinical studies (1).

As can be seen from Fig. 2a, under the normal condition,
arteries greatly increase the diameter with pressure under
a low pressure range, say < 60 mmHg (8 kPa), and then
gradually lose the distensibility at higher pressures. When
vascular smooth muscle cells are activated by stimuli,
arteries are contracted and their diameter decreases in a
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physiological pressure range and below the range [< 200
mmHg (26.6 kPa) in Fig. 2], and their pressure–diameter
curves become greatly different from those observed under
the normal condition.

To express the elastic properties of wall material, it is
necessary to use a material parameter such as elastic
modulus or Young’s modulus, which is the slope of a linear
stress–strain relation. For arterial walls that have non-
linear stress–strain relations, the following incremental
elastic modulus has been often used for this purpose
(8):

Huu ¼ 2D2
i DoðDP=DDoÞ=ðD2

o �D2
i Þ þ 2PD2

o=ðD2
o �D2

i Þ (7)

where Di is the internal diameter of a vessel. This equation
was derived using the theory of small elastic deformation
superposed on finite deformation in the case of a pressur-
ized orthotropic cylindrical tube.

To calculate this modulus, it is necessary to know the
thickness or internal diameter of a vessel. In in vitro
experiments, we can calculate them from Do, the internal
and external diameters under no-load conditions measured
after pressure–diameter testing, the in vivo axial extension
ratio, and assuming the incompressibility of wall material.
Noninvasive measurement of wall thickness or internal
diameter on intact vessels has been rather difficult com-
pared with the measurement of external diameter; how-
ever, it is now possible with high accuracy ultrasonic echo
systems as mentioned above.

Constitutive Laws

Mathematical description of the mechanical behavior of a
material in a general form is called a constitutive law or
constitutive equation. We cannot perform any mechanical
analyses without knowledge of constitutive laws of materi-
als. Strain energy functions are commonly utilized for
formulating constitutive laws of biological soft tissues that
undergo large deformation (5). Let W be the strain energy
per unit mass of a tissue, and r0 be the density in the zero-
stress state. Then, r0W is the strain energy per unit volume
of the tissue in the zero-stress state, and this is called the
strain energy density function. Because arterial tissue is
considered as an elastic solid, a strain energy function
exists, and the strain energy W is a function solely of
the Green strains:

W ¼WðEi jÞ (8)

where Eij are the components of the Green strain tensor
with respect to a local rectangular Cartesian coordinate
system.

Under physiological conditions, arteries are subjected to
axisymmetrical loads, and the axes of the principal stresses
and strains coincide with the axes of mechanical ortho-
tropy. Moreover, the condition of incompressibility is used
to eliminate the radial strain Err, and therefore the strain
energy function becomes a function of the circumferential
and axial strains Euu and Ezz. Then, the constitutive equa-
tions for arteries are

suu � srr ¼ ð1þ 2EuuÞ@ðr0WÞ=@Euu (9)

and

szz � srr ¼ ð1þ 2EzzÞ@ðr0WÞ=@Ezz (10)

where suu, szz, and srr are Cauchy stresses in the
circumferential, axial, and radial directions, respectively.
Thus, we need to know the details of the strain energy
function to describe stress–strain relations.

Three major equations have so far been proposed for the
strain energy function of arterial wall. Vaishnav et al. (9)
advocated the following equation:

r0W ¼ ðc=2Þexpðb1E2
rr þ b2E2

uu þ b3E2
zz

þ 2b4ErrEuu þ 2b5EuuEzz þ 2b6EzzErrÞ ð11Þ

where Euu and Ezz are Green strains in the circumferential
and axial directions, respectively, and A, B, and so on, are
constants.

Chuong and Fung (10) proposed another form with an
exponential function:

r0W ¼ ðc=2Þexpðb1E2
rr þ b2E2

uu þ b3E2
zz

þ 2b4ErrEuu þ 2b5EuuEzz þ 2b6EzzErrÞ ð12Þ

where c, b1, b2, and so on, are material constants.
Later, Takamizawa and Hayashi (11) proposed a loga-

rithmic form of the function described by

r0W ¼ �C lnð1� auuE
2
uu=2� azzE2

zz=2� auzEuuEzzÞ (13)

where C, auu, azz, and auz characterize the elastic properties
of a material.

By using one of these strain energy equations or another
type of equation for W in Eqs. 9 and 10, and applying the
equations of equilibrium and boundary conditions, we
determine the values of material constants. Although all
of the proposed formulations describe quite well the elastic
behavior of arterial walls, we prefer to reduce the number
of constants included in the equations in order to handle
them more easily, as well as to give physical meanings to
the constants. For this reason, the logarithmic expression
(Eq. 13) may be advantageous.

ELASTIC PROPERTIES OF NORMAL ARTERIES

Figure 3 shows b values of common carotid arteries, intra-
cranial vertebral arteries, and coronary arteries obtained
from autopsied human subjects of different ages (7). Note
that arterial stiffness is much larger in the coronary
arteries than in the other arteries, and also that intracra-
nial vertebral arteries are considerably stiffer than extra-
cranially located common carotid arteries. As can be seen
from this figure, almost all the data obtained from normal
human aortas and conduit arteries show that the struc-
tural stiffness of wall (e.g., Ep and b) increases with age
rather gradually until the age of 40 years, and rapidly
thereafter; on the other hand, the wall compliance (Cv)
decreases with age. The stiffness of intracranial arteries
like the intracranial vertebral artery progressively
increases until 20 years, and then more slowly (6). There
seems to be almost no age-related change in the human
coronary artery (12).
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Most of the data obtained from arteries in animals
indicated that the incremental elastic modulus or the slope
of stress–strain curve increases with age, although there
are several opposite data (13).

ELASTIC PROPERTIES OF DISEASED ARTERIES

Hypertension

Hypertension is recognized as one of the important risk
factors for many cardiovascular diseases, including ather-
osclerosis and stroke. Elevated blood pressure exerts influ-
ences on the synthetic activity of vascular smooth muscle
cells, and is believed to induce changes in structure and
morphology of the arterial wall, its mechanical properties,
and vascular contractility. It is therefore very important to
understand arterial mechanics in hypertension. However,
results from the extensive literature concerning the elastic
properties of hypertensive arteries are contradictory and
inconclusive (1,7,13,14). As mentioned above, when we
analyze the reported data, we should remember that the
values of such parameters as Ep (Eq. 3) and Cv (Eq. 4) are
dependent on pressure. Without this consideration, com-

parisons between the results from different studies have
little meaning.

Several studies have been performed to determine the
pressure–diameter or pressure–volume relationships of
aortas and arteries in hypertensive animals and humans.
For example, comparison of hypertensive rats to normo-
tensive controls has shown that at 100 mmHg (13.3 kPa)
and also at the working pressure (systolic blood pressure
before sacrifice, Psys) of each group, the pressure strain
elastic modulus, Ep of the thoracic aorta is greater in
hypertensives than in normals; whereas at 200 mmHg
(26.6 kPa) the Ep values in the hypertensive animals are
slightly lower than those of the normals (Fig. 4) (7). These
results do not depend on the duration of hypertension for
2–16 weeks.

With regard to the inherent elastic modulus of wall
material calculated from pressure–diameter data, it has
been shown that the incremental elastic moduli of the rat
thoracic aorta (Huu in Eq. 7) at systolic blood pressure levels
have significant correlations with blood pressure until
8 weeks after the induction of hypertension; at 16 weeks,
however, the correlation disappears and the elastic
modulus tends to be at the same level as that in control,
normotensive rats (Fig. 5) (7). There are no significant
differences in the incremental elastic modulus at
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100 mmHg (13.3 kPa) regardless of the period of hyper-
tension. The aortic wall in hypertensive rats seems to
restore the in vivo elastic properties to a normal level in
16 weeks due to the functional adaptation and remodeling
of the wall.

In connection with the elastic properties of wall, many
data have shown that the arterial wall is thickened by
hypertension and hypertrophy occurs (14). Wall thickness
critically depends on pressure level and, therefore, we
have to pay attention to the pressure for the thickness
measurement when we interpret the results. If the
thickness of wall at the in vivo blood pressure level is
used to calculate in vivo wall stress in the circumferential
direction (hoop stress), the stress is independent of the
degree of hypertension and is always maintained at a
control, normal level even at 2 weeks after the induction
of hypertension. This phenomenon is attributable to a func-
tional adaptation and remodeling of the arterial wall (15).

Atherosclerosis

Effects of flow dynamics and wall shear stress on the
initiation and development of atherosclerosis have been
studied extensively. However, less attention has been paid
to the mechanical properties of atherosclerotic wall tissue.
Does atherosclerosis stiffen the arterial wall or increase
the elastic modulus of wall? The results obtained have been
conflicting and inconclusive, as shown in Table 1 (7). One of
the reasons for this is that the structural stiffness of
arterial wall and the elasticity of wall material have been
confusingly used for the expression of the elastic properties
of atherosclerotic wall. In this table, the elastic modulus
represents the elasticity of wall material, which corre-
sponds to the slope of stress–strain curve and is given
by, for example, the incremental elastic modulus, Huu;
the stiffness is the structural stiffness expressed by, for
example, the stiffness parameter, b.

Several studies have shown that the arterial wall is
stiffened by the development of atherosclerosis. However,
others have presented different results. Thus it has not
been clear whether atherosclerosis increases the elastic
modulus of arterial wall. We can see from Table 1 that
atherosclerosis is mostly accompanied by wall thickening.
This might be a reason why there are no data indicating a
decrease in the structural stiffness associated with ather-
osclerosis. The structural stiffness is determined not only
by the elastic modulus of wall material, but also by wall
dimensions such as wall thickness.

A detailed and systematic study on the mechanical
properties and morphology of atherosclerotic aortas in
the rabbit has shown that the changes in the wall stiffness
(b) and the elastic modulus (Huu) are not always correlated

with the time of cholesterol diet feeding (16). Thus, the
grade of atherosclerosis was defined from the percent
fraction of the luminal surface area stained with Sudan
IV as well as from wall stiffening. The area fraction of
intimal hyperplasia increases with the grade (Fig. 6). Like-
wise, wall thickness steadily increases with the progression
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Table 1. Distributions of Reported Data of the Elasticity,
Stiffness, and Thickness of Atherosclerotic Walla

No. of
Data

Increase,
%

No Change,
%

Decrease,
%

Elastic modulus 17 29 47 24
Stiffness 17 71 29 0
Wall thickness 12 67 25 8

aSee Ref. 7
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Figure 6. Area fraction of intimal hyperplasia in atherosclerotic
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of atherosclerosis (Fig. 7). However, the elastic modulus is
not significantly different from the control artery until the
highest grade of atherosclerosis. On the other hand, there
appears a significant increase in the arterial stiffness in
the grade II atherosclerosis, which is attributable to the wall
thickening. Significantly increased calcification and intimal
hyperplasia are observed in the wall of the grade III athero-
sclerosis. From these results, it is concluded that the
progression of atherosclerosis induces wall thickening, fol-
lowed by wall stiffening. However, even if atherosclerosis
is advanced, there is essentially no change in the elastic
modulus of wall material unless considerable calcification
occurs in the wall. Calcified aortas have high elastic moduli.
At the most advanced stage of atherosclerosis, the arterial
wall has high structural and material stiffness due to
calcification and wall hypertrophy (16).
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INTRODUCTION

Audiology is, literally, the science of hearing. In many
countries around the world, audiology is a scientific dis-
cipline practiced by audiologists. According to the American
Academy of Audiology, ‘‘an audiologist is a person who, by
virtue of academic degree, clinical training, and license to
practice and/or professional credential, is uniquely qualified
to provide a comprehensive array of professional services
related to the prevention of hearing loss and the audiologic
identification, assessment, diagnosis, and treatment of
persons with impairment of auditory and vestibular func-
tion, as well as the prevention of impairments associated
with them. Audiologists serve in a number of roles including
clinician, therapist, teacher, consultant, researcher and
administrator’’ (1).

An important tool in the practice of audiology is audio-
metry, which is the measurement of hearing. In general,
audiometry entails one or more procedures wherein pre-
cisely defined auditory stimuli are presented to the listener
in order to elicit a measurable behavioral or physiologic
response. Frequently, the term audiometry refers to pro-
cedures used in the assessment of an individual’s threshold
of hearing for sinusoidal (pure tones) or speech stimuli (2).
So-called conventional audiometry is conducted with a
calibrated piece of electronic instrumentation called an
audiometer to deliver controlled auditory signals to a
listener. Currently, however, an expanded definition of
audiometry also includes procedures for measuring various
physiological and behavioral responses to the presentation
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of auditory stimuli, whether or not the response involves
cognition. More sophisticated procedures and equipment
are increasingly used to look beyond peripheral auditory
structures in order to assess sound processing activity in
the neuroauditory system.

Today, audiologists employ audiometric procedures and
equipment to assess the function of the auditory system
from external ear to brain cortex and serve as consultants
to medical practitioners, education systems, the corporate
and legal sectors, and government institutions such as the
Department of Veterans Affairs. Audiologists also use
audiometric procedures to identify and define auditory
system function as a basis for nonmedical intervention
with newborns, young children with auditory processing
disorders, and adults who may require sophisticated ampli-
fication systems to develop or maintain their communica-
tion abilities and quality of life.

The purpose of this chapter is to acquaint the reader
with the basic anatomy of the auditory system, describe
some of the instrumentation and procedures currently
used for audiometry, and briefly discuss the application
of audiometric procedures for the assessment of hearing.

AUDIOMETRY AND ITS ORIGINS

Audiometry refers broadly to qualitative and quantitative
measures of auditory function/dysfunction, often with
an emphasis on the assessment of hearing loss. It is an
important tool in the practice of audiology, a healthcare
specialty concerned with the study of hearing, and the
functional assessment, diagnosis, and (re)habilitation of
hearing impairment. The profession sprang from otology
and speech pathology in the 1920s, about the same time
that instrumentation for audiometry was being developed.
Audiometry grew rapidly in the 1940s when World War II
veterans returned home with hearing impairment related
to military service (3). Hearing evaluation, the provision of
hearing aids, and auditory rehabilitation were pioneered in
the Department of Veterans Affairs and, subsequently,
universities began programs to educate and train audiol-
ogists for service to children and adults in clinics, hospitals,
research laboratories and academic settings, and private
practice. Audiometry is now a fundamental component of
assessing and treating persons with hearing impairment.

Audiometers

Audiometers are electroacoustic instruments designed to
meet internationally accepted audiometric performance
standards for valid and reliable assessment of hearing
sensitivity and auditory processing capability under
controlled acoustic conditions. The audiometer was first
described around the turn of the twentieth century (4) and
was used mainly in laboratory research at the University
of Iowa. A laboratoryassistantat theuniversity,C.C.Bunch,
would later publish a classic textbook describing audio-
metric test results in patients with a variety of hearing
disorders (5). The first commercial audiometer, called the
Western Electric 1A, was developed in the early 1920s
by the Bell Telephone Laboratories in the United States,
and was described by Fowler and Wegel in 1922 (6). More

than 20 years elapsed before the use of audiometers
for hearing assessment was widely recognized (7), and
it was not until the early 1950s (8) that audiometry
became an accepted clinical practice. Since that time,
electroacoustic instrumentation for audiometry has been
described in standards written by scientists and experts
designed to introduce uniformity and facilitate the inter-
national exchange of data and test results. The American
National Standards Institute (ANSI), the International
Standards Organization (ISO), and the International
Electrotechnical Commission (IEC) are recognized bodies
that have developed accepted standards for equipment
used in audiometry and in psychophysical measurement,
acoustics, and research. In the present day, audiometric
procedures are routinely used throughout the world for
identifying auditory dysfunction in newborns, assessing
hearing disorders associated with ear disease, and mon-
itoring the hearing of patients at risk for damage to the
auditory system (e.g., because of exposure to hazardous
noise, toxic substances).

Types of Audiometers

In the United States, ANSI (9) classifies audiometers
according to several criteria, including the use for which
they are designed, how they are operated, the signals they
produce, their portability, and other factors.

In general, Type IV screening audiometers (designed to
differentiate those with normal hearing sensitivity from
those with hearing impairment) are of simpler design than
those instruments used for in-depth diagnostic evaluation
for medical purposes (Type I audiometers). There are
automatic and computer-processor audiometers (Bekesy
or self-recording types), extended high-frequency (Type
HF), free-field equivalent audiometers (Type E), speech
audiometers (Types A, B, and C depending on available
features), and others for specific purposes.

Audiometers possess one or more oscillation networks to
generate pure tones of differing frequencies, switching
networks to interrupt and direct stimuli, and attenuating
systems calibrated in decibels (dB) relative to audiometric
zero. The intensity range for most attenuation networks
usually approximates 100 dB, typically graduated in steps
of 5 dB. The ‘‘zero dB’’ level represents normal hearing
sensitivity across the test frequency range for young adults
under favorable, noise-free laboratory conditions. Collec-
tion of these hearing level reference data from different
countries began in the 1950s and 1960s. These reference
levels have been accepted by internationally recognized
standards organizations. Audiometers also include various
types of output transducers for presentation of signals to
the listener, including earphones, bone-conduction vibra-
tors, and loudspeakers. As the audiometrically generated
signals are affected substantially by the electroacoustic
characteristics of these devices (e.g., frequency response),
versatile audiometers have multiple calibrated output net-
works to facilitate switching between transducers depend-
ing on the clinical application of interest.

Figure 1 shows the general layout of a Type I diagnostic
audiometer. Such instruments are required by standards
governing them to produce a stable output at a range of
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operating temperatures and humidity and meet a wide
variety of electrical and other safety standards, in addition
to precise electroacoustic standards for frequency, inten-
sity, spectral purity, maximum output sound pressure level
(SPL), and harmonic distortion. Type II audiometers have
fewer required features and less flexibility, and Type IV
audiometers have even more limitations.

Audiometric Calibration

To ensure that an audiometer is performing in accordance
with the relevant standard, the instrument’s electroacous-
tic characteristics are checked and adjusted as necessary,
usually following a routine procedure. These calibration
activities may be conducted at the manufacturing facility
or an outside laboratory, but are most often accomplished
on site at least annually. Calibration of speakers in a sound
field is typically conducted on site because the unique
acoustic characteristics of a specific field cannot easily be
reproduced in a remote calibration facility.

Calibration of audiometers is routinely checked using
instruments such as oscilloscopes, multimeters, spectro-
meters, and sound-level meters to verify frequency, inten-
sity, and temporal characteristics of the equipment.
Output transducers such as earphones and bone stimula-
tors can be calibrated in two ways: (1) using ‘‘real ear’’
methods, involving individuals or groups of persons free
from ear pathology and who meet other criteria, or (2) using
hard-walled couplers (artificial ears) and pressure trans-
ducers specified by the relevant standard.

Audiometric Standards

Electroacoustic instrumentation for audiometry has been
described in national and international standards written
by scientists and experts designed to introduce uniformity
and facilitate the international exchange of data and test
results. ANSI, ISO, and IEC are recognized bodies that
have developed accepted standards for equipment used in
audiometry and acoustics. Some standards relate to equip-
ment, others to audiometric procedures, and still others to

the environment and conditions in which audiometry
should be conducted (10).

The aim of standards for audiometric equipment and
procedures is to assure precision of equipment functions to
help ensure that test results can be interpreted meaning-
fully and reliably within and between clinics and labora-
tories using different equipment and personnel in various
geographical locations. The results of audiometry often
help to provide a basis for decisions regarding intervention
strategies, such as medical or surgical intervention, refer-
ral for cochlear implantation, hearing aid selection and
fitting, application of assistive listening devices, or selec-
tion of appropriate educational or vocational placement. As
in any measurement scheme, audiometric test results can
be no more precise than the function of the equipment and
the procedures with which those measurements are made.

PURE TONE AUDIOMETRY

Psychophysical Methods

Audiometry may be conducted with a variety of methodol-
ogies depending on the goal of the procedure and subject
variables such as age, mental status, and motivation. For
example, the hearing sensitivity of very young children
may be estimated by assessing the effects of auditory
stimuli presented in a sound field on startle-type reflexes,
level of arousal, and localization. Patients who are devel-
opmentally delayed may be taught with reinforcement to
push a button upon presentation of a test stimulus. Chil-
dren of preschool age may be taught to make a motor
response to auditory test stimuli using play audiometric
techniques.

In conventional audiometry, auditory stimuli are pre-
sented through special insert or supra-aural earphones, or
a bone oscillator worn by the patient. When indicated, a
sound field around the listener may be created by present-
ing stimuli through strategically placed loudspeakers.
Most threshold audiometric tests in school-aged children
and adults can be conducted using one of two psychophy-
sical methods originally developed by Gustav Fechner: (1)
the method of adjustment, or (2) the method of limits (11).
In the method of adjustment, the intensity of an auditory
stimulus is adjusted by the listener according to some
criterion (just audible or just inaudible), usually across a
range of continuously or discretely adjusted frequencies.
Nobel Prize Laureate Georg von Bekesy initially intro-
duced this methodology into the practice of audiometry
in 1947 (12). With this approach, listeners heard sinusoidal
stimuli that changed from lower to higher test frequencies,
and adjusted the intensity of continuous and interrupted
tones from ‘‘just inaudible’’ to ‘‘just audible’’. As shown in
Fig. 2, this methodology yielded information about the
listener’s auditory threshold throughout the test frequency
range. The relationship of threshold tracings for the pulsed
and continuous stimuli added additional information about
the site of lesion causing the hearing loss (13,14).

Later, it was found that the tracing patterns tracked
by hearing-impaired patients at their most comfortable
loudness levels, instead of their threshold levels, yielded
additional useful diagnostic information (15). A myriad of
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Figure 1. Typical diagnostic audiometer.



factors associated with this psychophysical measurement
method, including the age of the listener, learning effects,
and the length of time required to obtain stable test results,
make these methods unsuitable for routine diagnostic
purposes, especially in young children. Nevertheless,
audiometers incorporating this methodology are manufac-
tured to precise specifications (9) and are routinely used in
hearing conservation programs to record the auditory sen-
sitivity of large numbers of employees working in indus-
trial or military settings.

In most clinical situations today, routine threshold
audiometry is conducted using the method of limits. In
this approach, the examiner adjusts the intensity of the
auditory stimuli of various frequencies according to a pre-
determined schema, and the listener responds with a gross
motor act (such as pushing a button or raising a hand)
when the stimulus is detected. Although auditory thresh-
old may be estimated using a variety of procedural variants
(ascending, descending, mixed, adaptive), research has
established (16) that an ascending approach in which tonal
stimuli are presented to the listener from inaudible inten-
sity to a just audible level is a valid and reliable approach
for cooperative and motivated listeners, and the technique
most parsimonious with clinical time and effort. In this
approach, tonal stimuli are presented at intensity levels
below the listener’s threshold of audibility and raised in
increments until a response is obtained. At this point, the
intensity is lowered below the response level and increased
incrementally until a response is obtained. When the
method of limits is used, auditory threshold is typically
defined as the lowest intensity level that elicits a reliable
response from the patient on approximately 50% or more of
these ‘‘ascending’’ trials.

Sound Pathways of the Auditory System

The fundamental anatomy of the ear is depicted in Fig. 3.
Sound enters the auditory mechanism by two main routes,
air conduction and bone conduction. Most speech and other
sounds in the ambient environment enter the ear by air
conduction. The outer ear collects and funnels sound waves
into the ear canal, provides a small amount of amplification

to auditory signals, and conducts sound to the tympanic
membrane (eardrum). Acoustic energy strikes the
tympanic membrane, where it is converted to mechanical
energy in the form of vibrations to be conducted by small
bones across the middle ear space to the inner ear. These
mechanical vibrations are then converted to hydraulic
energy in the fluid-filled inner ear (cochlea). This
hydrodynamic form of energy results in traveling
waves on cochlear membranous tissues. Small sensory hair
cells are triggered by these waves to release neurotrans-
mitters, resulting in the production of neural action poten-
tials that are conducted through the auditory nerve (N.
VIII) via central auditory structures in the brainstem
to the auditory cortex of the brain, where sound is
experienced.

Disorders affecting different sections of the ear depicted
in Fig. 3 produce different types of hearing impairment.
The outer ear, external auditory canal, and ossicles of the
middle ear are collectively considered as the conductive
system of the ear, and disorders affecting these structures
produce a conductive loss of hearing. For example, perfora-
tion of the tympanic membrane, presence of fluid (effusion)
in the middle ear due to infection, and the disarticulation of
one or more bones in the middle ear all produce conductive
hearing loss. This type of hearing loss is characterized by
attenuation of sounds transmitted to the inner ear, and
medical/surgical treatment often fully restores hearing.
In a small percentage of cases, the conductive disorder
may be permanent, but the use of a hearing aid or other
amplification device can deliver an adequate signal to
the inner ear that usually permits excellent auditory
communication.

The inner ear and auditory nerve comprise the sensor-
ineural mechanism of the ear, and a disorder of this
apparatus often results in a permanent sensorineural
hearing loss. Sensorineural disorders impair both per-
ceived sound audibility and sound quality typically because
of impaired frequency selectivity and other effects. Thus, in
sensorineural-type impairments, sounds become difficult
to detect, and they are also unclear, leading to poor
understanding of speech. In some cases, conductive and
sensorineural disorders simultaneously co-exist to produce
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Figure 2. Bekesy audiometric tracing of continuous and
interrupted tones around auditory threshold. Figure 3. Anatomy of the peripheral auditory mechanism.

Adapted from medical illustrations by NIH, Medical Arts &
Photography Branch.



a mixed-type hearing impairment. Listeners with this
disorder experience the effects of conductive and sensor-
ineural deficits in combination.

Finally, the central auditory system begins at the point
the auditory nerve enters the brainstem, and comprises the
central nerve tracts and nuclear centers from the lower
brainstem to the auditory cortex of the brain. Disorders of
the central auditory nervous system produce deficits in the
ability to adequately process auditory signals transmitted
from the outer, middle, and inner ears. The resulting
hearing impairment is characterized not by a loss of sen-
sitivity to sound, but rather difficulties in identifying,
decoding, and analyzing auditory signals, especially in
difficult listening environments with background noise
present. Auditory processing disorders require sophisti-
cated test paradigms to identify and diagnose.

The Audiogram

The results of basic audiometry may be displayed in
numeric form or on a graph called an audiogram, as shown
in Fig. 4. As can be seen, frequency in hertz (Hz) is depicted
on the abscissa, and hearing level (HL) in dB is displayed
on the ordinate. Although the normal human ear can detect
frequencies below 100 Hz and as high as 20,000 Hz, the
audible frequency range most important for human com-
munication lies between 125 and 8000 Hz, and the audio-
gram usually depicts this more restricted range. For
special diagnostic purposes, extended high frequency
audiometers produce stimuli between 8000 and 20,000 Hz,
but specialty audiometers and earphones must be used to
obtain thresholds at these frequencies. A few commercially
available audiometers produce sound pressure levels as
high as 120 dB HL, but such levels are potentially hazar-
dous to the human ear and hearing thresholds poorer than
110 dB do not represent ‘‘useful’’ hearing for purposes of
communication.

The dashed line across the audiogram in Fig. 4 at 25 dB
HL represents a common depiction of the boundary
between normal hearing levels and the region of hearing
loss (below the line) in adults. The recorded findings on
this audiogram represent normal test results from an
individual with no measurable loss of hearing sensitivity.

Figure 5 displays test results for a listener with a middle
ear disorder in both ears and a bilateral conductive loss of
hearing, which is moderate in degree, and similar in each
ear. Bone conduction responses for the two ears are within
normal limits (between 0 and 25 dB HL), suggesting nor-
mal sensitivity of the inner ear and auditory nerve, while
air conduction thresholds are depressed below normal,
suggesting obstruction of the air conduction pathway to
the inner ear. Thus, conductive hearing losses are char-
acterized on the audiogram by normal bone conduction
responses and depressed air conduction responses. In
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Figure 4. Graphic audiogram for a normal hearing listener. Bone
conduction, right ear ¼ <; Bone conduction, left ear ¼ >; Air
conduction, right ear ¼ O; Air conduction, left ear ¼ X.
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Figure 5. Graphic audiogram for a listener with conductive
hearing loss. Bone conduction, right ear ¼ [; Bone conduction,
left ear ¼ ]; Air conduction, right ear ¼ O; Air conduction, left
ear ¼ X.
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Figure 6. Graphic audiogram. Bone conduction, right ear ¼
<; Bone conduction, left ear ¼ >; Air conduction, right ear ¼ O;
Air conduction, left ear ¼ X.



sensorineural-type hearing losses, air conduction and bone
conduction responses in each ear are equally depressed on
the audiogram. Figure 6 shows a high frequency loss of
hearing in both ears, falling in pattern and sensorineural
in type. Air and bone conduction hearing sensitivity is
similar in both ears, suggesting that the cause of the
hearing loss is not in the conductive mechanism (outer
and middle ears).

The audiogram shown in Fig. 7 depicts a mixed-type loss
of hearing in both ears. The gap between air and bone
conduction thresholds in the two ears at the lower frequen-
cies suggests a conductive disorder affecting the outer or
middle ears. However, at frequencies above 500 Hz, hear-
ing sensitivity via both air and bone conduction pathways
in the two ears is nearly identical, which points to a
disorder affecting the inner ear or auditory nerve.

In summary, an audiogram displays the results of basic
audiometry in a stylized ‘‘shorthand’’, so that the hearing
impairment can be readily characterized according to type
of loss, degree of deficit, configuration (shape) of loss, and
the degree of symmetry between the two ears. Such find-
ings constitute the basis for first-order description of a
listener’s hearing sensitivity across the audible frequency
range and provide important clues about the cause of
hearing loss, the effects of the impairment on auditory
communication ability, and the prognosis for treatment
and rehabilitation.

SPEECH AUDIOMETRY

The first attempts to categorize hearing impairment on the
basis of tests using speech stimuli were made in the early
1800s, when sounds were ranked according to their inten-
sity and used to estimate the degree of hearing loss (17).
Throughout the 1800s, refinements were introduced in

methodologies for using speech stimuli to evaluate hearing.
These improvements included the control of word intensi-
ties by varying distance between speaker and listener, the
introduction of whispered speech to reduce differences in
audibility between words, recording speech stimuli on the
phonograph devised by Edison in 1877, and standardizing
words lists in English and other languages (17). Most of the
early research on speech perception focused on the sensi-
tivity of the auditory system to speech, but progress in this
area accelerated in the early 1900s because of work at the
Bell Telephone Laboratories centered on the discrimina-
tion of speech sounds from each other. This emphasis led to
the development of modern materials for assessing speech
recognition at the Harvard Psychoacoustic Laboratories
(18), which have been refined and augmented since that
time.

Although pure tone audiometry provides important
information about hearing sensitivity, as well as the
degree, configuration, and type of hearing loss in each
ear, it provides little information about a listener’s audi-
tory communication status and the ability to hear and
understand speech in quiet as well as difficult listening
situations. Attempts to predict speech recognition ability
from the pure tone audiogram, even with normal hearing
listeners, have met with only partial success, and the task
is particularly complicated when listeners have a hearing
impairment.

Instrumentation

Speech audiometry is conducted in the ‘‘speech mode’’
setting of a clinical audiometer. Speech stimuli are pre-
sented through the same types of transducers as those used
for pure tone audiometry. Live speech stimuli via micro-
phone and monitored with a VU meter can be used for
speech audiometry, or recorded speech materials can be
presented by CD or tape and routed through the audio-
meter to either one ear or both ears simultaneously by
earphone or loudspeaker. Recorded speech materials typi-
cally include a calibration tone, and the input level is
adjusted for individual recordings to a specified intensity
level. Many different speech audiometric tests have been
developed, and most currently in use are available in
recorded form. Monitored live-voice presentation enables
greater flexibility, but recorded speech materials enhance
consistency across test conditions and avoid performance
differences related to talker speech and vocal eccentricities.

In general, speech audiometry is conducted with the
examiner in one room and the listener in another. With this
arrangement, the examiner is able to observe the listener
and maintain easy communication through microphones in
both rooms, but the speech stimuli can be presented under
carefully controlled conditions.

Speech Recognition Threshold

Speech recognition threshold (SRT) testing typically
entails presentation of spondees (two-syllable, compound
words), spoken with equal stress on each syllable (e.g.,
baseball, toothbrush, airplane). The use of these words for
audiometric purposes has been investigated extensively,
especially with respect to similarity in audibility (19).
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Figure 7. Graphic audiogram for a listener with mixed hearing
loss. Masked bone conduction, right ear ¼ [; Masked bone
conduction, left ear ¼ ]; Unmasked bone conduction, right
ear ¼ <; Unmaksked bone conduction, left ear ¼ >; Air
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Audiologists now generally select stimulus words from a
list of commonly accepted spondees, and the words are
presented at varying intensities using protocols similar
to those used for pure tone audiometry. The speech
recognition threshold (SRT) is the lowest intensity level
at which the patient correctly responds to (repeats, writes
down, points to) approximately 50% of the words, with the
goal of determining the threshold of hearing for speech.
The relationship between thresholds for speech and pure
tone was identified in the early part of the twentieth
century (20) and later described in detail (21,22). For
purposes of clinical speech audiometry, speech recogni-
tion thresholds are expected to be within 	 6 dB of the
average of the patient’s pure tone air conduction thresh-
olds at 500, 1000, and 2000. However, if the pure tone
air conduction thresholds slope steeply, the speech
recognition threshold is expected to agree with the average
of the two best pure tone thresholds in the range of
500–2000 Hz.

The expected agreement between pure tone thresholds
and speech recognition thresholds enables audiologists to
use the SRT as a cross-check of pure tone air conduction
threshold values. Disagreement between SRTs and pure
tone threshold averages occurs for a variety of reasons. For
example, poor agreement may exist between pure tone
thresholds and SRTs in each ear if the patient misunder-
stands instructions regarding the test procedure for pure
tone audiometry, or if the patient attempts to deceive the
audiologist regarding actual hearing sensitivity.

SRTs can also be used to estimate/predict pure tone air
conduction thresholds in the so-called speech frequency
range of 500–2000 Hz in patients who are difficult to
test with pure tones. Young children, for example, may
reliably repeat or point to pictures of spondees (baseball,
toothbrush) while exhibiting inconsistent responses to
more abstract pure tones. Speech recognition thresholds
have also been used as a basis for predetermining the
presentation level for suprathreshold speech stimuli.

Speech Detection Threshold

Whereas the SRT represents the least intensity at which
50% of the speech stimuli presented to the listener can be
recognized, the Speech Detection Threshold (SDT), some-
times called the Speech Awareness Threshold (SAT), repre-
sents the lowest intensity at which the patient exhibits an
awareness of the presence of speech stimuli. If thresholds
for spondaic words cannot be established, because of lan-
guage impairment or other limitations such as young age
or inability to speak because of injury, the SDT may
represent a useful estimate of the level at which the patient
indicates awareness of the presence of speech. In this type
of speech threshold testing, the patient is not required to
repeat the speech stimulus, which may be just a simple
word or nonsense sound, but, instead, the patient simply
responds with a hand movement or other gesture to indi-
cate that a sound was detected. The SDT is obtained with
protocols similar to those used for speech recognition mea-
surement, and it is expected to be approximately 7–9 dB
less intense than the value that would be obtained for the
SRT (23,24).

Suprathreshold Speech Audiometry

In suprathreshold speech audiometry, speech stimuli (live-
voice or recorded) are presented at levels well above the
speech threshold in order to assess the listener’s ability to
understand speech. Depending on the purpose of the eva-
luation, the stimuli may be presented in quiet or in the
presence of noise (e.g., speech babble, speech-spectrum
noise), and the stimuli may be single nonsense syllables,
monosyllabic words, nonsense sentences, or sentences. For
some purposes, the stimuli are intentionally degraded by
filtering or mixing them with noise, and depending on the
purpose of suprathreshold evaluation, stimuli may be pre-
sented to one ear only (monaurally) or to both ears (binau-
rally). When stimuli are presented binaurally (both ears
simultaneously), they may be identical (diotic) or different
(dichotic). Stimuli may be presented at a specified level
greater than speech recognition threshold or at varying
intensity levels to establish a performance-intensity func-
tion. In suprathreshold testing, patient performance is
often characterized in terms of percent correct, and stan-
dardized norms are used to interpret results.

Purposes for assessment of speech understanding
include assessing auditory communication impairment,
evaluating effectiveness of a hearing aid fitting, facilitating
a comparison between hearing aids, and detecting possible
VIIIth nerve or central auditory processing disorder.
Suprathreshold stimuli may also be used to determine
most comfortable and uncomfortable listening levels for
purposes related to hearing aid fitting.

ELECTROPHYSIOLOGIC AUDIOMETRY

Auditory Evoked Potentials—Introduction

The electrophysiological response of the auditory system is
often used by audiologists to evaluate auditory function.
The techniques are derived from electroencephalography
(EEG), which is the measurement of ongoing neural activ-
ity and has long been used to monitor brain function. The
EEG can be recorded with surface electrodes attached to
the scalp and connected to instrumentation that amplifies
and records neural activity. Embedded in ongoing EEG
activity is the brain’s specific response to sensory stimula-
tion. Auditory nervous system responses can be intention-
ally evoked with an auditory stimulus (such as an acoustic
click) presented via an earphone (or other transducer)
coupled to the ear. Neural responses that are time-linked
to the stimulus can be recorded and differentiated from
background EEG activity and other electrical noise sources
(e.g., muscle artifact, 60 Hz electrical line noise).

Auditory Evoked Potentials—Clinical Applications

Auditory evoked response recording is an important tool
for estimation of auditory sensitivity, particularly when
conventional audiometry cannot be used. Evoked audi-
tory potentials are also used routinely to assess the
integrity of the auditory system (e.g., in tumor detection,
auditoryprocessingassessment, intra-operativemonitoring),
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but the following discussion will focus on threshold
estimation/prediction.

Auditory evoked responses are used in place of conven-
tional audiometry primarily in (1) infant hearing screening
and assessment, (2) auditory evaluation of noncooperative
children and adults, and (3) threshold estimation for people
whose neurological status precludes use of conventional
techniques. Although evoked potentials are not true mea-
sures of hearing, evoked potentials can be used in conjunc-
tion with other tests and information to estimate or predict
hearing sensitivity. The capacity to make such estimates
has important implications for early identification and
rehabilitation of hearing impairment in newborns and
young children, provision of auditory rehabilitation to
people who have neurological problems, and even evalua-
tion of nonorganic hearing impairment.

Historical Perspective

Early work indicated that ongoing EEG activity can be
modified by sensory input (25). In order for a response
specific to sensory stimulation to be observed, however, it
was necessary to develop techniques to extract the sensory
response from the ongoing EEG voltages. One important
extraction technique that was developed involved algebraic
summation (often called averaging) of responses that are
linked in time to the sensory stimulus (26). When a bio-
electric potential that is time-locked to a stimulus is
recorded repeatedly and added to itself, the amplitude of
the observed response will gradually increase with each
stimulus repetition. In contrast, as EEG voltages during
the same recording period are random, EEG voltages,
when repeatedly summed, will gradually diminish or aver-
age out. Signal averaging was a critical advancement
toward the clinical use of auditory evoked potentials. Other
developments followed, and clinical applications of audi-
tory potentials have now been investigated extensively.
Measurement and assessment of evoked potentials are
currently standard components of audiological practice.

Instrumentation

Many systems for recording auditory evoked potentials are
now commercially available and are used widely. Compo-
nents of the recording equipment typically include a sti-
mulus generator capable of generating a variety of stimuli
(e.g., clicks, tone bursts, tones), an attenuator, transducers
for stimulus presentation (e.g., insert earphones, standard
earphones, bone oscillator), surface electrodes, a differen-
tial amplifier, amplifier, filters, analog-to-digital converter,
a signal averaging computer, data storage, display monitor,
and printer. A simplified schematic diagram of a typical
instrument is shown in Fig. 8.

In preparation for a typical single-channel recording,
three electrodes are placed on the scalp. The electrodes
often are called noninverting, inverting, and ground, but
other terminology may be used (e.g., positive/negative or
active/passive). A typical electrode montage is shown in
Fig. 8, but electrode placements may vary depending on
the potentials being recorded and the judgment of the
clinician. Unwanted electrical or physiologic noise that
may distort or obscure features of the response is reduced

by the use of differential amplifiers with high common
mode rejection ratios and filters. It is important to note
that electrode placement, stimulus polarity, stimulus pre-
sentation rate, number of signal presentations, signal
repetition rate, filter characteristics, stimulus character-
istics, and sampling rate during analog-to-digital conver-
sion all affect the recording, and so must be controlled by
the clinician.

Classification of Evoked Auditory Potentials

After the onset of an auditory stimulus, neural activity in
the form of a sequence of waveforms can be recorded. The
amount of time between the onset of the stimulus and the
occurrence of a designated peak or trough in the waveform
is called the latency. The latency of some auditory evoked
potentials can be as short as a few thousandths of a second,
and other latencies can be 400 ms or longer. Auditory
evoked potentials are often classified on the basis of their
latencies. For example, a system of classification can divide
the auditory evoked potentials into ‘‘early’’ [< 15 ms (e.g.,
electrocochleogram and auditory brainstem response)],
‘‘middle’’ [15–80 ms (e.g., Pa, Nb, and Pb)], and ‘‘late’’
[> 80 ms (e.g., P300)] categories. Various classification
systems based on latencies have been described, and other
forms of classification systems based on the neural sites
presumed to be generating the potentials (e.g., brainstem,
cortex) are also sometimes used.

It is important to note that recording most bioelectric
potentials requires only passive cooperation from the
patient, but for some electrical potentials originating in
the cortex of the brain, patients must provide active,
cognitive participation. In addition, certain potentials
are affected by level of consciousness. These factors, com-
bined with the purpose of the evaluation, are important in
the selection of the waveforms to be recorded.

Auditory Threshold Estimation/Prediction with AEPs

Auditory threshold estimations/predictions have been
made on the basis of early, middle, and late potentials,
but the evoked potentials most widely used for this purpose
are those recorded within the first 10–15 ms after stimulus
onset, particularly the so-called auditory brainstem
response (ABR). An ABR evoked by a click consists of 5–
7 peaks that normally appear in this time frame (27–29).
Typical responses are shown in Fig. 9. The figure depicts
three complete ABRs, and each represents the algebraic
average of 2048 responses to a train of acoustic transient
stimuli. The ABR is said to be time-locked such that each of
the prominent peaks occurs in the normal listener at
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Figure 8. Simple block diagram of an auditory evoked response
audiometry system.



predictable time periods after stimulation. Reliability
is a hallmark of the ABR, and helps assure the audiologist
that a valid estimation of conduction time through
auditory brainstem structures has been made. A brief,
gated, square-wave signal (click) stimulus is often used
to generate the response, and stimulus intensity is reduced
until the amplitude of the most robust peak (Wave V) is
indistinguishable from the baseline voltage.

The response amplitude and latency (which lengthens
as stimulus intensity decreases) are used to estimate
behavioral auditory thresholds. In some equipment
arrangements, computer software is used to statistically
analyze the potentials for threshold determination pur-
poses. ABR thresholds obtained with click stimuli correlate
highly with behavioral thresholds at 2000–4000 Hz when
hearing sensitivity ranges from normal to the severe range
hearing impairment. Click stimuli are commonly used in
clinical situations because their transient characteristics
can excite many neurons synchronously, and thus a large
amplitude response is evoked. However, variability limits
the usefulness of click-evoked thresholds for prediction/
estimation of auditory sensitivity of any particular patient
(30), and the frequency specificity desired for audiometric
purposes may not be obtained. As a result, gated tone
bursts of differing frequencies are often used to estimate
hearing sensitivity across the frequency range. These
tonal stimuli can be embedded in bursts of noise to sharpen
the frequency sensitivity and specificity of the test
procedure.

In recent years, another evoked potential technique
similar to the ABR has been developed to improve fre-
quency specificity in threshold estimation while maintain-
ing good neural synchronization. This technique, the
auditory steady-state response (ASSR), uses rapidly
(amplitude or frequency) modulated pure tone carrier sti-
muli (see Fig. 10). Evidence suggests that the ASSR is
particularly useful when hearing sensitivity is severely
impaired because high intensity stimuli can be used

(31). Research on the ASSR is ongoing, and this technique
currently is considered to be a complement to click and
tonal ABR in threshold estimation/prediction.

ACOUSTIC IMMITTANCE MEASUREMENT

Introduction

One procedure that helps audiologists interpret the results
of conventional audiometry and other audiological tests is a
measure of the ease with which energy can flow through
the ear. Heaviside (1850–1925) coined the term impedance,
as applied to electrical circuitry, and these principles were
later applied in the United States during 1920s to acous-
tical systems (32). Mechanical impedance-measuring
devices were initially designed for laboratory use, but
electroacoustic measuring instruments were introduced
for clinical use in the late 1950s (33). As acoustic impedance
is difficult and expensive to measure accurately, measur-
ing instruments using units of acoustic admittance are now
widely used. The term used to describe measures incorpor-
ating the principles of both acoustic impedance and its
reciprocal (acoustic admittance) is acoustic immittance.
Modern instrumentation permits an estimate of ear canal
and middle ear acoustic immittance (including resistive
and reactive components).

Instrumentation

Commonly available immittance measuring devices (see
Fig. 11) employ a probe-tone delivered to the tympanic
membrane through the external ear canal. Sinusoids of
differing frequencies are presented through a tube encased
in a soft probe fitted snugly in the ear canal. The probe also
contains a microphone and tubing connected to an air
pump so that air pressure in the external ear canal can
be varied from � 400 to þ 400 mmH2O.

Immittance devices also typically have a signal genera-
tor and transducers that can be used to deliver high
intensity tones at various frequencies for the purpose of
acoustic reflex testing. The American National Standards
Institute (ANSI) has published a standard (S3.39-1987) for
immittance instruments (34).

Immittance Measurement Procedures

As mentioned earlier in this chapter, the middle ear trans-
duces acoustic energy into mechanical form. The transfer
function of the middle ear can be estimated by measuring
acoustic immittance at the plane of the tympanic mem-
brane. These measures are often considered (in conjunction
with the results of other audiological tests) in determining
the site of lesion of an auditory disorder.

Static Acoustic Immittance

The acoustic immittance of the middle ear system is
usually estimated by subtracting the acoustic immittance
of the ear canal. This value is termed the compensated
static acoustic immittance and is measured in acoustic
mhos (reciprocal of acoustic ohms). The peak compensated
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static acoustic immittance is obtained by adjusting the air
pressure in the external ear canal so that a peak in the
tympanogram exists. The magnitude of this peak, relative
to the uncompensated immittance value, is clinically
useful, because it can be compared with norms (e.g., 0.3
to 1.6 mmho) to determine the presence of middle ear
pathology. It is important to note that at ear canal pres-
sures of þ 200 daPa or more, the sound pressure level
(SPL) in the ear canal is directly related to the volume
of air in the external ear canal, because the contribution of
the middle ear system is insignificant at that pressure. A
measure of the external ear canal volume is a valuable
measure that can be used to detect tympanic membrane
perforations otherwise difficult to detect visually. That is, a
large ear canal volume (i.e., a value considerably greater
than 1.5 mL) indicates a measurement of both the external
ear canal and the middle ear as a result of a perforation in
the tympanic membrane.

Dynamic Acoustic Immittance (Tympanometry)

The sound pressure of the probe-tone directed at the ear-
drum is maintained at a constant level and the volume
velocity is measured by the instrumentation while positive
and negative air pressure changes are induced in the
external ear canal.

The procedure is called tympanometry and the resulting
changes in immittance are recorded graphically as a tym-
panogram. A typical tracing is seen in Fig. 12.

Admittance is at its maximum when the pressures on
both sides of the tympanic membrane are equal. Sound
transmission decreases when pressure in the ear canal is
greater or less than the pressure at which maximum
admittance occurs. As a result, in a normal ear, the shape
of the tympanogram has a characteristic peaked shape (see
Fig. 13) with the peak of admittance occurring at an air
pressure of 0 decapascals (daPa).

Tympanograms are sometimes classified according to
shape (Fig. 13) (35).

The Type A tympanogram shown in Fig. 13, so-called
because of it’s resemblance to the letter ‘‘A’’, is seen in
normal ears. When middle ear effusion is present, the fluid
contributes to a decrease in admittance, regardless of the
changes of pressure in the external ear canal. As a result, a
characteristically flat or slightly rounded Type B tympano-
gram is typical. When the Eustachian tube malfunctions,
the pressure in the middle ear can become negative relative
to the air pressure in the external auditory canal. As energy
flow through the ear is maximal when the pressure differ-
ential across the tympanic membrane is zero, tympanome-
try reveals maximum admittance when the pressure being
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varied in the external ear canal matches the negative
pressure in the middle ear. At that pressure, the peak
admittance will be normal but will occur at an abnormal
negative pressure value. This tympanogram type is termed
a Type C. It is important to note that variations exist of the
type A tympanogram associated with specific pathophysiol-
ogy affecting the middle ear. For example, if the middle ear
is unusually stiffened by ear disease, the height of the peak
may be reduced (Type As). Similarly, if middle ear pathology
such as a break in the ossicular chain occurs, the energy flow
may be enhanced, which is reflected in the Type Ad tympa-
nogram depicted in Fig. 13.

Multifrequency Tympanometry

Under certain circumstances, particularly during middle
ear testing of newborns and in certain stages of effusion in
the middle ear, responses to the 226 Hz probe-tone typi-
cally used in tympanometry may fail to reveal immittance
changes caused by disorders of the middle ear. In these
circumstances, tympanometry with probe-tone frequen-
cies above 226 Hz may be very useful in the detection of
middle ear dysfunction. With probe-tone frequencies
above 226 Hz, tympanometric shapes are more complex.
More specifically, multifrequency tympanometric tracings
normally progress through an expected sequence of
shapes as probe frequency increases (36), and deviations
from the expected progression are associated with certain
pathologies.

Acoustic Reflex Measurement

In humans, a sufficiently intense sound causes a reflexive
contraction of the middle ear muscles in both ears, acous-
tically stiffening the middle ear systems in each ear, called
the acoustic reflex and is a useful tool in the audiometric
test battery. When the reflex occurs, energy flow through
both middle ears is reduced, and the resulting change in
immittance can be detected in the probe ear by an
immittance measuring device. Intense tones can be intro-
duced to the probe ear (ipsilateral stimulation) or by ear-
phone to the ear opposite the probe ear (contralateral
stimulation).

One acoustic reflex measure is the minimum sound
intensity necessary to elicit the reflex. The minimum sound
pressure level necessary to elicit the reflex is called the
acoustic reflex threshold. Acoustic reflex thresholds that
are from 70 to 100 dBHL are generally considered to be in
the normal range when pure tone stimuli are used. In
general, the acoustic reflex thresholds in response to broad-
band noise stimuli tend to be lower than those for pure
tones. Reduced or elevated thresholds, as well as unusual
acoustic reflex patterns, are used by audiologists to localize
the site of lesion and as one method of predicting auditory
sensitivity.

OTOACOUSTIC EMISSIONS

When sound is introduced to the ear, the ear not only is
stimulated by sound, it can also generate sounds that can
be detected in the ear canal. The generated sounds, so-

called otoacoustic emissions, have become the basis for the
development of another tool that audiologists can use to
assess the auditory system. In the following section, otoa-
coustic emissions will be described, and their relationship
to conventional audiometry will be discussed.

Otoacoustic Emissions—Historical Perspective

Until relatively recently, the cochlea was viewed as a
structure that converted mechanical energy from the mid-
dle ear into neural impulses that could be transmitted to
and used by the auditory nervous system. This conceptual
role of the cochlea was supported by the work on human
cadavers of Georg von Bekesy during the early and middle
1900s, and summarized in 1960 (37). In Nobel Prize-
winning research, von Bekesy developed theories to
account for the auditory system’s remarkable frequency
sensitivity, and his views were widely accepted. However, a
different view of the cochlea was proposed by one of von
Bekesy’s contemporaries, Thomas Gold, who suggested
that processing in the cochlea includes an active process,
a mechanical resonator (38). This view, although useful in
explaining cochlear frequency selectivity, was not widely
embraced at the time it was proposed.

In later years, evidence in support of Gold’s idea of
active processing in the cochlea accumulated. Particularly
significant were direct observations of outer hair cell moti-
lity (39). In addition, observed differences in inner hair cell
and outer hair cell innervation such as direct efferent
innervation of outer but not inner hair cells (40) suggested
functional differences in the two cell types. Most relevant
to the present discussion were reports of the sounds that
were recorded in the ear canal (41) and attributed to a
mechanical process occurring in the cochlea, which are now
known as otoacoustic emissions.

Otoacoustic Emissions—Description

Initially, otoacoustic emissions (OAEs) were thought to
originate from a single mechanism, and emissions were
classified on the basis of the stimulus conditions under
which they were observed. For example, spontaneous otoa-
coustic emissions (SOAEs) are sounds that occur sponta-
neously without stimulation of the hearing mechanism.
Two categories of otoacoustic emissions that are most
widely used clinically by audiologists are (1) transient
otoacoustic emissions (TOAEs), which are elicited by a
brief stimulus such as an acoustic click or a tone burst,
and (2) distortion product otoacoustic emissions (DPOAEs),
which are elicited by two tones (called primaries) that are
similar, but not identical, in frequency. A third category of
otoacoustic emissions that may prove helpful to audiolo-
gists in the future is the stimulus frequency otoacoustic
emission (SFOAE), which is elicited with a pure tone.
Currently, SFOAEs are used by researchers studying
cochlear function, but they are not used widely in clinical
settings.

Recent research indicates that, contrary to initial think-
ing, otoacoustic emissions are generated by at least two
mechanisms, and a separate classification system has been
proposed to reflect improved understanding of the physical
basis of the emissions. Specifically, it is believed that the
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mechanisms that give rise to evoked otoacoustic emissions
include (1) a nonlinear distortion source mechanism and
(2) a reflection source that involves energy reflected from
irregularities within the cochlea such as variations in the
number of outer hair cell motor proteins or spatial varia-
tions in the number and geometry of hair cell distribution
(42). Emissions currently recorded in the ear canal for
clinical purposes are thought to be mixtures of sounds
generated by these two mechanisms.

Instrumentation

Improved understanding of the mechanisms that generate
otoacoustic emissions may lead to new instrumentation
that can ‘‘unmix’’ evoked emissions. Currently, commer-
cially available clinical equipment records ‘‘mixed’’ emis-
sions and includes a probe placed in the external ear canal
that both delivers stimuli (i.e., pairs of primary tonal
stimuli across a broad range of frequencies, clicks or
tone-bursts) and records resulting acoustic signals in the
ear canal. The microphone in the probe equipment is used
in (1) the verification of probe fit, (2) monitoring probe
status (e.g., for cerumen occlusion), (3) measuring noise
levels, (4) verifying stimulus characteristics, and (5) detect-
ing emissions. Otoacoustic measurement recording entails
use of probe tips of various sizes to seal the probe in the
external ear canal and hardware/software that control
stimulus parameters and protocols for stimulus presenta-
tion. The computer equipment performs averaging of
responses time-locked to stimulus presentation, noise mea-
surement, artifact rejection, data storage, and so on, and
can provide stored normative data and generate printable
reports. An example of a typical DPOAE data display is
shown in Fig. 14.

It is important to note that outer or middle ear pathol-
ogy can interfere with transmission of emissions from the
cochlea to the ear canal, and thus the external ear canal
and middle ear status are important factors in data inter-
pretation. Also, although otoacoustic emissions ordinarily
are not difficult to record and interpret, uncooperative

patient behavior and high noise levels can hamper or even
preclude measurement of accurate responses.

Otoacoustic Emissions—Clinical Applications

Measurement of otoacoustic emissions is used routinely as
a test battery component of audiometric evaluations in
children and adults, and it is particularly useful for mon-
itoring cochlear function (e.g., in cases of noise exposure
and during exposure to ototoxic medication) as well as
differentiating cochlear from neural pathology. Currently,
otoacoustic emission evaluation is also useful, either alone
or in combination with evoked potential recording, in new-
born hearing screening. In addition, OAE assessment is
sometimes used in preschool and school-age hearing
screening, as well as with patients who may be unwilling
to cooperate during audiometry.

Otoacoustic Emissions and Audiometric Threshold
Prediction/Estimation

Audiologists do not use otoacoustic emissions as a measure
of ‘‘hearing’’ because OAEs constitute an index of cell
activity in the inner ear, not ‘‘hearing.’’ Research suggests,
however, that otoacoustic emissions may become an impor-
tant indicator for predicting/estimating auditory thresh-
olds when conventional audiometry cannot be conducted
(42).

Many sources of variability exist that affect DPOAE use
in audiometric threshold prediction/estimation, including
variability with respect to etiology of the hearing loss, age,
gender, and uncertainty regarding locations of DPOAE
generation and their relationship to audiometric test fre-
quencies. Individual DPOAE amplitude variation, intra-
and inter-subject variations occurring at different frequen-
cies and at different stimulus levels, and the mixing of
emissions from at least two different regions of the cochlea
(as described above) can reduce frequency selectivity and
specificity in DPOAE measurement.

It has been suggested that developing methods to
‘‘unmix’’ the emissions associated with different generators
(e.g., through the use of suppressor tones to reduce or
eliminate one source component or with the use of Fourier
analysis to analyze the emissions) may reduce variability
and improve specificity in threshold prediction/estimation
and determination of etiology (41). It is likely that future
commercial otoacoustic measurement instruments will
enable the user to differentiate distortion source emissions
from reflection source emissions and that this improvement
will lead to more widespread use of otoacoustic emissions in
audiometric threshold estimation and prediction.
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INTRODUCTION

Most surgical specialties have been revolutionized by the
introduction of implantable devices. These advances have
been founded, in large part, on biomaterials science and
engineering. One of the critical determinants of the per-
formance of the device relates to its compatibility with the
structure and function of the tissue or organ (a structure
comprised of two or more tissues) in which it is implanted.
Moreover, the tissue response to the implant should not
impede the required function of the device. This article will
deal with the response to biomaterials implanted into solid
tissues. Biocompatibility issues related to blood-contacting
applications will be outside the scope of this discussion.

Implantation of the device requires the production of a
surgical wound, and in this respect the tissue response to
the implant may be looked upon as the modification of the
wound healing response by the very presence of the
implant. In vascularized tissues, the creation of a surgical
wound elicits an inflammatory process that can be consid-
ered part of the natural course of healing. The end result of
the healing process is tissue similar to that naturally
occurring at the site (the process of ‘‘regeneration’’) or scar
tissue (the process of ‘‘repair’’), which in many tissues and
organs comprises fibrous tissue. Infectious organisms (viz.,
bacteria) when present serve as a persistent injurious
agent that prolongs and can further incite the inflamma-
tory process, not only jeopardizing the performance of the
implant, but threatening the life of the individual. The
principles of biocompatibility including the mechanisms
underlying inflammatory and infectious processes apply
regardless of the type of material of fabrication of the
implant. There are, however, features of the biomaterials
that can affect certain aspects of these processes. It can

therefore be instructive to also consider issues of biocom-
patibility in the context of the various classes of materials:
metals, ceramics, and polymers.

CLASSES OF MATERIALS

The term ‘‘biomaterials’’ generally refers to synthetic mate-
rials and treated natural materials that are employed for
the fabrication of implantable devices that are to replace or
augment tissue or organ function. An understanding of the
chemical makeup of biomaterials can provide insights into
their biocompatibility for selected applications. Generally,
biomaterials may be considered ‘‘inert’’ or ‘‘reactive’’ with
the biological milieu. In the latter case, the reactivity could
relate to the release of moieties or the adsorption of biolo-
gical molecules. Inert materials may also release small
amounts of ions and molecules or nonspecifically bind
biomolecules. The feature that distinguishes inert from
reactive biomaterials is the degree to which the interac-
tions of the implant with the biological environment affects
the tissue response and device performance. Those materi-
als designed to effect specific tissue responses through
their reactivity may also be referred to as ‘‘bioactive’’.

This article provides a brief description of materials
used for the fabrication of implantable devices relative to
issues related to biocompatibility. A more comprehensive
discussion of biomaterials can be found elsewhere in this
encyclopedia.

Metals

In metals, closely packed arrays of positively charged
atoms are held together in a loosely associated ‘‘cloud’’ of
free electrons. The essential features of the metallic bond
are that it is nondirectional and the electrons are freely
mobile. The metals most often used for the fabrication of
implantable devices are stainless steel, cobalt–chromium
alloys, and titanium and titanium alloy. The specific mem-
bers of these families used as biomaterials are usually
identified by a designation provided by the American
Society for Testing and Materials (ASTM). Metallic mate-
rials have certain properties that make them ideal for load-
bearing applications; in particular, they can maintain very
high strength under the aggressive aqueous environment
in the body.

The biocompatibility of the implantable metallic mate-
rials is related to their corrosion resistance, in that they
can generally be considered as inert. While they release
detectable levels of metal ions (1,2), these ions have not yet
been found to significantly affect tissue or organ function or
cause pathological changes. One conundrum related to
biomaterials is that while the ions released from certain
metallic devices are known to be carcinogenic when admi-
nistered to certain animals models (3,4) and when encoun-
tered by humans in certain circumstances (1), there have
not yet been definitive studies relating the incidence of
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various cancers to the ions released by metallic implants
(see later section).

The following sections provide a brief description of
three metal systems most frequently used for the fabrica-
tion of implantable devices.

Stainless Steels. The stainless steels, like all steels, are
iron-based alloys. Chromium is added to improve the cor-
rosion resistance through the formation of a chromium-
oxide surface layer; at least 17% chromium is required for
the term ‘‘stainless’’ to be used. Carbon and nickel are
employed as alloying elements to increase strength. The
most common type of stainless steel used for implants is
316L (American Iron and Steel Institute designation;
ASTM F-138), containing 17–19% chromium, 13–15.5%
nickel, and <0.03% carbon. Despite their very good corro-
sion resistance, stainless steels are subject to several types
of corrosion processes, including crevice, pitting, intergra-
nular, and stress corrosion. These processes can profoundly
degrade the mechanical strength of the alloy and can lead
to the elevated release of metallic ions into the surrounding
tissue with undesirable biological consequences.

Alloying with chromium generates a protective, self-
regenerating oxide film that resists perforation, has a high
degree of electrical resistivity, and, thus, provides a major
protection against corrosion; formation of the chromium
oxide ‘‘passivation’’ layer is facilitated by immersion of the
alloy in a strong nitric acid solution. The nickel imparts
more corrosion resistance and ease of fabrication. The
molybdenum addition provides resistance to pitting corro-
sion. Other alloying elements facilitate manufacturing
processes.

Cobalt–Chromium Alloys. Surgical cobalt–chromium
alloy is a cobalt-based system with chromium added for
increased corrosion resistance. Its composition contains
27–30% chromium and 5–7% molybdenum. Tungsten is
added to the wrought alloy to enhance ductility. As with
stainless steels, the chromium content of this alloy gen-
erates a highly resistive passive film that contributes sub-
stantially to corrosion resistance. The Co–Cr Mo (F-75)
alloy has superior corrosion resistance to the F-138 stain-
less steel, particularly in crevice corrosion. There is an
extensive, decades-long history of biocompatibility in
human implantation. The Co–Cr Mo devices are currently
produced by a process referred to as hot isostatic pressing
that results in parts with more favorable strength char-
acteristics than results from casting processes. The Co–Cr
Tn–Ni Alloy (ASTM F90) is very different from the F-75
alloy with which it is often confused. Parts can be fabri-
cated from this alloy by hot forging and cold drawing; it is
not used in the cast form. In clinical practice, F90 is used to
make wire and internal fixation devices (e.g., plates, intra-
medullary rods, and screws).

Unalloyed Titanium (ASTM F-67) and Titanium Alloy
(ASTM F-136). Titanium and its alloy with 6% aluminum
and 4% vanadium, Ti-6A1-4V, are used for their excellent
corrosion resistance and their modulus of elasticity that is
approximately one-half that of stainless steel and cobalt–
chromium alloys. This lower modulus results in devices

with lower stiffness that may be advantageous in certain
applications such as implants in bone as they will result in
less stress-shielding of bone. The alloy of titanium has
much better material properties than the pure titanium.
Problems with titanium are its severe notch sensitivity and
poor wear resistance.

Titanium and its alloys are of particular interest for
biomedical applications due to their outstanding biocom-
patibility. In general, their corrosion resistance signifi-
cantly exceeds that of the stainless steels and the
cobalt–chromium alloys. In saline solutions near neutral
pH, the corrosion rate is extremely small, and there is no
evidence of pitting, intergranular, or crevice corrosion.
Unalloyed titanium is used less frequently than the alloy
for the fabrication of implants. It is, however, available in
various configurations, such as plain wire for manufactur-
ing purposes. In addition, it is used to produce porous
coatings for certain designs of total joint replacement
prostheses.

ASTM F-136 specifies a titanium alloy with a content of
5.5–6.5% Al, 3.5–4.5% V, 0.25% Fe (maximum), 0.05% N
(maximum) and 0.08% C (maximum), 0.0125% H (max-
imum), and other 0.1% (maximum 0.4% total). Developed
by the aircraft industry as one of a number of high strength
titanium alloys, this particular formulation has a yield
strength reaching 1110 MPa. The ASTM F-136 specifica-
tion limits the oxygen to an especially low level of 0.13%
maximum. This is also known in the industry as the ELI
(extra low interstitial) grade. Limiting the level of oxygen
improves the mechanical properties of the material, parti-
cularly increasing its fatigue life. One interesting feature of
titanium and its alloys is the low modulus of elasticity of
100 GPa as compared to 200 GPa for the cobalt–chromium
alloys. This feature leads to their use in plates for internal
fixation of fractures. Some have found that the lower
stiffness of these plates may decrease the severity of bone
stress-shielding that results in osteopenia under these
devices.

One of the weaknesses of titanium is its poor wear
resistance. It appears that this problem relates to the
mechanical stability of the passive film covering the sur-
face of the alloy. On a carefully polished surface, the film is
highly passive but mechanically weak. The poor wear
resistance of titanium can result in the release of particu-
late wear debris if the material is not judiciously employed
in the fabrication of implants (5). While the metal in bulk
form may be biocompatible adverse cell and tissue
responses may be elicited by titanium particles (5–8).

Permanent and Absorbable Synthetic and Natural Polymers

Polymers consist of long chains of covalently bonded mole-
cules characterized by the repeated appearance of a mono-
meric molecular unit. They can be produced de novo by the
polymerization of synthetic monomers or prepared from
natural polymers isolated from tissues. Most synthetic and
natural polymers have a carbon backbone. Bonding among
polymer chains results from much weaker secondary
forces—hydrogen bonds or van der Waal’s forces. Covalent
bonding among chains, referred to as cross-linking,
can be produced in certain polymer systems. Physical
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entanglements of the long polymer chains, the degree of
crystallinity, and chemical cross-linking among chains
play important roles in determining polymer properties.
The molecular bonding of the backbone of the polymer can
be designed to undergo hydrolysis or enzymatic breakdown
thus allowing for the synthesis of absorbable, as well as
permanent, devices.

Polymeric materials are generally employed for the
fabrication of implants for soft tissue applications that
require a greater degree of compliance than can be
achieved with metals. However, they have also been
shown to be of value as implants in bone for indications
that would also benefit from their lower modulus of elas-
ticity, and the ability of some to be polymerized in vivo so
as to adapt to defects of complex shape. For some indica-
tions, the radiolucency of polymeric materials may be an
important benefit. Because of the limited strength and
wear resistance of polymers, care must be given to the
load-bearing requirements of the applications in which
they are used.

The following sections provide a summary of a few of the
most frequently used polymers.

Polymethyl Methacrylate (PMMA). Polymethyl metha-
crylate (9) is used in a self-curing form as a filling material
for defects in bone and as a grouting agent for joint repla-
cement prostheses. It can be shaped in vivo while in a
dough stage prior to complete polymerization and thus
makes a custom implant for each use. Its purpose is the
redistribution of stress in a more even pattern to the
surrounding bone. Often referred to as ‘‘bone cement’’,
when PMMA is employed for joint arthroplasty it acts as
a grout to support the prosthesis rather than a glue; it has
minimal adhesive properties. The time-dependent proper-
ties of PMMA during curing require an understanding of
its handling characteristics. Immediately after mixing, the
low viscosity permits interdigitation with cancellous bone.
Viscosity rises quickly once the chemical setting reaction
begins requiring that the prosthesis be accurately posi-
tioned and stationary to achieve maximum fixation.

The chemical toxicity of the methyl methacrylate mono-
mer and the heat generated during the polymerization
exothermic reaction need be considered when using
PMMA. While the toxicity of the monomer has not pre-
vented the material from being employed successfully for a
wide array of applications, there are efforts to reduce the
monomer content (10) and to employ alternative activating
agents that would be less toxic (11).

Its brittle nature after curing and low fatigue strength
make PMMA vulnerable to fracture under high mechanical
loading and production of wear debris in situations when
other harder materials rub against it. The cellular
response to PMMA particles can promote an inflammatory
response (12,13) that can result in osteolysis. This process
has been referred to as ‘‘cement disease’’ (14). This under-
scores the importance of reducing the circumstances that
can result in the production of PMMA debris.

Silicone. Silicones (15) are polymers having a backbone
comprising alternating silicon and oxygen atoms with
organic side groups bonded to the silicon through covalent

bonding with the carbon atom. One form of silicone com-
monly used for the fabrication of implants is polydimethyl-
siloxane (PDMS). In PDMS, methyl (CH3) side groups are
covalently bonded to the silicon atom and it can be used in
three forms: (a) a fluid comprising linear polymers of
varying molecular weight (i.e., chain length); (b) a cross-
linked network referred to as a gel; and (c) a solid elastomer
comprising a highly cross-linked gel filled with small par-
ticles of silica. In considering the performance of silicone
implants, the role of each form of PDMS in the device need
be considered. Attributing specific biological responses to
individual components of a silicone device is complicated by
the many molecular forms of silicone that the implant
comprises.

The PDMS elastomers contain a noncystalline silica
particles 7–22 nm in diameter that has been surface-trea-
ted to facilitate chemical bonding of the particle to the
PDMS gel. Addition of the silica particle to a highly cross-
linked PDMS gel is done to modify the mechanical proper-
ties of the elastomer. One of the challenges in investigating
tissue responses that may have been elicited by the release
of the silica particles is their small size that requires
transmission electron microscopy (TEM) for analysis.

Polyethylene. Ultrahigh molecular weight polyethylene
(UHMWPE) (16,17) has a very low frictional coefficient
against metal and ceramics, and is therefore used as a
bearing surface for joint replacement prostheses. More-
over, the wear resistance of UHMWPE is higher than other
polymers investigated for this application. Low strength
and creep, however, present potential problems.

The term polyethylene refers to plastics formed from
polymerization of ethylene gas. The possibilities for struc-
tural variation on molecules formed by this simple repeat-
ing unit for different molecular weight, crystallinity,
branching, cross-linking, and so on, are so numerous
and dramatic with such a wide range of attainable proper-
ties that the term polyethylene truly refers to a subclass of
materials. The earliest type of polyethylene was made by
reacting ethylene at high (20,000–30,000 lb/in.2) pressure
and temperatures of 200–400 8C with oxygen as catalyst.
Such material is referred to as conventional or low density
polyethylene. Much polyethylene is produced now by
newer, low pressure techniques using aluminum–titanium
(Ziegler) catalysts. This is called linear polyethylene due to
the linearity of its molecules, in contrast to the branched
molecules produced by high pressure processes. The linear
polymers can be used to make high density polyethylene by
means of the higher degree of crystallinity attained with
the regularly shaped molecules. Typically, there is no great
difference in molecular weight between the low density and
high density varieties, (e.g., 100,000–500,000). However, if
the low pressure process is used to make extremely long
molecules, (i.e., UHMWPE), the result is different and
quite remarkable. This material, with a molecular weight
between 1 and 10 million, is less crystalline and less
dense than high density polyethylene and has exceptional
mechanical properties. The material is used in
very demanding applications and is by far the most suc-
cessful polymer used in total joint replacements.
It far outperforms the various acrylics, fluorocarbons,
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polyacetals, polyamides, and polyesters that were tried for
such purposes. In recent years, cross-linking methods
including chemical agents and ionizing radiation have
been implemented in an attempt to further improve the
wear performance of UHMWPE.

The principal biocompatibility issue with polyethylene
relates to the inflammatory response provoked by particles
of the polymer, as can be generated by the wear of total
joint replacement prostheses prostheses (18,19).

Absorbable Polymers. Absorbable polymers have been
used in the fabrication of surgical implants for decades
in the form of absorbable sutures. More recently, this class
of materials has been investigated for the application of
resorbable devices including fracture fixation implants and
scaffolds for tissue engineering. The principal issues asso-
ciated with the implementation of absorbable polymers as
implants include: mechanical properties (i.e., strength),
degradation rate, and biological response to the degrada-
tion products.

Synthetic Absorbable Polymers. One of the classes of
polymers used frequently for the fabrication of absorbable
implants is the alpha-hydroxy acids including L-lactic acid,
glycolic acid, and dioxanone. These molecules normally are
used in their polymeric forms: poly L-lactic acid (PLLA),
polyglycolic acid (PGA), and polydioxanone. Copolymers of
lactic and glycolic acids are also frequently employed.

This particular class of polyester undergoes breakdown
as a result of the hydrolytic scission of the ester bond. The
access of water to this bond in PGA is much greater
resulting in a more rapid degradation rate compared to
that which occurs with PLLA, which has a bulkier CH3

side group instead of the H atom in PGA. The copolymer of
polylactic and polyglycolic acid can be designed to have an
intermediate degradation rates. While the majority of the
breakdown of these polymers is due to hydrolytic scission
there is some lesser extent of nonspecific enzymatic
action.

Several factors affect the rate of breakdown of these
polymers: the relative amount of monomers comprising the
copolymers, the degree of crystallinity, and the surface
area. These polymers are normally broken down to natural
body components excreted in the urine or exhaled. The
process of degradation involves the gradual decrease in the
average molecular weight of the polymer as hydrolysis
proceeds. At some point, the molecular weight decreases
to the extent that the polymer becomes soluble in the
aqueous environment and there is a bolus release of the
molecules. Depending on the mass of the implanted device,
the concentration of the molecules may elicit an inflam-
matory response (20).

Natural Absorbable Polymers. Myriad devices are fabri-
cated from collagen (21), the principal structural protein of
the body. The collagen molecule comprises three tightly
coiled helical polypeptide chains. In vivo the collagen
molecule, tropocollagen, is assembled to form fibrils that
in turn assume various orientations and configurations to
form the architecture of various tissues. The wide array of
properties of tissues comprising collagen, from dermis to

musculoskeletal tissues including articular cartilage,
meniscus, and ligament, is due to differences in the chem-
istry, density, and orientation of the fibrils formed from the
collagen molecule.

Collagen is soluble in specific solutions in which the
chains can become disentangled to produce gelatin. It can
be isolated from tissue and purified through the use of
several agents: acids, alkalis, enzymes, and salt. Treat-
ment in acid results in the elimination of acidic proteins
and glycosaminoglycans that result in the dissociation of
the collagen fibrils. A similar effect can be achieved using
alkaline extraction with the removal of basic proteins.
Proteolytic enzymes that cleave the telopeptides, that
serve as natural cross-linking agents for collagen, allow
for the dissolution of collagen molecules and aggregates in
aqueous solutions. Salt extraction leads to the removal of
newly synthesized collagen molecules and certain noncol-
lagenous molecules thus facilitating the disaggregation of
collagen fibrils.

That collagen is soluble in acidic medium facilitates its
extraction from tissues and reprocessing into biomaterials.
Several factors are critical determinants of the properties
of reconstituted collagen biomaterials. The degree to which
denaturation or degradation of the collagen structures
isolated from tissue occurs will affect the mechanical prop-
erties. These properties will also be affected by the degree
to which the material is subsequently cross-linked.

An important biological property related to the mole-
cular structure of collagen is the collagen-induced blood
platelet aggregation. The quarternary structure of collagen
resulting from the periodic aggregation of the collagen
molecules has been well documented. Methods for isolating
and purifying collagen fibrils, that result in the preserva-
tion or destruction of this quarternary structure are
employed to produce either hemostatic or thromboresis-
tant biomaterials. Another factor relates to the removal of
soluble components that might serve as antigens. The
immunogenicity can be reduced, to clinically nonconse-
quential levels, by chemically modifying the antigen
molecules.

A wide variety of methods have been employed for
the fabrication of collagen sutures, fleeces for hemostasis,
and sponge-like materials for scaffolds for tissue
engineering.

Ceramics

Ceramics are typically three-dimensional (3D) arrays of
positively charged metal ions and negatively charged non-
metal ions, often oxygen. The ionic bond localizes all the
available electrons in the formation of a bond. Network
organization ranges from highly organized, crystalline, 3D
arrays to amorphous, random arrangements in glassy
materials.

Ceramics, for reasons described above, may be the most
chemically inert implant materials currently in use. How-
ever, their relatively low tensile strength, high modulus,
and brittleness limit the applications in which they may be
used. Current techniques allowing the formation of cera-
mic coatings on metallic substrates have revitalized inter-
est in ceramics for hard tissue applications.
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Aluminum Oxide. Aluminum oxide has been found
of value for the articulating components of total joint
arthroplasties because of its high wear resistance and its
low coefficient of friction when prepared in congruent,
polished geometries. The brittle nature of alumina remains
a detriment.

Calcium Phosphates/Hydroxyapatite. Calcium-based cera-
mics, closely related to the naturally occurring hydroxya-
patite in bone, have generated a large amount of interest in
recent years. The ability to bond directly to bone as well as
their osteoconductive capability promise to enhance biolo-
gical fixation of implant devices. Hydroxyapatite is only
slightly resorbable and is used in both dense and porous
forms as a permanent implant. Tricalcium phosphate is
bioabsorbable to varying degrees, depending on formula-
tion and structure. There are currently a wide array of
calcium phosphate materials undergoing investigation as
bone graft substitute materials (see the Section on Calcium
Phosphate Materials as Matrices for Bone Regeneration:
Bone Graft Substitute Materials).

Composite Materials

Composite materials are combinations of two or more
materials, and usually more than one material class
(i.e., metals polymers, ceramics). They are used to achieve
a combination of mechanical properties for specific appli-
cations. Composite technology, much of it developed for the
aerospace industry, is beginning to make it way into bio-
medical materials. Carbon fiber reinforced polymers are
being investigated as substitutes for metals. The advan-
tage is that devices with comparable strength, but with
significantly lower stiffness can be produced. Moreover,
these types of composite devices are radiolucent.

BIOLOGICAL RESPONSE TO BIOMATERIALS

The biological processes comprising the tissue response are
affected by implant-related factors including (22):

1. The ‘‘dead space’’ created by the presence of the
implant.

2. Soluble agents released by the implant (e.g., metal
ions or polymer fragments).

3. Insoluble particulate material released from the
implant (e.g., wear debris).

4. Chemical interactions of biological molecules with
the implant surface.

5. Alterations in the strain distribution in tissue caused
by the mismatch in modulus of elasticity between the
implant and surrounding tissue, and the movement
of the implant relative to adjacent tissue as a result of
the absence of mechanical continuity.

Study of the tissue response to implants requires meth-
odology capable of measurements at the molecular, cellu-
lar, and tissue levels. Moreover, time is an important
variable owing to the criticality of the temporal relation-
ship between the molecular and cellular protagonists of the

biological reactions, and because implant-related factors
act with different time constants on the biological
responses. The dynamic nature of implant-tissue interac-
tions requires that the final assessment of tissue compat-
ibility be qualified by the time frame in which it has been
evaluated.

The tissue response to an implant is the cumulative
physiological effect of (1) modulation of the acute wound
healing response to the surgical trauma of implantation
and the presence of the implant, (2) the subsequent chronic
inflammatory reaction associated with the presence of the
device, and (3) remodeling of surrounding tissue as it
adapts to the presence of the implant (23). Moreover, the
healing and stress-induced adaptive remodeling responses
of different tissues vary considerably. In this regard, the
response of various tissues to the same implant can vary
greatly.

In considering the biological response that might be
elicited by an implant, the healing–remodeling character-
istics of the four basic types of tissue: connective tissue,
muscle, epithelia, and nerve, should be recalled. The char-
acteristics of the parenchymal cells in each type of tissue
can provide a basis for understanding the tissue response
to an implant. The following characteristics of an implant
site are determinants of the biological response:

1. Vascularity.

2. The nature of the parenchymal cell with respect to its
capability for mitosis and migration, because these
processes determine the regenerative capability of
the tissue.

3. The presence of regulatory cells such as macro-
phages/histiocytes.

4. The effect of mechanical strain, associated with
deformation of the extracellular matrix, on the beha-
vior of the parenchymal cell.

Surgical wounds in avascular tissue (e.g., the cornea
and inner third of the meniscus) will not heal because of the
limited potential for the proliferation and migration of
surrounding parenchymal cells and the absence of a fibrin
clot in the wound site into which the cells can migrate.
Gaps between an implant and surrounding avascular tis-
sue can remain indefinitely. Implant sites in vascular
tissues in which the parenchymal cell does not have the
capability for mitosis heal by the formation of scar in the
gap between the implant and surrounding tissue. More-
over, adjacent cells that have died as a result of the implant
surgery will be replaced by fibroblasts and scar tissue.

Normal Local Tissue Response

Wound Healing. Implantation of a medical device initi-
ates a sequence of cellular and biochemical processes that
lead to ‘‘healing by second intention’’ (i.e., healing by the
formation of granulation tissue within a defect; as opposed
to the healing of an incision, i.e., healing by first intention).
The first phase of healing in vascularized tissues is inflam-
mation, which is followed by a reparative phase, the repla-
cement of the dead or damaged cells by healthy cells.
The pathway that the reparative process takes depends
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on the regenerative capability of the cells comprising the
injured tissue (i.e., the tissue or organ into which the
implant has been placed). Cells can be distinguished as
labile, stable, or permanent based on their capacity to
regenerate. Labile cells continue to proliferate throughout
life, replacing cells that are continually being destroyed.
Epithelia and blood cells are examples of labile cells. Cells
of splenic, lymphoid, and hematopoietic tissues are also
labile cells. Stable cells retain the capacity for proliferation,
although they do not normally replicate. These cells can
undergo rapid division in response to a variety of stimuli
and are capable of reconstitution of the tissue of origin.
Stable cells include the parenchymal cells of all of the
glandular organs of the body (e.g., liver, kidney, and pan-
creas), mesenchymal derivatives such as fibroblasts,
smooth muscle cells, osteoblasts and chondrocytes, and
vascular endothelial cells. Permanent cells are those which
cannot reproduce themselves after birth. Examples are
nerve cells.

Tissues comprised of labile and stable cells have the
capability for regeneration after surgical trauma. The
injured tissue is replaced by parenchymal cells of the same
type, often leaving no residual trace of injury. However,
tissues comprised of permanent cells are repaired by the
production of fibrocollagenous scar. Despite the capability
of many tissues to undergo regeneration, destruction of the
tissue stroma, remaining after injury or constructed during
the healing process, will lead to formation of scar. The
biological response to materials thereby depends on the
influence of the material on the inflammatory and repara-
tive stages of wound healing. Does the material yield
leachables or corrosion products that interfere with the
resolution of inflammation initiated by the surgical
trauma? Does the presence of the material interfere with
the stroma required for the regeneration of tissue at the
implant site? These are the types of questions that need to
be addressed when assessing the ‘‘biocompatibility’’ of
materials.

A number of systemic and local factors influence the
inflammatory-reparative response. Systemic influences
include age, nutrition, hematologic derangements, meta-
bolic derangements, hormones, and steroids. While there is
a prevailing ‘‘conventional wisdom’’ that the elderly heal
more slowly than the young, there are few control data and
animal experiments to support this notion. Nutrition can
have a profound effect on the healing of wounds. Prolonged
protein starvation can inhibit collagen formation, while
high protein diets can enhance the rate of tensile strength
gained during wound healing. Local influences that can
affect wound healing include infection, inadequate blood
supply, and the presence of a foreign body.

Fibrous Tissue Interface. The very presence of the
implant provides a dead space in tissue that attracts
macrophages to the implant–tissue interface (24). These
cells are attracted to the prosthesis as they are to any dead
space (e.g., bursa or joint space), presumably because of
certain microenvironmental conditions (e.g., low O2 and
high lactate). In this regard it is not clear why macrophages
are absent from the surface of osseointegrated implants
(see below).

Macrophages along with fibroblasts of the scar comprise
synovial tissue (25) that can be considered the chronic
inflammatory response to implants (unless the device is
apposed by osseous tissue, i.e., osseointegrated). This pro-
cess is often termed ‘‘fibrous encapsulation’’ (26,27). The
presence of regulatory cells such as macrophages at the
implant-tissue interface can profoundly influence the host
response to a device because these cells can release proin-
flammatory mediators if irritated by the movement of the
device or substances released from the biomaterial (28).
The inflammatory response of the synovial tissue around
implants is comparable to the inflammation that can occur
in the synovium lining any bursa (e.g., bursitis); hence, the
response to implants has been termed ‘‘implant bursitis’’
(25).

Response to Implants in Bone: Osseointegration, Bone
Ingrowth, Chemical Bonding of Bone to a Biomaterial.
Wound healing governs the makeup of the tissue that
forms around implants. Because of its capability for
regeneration bone should be expected to appose implants
in osseous tissue, and form within the pore spaces of
porous coatings. Is this bone bonded in any way to the
implant? Bonding of a prosthesis to bone would enhance
its stability, limiting the relative motion between the
implant and bone. In addition, bonding might provide a
more favorable distribution of stress to surrounding oss-
eous tissue.

Bonding of bone to an implant can be achieved by
mechanical or chemical means., Interdigitation of bone
with PMMA bone cement or with irregularities in implant
topography, and bone ingrowth into porous surfaces, can
yield interfaces capable of supporting shear and tensile as
well as compressive forces. These types of mechanical
bonding have been extensively investigated and are rea-
sonably well understood. Chemical bonding of bone to
materials could result from molecular (e.g., protein)
adsorption–bonding to surfaces with subsequent bone cell
attachment. This phenomenon has undergone intensive
investigation in recent years but is not yet as well under-
stood as mechanical bonding.

The term ‘‘osseointegration’’ has been used to describe
the presence of bone on the surface of an implant with no
histologically (light microscopy) demonstrable intervening
nonosseous (e.g., fibrous) tissue. All implants in bone
should become osseointegrated unless the bone regenera-
tion process is inhibited.

The bone ingrowth into a porous-surface coating on an
implant leads to an interlocking bond that can serve to
stabilize the device. In order for the porous material to
accommodate the cellular and extracellular elements of
bone, the average pore diameter should be above�100 mm.

The bone ingrowth process proceeds in two stages. The
surgical trauma of implantation initially leads to the
regeneration of bone throughout the pores of the coating.
Then mechanical stress-induced remodeling leads to
resorption of bone from certain regions of the implant
and continued formation and remodeling of bone in other
regions.

Previous investigations have provided evidence of bone
bonding to many different types of calcium phosphate
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materials, calcium carbonate substances, and calcium-
containing ‘‘bioactive’’ glasses. Chemical bonding was evi-
denced by the high strength of the implant-bone interface
that could not be explained by a mechanical interlocking
bond alone. In addition, TEM has shown that there is no
identifiable border between these calcium-containing
implants and adjacent bone.

Many recent studies have investigated the bonding of
bone to one particular calcium phosphate mineral, hydro-
xyapatite, chosen because its relationship to the primary
mineral constituent of bone; natural bone mineral is a
calcium-deficient carbonate apatite. Experiments have
been performed on both hydroxyapatite coated metallic
implants and on particulate and block forms of the mineral
employed as bone substitute materials. Histology of speci-
mens from animals and retrieved from human subjects
show that a layer of new bone�100 mm in thickness covers
most of the hydroxyapatite surface within a few weeks of
implantation and remains indefinitely. This layer of bone is
attached to the surrounding osseous tissue by trabecular
bridges.

In studying the mechanism of bone bonding, research-
ers have found that within days of implantation, biological
apatites precipitate (from body fluid) onto the surface of
the calcium-containing implants. These biological apa-
tites are comparable to the carbonate apatite that is bone
mineral. Proteins probably adsorb to this biological
mineral layer thereby facilitating bone cell attachment
and the production of osteoid directly onto the implant.
This osteoid subsequently undergoes mineralization as it
does normally in osteogenesis, thus forming a continuum
of mineral from the implant to the bone. In this light, the
bone cell responds to the biological apatite layer that has
formed on the implant and not directly to the implant
itself. Recent studies have shown that this biological
apatite layer forms on many different calcium phosphate
substances, explaining why bone bonding behavior has
been reported for many different types of calcium phos-
phate materials. Of course, the clinical value of this phe-
nomenon will depend (1) for coatings, on how well these
substances can be bonded to implants; and (2) for bone
graft substitute materials, their strength, modulus of
elasticity, and ability to be resorbed. However, the finding
that bone can become chemically bonded to certain bio-
materials is a significant advance in our understanding of
the implant-bone interface.

Effects of Implant-Induced Alterations of the Mechanical
Environment. The presence of the implant can alter
the stress distribution in the extracellular matrix
(ECM), and thereby reduce or increase the strains experi-
enced by the constituent cells. Many studies have demon-
strated immobilization-induced atrophy of certain tissues
resulting from the decrease in mechanical strains. Loss of
bone mass around stiff femoral stems and femoral con-
dylar prostheses of total hip and knee replacement
devices has been associated with the reduced strains
due to ‘‘stress shielding’’. Hyperplasia and hypertrophy
of tissue in which mechanical strains have increased
due to the presence of an implant have also been
evidenced.

Criteria for Assessing Acceptability of the Tissue Response

The in vivo assessment of tissue compatibility of biomater-
ials requires that certain criteria be implemented for
determining the acceptability of the tissue response rela-
tive to the intended application of the material–device. The
biomaterial–device should be considered biocompatible
only in the context of the criteria used to assess the
acceptability of the tissue response. In this regard, every
study involving the in vivo assessment of tissue compat-
ibility should provide a working definition of biocompat-
ibility. Biomaterials–devices implanted into bone can
become apposed by the regenerating osseous tissue, and
thus be considered compatible with bone regeneration.
However, altered bone remodeling around the device due
to stress shielding, with a net loss of bone mass (i.e.,
osteopenia), could lead to the assessment that the mate-
rial–device is not compatible with normal bone remodeling.
In situations in which the implant is surrounded by fibrous
tissue the macrophages on the surface of the material are
the expected response to the dead space produced by the
very presence of the implant. The synovial tissue thus
produced might be considered an acceptable response rela-
tive to the chemical compatibility of the material. Utiliza-
tion of the thickness of the scar capsule around implants
alone as a measure of biocompatibility is problematic
because it can be influenced by movement of the tissue
at the site relative to the implant.

The cellular and molecular make-up of tissue and the
interactions among these components are complex. There-
fore, criteria for assessing certain features of the biocompat-
ibility of biomaterials–devices should focus on specific aspects
of the biological response. The tissue compatibility of materi-
als should be assessed specifically in the context of the effects
of the material–device on certain aspects of the response.
Moreover, it is important to note that materials yielding
acceptable tissue compatibility in one site of implantation
might yield unfavorable results in another site.

Degeneration of the Biomaterial–Tissue Interface

As noted earlier it is the wound healing response that
initially establishes the tissue characteristics of the
implant–tissue interface. Several agents have the potential
for initiating degenerative changes in the interface tissue.
Others probably act as promoters to stimulate the produc-
tion of proinflammatory mediators that stimulate tissue
degradation, and potentiate the failure process. Of the
many factors affecting the implant–tissue interface,
motion of the prosthetic component and particulate debris
are two of the most important. However, it is difficult to
determine the causal relationships between these factors
and implant failure from only studying the end-stage
tissue. Other histopathological findings and laboratory
studies indicate that metal ions and immune reactions
might play roles in the degenerative processes leading to
prosthesis loosening in certain patients. Systemic diseases
and drugs employed for the treatment of the disorders
could also serve as factors contributing to the breakdown
of the implant–bone interface. Finally, there might be
interindividual differences in genetically determined cel-
lular responses that could explain why prostheses fail in
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some patients in whom there is a low mechanical risk factor
for failure.

Effects of Implant Movement. Movement of the implant
relative to the surrounding tissue can interfere with the
wound healing response by disrupting the granulation
tissue. In the case of implants in bone this relative move-
ment, if excessive, can destroy the stroma required for
osseous regeneration, and a fibrous scar results. Another
important effect of implant motion is the formation of a
bursa within connective tissue in which shearing and
tensile movement has led to disruption of tissue continuity
and led to the formation of a void space or sack (lined by
synovial-like cells). It is to be expected, then, that tissue
around prosthetic components removed due to loosening
might display features of synovial-like tissue. The presence
of synovial cells (macrophage and fibroblast-like cells) is
important because they could be activated by other agents,
such as particulate debris, to produce proinflammatory
molecules. The process of activation of this tissue might
be similar to that which occurs in inflammatory joint
synovium or bursitis.

An explanation of how prosthetic motion leads to the
formation of the synovial-like tissue can be found in pre-
vious studies (29) that have shown that ‘‘synovial lining is
simply an accretion of macrophages and fibroblasts stimu-
lated by mechanical cavitation of connective tissue’’. These
findings are based on experiments in which the mechanical
disruption of connective tissue was produced by injection of
air and/or fluid into the subcutaneous space of animals (30).
The resulting sack was initially described as a ‘‘granuloma
pouch’’. Later studies (29) demonstrated that the mem-
brane lining the pouch displayed the characteristics
of synovium, and referred to this tissue as ‘‘facsimile
synovium’’.

Prosthetic motion can also contribute to wear of the
prosthetic component abrading against the bone cement
sheath or surrounding bone, thereby generating increased
amounts of particulate debris that might contribute to
activation of the macrophages and synovial-like cells at
the implant–tissue interface.

Effects of Implant-Derived Particles. Particulate debris
can be generated from the abrasion of the implant against
surrounding tissue. Understandably, the potential for
wear is greater with materials–devices rubbing against a
hard surface such as bone and with the articulating com-
ponents of joint replacement prostheses. This particulate
debris can induce changes in the tissue around the
implants. Adverse responses have been found to both
metallic and polymeric particles. The biological reactions
to particles are related to (1) particle size, (2) quantity, (3)
chemistry, (4) topography, and (5) shape. While it is not
clear what role each of these factors play in the biological
response, particle size appears to be particularly impor-
tant. Particles small enough to be phagocytosed (<10 mm)
elicit more of an adverse cellular response than larger
particles.

Particulate metallic particles (viz., cobalt–chromium
alloy particles) can induce rapid proliferation of macro-
phages and focal degeneration of synovial tissues (31).

Because previous animal investigations and histopatholo-
gical studies of tissues retrieved from human subjects have
suggested that titanium alloy is more ‘‘biocompatible’’ than
cobalt–chromium alloys it has been assumed that titanium
particulate debris would be less problematic than particles
of cobalt–chromium alloy. Histology of pigmented tissue
surrounding titanium implants has generally revealed
considerably fewer macrophages and multinucleated for-
eign body giant cells than seen around cobalt–chromium
alloy particles and polymeric particulate debris. However,
titanium alloy particles generated by the abrasion of
femoral stems against bone cement in human subjects
can cause histiocytic and lymphoplasmacytic reactions to
the metallic particles (32). Titanium particles have also
been found to cause fibroblasts in culture to produce ele-
vated levels of PGE2. These findings show that there may
be adverse aspects of the biological response to titanium
particles as well as to cobalt–chromium alloy particulate
debris.

Many investigations evaluating the histological
response to polyethylene and polymethylmethacrylate par-
ticles in animals and in tissue recovered from revision
surgery have revealed the histiocytic response to these
polymer particles. Moreover, it has been shown that this
macrophage response can lead to bone resorption.

Synovial cells also respond to calcium-containing
ceramic particles (33). Local leukocyte influx, protei-
nase, PGE2, and tumor necrosis factor (TNF) levels have
been measured after injection of calcium containing
ceramic materials into the ‘‘air pouch model’’ described
above. The TNF was detected in significant amounts
after injection of the ceramics. These substances also
provoked elevated leukocyte counts and levels of pro-
teinase and PGE2, showing that substances with sur-
face chemistries that elicit a beneficial tissue response
(e.g., bone bonding) when implanted in bulk form can
cause destructive cellular reactions when present in
particulate form.

Investigations indicate that most biomaterials, when
present in particulate form in a size range small enough
to be phagocytosed (<10 mm), can elicit a biological
response that could cause the bone resorption that initiates
and promotes the loosening process. This degenerative
process has been referred to as ‘‘small particle disease’’.

Metallic Ions. Animal and human investigations have
revealed elevated levels of metal ions in subjects with
certain types of implants (viz., total joint replacement
prostheses). Our knowledge is still incomplete with respect
to the mechanisms of metal ion release. Results are often
variable with respect to the concentration of specific metal
ions in certain tissues and fluids. The fact that metal in
ionic form is often not distinguished from that present as
particles serves to confound interpretation of results.

Rises in serum and urinary chromium levels in patients
who have undergo conventional cemented cobalt–chro-
mium alloy hip replacement have previously been reported
(34). However, an attempt to determine the valency of
chromium as either þ3 (III) or þ6 (VI) from the concentra-
tion of metal ion in blood clot was not successful. This
experiment was based on the fact that erythrocytes display
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a unidirectional uptake of Cr(VI) while effectively exclud-
ing Cr(III). The distinction of the valency of chromium is
important because Cr(VI) is much more biologically active
than Cr(III).

Unfortunately, our knowledge of the local and systemic
biological and clinical sequelae of metal ion release has not
significantly advanced over the past several years. Addi-
tion of cobalt ions in the form of cobalt fluoride solutions to
the media of synovial cells can stimulate their production of
neutral proteinases and collagenase (35). These findings
may be relevant to findings of tissue degradation (e.g.,
osteolysis) around implants in that metal ions could acti-
vate synovial cells in the surrounding synovial tissue to
produce agents that promote tissue degeneration.

Diseases and Drugs. There has been little work correlat-
ing the failure of implants with disease states and drugs
employed to treat the disorders. Some observations indi-
cate that antiinflammatory agents, as well as certain antic-
ancer drugs, can reduce the amount of bone formation
around devices in the early stages of wound healing after
implantation. Little is known, however, about the role of
these and other agents on tissue remodeling and degen-
eration at the biomaterial-tissue interface.

Immune Reactions

It is not infrequent that two patients matched for sex, age,
weight, activity level, and other factors, that might be
expected to affect the performance of the prosthesis
(implanted with the same device by same surgeon), have
very different outcomes. This suggests that immune reac-
tions, or genetically determined responses, might play a
role in the failure of prostheses in some patients.

Immune responses include antibody and cell-mediated
reactions and activation of the complement system. Cer-
tain small molecules released from implants (e.g., metal
ions), while not antigenic themselves, can bind to existing
antibodies and then to larger antigenic molecules or carrier
proteins and subsequently elicit antibody production by
activation of B lymphocytes by the small molecule (the
‘‘hapten’’) and by activation of helper T lymphocytes by the
carrier protein to which it is bound.

The cell types that might be expected to occur at sites of
antibody and cell-mediated reactions are not often found
in tissue retrieved with revised devices. These cells
include lymphocytes and plasma cells. The finding of
occasional lymphocytic infiltrates in peri-implant tissue
does not provide enough information for the role of
immune reactions to implant. Immune reactions to poly-
meric materials (viz., silicone) have also been suggested as
the cause of certain systemic diseases. However, mechan-
isms for such a response, and its prevalence, remain in
question. Much more additional work is necessary to
determine the role of immune reactions in the response
to implantable devices.

The complement system, comprising circulating pro-
teins and cell-surface receptors, plays an important role
in immune processes engaged in the host defense against
infectious agents. Te complement system consists of 20–30
proteins circulating in blood plasma. Most of these are

inactive until they are cleaved by the chemical action of
an enzyme of the interaction with a biomaterial surface.
Once activated, the proteins can initiate a cascade of
reactions resulting in the mobilization of immune cells
resulting in inflammatory processes. Previous studies have
demonstrated that many biomaterials can activate (cleave)
certain molecules (C3 and C5) in the complement system
and thereby stimulate the alternative pathway of the
immune response. It has been suggested that complement
activation by biomaterials could play a role in adverse
reactions to certain devices. However, additional studies
are required.

One form of cell-mediated immune reaction associated
with implants, that has been studied, is the delayed hyper-
sensitivity response. ‘‘Metal allergy’’ has been incriminated
as the cause of failure in certain patients (36). However,
results obtained to date are not definitive. ‘‘The incidence of
metal sensitivity in the normal population is high, with up
to 15% of the population sensitive to nickel and perhaps up
to 25% sensitive to at least one of the common sensitizers
Ni, Co, and Cr. The incidence of metal sensitivity reactions
requiring premature removal of an orthopedic device is
probably small (less than the incidence of infection).
Clearly, there are factors not yet understood that caused
one patient, but not another, to react’’ (37).

A similar situation exists with respect to sensitivity
reactions to polymeric materials including bone cement
(PMMA). The monomer of PMMA is a strong skin sensi-
tizer (38). However, failure of cemented devices has not yet
been correlated with a hypersensitivity response in
patients.

The fact that there is no clear etiology of the prosthesis
loosening in some patients while in other individuals with
multiple risk factors for failure the prosthesis functions
well has suggested that there may be genetic determinants
for loosening.

Carcinogenicity

Chromium and nickel are known carcinogens and cobalt is
a suspected carcinogen. Therefore, it is understandable
that some concern might be raised about the release of
these metal ions into the human body from implants.
Fortunately, there have been few reports of neoplasms
around implanted devices (e.g., total joint replacement
prostheses). While no causal relationship has been
evidenced, there is a high enough index of suspicion to
warrant serious investigation of this matter through epi-
demiological and other studies. The use of porous coated
metallic devices (with large surface area) in younger
patients (e.g., noncemented total joint replacement pros-
theses) has added to concern about the long-term clinical
consequences of metal ion release because of the significant
increase in exposure of patients to metal ions.

Prior publications have reviewed the relationship of
metallic ion release to oncogenesis (1), and reports of
neoplasms found around orthopedic implants have been
reviewed (39). The difference in the tumor types, time to
appearance, and type of prosthesis confounds attempts to
conclude an association of the neoplasm to the implant
materials and released moieties.
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In an epidemiological investigation conducted in New
Zealand (40), >1300 total joint replacement patients were
followed to determine the incidence of remote site tumors.
The incidences of tumors of the lymphatic and hemapoietic
systems were found to be significantly greater than
expected in the decade following arthroplasty. It is impor-
tant to note that the incidences of cancer of the breast,
colon, and rectum were significantly less than expected.
The investigators acknowledged that while the association
might be due, in part, to an effect of the prosthetic
implants, other mechanisms, particularly drug therapy,
require consideration. Somewhat similar results were
obtained from another recent study (41) of the cancer
incidence in 443 total hip replacement (McKee–Farrar)
patients operated on between 1967 and 1973 (followed to
the end of 1981). The risk of leukemias and lymphomas
increased while the risk of breast cancer decreased. The
authors concluded that the local occurrence of cancer asso-
ciated with prostheses made of cobalt–chromium–molyb-
denum as reported in the literature as well as animal
experiments indicate that ‘‘chrome–cobalt–alloy plays
some role in cancerogenesis (sic)’’.

In a recent publication (42), a nationwide cohort study
performed in Sweden to evaluate cancer incidence among
> 100,000 hip replacement patients found no overall cancer
excess relative to the general population. The standardized
incidence ratios (SIRs) were, however, elevated for prostate
cancer and melanoma and reduced for stomach cancer risk.
Long-term follow-up (> or¼ 15 years) revealed an excess of
multiple myeloma. The study found no material increase in
risk for bone or connective tissue cancer. The investigators
noted that, while hip implant patients had similar rates of
most types of cancer to those in the general population,
excesses in certain types of cancers warranted further
investigation, particularly because of the ever-increasing
use of hip implants at younger ages.

BACTERIAL INFECTION

Biomaterial surfaces can provide favorable substrates for
the colonization by bacteria. The adherence of bacteria to
solid surfaces is facilitated by the their production of a
‘‘biofilm’’. The biofilm is a complex structure comprising
bacterial cells encapsulated in a polymeric matrix. The
detailed composition of the matrix has yet to be fully
determined. Little is still known about how certain bioma-
terials may favor the production and adherence of a biofilm.
Studies are still seeking to understand how certain mate-
rial characteristics might favor bacterial colonization.

Infection following material implantation may be
defined as multiplication of pathogenic microorganisms
in the tissue of the host after a material implantation,
causing disease by local cellular injury, secretion of a toxin,
or antigen–antibody reaction in the host. The pathogenic
microorganisms could be bacteria, fungi or viruses; the
mostly common pathogenic microorganisms are bacteria.

Implant-related infection is one of the most serious and
difficult complications to treat, often requiring reoperation
including the surgical removal of the implant, and it may
result in osteomyelitis, amputation, or even death. About

25–50% of infected vascular prostheses for cardiac, abdom-
inal, and extremity vessel replacement cases result in
amputation or death (43–45). Infectious complications
are the principal concerns in the use and development of
implanted materials for several indications.

The Biological Response to Bacterial Infection

We have noted above that the surgical trauma associated
with the implantation of medical device is an injury that
elicits an inflammatory response. Bacteria are another
form of injurious agent that similarly elicits inflammation.
While there are similarities in the cellular reactions to
these two forms of injury there are important differences.
That cells of the immune system are involves in the
inflammatory reaction to bacterial infection is cause for
use of the term ‘‘immune response’’ to describe the biolo-
gical process elicited by a bacterial infection.

The immune response (also called the ‘‘immune reac-
tion) is a defense function of the body that protects it
against invading pathogens, foreign proteins, and malig-
nancies. It consists of the ‘‘humoral immune response’’ and
the ‘‘cell-mediated immune response’’. In the humoral
immune response, B lymphocytes produce antibodies that
react with specific antigens brought by invading patho-
gens, foreign proteins, and malignancies. The antigen–
antibody reactions activate the complement cascade, which
causes the lysis of pathogens or cells bearing those anti-
gens. The humoral response may begin immediately on
invasion by an antigen in acute type or up to days later in
chronic type. In the cell-mediated immune response, T
lymphocytes mobilize tissue macrophages in the presence
of foreign antigen, which causes the pathogens or cells
bearing those antigens been taken by phagocyte.

An implant-related infection occurs when an adequate
number of a sufficiently virulent organism overcomes the
host’s immune response and establishes a focus of infec-
tion at the implant site. Implant-related infections
remain a formidable challenge to the surgeon as well
as material scientist. The high success rate obtained
with antibiotic therapy in most bacterial diseases has
not been obtained with implant-related infections for
several known and as yet unidentified reasons. One
important factor is that the sites on and around implants
colonized by bacteria have little or no blood supply and
thus do not allow blood-borne antimicrobial agents to
reach the bacteria. The biofilm in which the bacteria
grow may also shield the pathogens from the antimicro-
bial agents. Illness, malnutrition, and inadequacy of the
immune system may be other factors that allow for the
development implant-related infections.

Classification of Pathogens in Environment

Pathogens in the environment can be divided into three
categories: primary pathogen, opportunistic pathogen, and
nonpathogen. Primary pathogens are organisms that can
cause infection in normal host when it has attached to the
host’s tissue and has gained sufficient numbers. It is also
called a professional pathogen. Only a very small propor-
tion of microbial species may be considered to be primary or
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professional pathogens, and even among these species only
a relatively small number of clones have been shown to
cause infection. Pathogenic organisms are highly adapted
to the pathogenic state and have developed characteristics
that enable them to be transmitted, to attach to surfaces, to
invade tissue, to escape host defenses, to multiply, and thus
to cause infection.

Opportunistic pathogens are those organisms that can
only cause infection in impaired hosts. For opportunistic
pathogens, the state is the main determinant of whether
infection will be the outcome of their interaction with the
host’s local tissue. This group of organisms may lack
effective means to overcome an unimpaired host’s defense
mechanisms. They have limited growth opportunities out-
side their restricted niche in an unimpaired individual. As
a result, infection may be only a rare consequence of the
host–microbe encounter.

Nonpathogens are harmless members of the normal
flora in healthy individuals. They may, however, in some
rare situations, act as virulent invaders in an individual
with severe deficiencies in host defense mechanisms.

The Most Common Bacteria that Cause Implant-Related
Infection and Routes of Transmitting Pathogens

Studies of infected implants that have been retrieved for
analysis indicate that a few species seem to dominate
implant-related infections. Coagulase negative staphylo-
cocci are most frequently involved in the implant-related
infections. Aerobic Gram-negative bacteria and anaerobic
bacteria, which are usually present in deep infections (46),
can also cause implant-related infection. Staphylococcus
aureus (S. aureus) and Staphylococcus epidermidis (S.
epidermidis) have been most frequently isolated from
infected implant material surfaces. However, Escherichia
coli (E. coli), Pseudomonas aeruginosa, b-hemolytic strep-
tococci, and enterococci have also been isolated (43,47).
These bacteria more often act as a component of mixed
infections.

The different physical and chemical properties of
implant material surfaces appear to be responsible for
favoring infection with certain bacteria. Staphylococcus
aureus is mostly involved in infection of metallic implants,
such as metallic artificial joints, whereas S. epidermidis is
a primary cause of infection of polymeric biomaterial
implants, such as vascular grafts, catheters, and shunts
(47).

The most pathogenic species is S. aureus because the
infection caused by S. aureus often results in a much higher
rate of mortality, and it is rarely cleared without removal of
the implant. The recent emergence of S. aureus that are
more resistant to all approved antibiotics raises more
serious concerns for the future (48).

Implant-related infections may be the result of bacterial
contamination of the implant material prior to its implan-
tation. Pathogenic microorganisms may obtain access into
the body by, direct contact, airborne spreading, contami-
nated water transmission, and blood stream transmission.
If microorganisms exit in the host’s tissue or on the skin or
mucous membrane away from the implant site and break
through blood barrier (e.g., associated dental treatment)

they can gain access to the blood circulation. This can
bring the microorganisms to the implant site (i.e., hema-
togenous infection).

Risk Factors for Implant-Related Infections

Implant-related infections occur when an adequate num-
ber of a sufficiently virulent organism overcomes the host’s
defense systems. During this process, many factors may be
involved or even cooperate in establishing a focus of infec-
tion at the local implant area. The risk factors may involve
the implant material, the process of implantation surgery,
and the host.

Material-Related Factors. A large surface increases the
possibility of microorganism attachment and thus can lay a
role in implant-related infection. The avascular zone sur-
rounding a device also favors infection as it contains tissue
fluid and is often free of microorganism-monitoring agents
because of the absence of blood circulation. A small initial
number of microorganisms can grow to significant num-
bers and cause infection without interruption.

Sterile implant materials are commonly packaged in
sterile paper, cloth, and plastic bags. However, all of these
may be accidentally broken without notice and allow bac-
terial contamination of the implant.

Implantation-Related Factors. Implantation-related fac-
tors include the operating environment, skin and wound
care, and surgical technique. In the operating room, air-
borne microorganisms (usually Gram-positive bacteria)
are a source of wound contamination, originating with
operating room personnel. Each person in the operating
room sheds as many as 5000–55,0000 particles/min. Con-
ventional operating room air may contain 10–15 bacteria/
ft3(49).

The microorganisms present on the host’s skin are
another source of wound contamination. Although the skin
and hair can be sterilized with disinfectant agents, it is
almost impossible to sterilize the hair follicles and sebac-
eous glands because the disinfectants now used in surgery
do not penetrate an oily environment. Many disinfectants
that do penetrate the oily environment, such as hexachlor-
ophene, are absorbed by the body and have potentially toxic
side effects. For this reason, skin preparations now used in
surgery have a limited effect on sebaceous glands and hair
follicles where microorganisms normally reside and repro-
duce (49). Because the skin can never be disinfected com-
pletely, the number of residual microorganisms present on
the skin after disinfection builds the possibility of infection.

Any factor or event that delays wound healing increases
the risk of implant-related infection. Ischemic necrosis,
seroma, hematoma, wound infection, and suture abscesses
are common preceding events for implant-related infection.
Surgical technique and operating time also contribute to
infection rates.

Host-Related Factors. Systematic factors that can con-
tribute to implant-related infections include: immunologi-
cal status, nutrition, chronic disease, and infection at a
remote site or bacteremia caused by other reasons. A
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deficiency in the host’s defense mechanisms predisposes
the host to infection by specific groups of opportunistic
pathogens (49). Deficiencies in the immune system may
be acquired (such as acquired immune deficiency syn-
drome, AIDS) or may result from congenital abnormalities.
Malnutrition and chronic disease decreases both the
immune and inflammatory response to microorganism
invasion. Although the contaminating microorganisms
may be few in number, the altered host’s defense mechan-
isms implies that even small bacterial counts have to be
regarded as highly virulent species.

If there is infection at a remote site in the host, the
microorganisms can be brought to the implant site by blood
stream and cause implant-related infection. Under several
other conditions which the blood barrier are broken, such
as a dental treatment, microorganisms are transported by
the blood stream to find their way to the implant site,
causing hematogenous infections (50,51). Infection of total
hip arthroplasties after dental treatment is not rare (52).

The Most Common Feature of Implant-Related Infection:
Biofilm

At the implant site, the surface of the material is immersed
in the tissue fluid of the host’s local tissue. If microorganisms
appear, they have a strong tendency to colonize surfaces to
form a microecosystem in which various microbial strains
and species grow in a complex community-like structure,
which is called biofilm.

Biofilms are defined as bacterial populations reside and
produce in matrix that adheres to a surface, interface, or
each other. During most implant-related infections, micro-
bial products may assist the development and persistence of
the infection in association with adsorbed macromolecules
from the biological environment in which the implant mate-
rial is placed. In the presence of implant material, bacteria
elaborate a fibrous exopolysaccharide material called the
‘‘glycocalyx’’. The glycocalyx modifies the local environment
in favor of the pathogen by hiding and protecting the
organism from surfactants, antibodies, phagocytes, and
antimicrobial agents. This increases the population of
microorganisms on the surface of implant materials in vivo
(53,54). These protective biofilms may act as bases in pre-
disposing to tissue invasion and also result in the persis-
tence of infection. Biofilms are implant-associated and
troublesome. They have been reported to be 500 times more
resistant to antibiotics than planktonic cells (55).

Growth of the organisms is the main mechanism of
multiplication in a biofilm and eventually leads to the
formation of a thick film. The biofilm is formed in three
phases. The first phase is the formation of ‘‘conditioning
film’’. As soon as the implantation of material performs, the
material surfaces adsorbed macromolecules from the sur-
rounding fluid, forming a conditioning film. The macromo-
lecules are a number of extracellular proteins that interact
with host intracellular matrix and blood proteins. For
example, joint materials adsorb macromolecules from
synovial fluid, bone materials adsorb macromolecules from
plasma, while dental materials adsorb macromolecules
from salivary fluid. The conditioning film forms within
seconds of exposure of the implant to a body fluid (56).

This conditioning film provides a suitable substrate for
microorganism’s adhesion.

The second phase is an initial, reversible adherence of
microorganisms to the conditioning film. This adhesion
depends on the physicochemical characteristics of the
microbial cell surface, the material surface and the con-
ditioning film. Microorganisms can reach the surface via
various transport mechanisms, such as diffusion, convec-
tion or sedimentation (57). Implants can become contami-
nated before or during surgery, and more likely, by
hematogenous seeding (58). Several factors are reported
to contribute to this initial adherence, including surface
hydrophobicity, proteinaceous adhesins, and capsular
polysaccharides, such as fibrinogen, fibronectin, thrombos-
pondin, von Willebrand factor, collagen, bone sialoprotein,
and elastin (59). It seems that different bacteria is helped
by different group of factors. Staphylococcus aureus
appears to be enhanced by mostly fibronectin and plasma
glycoprotein in adhering to polymethylmethacrylate in
vivo, and this may contribute to the establishment of
infection (60).

The third phase of biofilm development is microcolony
formation and exopolymer production, which results in the
firm anchoring of the biofilm and complex biofilm archi-
tecture. The adhered organisms multiply and form micro-
colonies and higher ordered structure glycocalyx. As soon
as glycocalyx have been formed, the organisms gain some
resistance. In favor of the protection, the microorganisms
keep multiplying within this matrix. New layers of film are
added and allowing the microorganisms room to multiply,
forming thick biofilms (56). Biofilm protects the resident
microorganisms against environmental attacks and anti-
biotics. However, the mechanism for resistance is not well
understood.

As biofilms grow thicker and thicker, microorganisms
on the periphery of the expanding biofilm may detach,
which plays a large part in the pathogenesis of septic
processes (61,62).

Latent Infections

As the biofilm protects microorganisms against environ-
mental attacks and antibiotics, the microorganisms can
survive in the biofilm for a long period of time when the
host’s defense system is strong or sufficient concentration
of antibiotics is exit. There is no clinical symptom or sign of
infection, but the microorganisms exit in the implant site.
However, if the host’s defense system becomes weakened or
a sufficient concentration of antibiotics is no longer admi-
nistered, the microorganisms may become more active, and
cause a latent infection.

Latent infection also can be caused in other situations
by a remote wound. The remote wound can give micro-
organisms access to the blood circulation. The blood stream
can bring the microorganisms to the implant, causing a
latent infection. Infection of total hip arthroplasty after
dental treatment is not rare (52).

The Outcomes of Infection

Implant-related infection produces all the symptoms of
infectious inflammation with a wide spectrum of severity.
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The clinical presentation is determined largely by the
virulence of the infecting pathogen, the extent of the area
involved, the location of the infection and the nature of the
infected host tissue. The infection may cause large changes
to the host’s internal environment as well as the implant
material. As we mentioned in former section, S. aureus is a
common pathogen in implant-related infection. In the
mean while, it is particularly a very virulent pathogen
in this setting and usually produces a fulminant infection.

The early stage of implant-related infection may be
obvious or obscure. Signs and symptoms vary with the
location and extent of tissue or organ involvement. Com-
mon characteristics of infection, such as fever, chills, nau-
sea, vomiting, malaise, erythema, swelling, and tenderness
may or may not be present. The classic triad is fever,
swelling, and tenderness or pain. Tenderness or pain prob-
ably is the most common and earliest symptom. Swelling
may be mild. Fever is not always a consistent finding.

During the mid-late stage of infection, the severity of the
infection, its specific microorganism, and the particular
tissue, site, and material involved all introduce morpholo-
gic variations in the basic patterns of acute and chronic
infection. The implant-related infection can appear as
serous inflammation, fibrinous inflammation, suppurative
or purulent infection, abscesses, or more seriously lead
septicemia, septic shock, or patient death.

Serous inflammation is marked by the outpouring of a
thin fluid derived from the blood serum. Fibrinous inflam-
mation is a fibrinous exudate develops when the vascular
leaks are large enough. These two are the clinical appear-
ance of mild infection. Fibrinous exudate may convert to
scar tissue if the infection is controlled in this stage (63).

Suppurative or purulent infection is commonly seen in
implant-related infection. It is characterized by the pro-
duction of large amounts of pus or purulent exudate con-
sisting of neutrophils, necrotic cells, and tissue fluid.
Certain pyogenic (pus-producing) microorganisms (e.g.,
staphylococci) produce this localized suppuration.

Abscesses are focal localized collections of purulent
inflammatory tissue caused by suppuration buried in a
tissue. They are produced by pyogenic bacteria. Abscesses
have a central region that appears as a cavity full of pus
that consists of necrotic tissue, died white blood cells,
bacteria, and material. There is usually a zone of neutro-
phils around this necrotic focus. Vascular dilation, par-
enchymal and fibroblastic proliferation occurs outside this
region, indicating the beginning of repair. Sometimes, the
abscess may become walled off by connective tissue that
limits it from further spread (64).

Microorganisms on the periphery of the expanding bio-
film may detach or separate. These microorganisms may
present in blood and can be confirmed by blood culture,
which is called bacteremia. If the bacteria are strong
enough to survive in blood and produce toxin, it is called
septicemia, which can be life-threatening.

Diagnosis of Implant-Related Infection

The specific diagnosis of implant-related infection is depen-
dent, in large part, upon isolation of the pathogen by
aspiration of secreted fluid or by culture of tissue obtained

at debridement. However, there are other assessments
that can indicate an infection, such as blood count and
different morphologic examinations.

Roentgenographic studies are helpful in implant-
related infections. Plain roentgenograms show soft tissue
swelling, joint space narrowing or widening, bone destruc-
tion and non-X-ray transparent implant materials. These
roentgenograms can reveal (1) abnormal lucencies at the
material–host tissue interface, (2) bone or periosteal reac-
tion, (3) motion of components on stress views, or (4)
changes in the position of implant materials. If initial
roentgenograms are normal in the evaluation of a sus-
pected implant-related infection, other imaging modalities
that show soft tissue swelling and loss of normal fat planes
about the involved site should be used.

Computed tomography (CT) scanning can help deter-
mine the extent of surrounding tissue involvement. Pus
within the cavity can cause an increased density on the CT
scan. Adjacent soft tissue abscesses also are easily seen.
However, the use of CT scan is limited if the implanted
material is made of metal.

Magnetic resonance imaging (MRI) can also be imple-
mented for evaluating implant-related infections. The
images can reflect the increase in water content resulting
from edema in the implant or surrounding tissue due to
infection. The MRI detects changes much earlier in the
course of disease than roentgenograms, because it shows
the condition of the surrounding soft tissue.

Fate of Material During Infection

The biofilm and bacterial modification of the microenvir-
onment around implants may affect the biomaterial in
several ways. Biodegradable materials, such as collagen,
may degrade faster than expected due the elevated levels of
enzymes and the changes in pH. Such implants may col-
lapse before being replaced by host tissue and thus become
a component of the local abscess. The low pH often found at
sites of infection may also accelerate the corrosion of
metallic materials. Implant-related infections indirectly
affect implant materials by causing the destruction of
surrounding tissue thus contributing to loosening of the
implant.

Treatments of Implant-Related Infection

Successful treatment of an implant-related infection often
depends on both extensive and meticulous surgical
debridement and effective antimicrobial therapy. Debride-
ment should be emphasized because infection often per-
sists despite treatment with systemic antibiotic therapy in
the absence of extensive and meticulous debridement of the
implant-tissue interface.

It is of paramount importance to confirm the microor-
ganism causing the infection. Distinguishing infection
from pure inflammation is also very important because
they have some similarities. The timing and selection of
bacteria culture are critical. Many implant-related infec-
tions are deep seated, and adequate culture specimens are
difficult to obtain. In spite of this, every effort should be
made to obtain a culture specimen. The preferred specimen
in implant-related infections is aspirated fluid. A deep
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wound biopsy or a curetted specimen after cleaning the
wound is acceptable.

Antibiotic therapy should begin as early as implant-
related infection is diagnosed. Treatment with systemic
antibiotic therapy can at least prevent the infection from
transmission. In the meanwhile, local symptoms and signs
of infection should be observed carefully. If there are signs
show the infection is not under control, a debridement may
be indicated.

Treatment of an implant-related infection at mid–late
stage may require both systemic antimicrobial treatment
and local surgical treatment. Antibiotic treatment alone
sometimes may still be sufficient at this stage, however, it
should be performed under careful observation and cannot
last long. If there are signs that the infection is not under
control, surgery is needed.

Surgery may go hand in hand with antibiotic treat-
ment. The purpose of surgery is clearance of the necrotic
tissue with the bacteria and augmentation of the host
response. Debridement and irrigation removes necrotic
and avascular tissue, bacteria, and harmful bacterial
products. It is essential when pus is found on aspiration,
signifying an abscess, or when roentgenographic changes
indicating pus, necrotic material, and chronic inflamma-
tion. If an abscess has formed, removal of the implant is
indicated.

Frequently, the only way to treat an infected large implant
is to remove it in associate with antibiotic treatment.

If the infection is very severe, septic shock may exist and
threaten the patient’s life. At this situation, the most
important work is antishock and save life. Supported by
antishock and antibiotic treatment, removal of implant and
open debridement, or even amputation must be performed.

How to Prevent Implant-Related Infection

Recognizing the unique characteristics and outcomes of
implant-related infections, the best course is prevention.
The close relationship and cooperation of implant
designer, manufacturer, and surgeon are necessary for
prevention of implant-related infection. The implant must
be kept free of bacteria, while the surgeon should evaluate
the risk of infection in each patient by considering both
host- and surgeon-dependent factors. Simply stated, it is
much easier to prevent an implant-related infection than
to treat it.

Sterilization Methods. There are several methods for
sterilizing implants prior to implantation. The first concern
when choosing a sterilization method is the physical and
chemical properties of the implant material itself as well as
the packaging material required to maintain the implant
sterile prior to delivery to the operative site. Autoclaving is
the method of choice for the sterilization of metallic or heat-
resistant implants. The advantages of autoclaving are
efficacy, speed, process simplicity, and no toxic residues.
The disadvantages are the relatively high temperature of
the process (121 8C) may damage some non-heat resistant
implant materials as well as the packaging materials.
Thus, most nonmetallic implants and packaging materials
cannot be sterilized by this method.

Ethylene oxide (EtO) gas sterilization is a low tempera-
ture sterilizing process. It is compatible with a wide range
of implant and packaging materials. It is commonly used to
sterilize a wide range of medical implants, including sur-
gical sutures, absorbable and nonabsorbable meshes,
absorbable bone repair devices, heart valves, and vascular
grafts. The advantages of EtO are its efficacy, high pene-
tration ability, and compatibility with a wide range of
materials. The main disadvantage is EtO residuals in
the sterilized materials.

Exposure to 60Co gamma rays is another widespread
sterilizing method. Gamma rays have a high penetrating
ability. This method of sterilization is widely used for med-
ical products, such as surgical sutures and drapes,
syringes, metallic bone implants, knee and hip prostheses.
The advantages of 60Co gamma-ray sterilization are
efficacy, speed, process simplicity, no toxic residues. The
main disadvantages are the very high costs and incompat-
ibility of some radiation sensitive materials such as the
fluoropolymer and polytetrafluoroethylene (PTFE).

Medical implant may also be sterilized with machine-
generated accelerated electrons called electron beam ster-
ilization. It has a similar range of applications and material
compatibility characteristics as the 60Co process. However,
the main disadvantages are short penetration distance.
This limits its usage. A unique application for this method
is the on-line sterilization of small, thin materials imme-
diately following primary packaging.

Several new technologies are emerging that have
potential utility for implant material sterilization, such
as gaseous chlorine dioxide, low temperature gas plasma,
gaseous ozone, vapor-phase hydrogen peroxide, and
machine-generated X rays. Machine-generated X rays
have the advantage of a nonisotopic source and penetrating
power similar to gamma rays.

Prevention of Operative Contamination, Wound Sepsis
Contiguous to the Implant, and Hematogenous Infection. The
importance of irrigation during and at the end of surgery
has been well documented. The principles of no dead space,
no avascular tissue, evacuation of hematomas, and soft
tissue coverage should be practiced strictly during implan-
tation surgery. Good surgical technique and minimal oper-
ating times also contribute to lowering of infection rates.
Prophylactic antibiotics are definitely indicated when
implants are involved. New methods are on the way of
developing. Direct local delivery of polyclonal human
antibodies to abdominal implant sites reduced infection
severity and mortality in an animal model of implant-
related peritoneal infection (65).

Any bacteremia can induce an implant-related infection
by the hematogenous route (51,66,67). Dentogingival infec-
tions and manipulations are known causes of streptococcal
and anaerobic infections in prostheses (51). Pyogenic skin
processes can cause staphylococcal and streptococcal infec-
tions of joint replacement. Genitourinary and gastrointest-
inal tract procedures or infections are associated with
Gram-negative bacillary, enterococcal, and anaerobic
infections of prostheses (66,68). Twenty-to-forty percent
of prosthetic joint infections are caused by the hematogen-
ous route (68).
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To prevent hematogenous implant-related infection,
any factor that might predispose to infection should be
avoid before insertion of the implant material. For elective
implant surgery, the patient should be evaluated for the
presence of pyogenic dentogingival pathology, skin, and
other even very small local infection. Perioperative anti-
biotic prophylaxis is also very important. It has been
reported to reduce infections in total joint replacement
surgery (69).

For patients with indwelling implant materials, it is of
paramount important to diagnose and treat infections in
any location as early as possible. This reduce the risk of
seeding bacteria to the implant materials hematogenously
in large extent. Any situation likely to cause bacteremia,
even a dental care should be avoided or seriously
evaluated.

Antimicrobial Biomaterials

Two factors necessary for an implant-related infection are
attachment of bacteria to the implant surface and multi-
plication of bacteria to a significant number. Antibacteria
materials are designed to decrease the surface attachment
of microorganism and/or inhibit the multiplying of micro-
organism.

A variety of antibiotics incorporating implant materials
were designed to inhibit the microorganism against multi-
plying. Antibiotics for incorporation in materials should
have a broad antibacterial spectrum, sufficient bactericidal
activity, high specific antibacterial potency, low rate of
primary resistant pathogens, minimal development of
resistance during therapy, low protein binding, low sensi-
tizing potential, marked water solubility, and stable (70).
During these years, various antibiotics have been evalu-
ated both in vitro and in vivo. The studies are most regard-
ing their suitability for incorporation in materials.

Cefazolin loaded bone matrix gelatin (C-BMG) was
made from putting cefazolin into BMG by vacuum adsorp-
tion and freeze-drying techniques (71). It was tested for
repair of long segmental bone defects and preventing infec-
tion in animal experiment. The effective inhibition time to
staphylococcus aureus of C-BMG was 22 days in vitro,
while 14 days in vivo. The drug concentration in local
tissues (bone and muscle) were higher than that of plasma,
and the drug concentration in local tissues was higher in
early stage, later it kept stable low drug release.

Rifampin-bonded gelatin-sealed polyester was tested in
another animal experiment (72). Their results indicated
that rifampin-bonded gelatin-sealed polyester grafts were
significantly more resistant to bacteremic infection than
were silver/collagen-coated polyester grafts.

For developing antibiotics delivery biodegradable mate-
rials, polylactide–polyglycolide copolymers were mixed
with vancomycin (73). The mixture was compressed and
sintered at 55 8C to form beads of different sizes. The
biodegradable material released high concentrations of
antibiotic in vitro for the period of time needed to treat
infection. The diameter of the sample inhibition zone ran-
ged from 6.5 to 10 mm, which is equivalent to 12.5–100% of
relative activity. By changing the processing parameters,
the release rate of the beads was able to be controlled. This

provides advantages of meeting the specific requirement
for prevention of implant-related infection.

Besides incorporating antibiotics in implant materials,
antimicrobial materials have been made in different ways.
Bovine serum albumin was used to coat material surfaces
by using carbodiimide, a cross-linking agent (74). The
inhibition rate of the albumin coating on bacterial adher-
ence remained high throughout the experiment. This
suggests the potential use of this cross-linked albumin
coating to reduce bacterial adherence and thus the sub-
sequent possibility of prosthetic or implant infection
in vivo.

In the future, the use of implant materials will surely
increase with growing demands for a higher quality of life.
In 1997, operating expenses allocated to tissue engineering
exceed $450 million and fund the activities of nearly 2500
scientists and support personnel. Growth rate is 22.5% /
annum (75). At the beginning of 2001, operating expenses
allocated to tissue engineering exceed $600 million and
fund the activities of nearly 3300 scientists and support
personnel. Spending by tissue engineering firms has been
growing at a compound annual rateof 16% (76). However,
implant-related infection remains a significant problem in
this field. Research on the development of biomaterial
surfaces with antimicrobial properties has increased to
an annual expenditure of �$430 million (75).
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INTRODUCTION

Biomedical electrodes are used in various forms in a wide
range of biomedical applications, including:

1. The detection of bioelectric events such as the elec-
trocardiogram (ECG).

2. The application of therapeutic impulses to the body
[e.g., cardiac pacing and defibrillation and transcu-
taneous electrical nerve stimulation (TENS)].

3. The application of electrical potentials in order to
facilitate the transdermal delivery of ionized mole-
cules for local and systemic therapeutic effect (ion-
tophoresis).

4. The alternating current (ac) impedance character-
ization of body tissues.

Good electrode design is not as simple and straightfor-
ward a matter as is often assumed, and all electrode
designs are not equal in performance (1). One must, there-
fore, not simply choose an electrode with as conductive a
metal plate as possible, which unfortunately, was and
appears to still be the case in many designs. Probably
due to this mistaken view, it would appear that the asso-
ciated electronic systems are often first developed and the
electrode design is left to the end, almost as an after-
thought. If the clinician is to properly diagnose the
patient’s cardiac problem, for example, it is imperative
that the measured biosignal is clear, undistorted, and
artefict-free. Unfortunately, monitoring bioelectrodes, if
they are not chosen correctly, give rise to significant
problems that make biosignal analysis difficult, if not
impossible. Similarly, stimulation electrodes must be
well-chosen if they are to optimally supply the therapeutic
waveforms without causing trauma to the patient.

Current or charge is carried by ions inside the patient’s
body and by electrons in the electronic device itself and in
its leads. The ‘‘charge-transfer’’ mechanism between cur-
rent/charge carriers takes place at the electrode-patient
interface and is of major importance in the design of an
optimal electrode. Both the electrode–electrolyte interface
and the skin under the electrode (collectively known as
the contact) give rise to potentials and impedances that can
distort the measured biosignal or adversely affect the
electrotherapeutic procedure.

Implanted electrodes are generally made from inert or
noble materials that do not react with surrounding tissues.
Unfortunately, as a consequence, they tend to give rise
to large interface impedances and unstable potentials.
Implanted biosignal monitoring electrodes, in particular,
require stable potentials and low interface impedances to
minimize biosignal distortion and artifact problems. Exter-
nal biosignal-monitoring electrodes can generally use
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high electrical performance nonnoble materials such as
silver–silver chloride without fear of biocompatibility pro-
blems (2). They do, however, have to address the additional
and very significant problem of the skin with its sizeable
impedance and unstable potential. Along with the desired
biosignal, one amplifies the difference between the two
contact potentials. If the contact potentials were identical
(highly improbable), they would cancel each other out due to
the use of a differential amplifier. If the potential mismatch
were very large (several hundred mV), the amplifier would
not be able to cope and would saturate. If the mismatch in
contact potentials is small and stable, this mismatch will be
amplified along with the biosignal, and the biosignal will
appear shifted up or down on the oscilloscope screen or
printout paper, which would generally not be a major pro-
blem as the additional voltage offset can be easily removed.
What is a significant problem, however, is when the contact
potentials fluctuate with time. Their mismatch, therefore,
varies and the baseline of the biosignal is no longer constant,
which leads to the problem termed baseline wonder or
baseline drift, which makes analysis of some of the key
features of the biosignal difficult. Filtering out of the drift
is often not an option, as the filtering often also removes key
components of the desired biosignal.

Large mismatched contact impedances can cause signal
attenuation, filtering, distortion, and interference in bio-
signal monitoring. If contact impedances are significant
compared with the input impedance of the amplifier, they
can give rise to signal attenuation as a result of the voltage
divider effect. Attenuation of the signal is not a major
problem, after all, the amplifier is going to be used to
amplify the signal by a factor of around 1000 (in the case
of an ECG). A significant problem develops, however,
because the contact impedance varies with frequency.
The frequency-dependence of the contact impedance is a
consequence of the presence of parallel capacitances at the
electrode-electrolyte interface or at the skin under the
electrode. At very high frequencies, the contact impedances
are very small and, therefore, no attenuation of the high
frequency parts of the biosignal exists. At low frequencies,
the contact impedances can be very large and, hence,
significant attenuation of low frequency components of
the biosignal can exist. The overall signal is not only
attenuated, it is also distorted with its low frequency
components selectively reduced. The measurement system
in effect acts as a high pass filter and the signal is differ-
entiated. In the case of the ECG, the P, S, and T waves are
deformed, leading in particular to a modification of the S–T
segment. The S–T segment is of vital importance to the
electrocardiologist, hence the importance of avoiding such
biosignal distortions.

50/60 Hz interference can be amplified along with any
monitored biosignal due to the mismatch of the contact
impedances. Displacement currents flow from power lines
through the air to the monitor cables and then through the
electrodes and the patient to ground. If the contact impe-
dances are not identical, the displacement currents flowing
through the two contact impedances connected to a differ-
ential amplifier will give rise to different voltages at the
amplifier’s inputs. This 50 Hz offset voltage will be ampli-
fied along with the desired biosignal and its amplitude

is proportional to an electrode–skin impedance mismatch
(3).

Other applications, such as electrical impedance
plethysmography and electrical impedance tomography
(4), do not monitor intrinsic biosignals emanating from
the body, but inject small currents or voltages into the
body and record the resultant voltages or currents. The
electrical properties of the body or a body segment can then
be calculated. In many of these applications, the magnitude
and mismatch of contact impedances can give rise to sig-
nificant errors or artifacts (5). As relatively high frequen-
cies are often involved in these techniques, even the series
resistance of the gel pad (which is generally ignored) may
become significant.

Although interface impedance and potential are gen-
erally less critical for implanted stimulation electrodes,
many such electrodes (e.g., implanted pacing electrodes)
are used to monitor biosignals as well as to deliver the
required stimulation impulses. Even in the case of a purely
stimulating electrode, a low interface impedance is
required to minimize energy waste and to prolong the life
of the power source. Various techniques are therefore used
to effectively decrease the otherwise large interface impe-
dances of the noble or inert materials used for their bio-
compatible properties. Electrode material and high
electrical performance is generally less critical for exter-
nal stimulation electrodes such as TENS and external
defibrillation electrodes. Current density distribution is
of major importance in these applications in order to avoid
electrical hotspots and resultant burns to the skin. In some
applications, such as TENS and external pacing, it is even
sometimes advantageous to use a relatively resistive elec-
trode material or gel, as this has been found to optimize
current density distribution under the stimulation
electrode.

As in the above applications, the avoidance of current
density hotspots is one of several key factors in iontophore-
tic, transdermal delivery (6). An additional important
constraint that is generally not relevant in other electro-
therapies is the maintenance of the delicate electrochemi-
cal balance at the electrode/reservoir/skin interface. The
electrode potential and impedance, as well as the composi-
tion of the drug reservoir, must generally remain within
certain narrow ranges in order to avoid the deterioration of
the electrode, the contamination of the drug reservoir, and
the irritation of the patient’s skin.

The electrical properties of the electrode contacts are,
therefore, of great importance in most applications. Ideally,
the contact with the patient should give rise to the following:

� Zero potential. Unfortunately, zero potential is not
possible and a more realistic goal is to achieve a low,
stable potential at each of the contacts.

� Zero Impedance. Unfortunately, zero impedance too is
not possible and a more realistic goal is to achieve
impedances at the two contacts that are low and as
similar as possible.

The potentials and impedances of the electrode–
electrolyte interface and the skin will therefore be studied
in more depth in the following sections.
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ELECTRICAL PROPERTIES OF ELECTRODE–SKIN INTERFACE

As briefly outlined above, the electrode–electrolyte inter-
face and the skin under the electrode both give rise to
potentials and impedances that can either distort any
measured biosignal or give rise to problems during elec-
trical stimulation.

The Electrode–Electrolyte Interface

The Electrode–Electrolyte Potential. When a metallic
electrode comes in contact with an electrolyte (in body
tissues or in an electrode gel), an ion–electron exchange
occurs as a result of an electrochemical reaction. A ten-
dency exists for metal atoms M to lose n electrons and pass
into the electrolyte as metal ions, Mþn, causing the elec-
trode to become negatively charged with respect to the
electrolyte (Fig. 1). Reaction (1) is termed oxidation.

M!Mþn þ ne� ð1Þ

Similarly, under equilibrium conditions, some of the
ions in solution Mþn take n electrons from the metal and
deposit onto the electrode as metal atoms M. The electrode
becomes positively charged with respect to the electrolyte.
Reaction (2) is termed reduction.

Mþn þ ne�!M ð2Þ

The overall chemical reaction taking place at the inter-
face is therefore

MÐMnþ þ ne� ð3Þ

Under equilibrium conditions, the rate at which metal
atoms lose electrons and pass into solution is exactly
balanced by the rate at which metal ions in solution deposit
onto the electrode as metal atoms. The current flowing in
one direction, i0, is equal to and cancels out the current
flowing in the opposite direction. The electrode is said to be

behaving reversibly and the common value of currents, io,
is termed the exchange current (density). Although the net
current flowing through the electrode interface is zero, a
potential difference is found to exist between the electrode
and the electrolyte and depends on the position of the
equilibrium between the two processes (1) and (2). Gen-
erally, the metal is negative relative to the electrolyte. The
potential difference depends on the relative activities (or
concentrations) of the ions present and on the electrode
metal (7). This potential has been termed the equilibrium,
reversible, or half-cell (i.e., one interface only) potential in
the literature.

When trying to measure the potential of a half-cell (i.e.,
one interface only), one is immediately faced with a pro-
blem, as one requires two electrodes to make a potential
measurement, thus effectively creating an electrochemical
cell with two electrode–electrolyte interfaces. One, there-
fore, measures not only the potential of the electrode–
electrolyte interface under study, but also that of the
second electrode used to complete the circuit. If one uses
the same metal for the second electrode to that used in the
first, the potentials will be identical (in theory at least) and
will cancel each other out. The measured potential will be
(theoretically) equal to zero. (In practice, however, slight
differences in the composition of the metal used, the elec-
trode surfaces, and in the gel will result in differences in
the two half-cell potentials.) If, on the other hand, one uses
a different metal for the second electrode, the measured
potential of the cell will be due to the combination of the
potentials of the two half-cells. It will be impossible to
separate the potential of the half-cell under investigation.

In order to resolve this problem, early electrochemists
decided to measure all electrode interface potentials with
respect to a standardized electrode or reference electrode.
The standard hydrogen electrode (SHE) was chosen to be
the universal reference electrode and its half-cell potential
was specified as zero. Other metal-to-ion interface poten-
tials were then measured with reference to SHE and the
entire measured offset voltage was attributed to electrode
system being tested.

Hydrogen electrode consists of a platinized plate sub-
merged to one-half its height HCl over which hydrogen gas
at atm is bubbled. The half-cell potential of SHE depends
on concentration of hydrogen ions in the solution, hence it
is quite stable and reproducible. At the time that this
decision was reached, the necessary glass blowing and
silver soldering were common skills and the SHE was thus
easy and inexpensive to make. Although, however, it is no
longer convenient for modern routine measurements as a
reference electrode (the flowing hydrogen gas is potentially
explosive), electrode potentials are standardized with
respect to the SHE (7).

The reversible, equilibrium, or half-cell potential of a
given electrode–electrolyte interface depends on the activ-
ity (almost synonymous with concentration) of the ions
taking part in the reactions (Table 1). This potential, Erev,
is given by the Nernst equation,

Erev ¼ E0 þ ½RT=nF�In½activity of oxidized form=

activity of reduced form� ð1Þ
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Erev is the reversible, equilibrium, or half-cell potential
E0 is the standard half-cell potential (measured relative

to the standard hydrogen electrode)
R the universal gas constant,
n the number of electrons involved in reaction,
T the absolute temperature (K).

Activity, a¼ gC, where C is concentration and g, the
activity coefficient, is a measure of the interaction between
ions. When solution is infinitely dilute, g¼ 1 and activity is
equal to concentration.

Note the two components of Erev. One is constant, E0,
wheras the other will vary due to slight variations
in concentration, from one electrode to another. If two
chemically identical electrodes make contact with the same
electrolyte/body, the two interfaces should, in theory,
develop identical half-cell potentials. When connected to
a differential amplifier, the half-cell potentials of such
electrodes would cancel each other out and the offset
voltage would be zero. The electrode potentials would,
therefore, make zero contribution to a biosignal they were
being used to detect. Unfortunately, slight differences in
electrode metal or gel result in the creation of offset vol-
tages, which can greatly exceed the physiological variable
to be measured. Generally, a more significant problem is
that the electrode offset voltage can fluctuate with time,
thus distorting the monitored biosignal (8).

The Electrode–Electrolyte Impedance. It has already
been stated that in the electrode and the connecting lead,
electrical charge is carried by electrons, whereas in the gel
and in the human body, charge is carried by ions. A
transition exists at the interface between the electrode
and the electrolyte where charge is transferred from one
kind of carrier to the other. In order for some of the ions in
the electrode gel or in the body fluids to transfer their
charge across the interface, many must first diffuse to

the electrode–electrolyte interface under the influence of
electrostatic attraction. Here they stick (or adsorb, as it is
termed in electrochemistry) to the electrode surface and
form the outer Helmholtz plane (OHP) (7). If the electrode
has a negative charge relative to the electrolyte, positive
ions will be attracted to the interface region and adsorb
onto the electrode surface. As a consequence, there is a
layer of negative charge on the metal surface and a layer of
equal but opposite charge on the electrolyte side of the
interface, both separated by a small distance across the
OHP (see Fig. 2). A double layer of charge therefore exists
at the interface, and such a system behaves like a parallel-
plate capacitor. Not altogether surprising, the interface’s
capacitance is often termed the double-layer capacitance,
Cdl, and is connected in parallel to the charge-transfer
resistance in our simple equivalent circuit model.

Just in case one believed that the electrode interface was
that simple, one must point out, for example, that as well as
the cations electrostatically attracted to the negatively
charged electrode surface (coulombic adsorption) anions
may exits that are adsorbed on the electrode surface and
form the inner Helmholtz layer or plane (IHP). These
anions have tended to lose their hydration sphere and,
consequently, are in close contact with the electrode. As
they are negative ions adsorbed onto a negative electrode
surface, electrostatic forces cannot be responsible. Some
force specific to the ion (rather than its electric charge)
must be responsible, hence the use of the term specific
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Table 1. Reversible Potentials for Common Electrode
Materials at 25 8Ca

Metal and Reaction Potential EV,V

Al!Al3þþ3e� �1.706
Zn!Zn2þþ2e� �0.763
Cr!Cr3þþ3e� �0.744
Fe!Fe2þþ2e� �0.409
Cd!Cd2þþ2e� �0.401
Ni!Ni2þþ2e� �0.230
Pb!Pb2þþ2e� �0.126
H2!2Hþþ2e� 0.000 by definition

AgþCl�!AgClþe� þ0.223
2 Hgþ2Cl�!Hg2Cl2þ2e� þ0.268

Cu!Cu2þþ2e� þ0.340
Cu!Cuþþe� þ0.522
Ag!Agþþe� þ0.799
Au!Au2þþ3e� þ1.420
Au!Auþþe� þ1.680

a
The metal undergoing the reaction shown has the magnitude and polarity

of standard half-cell potential, E0. Listed when the metal is referenced to the

standard hydrogen electrode (3).

Figure 2. The electrode–electrolyte interface. A metal in an elec-
trolyte forms a double layer of charge. (Redrawn from Ref. 7).



adsorption to describe this phenomenon. The van der
Waals or chemical forces is thought to be responsible (7).

In order to understand some aspects of the double-layer
capacitance, it is good to consider the basic equation for a
parallel-plate capacitor. If two identical conductive plates,
each of area A cm2, are separated by a distance d cm, which
is filled with a material of dielectric constant e0, then the
capacitance of this parallel-plate capacitor, Cpp, is given
by:

Cpp ¼ e0A=d ð2Þ

and the magnitude of the capacitive impedance, Zpp, is
given by

Zpp ¼ 1=2pfCpp ð3Þ

where f is the frequency of the applied ac signal and p is a
constant.

Some dc (or faradaic) current does, however, manage to
leak across the double layer due to electrochemical reac-
tions (1) and (2) taking place at the interface. These reac-
tions experience a charge transfer resistance, RCT, which
can be thought of as shunting the nonfaradaic, double-
layer capacitance and whose expression can be derived
from the Butler–Volmer equation.

For small applied signal amplitudes (7),

RCT ¼
RT

nF

1

i0
ð4Þ

A good electrode, from an electrical point of view, will have
a very low value of RCT. Charge will be transferred across
the interface almost unimpeded and little voltage will be
dropped across the interface. One should note that RCT

is inversely proportional to i0. i0 is the exchange current
[i.e., the current flowing across the interface (in both
directions) under equilibrium conditions (no net current
flow)]. Simplistically, if an interface can cope with large
currents under equilibrium conditions, it will be able
to cope well with currents under nonequilibrium condi-
tions. A good electrode system will therefore be character-
ized by a large value of exchange current or a low value of
RCT.

The interface impedance should theoretically be well
represented by an equivalent circuit model comprising the
double-layer capacitance in parallel with the charge trans-
fer resistance, RCT. Both are in series with RTOTAL, the
relatively small resistance due to the sum of the lead and
electrolyte resistances.

Complex Impedance Plot. If, for each frequency of ac
signal used to measure the impedance, the real part of the
measured impedance (Z0 or RS) is plotted on the x axis and
the imaginary part (Z00 or XS) on the y axis of a graph, one
obtains a Nyquist or complex impedance plot. The impe-
dance locus for the above simple equivalent circuit model
(Fig. 3.) of the interface impedance is plotted on a complex
impedance plot in Fig. 4. Note: Electrochemists plot–XS

versus RS and not XS versus RS as electrode (and tissue)
impedances tend to be capacitive and thus negative. It is
generally found easier to look at the plots with the Z00 axis
inverted. Low frequency data are on the right side of the

plot and higher frequencies are on the left, which is gen-
erally the case for electrode interface data.

The impedance locus has the form of a semi-circle with
high and low frequency intercepts with the real axis at 908
(due to the presence of Cdl in parallel with RCT). At very low
frequencies, the impedance is equal to RTOTALþRCT, the
diameter of the semicircle being equal to RCT. At higher
frequencies, the impedance is influenced by the value of the
parallel capacitance Cdl. As the capacitive impedance
decreases with increasing frequency, current therefore
flows through it and the total impedance of the parallel
combination decreases. The reactive component and the
phase angle increases from zero, reaches a maximum value
(which depends on the relative sizes of RTOTAL and RCT),
and then decreases again toward zero (see Figs. 4 and 5).
The frequency at which the reactive component reaches its
maximum value (v0) is given by v0¼ 1/ RCTCdl (Fig. 4).

At high frequencies, the impedance is determined by the
series resistance RTOTAL.

Bode Plot. Another popular method of presenting
impedance data is the Bode plot. The impedance is plotted
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Figure 3. Simple equivalent circuit model of the electrode-
electrolyte interface. Cdl represents the double-layer capacitance,
RCT the charge transfer resistance, RTOTAL the sum of the lead and
electrolyte resistances, and Erev represents the reversible or equi-
librium potential.
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Figure 4. Impedance plot for simple equivalent circuit model of
the electrode–electrolyte interface. The impedance locus is semi-
circular as a result of the parallel combination of Cdl (the double
layer capacitance) and RCT (the charge transfer resistance), both of
which are in series withRTOTAL, the sum of the lead and electrolyte
resistances.



with log frequency on the x axis and both the absolute value
of the impedance ðjZj ¼ ½Z02 þ Z002�1=2Þ and the phase-shift
ðf ¼ tan�1½Z 00=Z 0�Þ on the y axis. Unlike the complex impe-
dance plot, the Bode plot explicitly shows frequency infor-
mation.

The Bode plot for the electric circuit of Fig. 3 is shown in
Fig. 5.

As in the complex impedance plot, the magnitude of the
impedance is equal to RTOTALþRCT at very low frequencies
(Rdc). The phase angle is zero at this point as the impedance
is purely resistive. At very high frequencies, the magnitude
of the impedance (R1) is equal to that of the series resis-
tance RTOTAL. At frequencies in between these two limits,
the interface impedance is influenced by the value of the
parallel capacitance CDL. As the capacitive impedance
decreases with increasing frequency, current therefore
flows through it and the total impedance of the parallel
combination decreases. The phase angle increases from
zero, reaches a maximum value (generally less than 908
or p/2 rad), and then decreases again toward zero (see
Fig. 5).

The above model can be used to explain most key aspects
of the electrode–electrolyte interface. It must be pointed
out, however, that the equivalent circuit is a gross approx-
imation.

For example, diffusion of ions to the interface from the
bulk of the electrolyte (gel or patient) takes place at a finite
rate and thus gives rise to impedance to current flow,
especially at low frequencies. The diffusion (often termed
Warburg) impedance is generally located in series with the
charge transfer resistance, both of these being in parallel
with the double-layer capacitance. The diffusion impe-
dance has been ignored in the above model as it tends

not to be observed for many biomedical electrode systems
over the range of frequencies typically used.

A further simplification is the use of a simple capaci-
tance in the above model. Such ideal capacitive behavior is
rarely observed with solid metal electrodes. Instead, an
empirical pseudo capacitance or constant phase angle
impedance, ZCPA, is often used that has a constant phase
angle, much like a capacitor.

ZCPA ¼ KðivÞ�b ð5Þ

where K is a measure of the magnitude of ZCPA and has
units of Vs�b, and b is constant such that 0<b< 1. The
phase angle of this empirical circuit element (f¼bp/2
radians or 90b8) generally lies between 458 and 908 (9).
Typically, b has a value of 0.8 for many biomedical elec-
trode systems.

Fricke (10) used the term polarization to describe the
constant phase angle impedance and postulated that it was
due to spontaneous depolarization of the electrode.
Although he did not enlarge on the hypothesis, many
authors have used Fricke’s terminology over the interven-
ing years. The present author must concur with Cole and
Curtis’ observation that ‘‘the use of the term polarization
for describing the unexplained effects occurring at the
metal–electrolyte interface is only an admission of our
ignorance’’ (11).

The two most likely causes of the observed constant
phase angle impedance are specific adsorption and surface
roughness effects (12). With solid biomedical electrodes,
the nonideal behavior is probably due to the surface rough-
ness of the electrodes (13), which is supported by reports
that roughing an electrode surface decreases the measured
value of phase angle.

It is also naive to think that surface effects will only
distort the nonfaradaic impedance and will have no effect
on RCT as assumed in the above model. It is more realistic
that surface effects will affect the parallel combination of
Cdl and RCT giving rise to skewed (14,15) or distorted (16)
arcs. The simple equivalent circuit used in this presenta-
tion is, however, a useful approximation that enables
qualitative interpretation of much of the published data.

Polarization. Since the work of Fricke (10), the term
polarization has been used to describe just about anything
associated with the electrode–electolyte interface—
frequency-dependence, nonlinearity, noise, and so on.
Polarization has been defined as ‘‘the departure of the
electrode potential from the reversible value upon the
passage of faradaic current’’ (7).

Under equilibrium conditions, the electrode potential E
is equal to its reversible potential Erev. When a dc or
faradaic current, idc, is applied to the electrode interface,
it must flow through the resistance RCT, which is in
parallel with Cdl. From Ohm’s law, the voltage dropped
across this charge transfer resistance will be equal to idc

multiplied by RCT (Fig. 6). The electrode potential E is now
given by:

E ¼ Erev þ idcRCT ð6Þ

The electrode, therefore, is no longer operating at its
equilibrium or reversible value Erev. This change in the
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electrode interface’s potential from its equilibrium value is
termed polarization. The degree of polarization is mea-
sured by the additional voltage dropped across RCT,
(or overpotential, h, as it is termed in electrochemistry)
where:

h ¼ =E � Erev= ð7Þ

An ideal nonpolarizable electrode would have a value of
RCT equal to zero and, hence, would exist no resistance to
faradaic current. The nonfaradaic impedance would effec-
tively be shorted out and the total interface impedance
would be zero. In this case, current would pass freely across
the interface unimpeded. Measured biosignals, for exam-
ple, would be unattenuated and undistorted. A perfect
electrode system! The electrode potential would always
remain constant at its reversible value.

A perfectly polarizable electrode would not permit the
flow of any dc or faradaic current as the charge-transfer
resistance in this case is infinite. Such an electrode is
sometimes termed a blocking electrode. No faradaic charge
would cross the interface, even for large overpotentials,
and the electrode couples capacitvely with the tissues/
electrolyte in this extreme case (Fig. 7).

Real electrodes are, however, neither perfectly polariz-
able nor perfectly nonpolarizable. Any net current flow
across an electrode–electrolyte interface will experience
a finite faradaic impedance across which an overpotential
will develop.

An electrode system that has a very low value of RCT lets
current traverse the interface almost unimpeded, wastes
little energy at the interface, has a relatively small over-
potential, and has a relatively nonpolarizable electrode
system. Such electrode systems are highly sought after,
especially when recording small biosignals from the body
surface.

Electrodes made of noble metal come closest to behaving
as perfectly polarizable electrodes. As these metals are
inert, they tend not to react chemically with the surround-
ing electrolyte or tissue. Noble metals are, therefore, gen-
erally used in the construction of implant electrodes where
chemical reaction with surrounding tissues must be
avoided in order to minimize tissue toxicity problems.
Little steady current can pass in such cases as the charge
transfer resistance for these electrodes is therefore very
large (Fig. 7). The small current that does pass represents
the charging and discharging of the double-layer capaci-

tance. A problem, therefore, exists when designing implant
electrodes. For a biocompatibility point of view, one
requires a noble, hence polarizable, electrode system,
whereas from an electrical performance point of view,
one requires a nonpolarizable system. A compromise is
achieved by using a polarizable electrode and roughening
the surface of the electrode, thus decreasing the large
interface impedance.

Transient Response and Tissue Damage. The response of
the electrode system to sine waves of varying frequencies
has been considered above (Complex Impedance and Bode
plots) as this is a very useful tool in analyzing circuits or, in
this case, electrode systems. Equally relevant is the
response of an electrode system to voltage and current
steps or pulses, as these will approximate therapeutic
stimulation applications.

It must be borne in mind that the conversion from
electrical to ionic current takes place at the electrode-tissue
interface. Based on the simple equivalent circuit model,
current can flow either through the parallel resistance or
through the double-layer capacitance.

Current flowing through the parallel resistance involves
faradaic charge transfer reactions. At the anode, the elec-
trolysis of water and the oxidation of organic compounds
can occur. The oxidation of the electrode itself can also
occur, which results in the dissolution of metal. At the
cathode, hydrogen ions are reduced to form hydrogen gas,
which results in a change in pH near the electrode. The
new chemical by products in all of these reactions may lead
to tissue damage and, hence, faradaic charge transfer
reactions must be avoided (17,18). Current must not, there-
fore, be allowed to flow through RCT.
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For current flowing through the double-layer capaci-
tance, no charge actually crosses the electrode-tissue
interface. Instead, ions in the tissue are attracted or
repelled by charges on the electrode, resulting in
transient pulses of ionic current. As no net current flows
through the interface and electrochemical reactions are
not involved, capacitive current is relatively safe. One
must therefore seek, as far as possible, to couple capaci-
tively with tissue when seeking to stimulate tissue with-
out causing trauma.

If one applies a pulse of current of amplitude Idc at
time t¼ 0, the voltage response of the electrode-interface
equivalent circuit model and, it is believed, the
electrode-patient system is as shown in Fig. 8.

VðtÞ ¼ IdcRTOTAL þ IdcRCTð1� exp½�t=RCTCdl�Þ ð8Þ

At t¼ 0, the applied current flows unopposed through
the capacitor and, hence, only sees the series resistance
RTOTAL. The initial voltage response is, therefore,

V0 ¼ IdcRTOTAL ð9Þ

The voltage response is then observed to gradually
increase from V0. The initial increase in voltage with
time is inversely proportional to the magnitude of the
capacitance.

For long pulse durations, all of the current will flow
through the resistances RCT and RTOTAL. The total resis-
tance seen by the current is, therefore,

Zðt¼1Þ ¼ RTOTALþRCT ð10Þ

and the limit voltage V1 is given by

V1 ¼ IdcðRTOTAL þ RCTÞ ð11Þ

The voltage response will reach this limit value V1 in a
time period of approximately five time constants, T, where
T¼CdlRCT.

If a perfect step in voltage, Vdc, is applied to the
electrode system or the three-component model, the

current response is as shown in Fig. 9 and given by the
equation

IðtÞ ¼ Vdc
1

RTOTAL þ RCT

� �� �
þ RCL=RTOTAL

RCT þ RTOTAL

� �
exp

� RCT þ RTOTAL

RCTRTOTALCdl
t

� �
ð12Þ

At the beginning of the voltage step, the resultant current
jumps to a relatively large value I0, where

I0 ¼ Vdc=RTOTAL ð13Þ

As time passes, the resultant current decreases exponen-
tially with an initial slope inversely proportional to the
capacitance Cdl. Eventually, the current will reach a limit-
ing value of I1, where

I1 ¼
Vdc

RTOTAL þ RCT
ð14Þ

Tissue Damage. The rise in voltage response or the
decrease in current response is often attributed in the
literature to a mysterious phenomena called polarization.
It is, in fact, nothing more than the transient response of a
simple three-component circuit model.

When one applies pulses to an electrode-tissue interface
(either for implanted or surface stimulation), the applied or
resultant current initially flows into the patient via the
double-layer capacitance. No reactions are associated with
the capacitive flow of current and, hence, few undesirable
effects exist when using short duration pulses (i.e. with a
duration less than one time constant). As the pulse dura-
tion is increased, however, progressively more current
flows through the parallel charge transfer resistance and
the patient is more at risk due to the reaction byproducts,
which is especially true if the pulse is applied for a length of
time longer than five time constants giving the voltage or
current response time to level off and reach its steady-state
value of V1 (or I1). At this point, most of the current is
flowing through the charge-transfer resistance and charge
is therefore injected into the tissues via a faradaic process.
The byproducts of the electrochemical reactions involved in
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the charge-transfer process will diffuse into the skin or
tissue, causing chemical injury (19). As the leveling off of
the voltage response is indicative of pure charge transfer
control, this feature must be avoided at all costs by either
avoiding long duration pulses or by using electrode systems
with very long time constants, T¼CdlRCT. In both cases,
charge will be largely applied to the body via relatively safe
capacitive processes.

It may not always be possible to use sufficiently short
pulse durations to avoid tissue damage and still achieve
therapeutic effect. It must also be noted that even when
using short pulses where the current or voltage response
has not leveled off, some current still flows through RCT

and a faradaic charge-transfer reaction takes place, with
the associated, albeit reduced, problems (18). Over ex-
tended periods of stimulation, the byproducts will accu-
mulate in the tissues. In the past, however, the applied
waveforms found experimentally to minimize electrode
and tissue damage are consistent with the basic goal of
minimizing the flow of faradaic current across the elec-
trode interface (20) and thus ensuring little, if any, net
transfer of charge. Decreasing the duration, amplitude,
and rate of current pulses have all been suggested as
each ensures Cdl control of the transients and thus
avoids, to some extent at least, the undesirable faradaic
processes.

An alternative to using short pulse durations is to use
electrode systems with long time constants [i.e., with a
large value of RCT (faradaic charge-transfer resistance) or
Cdl (double-layer capacitance)]. As we have seen, noble
metals react with difficulty with surrounding tissues and
thus have large values of RCT (19). For a given pulse
duration, they tend to couple capacitively with tissue.
The reactions on both anode and cathode are reversible,
involving surface oxygen, and this reversibility explains
the observed identical nature of anodic and cathodic wave-
forms (19). As a result, noble electrodes are widely used for
physiological stimulation. Unfortunately, noble metals
give rise to large interface impedances. From a biocompat-
ibility point of view, one requires a noble (hence, large
impedance) electrode system, whereas from an electrical
performance point of view, one requires a low impedance
system. A compromise is achieved by using such polariz-
able electrode materials and roughening the surface of the
electrode, thus decreasing the large interface impedance.
Roughening the electrode surface gives rise to a significant
increase in the interface capacitance, thus increasing
further the time constant ðT " ¼ Cdl "RCTÞ and ensuring
that the voltage or current response is even more domi-
nated by the highly desirable capacitive processes while
decreasing the interface impedance.

It would be a gross oversimplification to attempt to
demystify biomedical electrode design by stating that all
high performance biomedical electrodes simply have rough
surfaces. However, a significant element of truth exists in
the statement. For example, terms like activated, sintered,
and porous have been used to describe implant electrodes
for cardiac pacing and indicate that the electrode
fabrication process results, deliberately or otherwise, in
a rough-surfaced electrode. It could be argued that it is

often the surface finish rather than the electrode metal
that gives rise to the favorable electrical properties
reported, especially the low interface impedances.

Most electrical stimulation electrodes rely, to some
extent, on faradaic mechanisms at the interface between
the metal and the tissue. Even in the case of noble metal
electrodes with short pulse durations, byproducts of the
electrochemical reactions involved will accumulate over
time in the tissues when a signal is applied in one direction
(monophasic) and will eventually give rise to irritation.
With surface stimulation, for example, early designs
of electrodes incorporated thick pads of electrolyte-
impregnated lint in order to distance the patient’s skin
from the electrode–electrolyte interface and the undesir-
able byproducts. Obviously, with implanted electrodes,
that short term solution is not possible.

In particular, monophasic anodic pulses must be
avoided as they will cause corrosion problems. Addition-
ally, for most applications, cathodic stimulation has a lower
threshold than anodic stimulation. Even in the case of
monophasic cathodic pulses, however, current flows in only
one direction and the chemical reactions at the interface
are not reversed.

Biphasic waveforms are preferred in most electrothera-
pies as the byproducts of the forward reaction are thought
to be recaptured by the reverse reaction (21). In using
charge balanced waveforms, it is often believed that
because no net charge transfer exists across the
electrode–skin interface, no net flow of potentially harmful
byproducts into the skin. Unfortunately, the electrochemi-
cal reaction that occurs to enable the flow of current during
the first phase is not necessarily that involved in the
second. Byproducts of the first reaction are therefore not
always recaptured and may escape from the interface into
the patient (22). However, it must be pointed out that the
use of charge balanced biphasic waveforms does indeed
greatly minimize the problem and, hence, its widespread
use in a range of surface and implant applications. Addi-
tionally, surface biphasic stimulation is found to be more
comfortable than monophasic.

Limit Voltages and Currents of Linearity. Although the
non-linearity of the skin’s electrical properties has
been investigated under a range of conditions, the phe-
nomenon is still far from well understood. ‘‘There appears
to be, so far, no model available which accounts for both
the linear and nonlinear behavior of the electrodes in the
frequency and time domains’’ (23). It is an important
feature of an electrode as ‘it appears . . . that electrodes
often introduce nonlinear characteristics that are
erroneously ascribed to the biological system under study
(24).

Schwan proposed empirical relationships for the limit
current of linearity and the limit voltage of linearity.

Limit Current of Linearity. If has been observed that
electrode–tissue interface impedance nonlinear behavior is
first evidenced at low frequencies. As the applied current
amplitude is increased, progressively higher frequency
points are affected. Schwan proposed a limit current of
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linearity iL. He observed that the relationship between the
angular velocity of a given impedance point and the current
amplitude required to drive it into nonlinearity (deviate by
more than 10% from its linear, small-signal value) was well
expressed by the empirical relationship

iL ¼ Bvb ð15Þ

where B is a constant particular to the electrode system
and b is the fractional power that appears in equation 5.

Schwan and others (25–28) have observed that this
empirical relationship is valid for many electrode systems
over wide frequency ranges.

The presence of b (a parameter describing the frequency
dependence of the linear interface impedance) in a relation-
ship describing the nonlinearity of the system was found
most intriguing.

The solution to this mystery is quite simple when it is
approached from the right direction. Generally, research-
ers have assumed that the observed nonlinear behavior is
attributable to the high frequency ZCPA impedance (Eq. 5),
which they observe under linear, small-signal conditions
and over the limited frequency ranges they use. However,
in parallel with ZCPA is the charge transfer resistance RCT,
which, in the linear range, has a very large value RCT

0,
where

R0
CTð0Þ ¼

RT

nF

1

i0
ð16Þ

As a result, its contribution is either not observed or
ignored.

Thevalueof thecharge-transferresistancecanbederived
from the Butler–Volmer equation and is very nonlinear,
decreasing rapidly with applied signal (ac or dc) amplitude.
ComparedwithRCT,ZCPAisrelativelylinear.RCTistherefore
the source of the observed nonlinear behavior.

As the applied current amplitude is increased, the
charge transfer resistance decreases rapidly, causing the
diameter of the impedance locus to decrease. As the low
frequency end of the arc is dominated by the charge trans-
fer resistance, the effects of such nonlinearity will be first
evidenced at these frequencies. Low frequency points are
therefore the first to deviate significantly (by more than
10%) from their small-signal, linear values, as observed by
Schwan and others. As the applied signal amplitude is
further increased, the diameter of the impedance locus
decreases further, and progressively higher frequencies
are affected (29,30).

Simplistically, it can be shown that the following
approximations can be made over limited ranges of fre-
quency or applied signal amplitude:

� Approximate relationship between applied current
and RCT

i/ 1=RCT ð17Þ

� Approximate relationship between RCT and the fre-
quency at which nonlinearity occurs

RCT/v�b ð18Þ

Then, by cancelling RCT, in the above two equations,

� Approximate relationship between applied current
and the frequency at which nonlinearity occurs

iL/vb ð19Þ

as found by Schwan. The presence of b in the expression of
an electrode system’s nonlinear behavior is therefore sim-
ply due to the presence of a very nonlinear resistance in
parallel with a relatively linear, frequency-dependent
ZCPA. A more accurate calculation based on the equivalent
circuit model outlined above and the Butler–Volmer equa-
tion was published (29).

Limit Voltage of Linearity. Schwan and others (25,28)
also postulated that the electrode–electrolyte interface
impedance becomes nonlinear at a certain limit voltage,
VL, which they found to be independent of the frequency of
the applied signal.

Using the Butler–Volmer equation and the equation
for the impedance of the equivalent circuit model, the
voltage limit of linearity can be calculated for a range of
frequencies (31). It can be shown that the charge-transfer
resistance decreases pseudo exponentially with applied
voltage amplitude, initially causing low frequency impe-
dance points on the locus to deviate from their small-signal
values (32,33).

At very low frequencies, such that v!0, the voltage
limit of linearity, VL, approximates to the voltage at which
the charge-transfer resistance decreases by 10% from its
small-signal value, which occurs at VL¼ 40/n mV, where n
is the number of electrons per molecule oxidized or reduced
(31).

As the applied voltage is increased above this low fre-
quency limiting value, the charge transfer resistance
further decreases and affects progressively higher fre-
quency points (i.e., become nonlinear). The derived log
(f) versus VL plot is found to be a straight line over a wide
range of frequencies. VL is observed to increase only very
slightly with frequency, which would agree qualitatively
with Onaral and Schwan’s results (28), where VL increased
from 106 to only 129 mV over the frequency range of
10 mHz–100 Hz for platinum electrodes in saline, which
would also explain why, in the past, VL has been assumed
constant and independent of the applied frequency.

Electrode Metals. As biocompatibility is of great impor-
tance in implants, implant electrode materials are gener-
ally confined to those that are essentially inert and do not
react with the surrounding tissues. As cardiac pacing
electrodes were among the first implanted and have had
a long, generally successfully and well-researched history,
most conclusions drawn on the suitability of materials for
implant electrodes are based on pacing electrodes.

Implant electrodes are and have been generally made
from noble metals such as gold, platinum, iridium, rho-
dium, and palladium. Platinum has been the most widely
used as it has excellent corrosion resistance and produces
relatively low polarization (34). Platinum, however, is
mechanically relatively soft and for many applications is
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alloyed with much harder iridium, producing platinum-
iridium. Other noble metal alloys that have been used
include gold–platinum–rhodium, platinum–rhodium, and
gold–palladium–rhodium.

Passive metals, such as titanium, tantalum, zirconium,
tungsten, and chromium, have been successfully
implanted. Titanium has been widely used because it forms
a nonconducting oxide layer at the surface. This coating
prevents charge transfer at the electrode interface. Tita-
nium, therefore, exhibits a high resistance to corrosion.
Stainless steel is similar in that it acquires a protective
oxide layer that renders it inert. Although stainless steels
were used in early pacing electrodes, they do not appear to
have the required corrosion resistance for long-term use.
Stainless-steel pacing electrodes were discontinued after
the 1960s because of unreliable corrosion resistance (34,35).

Some early pacing electrodes were made of Elgiloy (an
alloy of Fe, Ni, CO, Cr, and MO from Elgin Watch Co.)
However, Elgiloy has marginal corrosion resistance and
produces a relatively high polarization overvoltage. It was
discontinued in the 1980s. Carbon is an inert, nonmetallic
element that has similar electrochemical characteristics to
noble metals and continues to be used successfully as an
implant electrode. Materials such as zinc, copper, mercury,
nickel, lead, copper, silver, silver chloride, iron, and mild
steel have been found toxic to body tissues and are nor-
mally not used.

Biocompatibility has been defined as the ability of a
material to perform with an appropriate host response in a
specific application (36). Strictly speaking, no such thing as
a biocompatible material exists as an implant’s biocompat-
ibility will also depend on a range of variables including its
shape and surface finish.

Stimulation threshold is a key parameter in implant
stimulation electrode design. When activitated vitreous
carbon electrodes were first introduced in pacing electro-
des, they were found to have relatively low chronic thresh-
olds. These thresholds were thought to be the result of the
superior biocompatibility of the carbon electrode. Other
researchers similarly interpreted the low thresholds
observed for their new exotic materials such as indium
oxide, titanium nitride, and semimetal ceramics. Stokes
(34), however, concluded that ‘‘material selection appears
to have little or nothing to do with threshold evolution—as
long as the material is biocompatible and reasonably corro-
sion resistant. Thus our experiments with biocompatible
materials such as carbon, titanium, platinum, iridium
oxide, and many more have all produced about the same
results when tested as polished electrodes, all other factors
held equal’’. Stokes went on to point out ‘‘while the bulk
properties of an electrode material are important, it is the
electrode-tissue interface that determines the electrode’s
performance. In fact, the surface microstructure of the
electrode is critical’’ (34). It would appear that the micro-
structure of an electrode surface may affect cellular adhe-
sion and activation, thus reducing the foreign body
response. It is, therefore, the surface structure of many
of the new materials (resulting from their fabrication
process) that gives rise to the observed positive effect on
threshold evolution over time, rather than the biocompat-
ibility of the bulk material.

Another advantage of porous and microporous implant
surfaces is their reduced interface impedance. Although
interface impedance is generally less critical for implanted
stimulation electrodes, many such electrodes (e.g.,
implanted pacing electrodes) are used to monitor bio-
signals as well as to deliver the required stimulation
impulses. Decreased interface impedance helps in this
regard.

Implanted biosignal monitoring electrodes require
stable potentials as well as low interface impedances to
minimize biosignal recording problems. These metals
have high positive standard electrode potentials (E0 in
Eq. 1) and are the lowest ones on the electromotive series.
As noble metal electrodes do not tend to react chemically
with the electrolyte, the Nernst equation is not defined and
the measured potential is often influenced more by any
traces of impurities on the surface than by the intrinsic
properties of the metal itself. The electrode potential can
drift randomly, especially immediately following implanta-
tion. It may fluctuate widely under apparently identical
circumstances, which is an inherent disadvantage of noble
materials.

External biosignal monitoring electrodes can generally
use high electrical performance nonnoble materials such as
silver–silver chloride without fear of biocompatibility pro-
blems (2). Silver–silver chloride has been found to be an
excellent electrode sensor material as, when it is in contact
with a chloride gel, it has the following characteristics:

1. A low, stable electrode potential.

2. A low level of intrinsic noise.

3. A small value of charge transfer resistance (i.e., it is
relatively nonpolarizable).

4. A small interface impedance.

A silver–silver chloride electrode is generally made by
the deposition of a layer of silver chloride onto a silver
electrode. Silver chloride is a sparingly soluble salt and,
thus, effectively provides the silver electrode with a satu-
rated silver–chloride buffer, which facilitates exchanges of
charge between the silver electrode and the sodium chlor-
ide environment of the gel and human body. The system
behaves as a reversible chloride ion electrode, and the
Nernst potential, in this case, depends on the activity
(which is closely related to concentration) of the environ-
ment chloride ions and not on that of the silver ions. The
potential of this electrode is, therefore, quite stable (as well
as small) when the electrode is placed in an electrolyte
containing Cl as the principal anion—as is the case in the
human body and electrode gels (2).

Electrical noise (potential fluctuations) can occur spon-
taneously at the electrode interface without any physiolo-
gical input. Ag/AgCl electrodes have been shown to be
particularly stable and resistant to noise (37).

A silver–silver chloride electrode has a relatively large
value of exchange current density (2) (Eq. 4) and, hence, a
very low value of charge transfer resistance, RCT. Charge is
transferred across the interface with relative ease and
little voltage is dropped across the interface. The electrode
therefore operates close to its equilibrium or reversible
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potential. Ag-AgCl electrodes are, therefore, relatively
nonpolarizable.

When a smooth-surfaced electrode is chlorided, the AgCl
deposit can give rise to a very rough surface and thus to
relatively very low interface impedances (37,38). K, the
magnitude of the interface pseudocapacitance (Eq. 5), is
observed to decrease following the deposition of an AgCl
layer (39). However, although AgCl facilitates the inter-
facial electrochemistry, it is very resistive having a resis-
tivity of around 105–106V�cm (2). As the layer thickness
increases, the series resistance, RTOTAL will therefore
increase. This series resistance dominates the very high
frequency interface impedance, and the latter will also
increase with chloride deposit. Therefore, an optimal layer
thickness exists, for a given frequency, that decreases the
interface impedance and yet does not significantly increase
the series resistance, RTOTAL (29). The optimal silver
chloride layer thickness consequently depends on the fre-
quency range of interest (40).

Tin-stannous chloride, a material somewhat similar to
silver–silver chloride, was used in some biosignal electro-
des (41).

Electrode material and high electrical performance is
generally less critical for external stimulation electrodes
such as TENS and external pacing electrodes (current
density distribution is the key concern). The majority of
commercially available TENS electrodes are molded from
an elastomer such as silicone rubber or a plastic such as
ethylene vinyl acetate and loaded with electrically con-
ductive carbon black. Mannheimer and Lampe (42)
pointed out that the only tangible disadvantage with
having a large electrode interface impedance is that more
power will be required from the stimulator to drive the
stimulating current through the electrodes into the
patient.

Graphite-loaded polyesters and similar materials are
used in external pacing electrodes, for example. Some are
constructed using tin as the metal layer. In early electro-
des, the combination of tin and the chloride-based gel gave
rise to pitting of the metal. Improvements made to the gels
and the use of high purity tin have effectively removed this
problem.

Although silver-silver chloride has been and still is used
in some external electrostimulation electrodes, it should be
used with care. Silver chloride is deposited electrolytically
and can therefore be either removed by the passage of
current or a thicker, high resistance layer deposited,
depending on the polarity of the electrode, which can be
a significant problem in iontophoretic transdermal drug
delivery and may cause problems in multifunction pads,
which include a silver–silver chloride layer to enable dis-
tortion-free monitoring of the ECG through electrodes
designed to deliver the pacing or defibrillation impulses.

The Skin

Structure of the Skin. The skin is a multi layered organ
that covers and protects the body. It is made up of three
principal layers—the epidermis, the dermis, and the sub-
cutaneous layer. (Note: In the literature, variations exist in
the terminology used to denote these layers.)

The epidermis, the outermost layer, is around 100mm
thick, depending on body site. It is the strongest layer,
providing a protective barrier against the outside hostile
environment. Unlike any other organ of the body, the
epidermis renews itself continually. It can be subdivided
into several layers, with the basal layer forming the inner-
most layer and the stratum corneum the outermost layer.
Cells in the basal layer constantly multiply and, as they are
pushed up toward the skin’s external surface, the cells
undergo changes. Eventually, layers of compacted, flat-
tened, nonnucleated, dehydrated cells (called corneocytes)
form the stratum corneum. These dead cells are continu-
ously being shed and are replaced from the underlying
epidermal layers. The intercellular spaces between corneo-
cytes are occupied by arrays of bilaminar membranes with
the morphological features of polar lipids (43). This matrix
appears to serve to bind the cells and the stratum corneum
has been described in terms of corneocyte bricks sur-
rounded by lipid mortar (44). On average, the stratum
corneum comprises around 20 cell layers thick and has a
thickness of around 10–15mm. Thickness will, however,
vary with the number of cell layers making up the stratum
corneum and the state of hydration. On some body areas, it
can be several hundred micrometers thick. The epidermal
layer is traversed by numerous skin appendages such as
hair follicles, sebaceous glands, and sweat glands.

The underlying layers of the epidermis are, in contrast,
a relatively aqueous environment. The transition from an
essentially nonconductive, lipophilic membrane (the stra-
tum corneum) to an aqueous tissue (viable epidermis and
dermis) gives rise to the skin’s barrier properties.

The dermis is the second layer of the skin and, with an
approximate thickness of 2 mm, is considerably thicker
than the epidermis. It is formed from a dense network of
connective tissue made of collagen fibers, giving the skin
much of its elasticity and strength. Embedded in the
dermis are blood vessels, hair follicles, sebaceous and
sweat glands, and several types of sensory nerve endings.

The final layer of the skin (the subcutaneus layer) is
found beneath the dermis layer. It contains structures of
connective tissues and enables the skin on most parts of the
body to move freely across the underlying bone structures.
It is one of the body’s areas for fat storage and acts as a
cushion to protect delicate organs lying beneath the skin.

Skin Impedance
Electrical Properties of the Skin. As the stratum corneum

is relatively nonconductive, it presents a high impedance
to the transmission of electric currents. As a result, the
impedance of the skin is the largest component of the
overall interelectrode impedance (Fig. 10). Nonetheless,
due to the stratum corneum’s dielectric properties and
its thinness, it permits capacitive coupling between a con-
ductive metal electrode placed on the skin surface and the
underlying conductive tissues. One can imagine the rela-
tively nonconductive stratum corneum sandwiched
between the conductive electrode and the conductive tis-
sues underlying the stratum corneum forming a parallel-
plate capacitor. The stratum corneum’s electrical impe-
dance is, therefore, often represented by a simple capacitor,
CSP. (The subscript SP refers to Skin and Parallel.)
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Some ions do, however, manage to cross the stratum
corneum via paracellular pathways and through the skin’s
appendages (hair follicles, sweat ducts, sebaceous glands,
imperfections in the integrity of the skin). As skin appen-
dages extend through the stratum corneum barrier they
can act as shunts to the interior. The flow of ionic current
can be represented electrically by a large resistance, RSP, in
parallel with CSP.

The underlying layers of the epidermis are, in contrast,
relatively conductive and can be collectively represented by
a tissue resistance, RTissue.

A simple equivalent circuit model of the overall
electrode-gel-skin system is therefore shown in Fig. 10
and includes the electrode lead resistance, RLead; the
electrode–gel interface impedance (the double-layer capa-
citance, Cdl, in parallel with the charge transfer resistance,
RCT); the gel resistance, RGel; the skin impedance (the
parallel combination of a capacitance, CSP and a resistance,
RSP), and the underlying tissue resistance, RTissue.

It must be borne in mind that this equivalent circuit
model is a simplification of the rather complex electrical
properties of the skin. For example, it has been found
experimentally (45,46) that the capacitance of the skin is
better described by an empirical, constant phase angle
impedance, ZCPA, where

ZCPAðSÞ ¼ KSðjvÞ�a ð20Þ

[which is similar to the empirical expression for the pseudo
capacitance often used to represent the nonideal capacitive
properties of the electrode interface’s double-layer capaci-
tance (Eq. 5)].

K has units of V�s�a. The parameter a is constant such
that 0�a� 1. The fractional power, a, of the capacitive
impedance has been found to be related to the degree of
hydration of the stratum corneum (47). If the epidermal
layer behaved as a simple capacitance, a would equal
unity. The actual value of a, normally around 0.8–0.9, is
a measure of the deviation from this ideal behavior.

The use of CSP will, however, be sufficient for this
present review. The lead resistance, the gel resistance,
the tissue resistance, and the electrode–gel interface impe-
dance are all relatively small in comparison with the large
skin impedance. Skin impedance, therefore, generally
dominates and will be studied in more depth.

The Skin’s Parallel Capacitance, CSP . It was suggested
above that the electrode–skin interface can be approxi-
mated by a capacitor with the stratum corneum forming
the dielectric layer sandwiched between the electrode and
the underlying tissues that form the conductive plates. It
can be seen from Eq. 2 that the skin’s capacitance
will increase as the thickness of the stratum corneum
decreases, its dielectric constant increases, or the area of
the electrode increases.

The number of cell layers in the stratum corneum can
range from 12 to 30 (48). Epidermal thickness can, there-
fore vary greatly for different body sites within the range of
about 10 to well over 100mm (49). The stratum corneum
can be, for example, as thick as 400–600mm in the palm
and plantar areas and as little as 10–20mm on the back,
legs, and abdomen (50). The value of the capacitance of the
skin is related to the thickness and composition of the
stratum corneum and has a typical value in the range
0.02–0.06mF � cm�2 when measured using electrodes with
‘‘wet’’ electrolyte gels several minutes following electrode
application (51,52). As the stratum corneum is typically at
least 10 times as thick on the palms of the hands and soles
of the feet as compared with other body areas, the skin
capacitance at these points is considerably smaller than at
other sites on the body. The stratum corneum on the face
and scalp is not as thick as on other body parts and is
characterized by large capacitance values.

Dark-skinned subjects have stratum corneum layers
that are more dense and contain more layers of cells than
fair-skinned subjects (48). Not surprisingly, they are char-
acterized by skin capacitances that are much lower (skin
impedances, Eq. 3, much higher) than those for fair-
skinned subjects. One should therefore take care when
assessing a new electrode system or associated device that
they are tested on a range of subjects and skin sites. What
may work well on a subject with low skin impedance in a
warm and humid environment may be found later to fail on
a high impedance subject, especially in a cold or dry
environment.

The Skin’s Parallel Resistance, RSP. Although the stratum
corneum does not easily allow foreign substances to tra-
verse it, some current, carried by ions, manages to flow
through it. The difficulty or resistance, this current experi-
ences in passing through the skin is represented in the
equivalent circuit (Fig. 10) by the parallel resistance, RSP.

The skin’s resistance is highly dependent on the pre-
sence and activity of sweat glands and on the presence of
other appendageal pathways. An average human skin sur-
face is believed to contain between 200 and 250 sweat ducts
on every square centimeter (53). The density of sweat
glands varies greatly over the body surface with a value
of approximately 370 per cm2 on the palms of the hands and
the soles of the feet and a value of approximately 160 per
cm2 on the forearm (49). The diameter of the ducts can
range from 5 to 20mm. It is, therefore, not surprising that
RSP is reported to vary greatly from patient to patient, from
body site-to-body site, and with time. The measured values
of RSP are much smaller on areas with high densities of
sweat glands, such as the palms of the hands (in spite of
the thicker stratum corneum layer), especially when the
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glands are active in response to thermal or psychophysio-
logical stimuli.

An average human skin surface is reported to contain
between 40 and 70 hair follicles per square centimeter (53).
The presence of a high density of hair follicles (which act as
low resistance shunts) gives rise to a very low value of skin
parallel resistance, RSP. However, this observation is coun-
terbalanced by the difficulty in making firm mechanical
and electrical contact to hirsute body sites or patients. In
such cases, the skin impedance is very large at best. Gen-
erally, the electrodes fall off and, hence, require the shav-
ing of the skin site prior to electrode application.

Observed intersite and interpatient variations in skin
impedance tend to be due to large variations in RSP. In the
low frequency range, dominated by RSP, regional differ-
ences in skin impedance were observed by Rothman (54),
Lawler et al. (55), and Rosell et al. (56). Low frequency skin
impedance was observed to decrease in the following order:
thumb, forearm, abdomen and, smallest of all, forehead.
Similarily, Almasi and Schmitt (57) observed the low fre-
quency skin (10 Hz) impedance to decrease in the order of
outer forearm, leg, inner forearm, back, chest, earlobes,
and forehead. The forehead appears to have a very low skin
impedance value (58), presumably as a result of the stra-
tum corneum on the face and scalp being thinner than that
on other body parts (48) and the presence of a high density
of sweat glands. Almasi and Schmitt (57) plotted their
average impedance values for the body sites on a complex
impedance plot and found that most of the points lay along
a ‘‘smooth common locus of monotonically increasing phase
angle and impedance magnitude.’’ This behavior was suc-
cessfully interpreted by McAdams and Jossinet (32), who
showed that such frequency loci were formed when the
skin’s parallel resistance varied greatly from site to site
while the skin’s capacitance remained relatively constant.
Two body sites did not fit the locus and, hence, the physical
explanation; these sites were the palm and fingertips.
These body sites have much larger epidermal thicknesses
and, hence, have skin capacitance values much smaller
than other body sites.

One must be very careful when assessing different
electrode designs or gels. Testing different electrodes on
different patients is certain to give misleading results due
to the intersubject variations, unless, of course, large
numbers of subjects are used and statistically significant
differences are observed.

RSP varies greatly over time due to a number of para-
meters including room temperature and psychophysiolo-
gical stimuli. The latter effect is exploited in so-called lie
detectors. Schmitt and Almasi (59) reported that a con-
siderable daily variation exists in a given subject, and
seasonal changes have also been reported (60). Testing a
range of electrodes on the same subject but on different
days is, therefore, not optimal either, as day-to-day varia-
tions in skin impedance, especially fluctuations in RSP, will
nullify the validity of this approach. For example, Searle
and Kirkup (61) found that the diurnal variations on a
given subject for a given electrode was much larger than
any difference between the range of electrode designs they
tested in any one recording session. It should be further
noted that the electrode test sites should be allowed to

recover for several days between experiments to enable the
skin to recover. For example, pealing off an adhesive
electrode will remove some of the underlying stratum
corneum. Any electrode subsequently tested on the site
will benefit from this prior skin stripping (see below).

Electrode designs must, therefore, be compared in vivo
by testing them at the same time on the same subject. One
must still bear in mind the significant differences in skin
impedance that exist over the subject’s body, as outlined
above. Even testing the electrodes at the same time on a
limb of a given subject remains problematic. The different
skin sites involved, even if located close together, will give
rise to significant differences in the measured electrode–
skin impedances, which may be wrongly attributed to the
electrode designs or gels under test. Searle and Kirkup
(61), for example, showed that testing a range of dry
electrode metals on the inner forearm gave rise to poten-
tially very misleading results. Electrodes placed closer to
the wrist gave rise to lower impedances due to the presence
of a higher concentration of sweat glands.

Electrodes must therefore be repeatedly tested at
the same time, under the same conditions, varying their
relative positions in order to clearly establish their relative
performances. McAdams et al. developed a four-channel
impedance monitoring system to enable the simultaneous
comparison of electrode designs/gels (62).

Skin Potential Motion Artifact. A potential difference ES,
given by the Nernst equation, exists across the epidermis
as a result of ionic concentration differences. This potential
varies from patient to patient, from site to site, and
depends on gel composition (if used) and skin condition.

The skin surface is normally negative with respect to the
inside of the body. Skin potential becomes more negative
when sweat glands are active, and palmer and plantar
surfaces, with their higher sweat gland concentrations, are
the most negative. Increasing gel concentrations of NaCl or
KCl also render the site more negative. The parameter ES

has a typical value of 15–30 mV (63).
The dependence of the skin potential on the thickness of

the epidermal layer is important to many ECG recording
applications. If the thickness of the layer is changed by
stretching or pressing down on the skin, the skin potential
can vary by 5–10 mV compared with, for example, the 1 or 2
mV ECG signal. As these fluctuations generally result from
patient movement, they are termed motion artifact. Motion
or skin-deformation artifact is a serious problem during
exercise cardiac stress testing of patients on treadmills or
exercise bicycles, during ambulatory monitoring, and while
monitoring patients lying in bed (64,65) (Fig. 11).
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Abrading or puncturing the skin is often used in stress
testing to remove or bypass the problem source. Although
skin potential increases with gel concentration, artifact
gradually decreases with time as the conductive electrode
gel soaks into the skin and renders the stratum corneum
more conductive. High concentration gels are often used for
short-term diagnostic applications where the risk of skin
irritation is outweighed by the need for clear traces.

In general, hydrogel-based electrodes (see below) should
not be used for stress testing or in other monitoring appli-
cations that are likely to suffer motion artifact problems.
Hydrogels tend not to hydrate the skin and, hence, do not
actively attack the source of the problem. The same com-
ment applies for dry (gel-less) electrodes.

In stress testing and ambulatory event monitoring,
modified electrode locations are used to avoid muscular
or flabby areas of the body and thus minimize skin-
deformation (and EMG) artifact. Stress loops are formed
in the connecting leads, which are taped to the patient and
used to avoid direct pull on electrodes and the underlying
skin. The use of foam-backed electrodes tends to absorb any
pull on the electrode and minimizes artifact.

Electrode Gels and Their Effects. Dry electrodes are
successfully used in some monitoring applications. Suita-
bly designed gel-less electrodes have advantages when
used in the home environment where the patient may
not remember or have the time to apply gel electrodes
prior to use (66).

For many home-based monitoring applications, electro-
des are manufactured from noncorroding materials such as
stainless steel, which can be repeatedly washed and
reused. Unfortunately, such polarizable materials give rise
to poor electrical performances. In order to ensure good,
stable electrode potentials, silver–silver chloride electrodes
should be used (see below).

Jossinet and McAdams (67) demonstrated that the
impedance of a dry electrode decreases pseudoexponen-
tially due to the gradual buildup of sweat under an occlu-
sive, gel-less electrode and the resultant progressive
hydration of the underlying skin. Searle and Kirkup (61)
reported that the decrease in skin impedance of dry elec-
trodes is polyexponential and requires two time constants,
one very short (�45 s) and the other almost 10 times longer
(�450 s), possibly indicating two different processes at
work.

Given that the surface of the skin is irregular, a flat dry
electrode will initially only make contact with a few ‘peaks’
on the skin surface. Therefore, a smaller effective contact
area exists than one would otherwise expect. However, as
sweat builds up under the occlusive, dry electrode, a better
contact with the skin will result in a relatively rapid
increase in the measured value of CSP. Human sweat
contains a small amount of sodium chloride [�0.1–0.4%
NaCl (49)], and hence serves as a weak electrolyte. It is
suggested by the author that this accounts for the shorter
time constant. (The longer time constant is probably indi-
cative of the progressive hydration on the underlying skin
resulting in a gradual decrease in RSP.) As will be outlined
below, RSP is observed to decrease with a time constant of
around 10 min in the presence of an electrolyte gel, which

agrees quite well with the 7.5 min observed by Searle and
Kirkup (61).

Before leaving gel-less electrodes, it should be pointed
out that in certain applications that employ very high
frequency signals, such as electrical impedance tomogra-
phy (EIT), the use of a gel pad may not be needed as it will
contribute a small but significant contact resistance to the
desired measurement (5). In such instances, the use of a
very thin spray of moisture onto the electrode surface
prior to its firm application to the patient’s skin may be all
that is required. Profiled dry electrodes firmly pressed
onto the skin may also be adequate for certain home-based
biosignal applications. If skin impedance is a problem
with standard button electrode designs, this can be
addressed by increasing the electrode area in the
noncritical axis. For example, long, narrow, dry electrodes
are used for precordial ECG recording, which enable a
large contact area while ensuring sufficient interelectrode
distances on the chest (66).

Electrode gels serve (1) to ensure a good electrical
contact between the electrode and the patient’s skin,
(2) to facilitate the transfer of charge at the electrode-
electrolyte interface between the two kinds of charge
carrier (electrons in the electrode and ions in the gel),
and (3) to decrease the large impedance of the stratum
corneum.

Two main types of electrode gel exist, viz. wet gels (often
described as pastes, creams, or jellies) and hydrogels.

Wet gels are generally composed of water, a thickening
agent, a bactericide/fungicide, an ionic salt, and a surfac-
tant (68). The ionic salt is present to achieve the appro-
priate electrical conductivity of the gel, which will depend
on the specific application. As the major portion of ions
present in tissue fluids and sweat are sodium, potassium,
and chloride (Cl�), in order to ensure biocompatibility, the
ionic salts most commonly used in electrode gels are NaCl
(sodium chloride) and KCl (potassium chloride). High con-
centrations of these salts tend to be better tolerated by the
body than other salts. The ions in the gel serve not only to
ensure electrical conductivity of the gel but to decrease
the skin impedance by diffusing into the skin due to the
existing concentration gradient. A relatively high concen-
tration of electrolyte will also decrease the value of the
charge transfer resistance (thus rendering the electrode
more nonpolarizable).

When a standard pregelled wet electrode is applied to
the skin, the gel rapidly fills up the troughs on the electrode
and skin surfaces, thus ensuring maximum effective con-
tact area. The skin capacitance, CSP, is therefore observed
to initially increase rapidly in value following electrode
application and then to remain relatively constant (32). [A
similar effect was probably noticed by Searle and Kirkup
(61) as a result of sweat accumulation under a dry occlusive
electrode.] Although CSP does not exhibit a strong time
dependence, it does vary with the electrolyte composition
and concentration (49), increasing with increasing concen-
tration (69).

Following electrode application, the skin’s parallel
resistance, RP, generally decreases with time in a pseudo
exponential manner as the ions in the gel diffuse through
the skin rendering it more conductive (32,70) (see Fig. 12).
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It has been observed, however, that when a cold gel is
applied to a skin site, the measured value of RSP is observed
to initially increase (32,56), which is attributed to the cold
gel causing the sweat pores to contract. Once the gel and
skin has warmed up, the value of RSP is observed to
decrease as the electrolyte ions diffuse through the epi-
dermal layer.

The skin temperature effect should be borne in mind
when assessing a range of electrode designs. If, for exam-
ple, the patient/subject removes his/her shirt just before
the tests, the electrodes tested at the start of the experi-
ment will have an advantage (i.e., smaller skin impedance)
over those tested later as the uncovered skin sites will
gradually cool down with time following removal of the
shirt. Meaningful in vivo assessment of electrodes is not
straightforward, and wrong conclusions can very easily be
made by the unaware or the unscrupulous.

The time constant for the skin’s parallel resistance, RSP,
appears to be inversely proportional to the concentration of
the gel. The decay has a time constant of around 10 min (1),
thus indicating that it takes almost 1 h for the electrode-
skin impedance to decrease to its lowest value. For exam-
ple, 50/60 Hz interference, linked to mismatch of electrode-
skin impedances, is often observed experimentally to
decrease with time. One should, therefore, where possible,
apply the electrodes to the patient first, for example, before
setting up the rest of the measurement system, to enable
the skin impedance to decrease as much as possible.

High salt concentrations give rise to a more rapid diffu-
sion of ions into the skin and a more rapid decrease in the
skin’s parallel resistance, RSP (1,32) (Fig. 13). Such aggres-
sive gels tend to be used in short-term biosignal monitoring
applications such as stress testing, where instant, high
quality traces are required (71). Biological tissues cannot
tolerate long-term exposure to salt concentrations, which
depart significantly from physiological levels [�0.9% NaCl
for body fluids and around 0.1–0.4% NaCl for human sweat
(49)]. Aggressive gels (5% NaCl) should not be used, for
example, for the long-term monitoring of bed-ridden
patients or for the monitoring of neonates. In the latter
case, the incompletely formed skin is very susceptible to

skin irritation problems. In any monitoring application,
aggressive gels should not be used in combination with skin
abrasion (see below). It is especially to be avoided in longer
term monitoring applications where the removal of the
body’s defensive barrier coupled with the long-term expo-
sure to an aggressive gel will lead to sever discomfort to the
patient.

The second kind of electrode gel commonly used in
electrode systems are hydrogels. Hydrogel-based electro-
des have recently become popular for numerous biomedical
applications including resting ECG. Hydrogels are solid
gels, which originally incorporated natural hydrocolloids
(e.g., Karaya gum a polysaccharide obtained from a tree
found in India) (68). The use of natural hydrocolloids give
rise to variable performances and, in some cases, an unat-
tractive color. Synthetic (e.g., polyvinyl pyrrolidone) hydro-
colloids are now widely used.

The use of such solid gels entails numerous advantages
when they are used in conjunction with screen-printing or
similar technologies. The use of an adhesive hydrogel pad
dispenses with the need of the standard gel-impregnated
sponge, gel- retaining ring, and surrounding disk of adhe-
sive foam that are used in wet-gel electrode designs. It is
possible to construct thin, lightweight, highly flexible elec-
trode arrays with accurately defined electrode/gel areas,
shapes, and interelectrode distances (72,73).

Hydrogels also tend to cause less skin irritation com-
pared with wet gels. A simplistic explanation of the advan-
tageous/disadvantageous features of hydrogels is that
hydrogel serves principally to ensure a good electrical
contact between the skin and the electrode and that they
do not significantly affect (compared with wet gels) the
properties of the stratum corneum.

The impedance of the gel layer can be represented by a
simple resi stance in series with the impedances of the skin
and the electrode plate–electrolyte interface. The magni-
tude of the gel resistance will depend on the composition
and concentration of the gel and on the dimensions of the
gel layer. Hydrogels are generally more resistive than wet
gels. Typical resistivities for wet gels are of the order of 5–
500V�cm (the higher the salt concentration, the lower the
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resistivity) compared with 800–8000V�cm for hydrogels
(the higher resistivity hydrogels tend to be used in cardiac
pacing electrodes). Wet ECG electrodes, for example, have
a gel layer thickness of around 0.3 cm and typical areas of
3 cm2. The resistance of a wet gel layer is, therefore,
generally in the range 0.5–50V. Although hydrogels have
higher resistivities, this disadvantage is generally compen-
sated for by the use of larger gel areas, which need not
necessarily entail the use of a larger overall electrode area
as the adhesive hydrogel may not require the use of a large
surrounding disk of adhesive foam. Another way to com-
pensate for hydrogel’s inherent disadvantage is to decrease
the gel layer thickness, a variable generally ignored in
electrode design even though it can have a significant effect
on electrical performances. Many commercial hydrogels
used in biosignal monitoring electrodes have layer thick-
nesses of around 1 mm (compared with around 3 mm for
pregelled wet electrodes) and, coupled with larger areas of
around 7 cm2, can lead to hydrogel pad resistances in the
range 10–100 V (5).

It is suggested that further improvements can be made
to the performances of hydrogel electrodes (and wet elec-
trodes) by the use of even thinner gel layers. It must be
borne in mind that gel-layer resistance is not solely deter-
mined by the dimensions and properties of the gel pad.
When a large area gel pad is used in conjunction with a
small area sensor, the dimensions of the smaller sensor will
largely determine the magnitude of the gel-layer resis-
tance, the overlapping section of gel pad carrying relatively
little current, which is important in both biosignal mon-
itoring and electrostimulation applications.

Hydrogels, being hydrophilic, are used for wound dres-
sings in order to absorb exudate. They are, therefore, poor
at hydrating the skin and will even absorb surface moist-
ure. With hydrogel electrodes, RSP is observed to fluctuate
with sweat gland activity and the subject’s state of mental
arousal, decreasing during increased activity and gradu-
ally increasing again as the hydrogel absorbs the excess
surface moisture (74,75). In contrast, CSP remains rela-
tively constant after a slight initial increase (32).

Hydrogels are therefore not only more resistive than
wet gels, but they hydrate the skin less effectively and give
rise to higher skin impedances (i.e., higher values of RSP

and lower values of CSP). Typical values of RSP for hydro-
gels can be as high as 15 MV�cm2 compared with a high of
5 MV�cm2 for wet gels (75). Once again, this disadvantage
can be overcome, at least partially, by the use of larger
hydrogel pad areas. An additional way of increasing the
value of CSP is the use of thinner hydrogel pads (32).

Skin Preparation Techniques. In the clinical environ-
ment, the skin site is often degreased using an alcohol wipe
prior to electrode application, which probably removes
some of the loose, outermost cells of the stratum corneum
and the poorly conducting lipid substances from the sur-
face of the skin (55). However, the use of alcohol wipes may
initially increase the impedance of the skin by dehydrating
the outer layers of the skin (76). Motion artifact also may
increase initially following application of alcohol to the skin
(64). When wet gel electrodes are applied to alcohol-wiped
skin, the gel will eventually penetrate the degreased skin

more readily once the electrode has been on the skin for
several minutes, leading to a more rapid decrease in skin
impedance and possibly to a decrease in motion artifact,
which may not be the case, however, in the case of hydrogel
electrodes, which do not actively hydrate the skin. The use
of an alcohol wipe accompanied by vigorous rubbing should
result in low initial impedances due to the additional mild
abrasion.

A related method of rapidly decreasing skin impedance
is to prerub the skin site with a high concentration elec-
trolyte, thus forcing the gel into the outer layers of the skin,
resulting as in a significant decrease in RSP (Fig. 12) and an
increase in CSP, especially when accompanied by vigorous
rubbing. Arbo-prep cream is supplied for this purpose and
it is claimed to reduce skin resistance by up to 90% (from 40
or 50 to 4 or 5 kV, according to an advertisement). Some
commercial gels such as Hewlett-Packard’s Redox paste
contain abrasives such as crushed quartz, which, when
rubbed into the skin prior to electrode application, greatly
reduce skin impedance. Such aggressive gels should only
be used in short-term biosignal monitoring applications
such as stress testing where high quality traces are
required.

The outer layers of the stratum corneum can also be
removed by rubbing the skin with abrasive pads especially
designed for this purpose, which can give rise to a major
decrease in RSP (Fig. 12) and an increase in CSP.

Unomedical, for example, markets a small disposable
skin preparation abrasive pad that, when adhered to the
finger tip, can be used to dramatically reduce skin impe-
dance. A Skin Rasp, which resembles a strip of Velcro, is
marketed by Medicotest for this purpose. The Quinton
Quick-Prep Applicator, rotates the abrasive center of the
Quick-Prep electrodes, causing a marked decrease in skin
impedance. ECG electrodes are often supplied with abra-
sive pads built into the electrode release backing.

In skin stripping, the stratum corneum is progressively
removed by repeatedly applying and removing adhesive
tape to and from the skin (55,77). Skin stripping can
greatly decrease skin impedance as a consequence of a
dramatic decrease in the value of RSP and an increase in
CSP. As the outermost layers of the stratum corneum are
the most resistive, the most significant decrease in skin
impedance is achieved with the first few strippings (77).
Therefore, no need exists for the complete removal of the
stratum corneum, which would obviously be clinically
unacceptable due to the discomfort (pain, bleeding, or
irritation) caused to the patient during and following the
recording. The more the skin is abraded for a given gel
composition, the sooner discomfort develops and the more
severe the irritation. The level of irritation also varies with
the salt concentration and the additives present in the gel.

As pointed out above, abrading or stripping the skin is
often used in stress testing to decrease motion artifact (63)
as well as the 50/60 Hz noise induced by any mismatch
of the contact impedances. High concentration gels are
also often used for such demanding applications, rapidly
soaking the skin and, thus, effectively removing the source
of the problem.

The use of both skin abrasion/stripping and an aggres-
sive gel will, however, maximize the potential for severe

136 BIOELECTRODES



skin irritation problems. These approaches should not be
used together. Even with the use of mild gels, it is probably
unwise to abrade the skin for long-term monitoring appli-
cations. The increased length of exposure of the abraded
skin to the gel will be conducive to skin irritation. Some-
what surprisingly, long-term monitoring electrodes are
sometimes commercially supplied with integral abrasive
pads, which is not only risky but probably unnecessary as
the use of a suitable mild gel would eventually decrease the
skin impedance without the need for skin abrasion.

ELECTRODE DESIGN

External Biosignal Monitoring Electrodes

Historical Background. In 1887, Augustus Waller, using
Etienne Jules Marey’s modification of the capillary elec-
trometer, obtained surface ECGs (as opposed to recording
directly from the exposed heart of an animal) of one of his
patients, ‘Jimmy’. The patient turned out to be his pet dog.
Waller used two buckets of saline to measure the canine
ECG, one for the front paws and one for the hind paws
(78–80).

Waller eventually succeeded in recording the first
human ECG in 1887 using the capillary electrometer
(Fig. 14) (81). However, he initially concluded ‘‘I do not
imagine that electrocardiography is likely to find any very
extensive use in the hospital. It can at most be of rare and
occasional use to afford a record of some rare anomaly of
cardiac action’’ (82).

It was, therefore, left to a more visionary and tenacious
Dutchman, Willem Einthoven, to establish the clinical
relevance of this strange new trace and to develop and
commercialize a clinically acceptable system based on the
string galvanometer. Einthoven’s achievement was truly
awesome. However, it must be pointed out that he did build
(very significantly, it is conceded) on the work of earlier
pioneers. The electrode system used, for example, was

Waller’s bucket electrode, whereas the moving photo-
graphic plate recording technique was originated by Marey
(83).

The input impedance of Einthoven’s galvanometer was
such that very low contact impedances were necessary,
hence, the very large bucket electrodes (Fig. 15) (84).
Obviously, the range of applications was somewhat
limited.

Realistically, only one’s limbs could be conveniently
placed into the buckets. Hence, the use of limb leads exists
in electrocardiograpghy, even to the present day. It is,
therefore, important to note several points. Present
state-of-the-art is often based on historical quirks rather
than on a profound scientific basis. The monitoring device
and amplifier determined the electrode size, design, and
location of the electrodes, which in turn determined the
clinical application and the presentation of the physiolo-
gical data.

Einthoven’s device in its early form could not be used for
the monitoring of bed-ridden patients or for ambulatory
monitoring. These applications had to wait for improve-
ments to be made to the amplifiers, which then enabled the
use of smaller electrodes that could be more conveniently
attached in other anatomical locations. However, the early
monitoring locations and the form of the signals observed
became accepted as standard and there is often consider-
able resistance to novel monitoring scenarios (e.g., smart
clothing), which require or are based on different lead
systems and present physiological data in a different for-
mat to that familiar to the clinician.

In the 1920s vacuum tubes were used to amplify the
electrocardiogram instead of the mechanical amplification
of the string galvanometer, which lead to smaller, more
rugged systems that were transportable (Fig. 16) (84). The
input impedances of the new ECG monitors were larger,
and the large metal buckets could be replaced by smaller
metal-plate electrodes (still large compared with present-
day electrodes) (83). These advances enabled bedside mon-
itoring, and, by the 1930s, some ECG devices could be
carried to the patient’s home. Not unsurprisingly, the
new plate electrodes were attached to the limbs, both for
historical and practical reasons. The metals used were
chosen for their availability and ease of machining
(Fig. 17). They included German silver, nickel-silver,
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Figure 14. Human subject connected to capillary electrometer
via large area bucket electrodes (81).

Figure 15. Early commercial ECG machine and electrodes (84).



and nickel-plated steel. The foil plates were used in con-
junction with moistened pads of paper toweling, lint, cotton
gauze, or sponge and were generally held in place with
rubber straps. Around 1935, conductive gels were devel-
oped to replace the soaked pads. A wide range of gel
ingredients were assessed, and it was noticed that the
presence of an abrasive in the gel greatly reduced the skin
impedance (5).

They also noted that slightly abrading the skin before
applying the electrolyte helped achieve very low skin
impedances.

A dry version of the plate electrode was reported by
Lewes (85). The multipoint stainless-plate electrode
resembled a large nutmeg grater that penetrated the skin
when firmly strapped onto the limb or applied to the skin
with a slight rotary movement, thus resulting in a very
significant reduction in skin impedance.

Modern versions of the limb plate electrode still exist.
Some have a convenient spring clip mechanism, which
dispenses with the need for the rubber strap.

In the 1930s, clinicians, some using electrodes held on
the chest by the patient himself or by another member of
clinical staff, experimented with precordial leads and
established their clinical value (86). In 1938, the American
Heart Association and the Cardiac Society of Great Britain
defined the standard positions and wiring of chest leads
V1–V6 (87).

Research then focused on the development of electrodes
that could be conveniently attached to the chest to enable
convenient routine clinical measurements. Several designs

involved a rubber bulb, which was used to create suction
sufficient to hold the metal electrode on the chest. One of
the first suction electrodes was developed by Rudolph
Burger in 1932 for the precordial leads (88). The suction
electrode shown in Fig. 18a (85,89) is one developed by
Ungerleider (89). Another more recent system incorpo-
rated the multipoint electrode of Lewes (85) into the suc-
tion head (Fig. 18b). The most popular suction electrode
design, widely used around the world and still in use today,
was developed by Welch (90) and often called the Welch or
Suction cup/bulb electrode (Fig. 19) (3). It consists of a
hollow, metallic, cylindrical electrode that makes contact
with the skin at its base. A rubber suction bulb fits over the
other end of the cylinder. The suction bulb was squeezed
while the electrode was held against the skin. Upon
releasing the bulb, the electrode is held in place. The
suction electrode can be used anywhere on the chest and
can even be used on hairy subjects. A single electrode can, if
necessary, be used to take a measurement at a given
location and then moved to another site.

Although the Welch cup electrode became widely used
as a precordial electrode, it could only be realistically used
for resting (supine) diagnostic ECG recording. The weight
and bulk of the electrode generally rules out its use on
upright, ambulatory, or clothed subjects. Since then,
more suitable, lightweight, low profile suction electrodes
have been developed that are pneumatically connected to
remote vacuum pumps (37). Some arrays of suction elec-
trodes are commercially available, for example, for use
with exercise bicycles for cardiac stress testing (72).

A method had to be invented to attach small disks of
suitable metal and their conductive gel coating to a
patient’s chest (in the case of ECG) or to other body parts
in the case of other biosignal applications, such as EEG and
EMG. Simply taping a metal disk to the skin site with a
sandwiched gel layer was a method often used (91).
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Figure 16. Mobile ECG used to monitor bed-ridden patient in
hospital ward circ. 1920 (84).

Figure 17. Metal plate limb electrode.

Figure 18. Early designs of suction precordial elec-
trode (a) Ungerleider (89). (b) Lewes (85).



Conically formed metal disk electrodes were and often
still are used for EEG recordings (Fig. 20). The base of the
metal cone is attached to the patient’s scalp using elastic
bandages, wire mesh, or more recently, using a strong
adhesive such as colloidon. Aperture exists in the apex
of the cone to enable the introduction into the recessed
electrode of electrolyte gel or to enable the abrasion of the
underlying skin by means of a blunt hypodermic needle.
The cone electrodes were often made of gold as it has high
conductivity and inertness, desirable in reusable electro-
des. More recently, Ag/AgCl has been used.

Early plate electrode designs were presumably very
messy and gave rise to considerable artifact problems.
The observed artifacts were attributed to disturbance of
the double-layer region at the electrode/skin (or, more
precisely, electrode/electrolyte) interface [termed the elec-
trokinetic effect by Khan and Greatbatch (94)]. When the
electrode moves with respect to the electrolyte, the distri-
bution of the double layer of charge on electrode interface
was thought to change and cause transient fluctuations in
the half cell potential or give rise to a streaming potential.

Recessed or floating electrodes were introduced in an
effort to protect the electrode–gel interface from such
mechanical disturbance and resultant movement artifact.

A metal disk was recessed in a plastic housing that was
filled with electrolyte gel prior to application to the patient.
The top hat-shaped container was adhered to the skin by
means of an annulus of double-sided adhesive tape,
(Fig. 21) (3). Later a gel-impregnated sponge was used to
ensure good electrical contact between the electrode disk
and the skin surface. The electrode disk was, therefore, not
in direct contact with the skin, which was found to reduce
motion artifact. At first, various metal plates were used as
the electrode conductor, then a sintered Ag/AgCl disk with
preattached wire ensured better performances for more
demanding applications.

Modern Disposable Electrodes. The top hat housing was
eventually replaced with a smaller retaining ring or plastic
cup and the electrode was held in place by means of a
surrounding disk of adhesive foam. The plastic cup holds
the gel-impregnated sponge in place and stops the gel from
spreading beyond the set boundary, either during storage
or use on the patient. Low cost Ag/AgCl-plated plastic
eyelets (part of a snap fastener) are used in these dispo-
sable electrodes and the leads are connected to the electro-
des via the electrodes’ snap fastener studs. The rigid
retaining ring was, however, uncomfortable as it did not
allow the electrode to conform optimally to body contours.
It was eventually removed in many modern disposable
electrodes and the recess is now often formed by a hole
in the adhesive foam layer. The backing label serves to hold
the snap and eyelet in place as well as to present the
company’s logo (Fig. 22). The resultant electrode structure
is much more flexible and more comfortable to wear.

The use of a snap fastener-style connection in disposable
electrodes has one significant drawback for certain appli-
cations. The male stud protruding from the back of the
electrode and the female connector required on the con-
necting lead results in a relatively heavy, large-profile
electrode/connector interface, which is less than optimal
for applications such as neonatal and pediatric monitoring.
The use of such electrodes in long-term monitoring of bed-
ridden patents could lead to considerable discomfort and
the heavy connection could also give rise to significant
motion artifact problems. The integrated lead design seeks
to overcome these disadvantages. A thin, highly flexible
lead wire is bonded directly to the back of a specially
designed Ag/AgCl-coated eyelet, which results in a very
low profile, lightweight electrode-connector system much
used in neonatal and pediatric monitoring and attractive
for long-term monitoring applications (Fig. 23).
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Figure 21. Examples of a floating or recessed biosignal electrode.
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Figure 19. A metallic suction electrode is often used as a pre-
cordial electrode on clinical electrocardiographs (3).



In an effort to decrease motion artifact, many electrode
designs feature an offset center. The connector, often in the
form of a snap fastener, is separated from the gelled sensor
by a strip of metal or similar conductive layer. The con-
nector is thus 1 or 2 cm away from the metal–gel–skin
interface, and it is possible to connect the lead to the
electrode or to pull on the connector without pulling
directly on the gelled, skin site, thus causing artifact
problems. This design appears well suited for stress testing
applications although arguably less so for long-term mon-
itoring of bed-ridden patients due to the bulky connector.
The invention was patented by Manley (93) and the concept

has been commercially exploited very successfully by
Ambu A/S.

More recently, many other manufactures supply elec-
trodes with offset connectors (Fig. 24). Leadlock have
developed an electrode that incorporates a slit in the foam
backing. Once the electrode has been applied to the patient
and the lead connected to it, part of the foam backing is
used tape down the lead, locking it in place and minimizing
direct pull on the connector and underlying electrode/skin
interface.

A wide range of backing materials now exists, and some
are better suited for specific monitoring applications, types
of patients, skin types, and so on. Given the great variety of
materials, adhesives, and designs used, the following com-
ments are generalizations.

Open-cell foam layers, made from a plastic such as
polyethylene, are much used and have thicknesses
typically in the range 1–2 mm. They have a 10–100mm
coating of a pressure-sensitive adhesive, generally a poly-
meric hydrophobic substance (68,94). Adhesive foams gen-
erally give rise to firm adhesion, are resistant to liquids,
and tend to cushion lead pull, thus giving rise to less
artifact. They are, therefore, generally well-suited to car-
diac stress testing and similar applications. However, as
they are occlusive and generally have a relatively aggres-
sive adhesive, they can give rise to more skin irritation and
they must be used with caution for neonatal and long-term
monitoring.

Porous, breathable layers, such as nonwoven clothes or
tapes, have the advantages of being soft, stretchable, and
conformable with the skin. (Note: The term micropore,
although sometimes used loosely to describe any breath-
able backing material, is strictly a 3M product.) Porous
layers tend to cause less mechanically induced trauma to
the skin, which can occur with more rigid materials and is
due to shearing of underlying skin layers. As they are
highly air permeable and use milder adhesives, porous
tapes cause less skin irritation and are well suited for
long-term monitoring. Larger backing areas tend to be
required. The gelled center can, however, pull away from
the skin as a result of the stretchable backing. Ambu A/S
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Figure 22. Modern wet gel disposable electrode. (Courtesy of
Unomedical A/S.)

Figure 23. (a) Specially designed Ag/AgCl-coated eyelet with
bonded lead. (b) Low profile, lightweight pediatric electrode with
bonded lead. (Courtesy of Unomedical A/S.)

Figure 24. An example of an off-set connector electrode. (Cour-
tesy of Unomedical A/S.)



use a central ring of adhesive around the gelled eyelet to
minimize this problem.

As we have already seen, wet (as opposed to solid gels)
vary in composition and concentration depending on the
application. Aggressive gels with higher concentrations of
electrolyte or including abrasive particles are used for
short-term, demanding monitoring applications such as
cardiac stress testing. Mild gels are used in pediatric
and neonatal applications due to the increased vulnerabil-
ity of the patient’s skin. It should be noted that no matter
how hypoallergenic a gel or an adhesive is claimed to be,
some patients will experience some form of skin reaction to
one of the components.

Solid Conductive Adhensive Electrodes. The growing
monitoring market has led to the development of even
lower-cost disposable electrodes. Solid conductive adhesive
or hydrogel electrodes were first introduced by LecTec Corp
around 1980 (95). Hydrogels are composed of a hydrocol-
loid, alcohol, a conductive salt, water, and a preservative.
The hydrocolloid use can be either natural (e.g., Karaya
gum) or synthetic (e.g., polyvinyl pyrrolidone) (68). Early
hydrogel electrodes were based on the natural hydrocol-
loid, Karaya, which comes from the bark of a tree. The
rather unaesthetic appearance of these early gels and the
variations in their electrical and mechanical properties
limited their widespread acceptance. The use of synthetic
hydocolloids, with their more attractive appearance and
performances, has led to the recent revolution in electrode
design.

Solid adhesive gels reduce the number of electrode parts
required, dispensing with the need of a gel-impregnated
sponge or a surrounding disk of adhesive tape, which gives
rise to small-area, low profile electrodes suitable for neo-
natal monitoring, especially when coupled with integrated
leads as discussed above (Fig. 23b).

Tab solid adhesive electrodes are now widely used for
many biosignal monitoring (and stimulation) applications.
Thin, highly flexible metallic/conductive foils or printed
conductive ink layers are laminated with solid, adhesive
hydrogels. A section of the foil or printed layer is left
uncovered. Once the electrodes are cut out, the exposed
conductive tab acts as a means of connection, the leads
being connected via alligator clips (Fig. 25). Electrode
design is therefore very simple and manufacturing costs
are low. These flexible, low profile electrodes are best used
for short-term, resting diagnostic monitoring. Tab electro-
des are not suitable for ambulatory or long-term monitor-
ing as the tab connection will cause the electrode to peal off
quite easily when pulled from any angle other than directly
downward. Also, hydrogels are hydrophilic and tend to
absorb moisture, lose their adhesive properties over time,
and fall off the patient if an additional adhesive backing is
not used. Hydrogels, being solid, do not leave a messy
residue on the skin requiring cleaning. Tab electrodes
are also repositionable and are reuseable (on the same
patient!) in certain home monitoring applications.

When used with an adhesive backing layer, the hydro-
philic hydrogels tend to be relatively nondrying (a signifi-
cant problem with pregelled wet electrodes) and their
electrical properties may even improve as they absorb

moisture. As they do not actively hydrate or otherwise
affect the skin, they tend to be relatively nonirritating
compared with wet gels.

Some disadvantages exist, however, associated with
hydogels. Hydrogels are more resistive than wet gels
and, hence, the gel pad resistance will be higher, which
can be compensated for by using larger hydrogel pad areas
and thinner layer thicknesses as compared with those used
with wet gels. Although the area of the solid adhesive gel in
a tab electrode, for example, is considerably larger for this
reason than that in a standard disposable wet gelled
electrode, the absence of a surrounding adhesive layer
results in the tab electrode having a smaller overall area.

Hydrogels, being hydrophilic, are poor at hydrating the
skin and may even absorb surface moisture. They, there-
fore, give rise to larger skin impedances. This disadvantage
can also be overcome, at least partially, by the use of larger
hydrogel pad areas. Hydrogels are also more expensive
than wet gels but generally lead to less expensive electro-
des due to the simpler designs involved.

Hydrogels are more sensitive to motion artifact as they
do not actively hydrate the skin. They are, therefore, not
well-suited for stress testing.

The use of such solid gels entails numerous advantages
when they are used in conjunction with screen printing
technology (73,96), especially for body surface mapping
and similar applications. It is possible to construct thin,
lightweight, highly flexible electrode arrays with accu-
rately defined electrode/gel areas, shapes, and interelec-
trode distances for a wide range of novel stimulation and
biosignal recording applications. As the solid gel will not
spread between electrodes, it is possible to position electro-
des very close together without electrical shorting (Fig. 26).

Wearable Electrodes for Personalized Health. The recent
and continuous trend toward home-based and ambulatory
monitoring for personalized healthcare, although exciting
and potentially leading to a revolution in healthcare provi-
sion, necessitates even more demanding performance
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Figure 25. Hydrogel-based tab electrode with connector. (Cour-
tesy of Unomedical A/S.)



criteria for the monitoring sensors (97,98). Many groups
around the world are seeking to incorporate electrodes into
clothing in order to monitor military personnel, firefighters
and eventually the average citizen who wishes to monitor
his or her health. Systems already exist on the market (e.g.,
Life Shirt) that resemble waistcoats into which one plugs-
in standard ECG electrodes and other sensors. These
sensors are removed and replaced periodically by the sub-
ject and, hence, require the knowledgable involvement of
the motivated wearer, presently military personnel, ath-
letes, rescue workers, and so on.

For the more widespread use of wearable monitoring
systems, especially by the average citizen, the system must
be very easy and comfortable to use and require no pre-
paration—literally as simple as putting on their shirt.
Electrodes must, therefore, (1) require no prepping, (2)
be located in the correct location once the smart garment
is put on, (3) make good electrical contact with the skin, (4)
not give rise to motion artifact problems, (5) not cause
discomfort or skin irritation problems, and (6) be reusable
and machine-washable. Although much work has been
carried out in this novel area, it is not surprising given
the above list of required performance criteria that the
electrodes/sensors tend to form the bottleneck in the suc-
cess of the overall monitoring systems. One must, there-
fore, not simply choose an electrode with as conductive a
metal element as possible. Unfortunately, it would often
appear that the associated electronic systems are first
developed and the electrode design is left to the end, almost
as an afterthought. The author would, therefore, suggest

that researchers start with the desired biosignal and estab-
lish the optimal body site(s) and electrode design for the
given application before developing the rest of the mon-
itoring system. This process may involve the use of novel
lead or montage electrode positions in order to conveni-
ently pick up artifact-free signals. Although this method
will necessitate clinicians interpreting nontraditional
waveforms, it will at least enable feasible monitoring
and, as it involves novel body sites and electrode designs,
it may well be patentable. After all, if it is not patented and
commercialized, it will not benefit the patient.

One of the most promising smart garments is that
developed under a European Fifth Framework programme
called WEALTHY (Wearable Health Care System)
(Fig. 27). WEALTHY is a wearable, fully integrated sys-
tem, able to monitor a range of physiological parameters
including electrocardiogram, respiration, posture, tem-
perature, and a movement index. Fabric electrodes are
made using conductive fibers woven into the stretchable
yarn of the body-contour hugging garment and connections
are integrated into the fabric structure (Fig. 27b). Various
membranes are being assessed to ensure optimal electrode-
skin contact and minimize skin irritation. The garment is
comfortable and can be worn during everyday activities. It
is washable and easy to put on.

External Electrostimulation Electrodes

Historical Background. The evolution of external sti-
mulation electrode design shares some of the key land-
marks as the development of biosignal monitoring
electrode and, hence, this section will be somewhat shorter.

From the mid-1700s, when electrostatic generators
were used to deliver arguably therapeutic impulses to
various parts of the body, handheld (by the practitioner)
electrodes had to be designed capable of delivering the
impulses to the patient without shocking the practitioner
who was holding them against the body part in question.
The electrodes used tended to be simply long metal rods
insulated with wooden handles (Fig. 28) (99). Although the
electrodes were initially terminated in a simple metallic
sphere, more exotic terminations were soon invented as
these were observed to lead to different therapeutic effects
on the body by means of the variations in the streams of
the electric fluid. A modern parallel would be the use of
different pencil electrodes (ball, loop, and needle) in
electrosurgery for different effect.
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Figure 26. Cardiac mapping electrode harness.

Figure 27. (a) The WEALTHY phy-
siological monitoring vest with inte-
grated sensors. (b) An early version
of the fabric electrodes.



Around 1800 came the discovery of Galvanism (dc current)
and Voltaic Piles (early batteries). Numerous examples
exist of practitioners using their handheld probe for loca-
lized effect, and the second contact to the patient was made
by means of a container of water into which the patient put
a hand or foot (Fig. 29) (100).

Following the discoveries of self-and mutual induction
(�1830), Guillaume Duchenne made great contributions
to the clinical application of the new Faradic current. At
that time, much interest existed in the localization of
what became known as motor points. It was common to
combine the prevailing interest in acupuncture and use
needles to stimulate muscles and nerves under the skin,
termed electropuncture (83). Duchenne was not happy
with this approach and developed his own electrodes for
localized electrization. His electrodes were in various
shapes (disks spheroids, and cones) covered with leather

moistened with salt water prior to application (101).
(Fig. 30).

During the 1900s, as with biosignal monitoring electro-
des, electrostimulation electrodes involved the use of
simple metal buckets or receptacles, filled with water or
another electrolyte, into which the subject introduced their
foot or hand, especially in early iontophoretic applications.
Obviously, the range of applications was somewhat lim-
ited. Metal probes were still manually pressed against skin
for short-term applications. The electrodes were either
gelled before application or had moistened chamois cover-
ings similar to those used by Duchenne. In the 1950s, early
external pacing and defibrillator electrodes, termed pad-
dles because of their shape, consisted of bare metal disks
made of noncorrosive material and were simply pressed
against the patient’s chest (102) see Fig. 31.
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Figure 28. Early electrostatic generator and handheld electrodes
(99).

Figure 29. Container electrode. Used on the dead and the living
(100).

Figure 30. Duchenne’s moistened conical electrodes for localized
electrization (101).

Figure 31. Early pacing equipment and handheld electrodes
(102).



Rigid metal plate electrodes were eventually held in
place with rubber straps on the limbs and even the thorax
(Fig. 32) (103). Some of these electrodes were and still are
made with rigid stainless-steel plates (104). The foil plates
were generally used in conjunction with moistened pads of
paper toweling, lint, cotton gauze, or sponge. The pads
were moistened by the therapist prior to electrode appli-
cation with water or electrolyte. Such electrodes could
be easily reused by simply washing and regelling the
electrode. Being rigid, however, these plate electrodes
did not always make optimal contact with the body
surface and gave rise to current density hot spots. Exter-
nal cardiac pacing at this time, for example, was very
painful (83).

Malleable metal foil electrodes were the next evolution-
ary step in electrode design. Malleable electrodes have
been made using a range of metals including tinplate lead
and aluminium foils (105). Such electrodes had the advan-
tage of being able to conform, to some extent, with body
contours, thus ensuring a better, more comfortable contact
between the electrode and the patient than was the case
with rigid plates. Wrinkles in malleable metal foil could,
however, encourage preferential current flow through
small areas of the gel and into the patient.

More convenient, disposable pregelled foil electrodes
were then developed for a range of external electrostimula-
tion applications. The metal foil was laminated onto an
adhesive foam backing. A gel-impregnated sponge layer
was located on top of the metal layer and the complete
electrode is attached to the patient by means of the sur-
rounding layer of adhesive backing foam.

Unfortunately, the wet gel in these disposable pregelled
electrodes tended to pool to one side, depending on how
they were stored, giving rise once again to current density
hotspots. More recently, the gel-impregnated sponge layer
has been replaced by a conductive adhesive gel layer, as it
does not have the potential for pooling to one area during
storage and it does not squeeze out under pressure (68)
(Fig. 33).

Current Density Considerations. The distribution of
current density under an electrode is an important para-
meter when designing and using electrostimulation elec-
trodes. In the simplest case, current density (the
amount of current per unit of conduction area) is inversely
proportional to the electrode/skin contact area. For a
given current, the current density under a small-area
electrode will be higher and more localized than that
under a large-area electrode. Generally, an optimal elec-
trode area exists for a given therapeutic application,
based on a range of criteria including the anatomical
position and size of the nerve/muscle/organ and the rela-
tive positions and sizes of the electrodes. Small electrodes
are, therefore, well existd to target precisely known points
such as motor points. If a small electrode is used in
conjunction with a large-area electrode, the effect is more
pronounced under the smaller of the two. In such mono-
polar stimulation, the small electrode is often used as the
active electrode to target the therapeutic effect. The lar-
ger electrode is simply used to complete the electrical
circuit and is termed the indifferent or dispersive elec-
trode. The use of two equally sized electrodes is termed
biopolar stimulation. In TENS, for example, biopolar
stimulation is often used to stimulate large muscle groups
sandwiched between the (large) electrodes. Too large an
area of electrode, however, may cause the current to
spread to neighboring tissues.

High current densities can cause tissue injury due to,
among other things, heating effects. The passage of elec-
tricity through any conductor will cause the dissipation of
heat within that conductor. The amount of heat generated
in a tissue depends on spatial and temporal patterns of
current density and tissue resistivity (49).
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Figure 32. Early pacing equipment and metal-plate electrodes
(103).

Figure 33. Construction of a modern external pacing or defibril-
lation electrode (courtesy Unomedical A/S).



The total energy dissipated at an electrode–skin inter-
face is given by the formula:

E ¼ I2Rt ð21Þ

where

E is energy dissipated (J)

I is root-mean-squared (rms) electrode current (A)

t is the duration of current flow (s)

R is the real part of the impedance at the electrode site
(V).

The change in temperature at the skin, DT, site is
proportional to the energy dissipated and, hence, DT is
proportional to I2Rt. When skin or muscle tissue is heated
to about 45 8C for prolonged periods, thermal damage can
result. For short durations (i.e., <5 s), a temperature
rise approaching 70 8C would be needed to cause heat
damage.

As the electrode–skin resistance, R, is not generally
known for a given site, it is often found convenient to
use a heating factor (HF), where

HF ¼ I2t ðA2 � sÞ ð22Þ

Assuming uniform current density distribution under an
electrode, it is possible to calculate the minimum area of
electrode necessary to achieve therapeutic effect and avoid
tissue trauma (42). In theory, the applied currents flowing
through standard dispersive electrodes used for electro-
surgery, for example, will generally not give rise to suffi-
ciently high overall current densities to cause thermal
damage. However, analysis shows that current density
distribution is not uniform under a stimulation electrode
and that localized hotspots can occur and cause consider-
able pain and trauma to the patient when applying appar-
ently safe’ therapeutic impulses (49). At best, in cases such
as TENS, the applied current may have to be limited to less

than therapeutic values due to the patients discomfort
(68).

Many potential sources exist of accidentally high cur-
rent densities. Wrinkles or breaks in the metal electrodes,
gel squeezing out from under the electrode or drying out,
electrodes partially peeling off the skin, poor electrode
application, and so on can encourage preferential current
flow through small areas of the gel and into the patient.
However, current density hotspots can also occur due to
poor electrode design, and a considerable amount of
research has been and is being spent investigating this
important problem.

In this presentation, stimulation electrodes have been
divided into conductive electrodes and resistive electrodes
in order to facilitate the review of the various design
features.

With highly conductive metal electrodes, such as those
used for external cardiac pacing, defibrillation, or electro-
surgery, current density hotspots are observed to occur
under the perimeter of the electrode, often evidenced in the
past by annular-shaped burns to the patient (49,106).

Current density hotspot problems are now often studied
using thermal imaging cameras. Thermograms of the
patient’s skin (or a substitute such as pig skin) are taken
immediately following the application of a given series of
pulses and the removal of the electrode under test (Fig. 34).
Increases in skin temperature reflect the magnitude of the
current density at a particular point (107).

Wiley and Webster (108) showed that current flow
through a circular electrode placed on a semi-infinite
medium could be solved analytically. They found that for
an electrode of radius, a, and total current, I0, into the
electrode, the current density into the body as a function of
radial distance from the center, r, was given by:

Jðr; 0Þ ¼ J0

2½1� ðr=aÞ2�1=2
ðA � cm�2Þ ð23Þ

where J0¼ I0/pa2, (i.e., a hypothetical uniform current
density).
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Figure 34. (a) Schematic representation of the current density distribution under a conductive
electrode plate. (b) Thermal image of the skin under an electrosurgical electrode following testing.



As a result of the approximations made in deriving this
simple equation, the value of current density at the edge
(when r¼ a) would theoretically approach infinity. More
realistically, the current density at the perimeter can be
around three times higher than that at the center of the
electrode (109) (Fig. 34). The above equation shows that the
middle portion of the electrode is relatively ineffective in
carrying the current as half the total current flows through
an outermost annulus 0.14 a wide or one-seventh of the
radius.

Efforts in this area concentrate on encouraging more of
the current to flow through the central portion of the
electrode.

A main concern in the design of the conductive stimula-
tion electrodes used for external cardiac pacing, defibrilla-
tion, or electrosurgery is the decrease in the high current
densities observed at the edges.

In TENS, relatively resistive conductive rubber is often
used and the opposite problem develops. When current is
introduced into the conductive rubber (via a small metallic
connector), it tends to flow into the skin immediately under
the connector rather than laterally through the resistive
electrode. Efforts in this area concentrate on encouraging
the current to flow laterally through more of the electrode
surface.

Modern Electrode Designs

Conductive Electrodes. Electrosurgery, external cardiac
pacing, and defibrillation share a common problem: Elec-
trodes tend to deliver or sink a substantial portion of the
outgoing or incoming current through their peripheral
area as opposed to providing a uniform current density
along their surface. This problem is referred to in the
literature as the fringe, edge, or perimeter effect.

Many suggestions have been made to reduce this edge
effect observed with metal electrodes, including:

1. Increasing overall area of the electrode. Obviously,
an increase in electrode area will lead to a decrease in
current density (110,111). However, it is generally
not practical to use very large electrodes as the appli-
ed electrical field must be sufficiently focused to
stimulate the targeted tissues and them alone. Also,
a strong commercial interest exists in decreasing the
size of the electrodes to save money and to facilitate
packaging and storage of the electrodes.

2. Avoiding sharp edges in the metal plate (110,111). It
has long been observed that square or rectangular
electrodes with angular edges concentrate the elec-
trical field at their corners, giving rise to current
density hotspots in these locations. Using round
electrodes or rectangular ones with rounded edges
have been found advantageous in this regard.

3. Making the gel pad slightly larger than the electrode
to enable the electric field lines to spread out before
reaching the skin (111) (Fig. 35). Using a gel pad
much larger than the size of the metal plate has less
effect than would be expected as the perimeter of
such a large gel pad will carry little current and
the additional gel is electrically redundant, which

arguably applies to some of the snap connection
electrodes used in TENS that do not have an addi-
tional current dispersing element.

4. Increasing the overall resistance or thickness of the
gel layer in order to give the current more time to
spread out evenly through the gel (110,111). It is
well-known that, in applications such as external
cardiac pacing, the use of relatively resistive gels
decreases the pain and burning to the patient’s chest.
Krasteva and Papazov (110) suggest that the use of a
layer of intermediate resistivity, comparable with
that of the underlying tissues, optimally improves
the distribution. However, in other applications such
as external defibrillation, a high resistance gel pad
would lead to energy wastage and a decrease in the
desired therapeutic effect. Taken to its logical con-
clusion, this approach results in the coating of the
electrode metal plate surface with a dielectric film.
Such capacitive electrodes have been shown to give
rise to nearly uniform current densities (107).

5. Increasing the resistance or thickness of the gel at
the edges. Kim et al. (112) proposed covering the
electrode metal with resistive gel of increasing resis-
tivity as one moved out from the center toward the
periphery, according to a specific relation with
respect to the electrode radius. Although an intri-
guing concept, the commercial manufacture of such
an electrode system is not yet feasible.

6. Making the electrode conductive plate progressively
more resistive toward the peripheral edge of the
electrode. Wiley and Webster (108) suggested sub-
dividing the electrode plate into concentric segments
and connecting external resistors to the individual
segments. The connected resistors had progressively
higher resistances toward the periphery in order to
equalize the currents in the separate segments. A
simpler system that has been successfully commer-
cialized was patented by Netherly and Carim (113). A
resistive layer is deposited on the outer edge of the
electrode conductive plate, thus forcing more current
to flow through the central portion of the electrode
(Fig. 36). Krasteva and Papazov (110) demonstrated
theoretically that a high resistivity perimeter ring
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Figure 35. Schematic representation of the current density dis-
tribution under an electrode plate coupled with a larger gel pad.
Current is allowed to spread out beyond the boundaries of the
metal plate, thus minimizing the edge effect.



decreased the maximum periphery current by 12%
without increasing the total interface resistance,
hence the resistance to the defibrillation current.

Another related approach to this problem starts
with a resistive graphite-based conductive layer and
progressively builds up multilayered (at least two)
coatings of more conductive silver/silver chloride
toward the center of the electrode (114). The perimeter
resistance is approximately 200 times that of the
center, this is the technique exploited in Medtronic
EDGE system electrodes for defibrillation, noninva-
sive pacing, and ECG monitoring (Fig. 37). It is
claimed that the design distributes the current
density evenly over the entire surface area of
the electrode, rather than concentrating it at the
edges.

7. Scalloping or otherwise shaping the edges of the
metallic plate so that the length of the perimeter is

increased and, hence, the peripheral current density
is decreased. Over the years, various designs have
incorporated this concept. For example, it has been
shown that using a figure-eight design rather than a
rectangular metal plate reduced the maximum tem-
perature (reflective of current density) by 30–50%
(107). An alternative design is shown in Fig. 38.
Caution is advised with this approach as the forma-
tion of fingers in the metal layer may serve only to
concentrate the current at the tips of the fingers, and
one could be effectively left with a reduced peripheral
area.

8. Making holes in the central portion of the metal plate
in order to provide internal peripheral edges to block
the lateral flow of current. Some early claims were
made that holes in the metal layer improved current
density under the electrode. Presumably, it was
believed that the holes blocked the current from
flowing from the connector to the edge of the metal
plate, forcing it to flow into the patient at the edges. It
is the authors belief that such holes in the metal plate
achieve little apart from further decreasing the area
of the electrode and, if anything, increasing the
current density at the edges. This impression
appears to be confirmed by the work of Krasteva
and Papazov (110), who investigated electrode struc-
tures with openings in the metal plate for skin
breathing.

The author has suggested that the use of concave slits in
the metal layer rather than circular holes may well have a
favorable effect on current density distribution with the
concave internal peripheral edges effectively blocking the
lateral flow of current, forcing the trapped current to flow
into the gel and, thus achieving a more uniform current
density distribution over the surface of the conductive
layer (115). Early work on the project with an industrial
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Figure 36. 3M’s electrosurgical dispersive electrode. Note the
green lossy dielectric material deposited around the peripheral
edge of the electrode.

Figure 37. Medtronic’s EDGE system electrode.

Figure 38. An electrostimulation electrode with cut-out metal
plate in an effort to increase peripheral edge. The green sponge
impregnated with gel has largely been removed to facilitate inspec-
tion of the underlying plate.



partner appeared promising, but the work was never com-
pleted.

Resistive Electrodes. A TENS electrode system appears
relatively simple and generally comprises a conductive
plate, an ion-containing gel, a means of attachment to
the skin, and a means of connection to the stimulators
lead. Mannheimer and Lampe (42) pointed out, however,
that of all the component parts of the overall TENS system,
the electrode–skin interface has probably been the least
understood and the most problematic. In addition to influ-
encing the effectiveness of the treatment, poor electrode
design can give rise to electrically, chemically, and
mechanically induced skin irritation and trauma to the
patient.

Initially, electrodes originally designed for ECG and
other biosignal monitoring applications were used with
TENS units, and some still are. Larger, more suitable
electrode designs were eventually developed in order to
reduce the current densities under the electrodes, to reduce
skin irritation problems, and to increase stimulation com-
fort (116).

A large percentage of commercially available TENS
electrodes are now molded from an elastomer (e.g., silicone
rubber) or a plastic (e.g., ethylene vinyl acetate) and loaded
with electrically conductive carbon black (Fig. 39) (3). Very
few irritation or allergic reactions have been reported for
conductive rubber electrodes as they do not generate the
corrosion products often observed with metal electrodes
(42). The great advantage of such electrodes is that they
can be molded into almost any size or shape and a wide
range of choice exists in the market. They can be made
sufficiently thin to have high flexibility and, thus, are able
to conform with body contours, making them suitable for a
wide range of TENS applications.

Conductive rubber electrodes are often used in conjunc-
tion with an electrolyte gel and attached to the patient
using elastic straps or custom-cut disks or patches of
adhesive tape. Expanded polyester foam tends to give
the most secure adhesion. However, as this backing is
occlusive, the use of foam can give rise to skin irritation

problems. Breathable, cloth-like fabrics allow the trans-
mission of air and moisture and generally cause less skin
irritation problems. Cloth-like materials tend to stretch,
however (an advantage when it accommodates skin
stretching due to movement), which can lead to the elec-
trode working loose and making poor contact with the skin,
possibly resulting in current density hot spots.

Wet gels can squeeze out from under parts of the elec-
trode and give rise to increased current densities in other
areas. The use of hydrogel minimizes this problem source
(68). Conductive, adhesive pads of solid hydrogel help
ensure firm electrical contact between the electrode and
the skin, reduce the incidence of current density hotspots,
and often simplify the design of the electrode. As a large
surrounding disk of adhesive tape is not required, the
electrode size can be reduced to the active electrode area.
These solid gel pads can be, depending on the application,
replaced, refreshed, or simply reused in various semi- or
totally-reusable electrode systems. In some applications,
the gel pads can be removed and the conductive rubber
electrode cleaned and regelled with a fresh gel pad for
further use. In other cases, the electrode can be intermit-
tently reused, on the same patient, by rehydrating the gel
pad. Such reusable electrodes are ideal for home-based
patient use.

One disadvantage with such conductive rubber electro-
des is that they are relatively resistive. More power is
required to drive the stimulating current through the
resistive electrodes into the body and achieve the desired
stimulation. Therefore, some reduction in battery life may
occur which is generally not a significant problem, how-
ever.

A more serious problem involves current density dis-
tribution under the resistive electrode. When current is
applied through the conductive rubber (via a small metallic
connector), it tends to flow into the skin immediately under
the connector rather than laterally through the resistive
electrode, thus giving rise to a current density hotspot
under the connector, which effectively, is the opposite
problem to that encountered when using highly conductive
electrodes.

Efforts to overcome this problem include incorporating
conductive elements in the rubber to more evenly to help
spread the current over the entire interface surface. Some
electrodes have a thin metallic layer coated onto the back of
the conductive rubber, which appear to give rise to the most
uniform current density profiles (68).

The growing home-based market has led to the great
variety of low cost disposable and reusable electrodes that
are generally based on solid adhesive gels. Some electrodes
are made using conductive cloth-like materials, thin metal-
lic foils, aluminized carbon-filled mylar, or wire strands.
Electrical connection is generally made to these electrodes
via alligator clips, snap fasteners, or pin connectors. Many
of these hydrogel-based electrodes can be trimmed to the
desired size or shape by simply cutting with a pair of
scissors. The current density profiles under these electro-
des will very much depend on the relative resistivities of
the metal and gel layers as well as on the actual design.

Snap fastener designs resembling standard ECG elec-
trodes and are available with hydrodel pads or sponge
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Conductive
rubber

Pin connector

Figure 39. Carbon-filled silicone rubber electrode (3).



disks containing low chloride wet gels (to minimize
skin irritation). These desists may require an additional
current-dispersing element to ensure that the current
spreads out beyond the immediate confines of the eyelet
electrode (68). Axelgaard Ltds UltraStim Snap Electrodes
feature a highly conductive grid pattern printed on to a
conductive flexible layer and coated with a moderately
conductive adhesive gel layer. The conductivity of the
conductive pattern is controlled through the use of various
grid designs with preselected line widths and spacing as
well as thickness and ink compositions (117). The pattern is
thus used to control and optimize the spread of electric
current over the surface of the electrode with an inten-
tional current drop off toward the edge of the electrode
(Fig. 40).

It is interesting to note that considering current density
under conductive and resistive electrodes leads to a similar
optimal design. To improve conductive electrodes, one
places a resistive layer between it and the patient. To
improve a resistive electrode, one puts a conducting layer
either behind or in front of the resistive layer. Such sand-
wich electrode designs appear promising for a range of
electrostimulation applications.

Garment Electrodes. A range of researchers in the
TENS, FES, and body-toning areas of electrostimulation
are endeavoring to incorporate electrodes in to body hug-
ging garments to enable the convenient and accurate
application of a (large) number of electrodes to the body
part to be stimulated. The use of a large number of elec-
trodes can enable, for example, several muscle groups to be
stimulated together or sequentially in a coordinated man-
ner to achieve a more natural movement of a limb. Gar-
ments are already on the market that resemble tight-
fitting cycling shorts and have integrated wires and con-
nectors for the attachment of standard TENS (or similar)
snap electrodes prior to application. Other, more challen-
ging designs include the integration of reusable electrodes
into a stretchable garment.

Implant Electrodes

Implantable monitors/stimulators and their electrodes are
used, or are being developed, for a wide range of applica-
tions, including cardiac pacing and defibrillation, cochlear
implants; urinary control, phrenic nerve stimulation for

respiration control; functional electrical stimulation of
limbs; vagal stimulation for control of epilepsy, spinal
stimulation for chronic pain relief, deep-brain stimulation
for Parkinsons disease or depression, bonehealing, and
several visual neuroprostheses.

Implanted monitoring electrodes are used to more accu-
rately pick up the desired signal while minimizing the
contributions of extraneous signals. Implanted stimulation
electrodes deliver the applied waveform more selectively to
the targeted tissue, making the therapy more effective and,
as the stimulation electrode is generally implanted
away from cutaneous pain receptors and afferent nerve
fibers, more comfortable for the patient. One significant
drawback, however, is the greater potential for damage
from improper electrode design, installation, and use.

The design of an implant electrode will depend greatly
on the anatomical structure it is to be implanted against,
into, or around. Electrodes can be or have been implanted
in, on, or near a given muscle; in, on, or around a given
nerve; in, on, or around a given bone; in, on, or around the
spinal cord; and in or on the surface of the cerebellar cortex.

A review of all of these designs is beyond the scope of this
chapter. The reader is referred to the appropriate chapters
in this Encyclopedia.

To facilitate this overview of some of the key design
possibilities, two main application areas will be concen-
trated on: muscular and neural electrodes. Muscular
(especially cardiac) electrodes, using more traditional
electrode fabrication, are presented in a separate section.
Neural electrodes will be largely covered in the section on
newer microelectrodes constructed using thin-film and
similar techniques. These categories are very loose and
a considerable degree of overlap obviously exists between
applications and the various electrode fabrication techni-
ques. Once again, the reader is referred to the appropriate
chapters in this Encyclopedia for more detailed descrip-
tions of electrodes and their fabrication for specific appli-
cations.

Cardiac electrodes are the most important example of
muscular electrodes. As cardiac pacemakers and defibril-
lators have the longest and most successful track records as
implantable devices, much of the science underpinning the
newer (and future) implantable devices (muscular, neural,
and other) has been developed by the cardiac implant
pioneers. Key contributions were made in the areas of
implant electrodes, biomaterials, and powersources, to
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Figure 40. (a) Current density dis-
tribution under a conventional snap
electrode. (b) Axelguaard’s Ultra-
Stim snap electrode with current
controlling grid. (c) Current density
distribution under Axelguaard’s
UltraStim snap electrode. (Courtesy
of Axelgaard Ltd.)



name but a few. The present review of electrodes is, there-
fore, largely based on cardiac electrodes. However, ideas
can be gleaned from this area and, once suitably custo-
mized, applied to others with success. The advantageous
aspects of biphasic impulses (discovered in the 1950s,
arguably earlier) is a good example of something being
rediscovered in a range of stimulation applications over the
past few decades

Historical Background. Implant stimulation electro-
des, or at least percutaneous stimulation electrodes, pre-
date the earliest biosignal monitoring electrodes. In the
early 1800s, there appeared a renewal of interest in acu-
puncture in Europe that had been introduced into Europe
in the second half of the eighteenth century by Jesuit
missionaries. In 1825, Sarlandière was the first to apply
an electric (galvanic) current to thin metal needle electro-
des (derived from acupuncture needles) thus creating elec-
tropuncture for the application of current to specific points
on or in the body (98,118).

Electropuncture soon became the accepted method of
stimulating muscles, nerves, or organs beneath the skin
(83). Electropuncture of the heart was first attempted
by Krimer in 1828 without recorded success (Fig. 41)
(103). This technique was then abandoned for several
decades. Meanwhile, W. Morton successfully introduced
the use of ether as an anesthetic in 1846. Eventually,
chloroform was found to be more suitable although cardiac
arrest was a frequent complication of chloroform anesthe-
sia in those early days. In 1871, Steiner overanesthetized
horses, dogs, cats, and rabbits to produce cardiac arrest.
He reported successfully applying an intermittent
galvanic current to a percutaneous needle in the heart
to evoke rhythmic contractions. Terms such as galvano
and farado puncture soon started to appear in the
literature (103).

In the early 1900s, cardio-stimulating drugs such as
epinephrine were injected directly into the heart of sudden
death victims by means of a large needle inserted through
the chest wall to restore automatic activity. It was even-
tually established that one of the key factors in the occa-
sional success of these intracardiac injection procedures
was the actual puncture of the heart wall rather than the
medication administered. Based on this observation,
Hymen went on to build the first hand-cranked, spring-
driven artificial pacemaker (119). He used transthoracic
needle electrodes plunged into the atrium and even intro-
duced the concept of using a biopolar needle arrangement
as in having the two electrodes so close together that only a
small pathway is concerned in the electric arc established
by the heart muscle, an irritable point is produced (103).

In the 1950s, Lillehei, Weirich, and others pioneered the
use of cardiac pacing for the management of heart block
accidentally resulting from cardiac surgery and for other
emergency cardiac treatment. Slender wire electrodes
were implanted into the myocardium before closing the
chest with the connecting leads thus exiting through the
chest wall. Pacing impulses could then be delivered
through these wires for a week or so until the heart healed.
Once the heart had recovered, the electrodes were pulled
out. Early versions of these electrodes consisted of silver-
plated braided copper wires insulated with polyethylene or
Teflon (103,120).

In 1958, Furman and Schwedel reported the first
instance of transvenous pacing of the heart. They inserted
a unipolar catheter electrode into the right ventricle of the
patient through a superficial vein and paced the heart via
the endocardial surface. The electrode used was a solid
copper wire with a bare terminal tip (120). The electrode
was withdrawn once the patients heart resumed its own
idioventrcular rhythm. Although the cardiac pacing
employed by Lillehei et al. and by Furman and Schwedel
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Figure 41. Kimer’s electropunc-
ture of the heart (103).



was much better tolerated than the external stimulation of
Zoll, perielectrode infection was a major drawback as was
the transport of the external pacemaker. The development
of an implantable pacemaker, therefore, became the goal of
several groups around the world.

In 1958, Senning and Elmqvist successfully implanted
the first Pacemaker without leads emerging from the
patient’s chest to invite infection. The implanted unit
was powered by cells that were recharged from outside
the body using a line-connected, vacuum-tube radio-
frequency generator. The electrodes/leads used were stain-
less-steel wires. The second version of the unit failed due to
a lead fracture one week following implantation. It was
then decided to abandon pacemaker therapy for this
patient until better leads were developed (120).

At that time, many of the electrodes used were unipolar.
The active electrode tended to consist of the bared tip of an
insulated wire implanted in the myocardium whereas the
indifferent electrode was a similar wire implanted subcu-
taneously in the chest wall. Unfortunately, the stimulation
threshold was observed to rise following implantation
during longer-term pacing. This increase in threshold
was thought to be due to the development of scar tissue
around the active electrode. Hunter and Roth developed a
bipolar electrode system in 1959. This electrode consisted
of two rigid, 0.5 cm long, stainless-steel pins attached to a
silicone rubber patch. The cathode–anode pins were posi-
tioned in to myocardial stab wounds surgically created
for the purpose and the pad was then sutured to the
epicardial surface (35). The lead wire was a Teflon-coated,
multistrand stainless-steel wire with an outer sleeve made
from silicone rubber tubing (121).

In 1960, Chardack, Gage, and Greatbatch successfully
produced a wholly-implantable battery-powered pace-
maker (Fig. 42a). Initially, they used a pair of multistrand
stainless steel wires in a Teflon sleeve with the bare ends
sutured to the myocardium (35). Other metallic formula-
tions were tried, such as solid wire, silver wire, stainless
steel, orthodontic gold, and platinum and its alloys (122).

They eventually adopted the Hunter–Roth intramyo-
cardial electrode (Fig. 42a and b). Considerable surgery
was required as the pacemaker had to be implanted into
the abdomen and the electrodes were sutured to the heart
wall. The bipolar electrode did, however, dispense with the
need of a dispersive chest electrode and the associated pain
it caused (103). Stimulation thresholds tended to stabilize
at much lower levels with this electrode (120), which
enabled successful pacing for many months.

Breakage of lead wires, due to metal fatigue, was a
major concern. One of the main problem areas occurred
at the point were the two metal components were welded
together (121). Corrosion also occurred at the small-area
stainless-steel anode, causing cessation of pacing within a
few months.

Chardack et al. (123) devised a replacement for the
Hunter–Roth electrode based on a continuous helical coil
of platinum-iridium (Fig. 43). The electrode wassimply a few
turns of the coiled lead wire, exposed and extended to enable
fibrous tissue to grow between the spirals and firmly anchor
the electrode in place. The use of a helical coil greatly
increased flexibility and decreased the number of fatigue
failures, as did the use of one continuous wire (without a join)
for both lead and electrode. The use of the same metal for
lead and electrode also had the advantage of preventing
corrosion from galvanic action. Additionally, platinum-
iridium is more corrosion resistant than the metals used
in many electrodes prior to Chardack’s electrode.

The sutureless screw-in lead was later introduced by
Hunter in 1973 (35). The screw-in electrode was simply
rotated into the myocardium and did not require a stab
wound or sutures for insertion. The electrode was effec-
tively the means of attachment. As this corkscrew electrode
tended not to dislodge, it dominated pacing for a long time
and is still used today for many epimyocardial implants
(Fig. 44).

A thoracotomy was required to attach many of the above
electrodes to the heart, which complicated surgical pro-
cedure and resulted in a 10% early mortality (122). The
first so-called modern pacemaker, which combined an
implanted generator and a transvenous lead, was devel-
oped simultaneously in 1962 by Parsonnet and Lagergren
(124,125). The endocardial catheter electrodes could be
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Figure 42. (a) Chardack, Gage, and Greatbatch’s wholly implan-
table pacemaker and the Hunter–Roth bipolar intramyocardial
electrode (83) (b) Diagram of an early Hunter–Roth lead with two
bipolar myocardial pin electrodes (35).

Figure 43. The ‘‘Chardack’’ elec-
trode (a) (35) (b) Chardack et al.
(123).



installed under local anesthesia, and this approach vir-
tually eliminated early mortality. As they did not require
the opening of the chest cavity, the use of catheter leads
opened the field of pacemaker implantation to non-
surgeons in later decades.

To minimize the risk of venous perforation, the electrode
leads were made flexible by winding bands of stainless steel
around a core of textile fibers (120). The electrode was a
small stainless-steel cylinder at the end of the catheter.

As time passed, the transvenous route progressively
evolved over the myocardial approach, so much so that,
at present, the transverse route is almost exclusively used
for pacemaker implantation.

Cardiac pacing has been the earliest and most success-
ful example of implanted electrodes and associated hard-
ware. Many present and future developments in other
implanted electrostimulation (and biosignal recording)
areas are and will be based, to a large extent, on the
pioneering work carried out in the pacing area.

Some Modern Electrode Designs. With the early trans-
venous leads, the stimulation threshold was observed to
greatly increase if the electrode pulled away even slightly
from the myocardium. A wide variety of active fixation
devices was therefore invented. These devices included
springs, deployable radiating needles, barbs, hooks, claws
and screws designed to anchor the electrodes by actively
penetrating the myocardium (35,126). The ‘‘Bisping’’ trans-
venous screw-in electrode is the most popular, as it allows

the screw helix to be extended from the tip once the lead
has been successfully threaded through the vein and
located against the desired part of the heart (Fig. 45). It
can be used as a combined anchor and electrode. The screw
can be retracted allowing for an easier extraction of the
lead, when necessary. (Note: A similar design of electrode is
used for detecting the fetal electrocardiogram during labor.
The intracutaneous needles are screwed in to the fetus’
presenting scalp. Similar designs are also used in EEG
monitoring.)

A wide variety of passive fixation devices were also
invented. Various tines, flanges, and other soft, pliant
projections were formed at the distal end of the lead,
generally as an extension of the silicone or polyurethane
lead insulation, and designed to passively and atraumati-
cally wedge the electrode between endocardial structures
such as trabeculae (Fig. 46). In some designs, the electrode
has the form of a closed-loop helical coil that, when twisted
clockwise, becomes lodged in the trabeculae (126).

Early electrodes had smooth metal surfaces. Techniques
were then developed to roughen the surface in the hope of
encouraging tissue in-growth, thus locking the electrode in
place, minimizing mechanical irritation and excessive
fibrous encapsulation, and ensuring low chronic stimula-
tion thresholds. Studies found that porous electrodes did
indeed achieve better fixation, thinner fibrous capsules,
and stable thresholds.

A variety of porous electrode tips have been developed
including totally porous structures such as CPIs meshed
screen electrode and electrodes whose surfaces had been
textured using a range of techniques (Fig. 47). Porous
surfaces have been generated by coating metal surfaces
with metallic granules, by sintering metal spheres to form
a network of cavities, and by laser-drilling the surface of
electrodes (126).

Not only does roughening improve electrode fixation
and threshold stability, it has been found to have a very
advantageous effect on interface impedance. From a sti-
mulation point of view, one is keen to use a small-area
electrode to increase current density at the small tip and
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Figure 44. The corkscrew myocardial electrode (35).

Figure 45. The ‘‘Bisping’’ transve-
nous screw-in lead with the helical
screw electrode extended. [From
S.S. Barold’s The Third Decade of
Cardiac Pacing (35).]



thus decrease stimulation threshold. A small-area elec-
trode also has a high pacing impedance that can decrease
current drain on the generator and thus prolong implant
life (35). However, one would also like to have a low sensing
impedance in order to avoid excessive attenuation of the
cardiac signal. Two ways that exit these conflicting criteria
can be optimized, modifying the electrode surface or mod-
ifying its design.

Roughening the surface of a small-area electrode
increases its effective area without changing its geometric
or outer envelope surface area (35). Many electrode sys-
tems have been developed that incorporate this concept—
electrodes with terms such as activated, porous, and sin-
tered in their company’s description. These electrodes have
been found to be effective in lowering the electrode inter-
face impedance under small-signal sensing conditions.
[Note: the electrode–electrolyte interface is very nonlinear
and, hence, smaller under stimulation.] Unfortunately, the
reduction in interface impedance has been erroneously
interpreted as rendering the electrode nonpolarizable. As
stated previously, the word polarization appears to be used
in a rather vague manner and has been used as the
explanation of, among other things, the nonlinearity of
the interface impedance as well as its frequency- and

time-dependence. The fact that the current or voltage
response to a step in voltage or current is not a simple
step has been attributed to polarization. The observed
transient responses are merely due to the presence of
the double layer capacitance (see Figs. 8, and 9).
Roughening the surface of an electrode effectively
increases the area of the interface and the value of Cdl,
which in turn results in an increase in the response’s
time constant (T¼RCTCdl). The observed response thus
looks stretched out along the time axis. This flattened
response has been mistaken for that of a purely resistive,
nonpolarizable electrode. At any rate, roughening the
surface of the electrode almost gives us the best of both
worlds, a noble or inert electrode with a low interface
impedance.

Another way of achieving a small simulation surface
area (high current density) while ensuring a large-sensing
surface area (low interface impedance) is to modify the
design of the electrode.

The porous electrode of Amundson involved a hemisphe-
rical platinum screen that enclosed a ball of compacted
20mm diameter platinum–iridium fibers (127). As electro-
lyte could penetrate this three-dimensional (3D) or multi-
layered electrode, the design resulted in a major increase in
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Figure 47. (a) Cross-section of a tot-
ally porous electrode (35). (b) Cross-
section of a porous surface electrode
(35). (c) Photo of totally porous electrode
(126).

Figure 46. Transvenous lead with silicone
rubber tines (35).



effective surface area as well as promoting tissue in-growth
and long-term stability of thresholds. Lagergren et al. (128)
introduced the birdcage design, which also exploited some
of these features (126).

One interesting example of a modified design by Par-
sonnet et al. involved the use of an electrolyte-filled hollow
electrode, called a differential current density (DCD) elec-
trode (129). The actual stimulating electrode is the mouth
of the electrolyte filled pore, which can be small to provide
high current density at the point of contact with tissue
(Fig. 48). The inside of the hollow electrode chamber has a
large metallic surface (a helical coil forming a cylinder) and
thus gives rise to a low electrode-electrolyte interface
impedance.

Figure 48 appears to be an electrode design that could
readily be customized and used in a wide range of monitor-
ing or stimulation applications. The electrode–electrolyte
interface is effectively recessed and protected from any
disturbance, a further advantage to those already listed
above.

Several other designs exist that aim to achieve a similar
effect by manipulating the current density distribution
around an electrode tip. Electrodes with complex shapes
have irregular patterns of current density with localized
hotspots at points of greatest curvature (126). It is possible
to exploit these areas of high current density for stimula-
tion purposes while the larger overall surface area gives
rise to a low interface impedance (130). A hollow, ring-
tipped electrode (effectively similar to the DCD electrode)
has a large current density at its annular mouth while
having a large electrode–electrolyte interface area. Such
electrodes are reported to have better stimulation thresh-
olds and sensing characteristics than hemispherical
designs and have proved popular. Several manufactures
have combined this ring-tip design with increased surface
porosity (126). Other related designs include a dish-shaped

electrode for edge-focusing of current (with laser-
drilled pores for interface impedance reduction) and a
grooved hemispherical platinum electrode coated with pla-
tinum black particles (target-tip electrode, Fig. 49)
(126,130).

Steroid-eluting electrodes were introduced in 1983 in an
effort to minimize the growth of connective tissue. The
first-generation electrode was made of titanium, with a
platinum-coated porous titanium surface (Fig. 50). The
electrodes incorporated a silicone core that was impreg-
nated with a small quantity an anti-inflammatory corti-
costeroid (34). Upon implant, the steroid is gradually
eluted into the interface between the lead electrode and
the endocardium, reducing the inflammation and fibrosis
that would normally occur. Steroid-eluting leads are char-
acterized by a lower long-term capture threshold. Similar
improvements in capture thresholds have been achieved
(131,132).

Most cardiac electrodes now involve the combination of
drugs and complex surface structures at the macro and
micro scales.

For newer applications, such as Cochlear implant elec-
trodes, an array of electrodes is involved. In some such
multielectrode applications, one may be interested not only
in the current density profiles under the surfaces of the
individual electrodes, but in the interplay between the
electrical fields produced by the electrodes in the array
in the hope of achieving more effective stimulation or more
effectively imitate physiological stimulation. For example,
the Clarion hi-focus electrode system of Advanced Bionics
Corp. incorporates 16 electrodes in a flexible array that are
designed to deliver improved focused stimulation to the
auditory nerve (133).

Microelectrodes. Over the past few years, exciting
developments have taken place in areas of biomedical

154 BIOELECTRODES

Figure 48. The differential current density (DCD) electrode
(129).

Figure 49. The target tip electrode. Microporous, plantinized
plantinum electrode. The target appearance is due to shallow
grooves separated by peaks. (Courtesy Medtronic, Inc.)

Figure 50. (a) Steroid-eluting electrode. (b)
Cross-sectional diagram of an early design of
steroid-eluting electrode. Behind the electrode
is the silicone rubber plug compounded with
steroid. (Courtesy Medtronic, Inc.)



engineering that involve implantable devices for the
recording or stimulation of the nervous system.

In the previous section, we saw the success in commer-
cializing pacemakers. Other implant devices that have also
reached the patient in clinical routine practice or research
settings include Cochlear implants to restore hearing;
deep-brain stimulators to alleviate symptoms of Parkin-
son’s Disease and depression; vagal nerve stimulators to
minimize the effects of epilepsy; as well as FES systems to
restore or improve function in the upper extremity, lower
extremity, bladder and bowel, and respiratory system
(134,135). Other areas of research that are likely to come
to fruition within the next few years include various visual
prostheses to restore functional vision in the profoundly
blind and the exploration of the brain–computer interface
(134,136,137).

Much of the early research in these areas started
around the 1960s (135). Where possible and appropriate,
surface and percutaneous electrodes were first used to
establish the feasibility of the given recording/therapy.
Early implant electrodes involved fine metallic wires or
small disks placed near, in, on, or around the targeted
muscle or nerve. The fabrication of these electrodes
was time-consuming and the electrode properties were
not very reproducible given the variations in areas, sur-
faces, inter-electrode distances, and so on, which was
particularly a problem when several electrodes were to
be used in an array. As the demands on human implan-
table diagnostic/stimulation devices increases, an
increased need for a larger number of smaller-area elec-
trodes with well-defined and reproducible surfaces and
dimensions generally occors. Although, due to their
high level of specificity, muscle-based electrodes will
continue to be used, new electrode designs tend to con-
centrate more on direct nerve stimulation as this may
provide more complete muscle recruitment and the same
electrode may successfully recruit several muscles, thus
reducing the number of electrode leads required (135).
Electrodes are, therefore, needed that can interface elec-
trically with the neural system at the micrometer scale
(136).

For example, the goal for a high resolution retinal
prosthesis is a 1000-electrode stimulating array in a
5� 5 mm package (137). If this area of research is to be
clinically successful and if the other areas are to continue to
improve, microelectrodes must be (and are being) manu-
factured using the thin-film technologies associated with

the IC circuit industry. Microfabrication involves either
material deposition or removal. Either rigid silicon wafers
or flexible polyimide substrates act as platforms for the
microelectrodes and associated circuitry. The deposited
films (for connectors, leads, electrodes, or insulation) are
produced by electroplating, evaporation, and sputtering.
The layers can be photo-patterned and etched to sub-
micrometer resolutions and finally encapsulated in bioma-
terials such as diamond-like carbon, bioceramic, or a
biocompatible polymer. Processes such as photolithogra-
phy, reactive ion etching (RIE), CMOS processing, MEMS
processing, focused ion beam patterning, and AFM litho-
graphy can be used to achieve the desired microelectrode
design.

The benefits of a microfabrication approach include a
high degree of reproducibility in physical, chemical, and
electrical characteristics. Microfabrication is a high yield,
low cost process once the design and processing sequence
have been developed. Additionally, precise control of the
spatial distribution of electrode sites exists, which may be
of interest when seeking to optimally stimulate or record
from a target site. A high packing density of electrode
sites for a given implant volume is also readily achievable
using photolithographic techniques. The possibility exits of
incorporating the interface circuitry directly on the micro-
sensor platform thus reducing the need for complex inter-
connections.

The widespread availability of silicon micromanufactur-
ing techniques has enabled the fabrication of a range of
silicon-based wedge- or needle-shaped electrodes to allow
penetration of the nervous tissue. 3D arrays of such struc-
tures have been developed for insertion into, for example,
the cortex to detect local potentials (134).

1D arrays of electrodes are fabricated using lithographic
patterning and deposition of thin-film metal leads and
electrodes onto not only silicon, but also glass and even
flexible polyimide substrates (136). Much of the work on
silicon-based microprobe fabrication has been pioneered at
the Center for Integrated Sensors and Circuits at the
University of Michigan.

A 3D electrode array can be fabricated by assembling a
range of 1D probes (such as those shown in Fig. 51). As each
probe has multiple recording sites along its length, the
complete volume of the tissue under study can be assessed,
giving rise to very dense sampling. The Michigan Probe has
evolved a large number of single-shaft, multishaft, and
3-D-stacked microelectrode arrays (136).
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Figure 51. (a) Multielectrode silicon
probe.[AfterDrake etal. (138).] (b)Michigan
micromachined multielectrode probe for
recording and stimulation of central
nervous system.



Recent improvements in silicon microtechnology have
made it possible to create not only planar microelectrodes
but also penetrating brush electrode structures for in vivo
measurements. In contrast to the University of Michigan’s
planar devices, the 2D and 3D cortical multimicroelectrode
arrays developed at the University of Utah are fabricated
out of a single solid block of silicon. Etching of the block
results in a 10� 10 array of needles, each 1.0–1.5 mm long,
arranged on a 4.2� 4.2 mm base. The metal and insulation
layers are then applied, creating 35–75 mm long platinum
recording tips (134,136,139) (Fig. 52a).

This design has the advantage of placing a relatively
large number of recording sites in a compact volume of the
cortex. However, with a single recording site on the end of
each needle set at a fixed depth into the cortex, this version
of the Utah array is classified as a 2D array as all the
electrodes are in the same plane (140). The Utah probe can
achieve high-density sampling by spacing many needles
close together but does not have multiple sites along each
shaft. When the length of the needles in such an array is
graded (the array is said to be slanted, Fig. 52b) or the
needles have some other distribution of lengths, these
arrays are termed 3D as the electrode tips are no longer
in the same plane. These designs are thought to give the
better spatial selectivity (134,136).

Implanting such needle or brush electrode systems is
obviously associated with damage of the tissue. Moreover,
the stiffness of many systems may lead to damage of
nervous tissue, especially if relative movement exists
between the sharp needles and the delicate tissues. Break-
age of the brittle needle is also a concern. Considerable
efforts are therefore being directed at miniaturizing
the width of the needles or at introducing more flexible
materials.

For example, some versions of the Michigan Probe con-
sist of four parallel, dagger-like probes connected to a
micro-silicon ribbon cable. The ribbon cable is semiflexible

and allows the probes to move up and down with the cortex
as it pulses (139).

In the development of subretinal stimulating arrays
using current silicon micromanufacturing techniques, it
has been pointed out that a planar, rigid implant is likely
to mechanically damage the compliant, spherical retina
(137). Concerns have also been expressed regarding the
use of penetrating microelectrodes, the relative micro-
motion between the array and the retina potentially pro-
voking mechanical damage and a significant encapsula-
tion response (134). The ideal retinal-stimulating
electrode would therefore have the flexibility to match
the curvature of the retina and the next generation of
electrode arrays are likely to be constructed on flexible
substrates.

Microelectrode arrays on flexible substrate have been
demonstrated in a range of applications including the
European project ‘‘Microcard’’, Si-Based Multifunctional
Microsystem needle for Myocardial Ischemia Monitoring.
Initially, work centered on silicon-based microprobes to
monitor the electrical impedance of tissue, tissue tempera-
ture, pH, and local ionic concentrations of potassium,
sodium, and calcium. These parameters were found to vary
considerably when, for example, a heart undergoes an
ischaemic phase, thus establishing the clinical value of
the technique and device, (140).

In the course of the silicon probe development, it was
foreseen that the brittle nature of silicon could make intact
probe removal difficult. Additionally, the rigid needle could
cause damage to the delicate tissues. The thrust of
the project thus changed to the development of flexible,
polymer-based probes.

Thin-film devices for the measurement of tissue impe-
dance and ion concentrations were manufactured on flex-
ible polyimide substrates (Fig. 53a) (141). Gold thin-film
electrodes were deposited using an improved photolitho-
graphy process for 1 mm resolution. Polyimide insulation
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Figure 52. (a) Utah electrode array shown on a U.S. penny to convey size. (b) Modified Utah
electrode array in which the length of the needles is uniformly graded (134).



layers were spin-coated onto the PTFE surface after sui-
table conditioning, and they proved to be insulating and
continuous.

Electrochemical characterization of the gold thin-film
impedance electrodes showed them to possess high inter-
face impedance. Pt and IrO oxide coatings were electro-
chemically applied to the gold thin-film surface and
resulted in a drastic reduction in interface impedance for
monitoring or stimulation applications (142).

Encircling neural electrodes may be of a cuff or spiral
design. The term cuff electrodes applies to those devices
that engulf the entire circumference of a nerve First
model, which rather stiff, carried only one or two electrodes
and they were made using a platinum foil electrodes that
were located on the inside of a cylinder of silicone rubber,
which was wrapped around a nerve (Fig. 54b). (136). It is
generally recommended that the diameter of the cuff be
50% larger than the nerve diameter to avoid nerve com-
pression and necrosis due to swelling and fibrous tissue in-
growth. Cuff electrodes do however have a long and
successful track record in a range of FES applications
(143).

The spiral electrode is a loose, open helix that is wound
around the nerve (143). The open design can accommodate
swelling and is very flexible. A version of this electrode is
marketed by Cyberonics for use with their vagus nerve
stimulator (Fig. 54b). New designs of nerve cuff electrodes
seek to reshape the geometry of the nerve to more selec-
tively stimulate or record from particular nerve fascicles.
Efforts are also directed at controlling the electrical fields
generated by the electrode arrays to better focus the sti-
mulation (135).

As part of a European project NEUROS, NIBEC devel-
oped a flexible thin-film-based stimulation and sensing cuff
electrode for FES-related application. IrO, Pt, and Au
electrodes were deposited onto a polyimide substrate. In
order to facilitate implantation and ensure good contact
between nerves, fascicles and electrode surface was self-
curling. Polyimide resin with a thermal expansion coeffi-
cient differing from that of the polyimide substrate was
chosen so that the curing process gives rise to a residual
stress and curl in the device. The diameter of the electrode
cylinder could be made less than 1 mm.

Diamond-like carbon (DLC) encapsulation was depos-
ited onto the device using a plasma-enhanced chemical
vapor deposition (PECVD) process. Adhesion to the poly-
imide substrate was found to be satisfactory following the
addition of a silane adhesion layer at the interface
(144,145).

With the aid of micofabrication techniques, one can
control the area and properties of the electrodes and
greatly decrease them in size. However, as electrode area
decreases, the interface impedances increase with resul-
tant difficulties in making accurate measurement. The key
to success in this case is in the choice of electrode design,
material, and electrode surface topography.

A similar concept to Chardack’s differential current
density pacemaker electrode was suggested for use in
thin-film electrodes. The metal electrode is housed within
a hollow chamber (Fig. 55). The chamber is filled with
electrolyte and has a small aperture to enable electrical
contact with tissues (146). As the metal–electrolyte inter-
face is relatively large, the interface impedance is rela-
tively small. The interface is also protected from
mechanical disturbance (similar to the floating electrode)
and, hence, should suffer from less artifact. As the small
aperture determines the area of contact with the tissue, the
effective stimulation or recording area is very small.

Other 3D designs with etched meshes should be
assessed for their potentially larger interfacial areas.

Once again, surface roughness is an important factor in
decreasing interface impedance and possibly in helping
anchor the electrode in position. Rough-surfaced electrodes
must be used with caution, depending on the application, in
case the surface causes damage to the surrounding tissues.
Certain materials and the electrode fabrication processes
involved may well result in favorable macro-, micro-, and
nano- surface features. Presently, investigators are study-
ing modifications to the electrode surface using such things
as nanotubes. Nanotechnology offers much promise for
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(Cyberonics).

Figure 55. Thin-film differential current density electrode. [After
Prohaska et al. (146).]



new sensor devices, particularly in the biomedical sector.
Not only do individual nanotubes offer the possibility of
using them as ultrafine needles for in vivo probing at the
cellular level, but surfaces can be created with optimal
distributions of clusters of nanotubes to maximize perfor-
mance.

ELECTRODE STANDARDS

The Association for the Advancement of Medical Instru-
mentation (AAMI) produce a range of labeling, electrical,
and other performance requirements for manufacturers and
users to help ensure acceptable levels or product safety
and efficacy. Some of the key electrode-related standards
are briefly reviewed below.

Standards For Biosignal Monitoring Electrodes

Standards for Disposable ECG Electrodes. ANSI/AAMI EC 12
(2000)

Introduction. In an effort to minimize ECG recording
problems associated with the performance of electrodes
coupled to a standard ECG monitor or electrocardiograph,
AAMI has proposed a series of simple bench tests designed
to assess pregelled, disposable ECG electrodes.

Although originally conceived to assess disposable
ECG electrodes, these standards are widely used to
assess other biosignal monitoring electrodes, which is a
consequence of the lack of other widely accepted
standards for these monitoring applications and to the
general applicability of the ECG standards to the other
applications.

Although AAMI also lays down stipulations for elec-
trode labeling, adhesion testing, and soon, only the elec-
trical performance requirements are reviewed here.

AC Impedance. The average value of 10 Hz impedance
for at least 12 electrode pairs connected gel-to-gel, at a level
of impressed current not exceeding 100mA peak-to-peak,
shall not exceed 2 kV. None of the individual pair impe-
dances shall exceed 3 kV.

Low impedance electrodes are desirable to avoid signal
attenuation and distortion and to minimize 50/60 Hz inter-
ference pickup. High electrode impedances can also give
rise to serious burns when the ECG electrodes are used in
the presence of electrosurgery or defibrillator discharges.
(147).

The impedance of the skin’s outer layer, the stratum
corneum, is many times larger than that of the metal/
electrolyte interface, and hence, the former is of key con-
cern when endeavoring to ensure good electrode perfor-
mance. The skin preparation technique, the extent of
diaphoresis, and the ability of the electrode gel in pene-
trating and reducing the skin impedance are generally
more important than the electrode–electrolyte interface
impedance.

The Standards Committee decided that the electrode
gel-to-gel impedances should be significantly less than the
expected impedance of clean, dry skin to ensure a minimal
contribution by the electrode itself to the overall impedance
(147). In the UBTL tests carried out on behalf of the

Standards Committee, it was found that the mean 10 Hz
impedance of a standard pair of ECG electrodes on unab-
raded skin was of the order of 100 kV. The AAMI committee
chose 2000 kV as a reasonable limit for 10 Hz gel-to-gel
impedance to ensure that the electrodes did not contribute
significantly to the overall impedance nor to power dissipa-
tion in the presence of defibrillation overload and electro-
surgery currents.

As the electrode-gel interface impedance is nonlinear
and decreases with applied signal amplitude, the standard
stipulates that the level of impressed current must
not exceed 0.1 mA peak-to-peak when carrying out the
test.

In the UBTL tests, it was found that the impedance as
measured on abraded skin correlated well (99%) with the
impedance measured with the electrodes connected gel-to-
gel, whereas the impedance measured with electrodes
applied to clean, dry skin correlates very poorly (47%) with
the gel-to-gel measurements. Obviously, the bench test
simply evaluates the ac impedance performance of the
electrode-gel interface and will, therefore, not accurately
predict or represent the clinical performance of an elec-
trode on intact skin. For example, cases of electrodes that
performed poorly as per the AAMI bench test exist, yet
which proved very satisfactory in vivo. Conversely, some of
the best electrodes according to the bench tests performed
relatively badly in vivo (148).

DC Offset Voltage. After a 1 min stabilization period, a
pair of electrodes connected gel-to-gel, shall not exhibit an
offset voltage greater than 100 mV.

Ideally, the potentials of both electrodes used to monitor
a biosignal should be identical and, thus, cancel each other
out. Slight differences in the gels and metals used, how-
ever, result in an offset voltage. The potentials of the skin
sites further complicate the recording, especially as these
latter potentials (and their amplified difference) tend to be
much larger. If the overall electrode-skin potential differ-
ence is larger than 300 mV, the amplifier may saturate and
the biosignal will not be observed.

The UBTL report studied the correlation between gel-
to-gel and electrode-skin offset voltages and found that gel-
to-gel offsets were in the order of 2.5 times smaller than
those recorded in vivo for the same electrodes on a patient’s
skin. As the maximum allowable in vivo dc offset should be
less than 300 mV, the Committee decided that the limit for
gel-to-gel dc offset should therefore be less than 300/2.5 mV
(i.e., 100 mV).

Some reviewers of the standard argued that the limit
should be reduced to 10 mV as this would help minimize
motion artifact problems. The Committee rejected this
suggestion, pointing out that no clear evidence exists that
links high gel-to-gel offset voltages with motion artifact
(largely caused by skin deformation).

Offset Instability and Internal Noise. After a 1 min. sta-
bilization period, a pair of electrodes connected gel-to-gel,
shall not generate a voltage greater than 150mVp-p in the
passband (first-order frequency response) of the 0.15–
100 Hz for a period of 5 min following the stabilization
period.
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This standard is concerned with the problem of baseline
wander, which introduces a low frequency component into
the monitored biosignal making accurate diagnosis diffi-
cult. The American College of Cardiology’s Task Force on
the Quality of Electrocardiographic Records judged that
drift rates less than 400mV � s�1, although not highly rated,
were not considered unacceptable.

The UBTL report detailed several experimental limita-
tions that prohibited their detailed study of in vivo dc offset
drift. Consequently, no correlational analysis was carried
out between dc offset drift measurements made with elec-
trodes applied to human skin and those joined gel-to-gel.
They, however, decided to use the factor of 2.5 they had
observed between clinical and bench test result for dc
offsets, given that the measurement techniques are fun-
damentally similar. A limit of 150mV � s�1 was therefore
arrived at by dividing the 400mV � s�1 baseline drift rating
by a factor of 2.5. As the test circuit used in the bench test
differentiates the offset voltage, the offset instability
requirement is specified in mV rather than mV � s�1.

The Committee was contacted and asked to decrease the
limit from 150mV to 40mV p-p in order to be in line with the
AAMI standard ‘‘Cardiac monitors, heart rate meters and
alarms (EC13)’’. The working group agreed that this
requirement could be made more stringent but refused
to decrease the limit to 40mVp-p. This requirement is under
study and may well be altered.

This calculation involved in reaching the 150mV � s�1

limit implies that skin potential fluctuations are only 2.5
times larger than those of the electrode–gel interface, which
is most unlikely, and problems developing from drifting
electrolyte/skin potentials will depend on skin preparation,
electrode design, and electrode gel rather on than the
electrode–gel interface characteristics per se (64).

Defibrillation Overload Recovery. Five seconds after
each of four capacitor discharges, the absolute value of
polarization potential of a pair of electrodes connected gel-
to-gel shall not exceed 100 mV. Also during the 30 s interval
following each polarization potential measurement, the
rate of change of the residual polarization potential shall
be no greater than �1 mV � s�1.

It is important that a clinician, having defibrillated a
patient, be able to see a meaningful ECG within 5–10 s in
order to judge the efficacy of the delivered impulse and to
decide if another is required. The offset voltage across the
electrode-skin interfaces, which drastically increased as a
result of the defibrillation impulse, must therefore return
to below 300 mV within 5 s following the discharge. Once
again, using the 2.5 factor between bench test and in vivo
potentials, this requirement translates to a gel-to-gel
bench test offset voltage under 100 mV within 5 s of apply-
ing an overload of 2 mC (representing the worst possible
situation encountered in vivo where the defibrillator pad-
dles are placed in immediate contact with the ECG elec-
trodes). Electrodes made of stainless steel, for example,
tend to acquire offset voltages of several hundred mV for
minutes and, consequently, no ECG trace is observable on
the monitor (68).

Following the initial 5 s the EGC must not only be visible
on the monitor but must also be recognizable and clinically

useful. Hence, the stipulation that the offset voltage should
not drift with time by more than �1 mV � s�1.

The UBTL results indicate good correlation exists
between the results of this bench tests and animal tests,
particularly at the higher recovery voltages encountered
with non-Ag/AgCl electrodes.

Although only a very low percentage of ECG electrodes
are, in fact, subjected to defibrillation impulses in vivo, the
AAMI committee decided after some deliberation to insist
that all ECG electrodes meet the proposed standard as it is
impossible to guarantee that a given electrode would not be
used in an emergency defibrillation situation.

Bias Current Tolerance. The observed dc voltage offset
change across a pair of electrodes connected gel-to-gel shall
not exceed 100 mV when the electrode pair is subjected to a
continuous 200 nA dc current over the period recom-
mended by the manufacturer for the clinical use of the
electrodes. In no case shall this period be less than 8 h.

When a dc current passes through the metal-gel inter-
face of an electrode, the electrode potential deviates from
its equilibrium value and the electrode is said to be polar-
ized. If the current is maintained indefinitely, the reac-
tants become depleted causing the electrode potential to
deviate further, possibly exceeding the limit allowable at
the input of the ECG recording device.

Although most modern ECG recorders pass less than
10 nA of bias current through the electrodes, some older
models can have bias currents as high as 1000 nA. A
number of cardiac monitor manufacturers use dc bias
currents to sense high electrode impedances to warn of
disconnected leads or poorly affixed electrodes. The stan-
dard for cardiac monitors permits input bias currents of up
to 200 nA. UBTL, therefore, adopted the 200 nA limit on the
dc input bias current suggested for cardiac monitors for the
tests. The ability of an electrode to cope with this value of
bias current must therefore be demonstrated by not
exceeding the AAMI dc offset requirement of 100 mV over
the time period recommended by the manufacturer for the
clinical use of the electrodes.

The 200 nA current level is generally well-tolerated by
Ag/AgCl electrodes. Stainless-steel electrodes rapidly fail
this test even at 10 nA with major increases in electrode
potential.

Discussion. The AAMI standards bench tests are cur-
rently the only widely accepted electrode standard tests in
use. The tests are simple and inexpensive to set up and
have been widely embraced by manufacturers and users for
production quality control purposes. One must bear in
mind, however, that these tests evaluate only the elec-
trode-gel interface and that they do not include the more
important properties of the gel–skin interface. Assessment
of the clinical performance of electrode impedance using
the proposed bench tests is only relevant if the skin has
been suitably abraded. Skin abrasion is not widely used by
the clinical community and, hence, the relevance of at least
some of the standard tests to the clinical situation is open to
question.

Especially several decades ago, fulfillment of the
AAMI requirements was commonly quoted as a guarantee
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of the high in vivo electrical performance of an electrode.
An electrode with, for example, a dc offset of 1 mV was
widely believed by customers to be a much better electrode
than one with an offset of 5 mV. This naivety appears to be
on the wane, however, and manufacturers and customers
are shifting toward low cost electrodes that score less
highly in the AAMI tests but are good enough for a given
application.

The author once supplied a leading company with dry
metal-loaded polymer electrodes. The company connected
the electrodes together and tested them as per the AAMI
standards (for pregelled electrodes). Perfect electrical
performances were measured given that what was effec-
tively being assessed was metal-to-metal contact. Direct
current offsets of 0 mV were obtain. Once the dry electro-
des were applied to a patient’s skin, a less than favorable
result was obtained.

The attitude to adopt, therefore, when interpreting
AAMI standard bench tests results for pregelled, disposa-
ble ECG electrodes is that electrodes that meet the AAMI
standards have a tendency rather than a certainty to per-
form well in vivo. Electrodes that perform better as per the
bench tests do not necessarily perform better in vivo. They
are a useful set of tests nonetheless.

The ANSI/AAMI standard tests were conceived such that
the test apparatus needed can be readily assembled by an
electrode manufacturer. However, one can can buy a con-
venient-to-use, custom-built electrode tester (as per AAMI
standards) called the Xtratek electrode tester ET65A (Direct
Design Corporation, Lenexa, Kansas.) (Fig. 56).

Electrocardiograph surface electrode testers also exist
for the in vivo testing of the quality of (1) the design ECG
electrodes, (2) the application of the electrodes, and (3) the
skin preparation technique used.

The electrode tester generally measures the ac impe-
dance and dc offset of the electrode-patient system. These
measurements can be used, for example, in stress testing to
decide if the skin sites have been sufficiently well prepared
(i.e., contact impedances are low enough) to proceed with
the clinical procedure. They can also be used to detect the
presence of loose cables or bad contacts.

Standards for Stimulation Electrodes

Although not covered in this article, the following stan-
dards exist that stipulate minimum labeling, safety, and
performance requirements for the given stimulators. The
rationale for the standards is also presented.

� Transcutaneous electrical nerve stimulators ANSI/
AAMI NS4.

� Implantable spinal cord stimulators ANSI/AAMI
NS14.

� Implantable peripheral nerve stimulators ANSI/
AAMI NS15.

Standards for Automatic External Defibrillators and Remote-
Control Defibrillators. ANSI/AAMI DF 80 (2003)

AC Small Signal Impedance. The 10 Hz impedance for
any of at least 12 electrode pairs connected gel-to-gel, at a
level of impressed current not exceeding 100mA peak-to-
peak, shall not exceed 3 kV. The impedance at 30 kHz shall
be less than 5V. The rationale for this requirement is based
on the performance criteria in ANSI/AAMI EC 12 for
disposable ECG electrodes. Interestingly, the permissible
gel-to-gel 10 Hz impedance for large-area defibrillation
pads is higher than that allowed for small-area ECG
electrodes. The gel-to-gel impedance measured at 30 kHz
will be largely that of the gel pads as the interface impe-
dances at this frequency will be almost zero.

AC Large Signal Impedance. The impedance of an elec-
trode pair connected gel-to-gel, in series with a 50V load
and measured at the maximum rated energy of the defi-
brillator shall not exceed 3V. A value of 50V is thought to
represent the typical (rather low) in vivo transthoracic
impedance between the electrodes. One wants the deliv-
ered energy to be dissipated in the patient’s chest and not
in the electrodes where the wasted energy may give rise to
skin burns. The above requirement is therefore thought to
provide a reasonable limit on the impedance contributed to
the overall impedance by the electrode pair during defi-
brillation (<6%).

Combined Offset Instability and Internal Noise. A pair of
electrodes connected gel-to-gel shall generate, after a 1 min
stabilization period, a voltage no greater than 100mV peak-
to-peak in the pass band of 0.5–40 Hz, for a period of 5 min
following the stabilization period. The rationale for
this requirement is based on the performance criteria in
ANSI/AAMI EC 12 for Disposable ECG electrodes. The
frequency range used is more limited in recognition that
the cardiac monitor bandwidth is more appropriate in this
application.

Defibrillation Recovery. The potential of a pair of gel-to-
gel electrodes in series with a 50V resistor and subjected to
three shocks at 360 J or maximum energy at 1 min inter-
vals shall not exceed 400 mV at 4 s and 300 mV at 60 s
after the last shock delivery. The rationale for this require-
ment is largely based on the performance criteria in ANSI/
AAMI EC 12 for Disposable ECG electrodes. An actual
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Figure 56. Early version of the Xtratek electrode tester ET65A.
(Direct Design Corporation; Lenexa, Kansas.)



defibrillation impulse is applied instead of that from a
simulation circuit. The offset voltage across the simulated
electrode-patient load must return to below 400 mV within
4 s following the discharge (slightly different values,
300 mV and 5 s, are used in ANSI/AAMI EC 12). As the
patient’s chest is represented by the 50V resistor, no need
exists for the 2.5 factor used in ANSI/AAMI EC 12 to
correlate bench test and in vivo results.

DC Offset Voltage. A pair of electrodes connected gel-to-
gel shall, after a 1 min stabilization period, exhibit an offset
voltage no greater than 100 mV. The rationale for this
requirement is based on the performance criteria in
ANSI/AAMI EC 12 for disposable ECG electrodes.

Universal-Function Electrodes. With conventional defi-
brillators, it has been customary to use separate pregelled
ECG electrodes for monitoring and defibrillator paddle
electrodes for defibrillation. The monitoring electrodes
are not capable of effectively delivering a defibrillation
shock, and the paddle electrodes have only limited mon-
itoring capability. For recent applications, particularly
automatic external defibrillation, it is very desirable to
use self-adhesive pregelled disposable combination electro-
des that perform well in the dual monitoring and defibril-
lation functions. These electrodes may also be used for
delivery of transcutaneous pacing. Hence, combination
electrodes may become preferred for defibrillation, and it
is appropriate in a standard for defibrillators to consider
their use and to outline a few requirements for them.

If the electrodes are designed and intended for use in
multiple modes (i.e., monitoring, defibrillation, and pacing)
the electrode shall meet all (of the above) requirements
after 60 min of pacing at the maximum current output and
maximum pacing rate through a pair of gel-to-gel electro-
des in series with a 50V resistor.

No general performance standards exist for com-
bination pacing/defibrillation/monitoring electrodes, the
(above) requirements define the basic minimum controls
necessary to ensure safe and reliable operation.

Standards for Electrosurgical Devices. ANSI/AAMI
HF 18 (2001)

Introduction. Although AAMI lays down stipulations
for the testing of a range of parameters, only the key
electrical performance requirements for the dispersive
electrodes are reviewed below.

Maximum Safe Temperature Rise. The maximum patient
tissue temperature rise shall not exceed 6 8C when the
dispersive electrode carries a current of 700 mA under
the test conditions below, unless the device is labeled in
accordance with 4.1.4.2 (i.e., for use on infants). For devices
labeled for use on infants, the maximum patient tissue
temperature rise shall not exceed 6 8C when the dispersive
electrode carries a current of 500 mA under the test con-
ditions stipulated in the standard. In monopolar electro-
surgical procedures, the dispersive electrode must be able
to reliably conduct the required surgical current without
generating a significant rise in skin temperature. It is
widely accepted that the maximum safe skin temperature

for short-term and long-term exposure is 45 8C, as normal
resting skin temperature varies between 298 and 33 8C.
Electrodes must not generate skin temperature increases
approaching 12 8C. A 6 8C increase in temperature is there-
fore thought to represent an acceptable upper limit.

The temperature measurement method must have an
overall accuracy of better than 0.5 8C and a spatial resolu-
tion of at least one sample per square centimeter of the
electrode thermal pattern. The thermal pattern must
include the area extending 1 cm beyond the geometry of
the electrode under test. This degree of special resolution is
stipulated as electrosurgical burns may be confined to very
small areas and these must be detected. As current tends to
flow to the edge of the electrode and spread out further in
the skin, the test requires that the surround area of skin is
also scanned.

The electrode under test is to carry a current from an
electrosurgical generator of 700 mArms for 60 s, unless the
device is labeled in accordance with 4.1.4.2, in which case
the test current may be 500 mA. A current of 700 mA
applied for 60 s yields a heating factor of 30 A2 s. [Heating
Factor¼ I2t (A2s).] This value is far in excess of the max-
imum likely current and duration for a TUR (transurethral
resection) procedure. A more realistic heating factor is
less than 10 and, hence, the stipulated testing procedure
is very conservative.

These tests must be conducted on human volunteers or
on a suitably structured surrogate medium. When human
volunteers are used, the tester must include a variety of
body types in the sample group rather than concentrate on
a single body type (thin, average, or thick layers of sub-
cutaneous body fat). If surrogate media are used, the tester
must demonstrate that the media are electrically and
thermally similar to human volunteers. Human volunteer
subjects are the reference standard. Current density dis-
tribution under an electrode depends on a wide range of
factors, including the electrical properties of the skin and
underlying tissues, hence, the need to test a given electrode
on a wide range of individuals. The use of a surrogate
material, even pig skin, which is commonly used, will not
necessarily replicate with sufficient accuracy the clinical
performance of the electrode. If a surrogate medium is
used, the tester must demonstrate the equivalence of the
test medium to human tissue. It is the Committee’s view
that no adequate surrogate medium has yet been suggested
or used that has all of the properties of human tissue for the
purpose of determining electrode performance.

Nessler et al. (149) point out that the above experiments
are laborious, time-consuming, and expensive to perform.
They have developed a new test device, swaroTEST, which
includes a surrogate electronic skin, which, they claim,
simulates the relevant electrical features of human skin
and thus can replace the required volunteer experiments
(Fig. 57). The device consists of a 3D resistor network
representing the electric features of the skin and muscle
tissue, and a temperature-sensing array (one transistor for
each cm2) to measure the resultant temperature increase
after a standardized current load (700 mA hf current dur-
ing 60 s, proposed in the relevant AAMI HF-18 standard).
The authors claim that a comparison of results obtained
with their device and those with thermo camera images of
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volunteer experiments correspond sufficiently well to jus-
tify the acceptance of their test device as a surrogate
medium.

Electrode Contact Impedance. The electrode contact
impedance must be low enough that the dispersive elec-
trode represents the preferred current pathway, thus
avoiding skin burns at alternative pathways. For conduc-
tive electrodes, the maximum electrode contact impedance
shall not exceed 75 V over the frequency range of 200 kHz–
5 MHz when measured as described on a human subject.
The frequency range of 200kHz–5 MHz encompasses the
frequency ranges of existing generators. As electrode-
tissue impedance increases as applied current decreases,
the committee decided on an impedance measuring current
of 200 mA as it represents the lower limit of average
currents reported for TUR procedures. Under these condi-
tions, a maximum contact impedance value of 75 V was
judged an acceptable for the conductive electrodes.

For capacitive electrodes, the minimum capacitance
shall be no less than 4 nF (0.004mF) when measured as
described. In this case, electrode contact impedance is
measured by placing the capacitively coupled dispersive
electrode under test on a rigid metal plate larger than the
electrode contact area. The test current and frequencies
are the same as those specified for conductive electrodes.
Their impedance characteristics are described in terms of
capacitance as their impedances vary as the inverse of the
frequency. The majority of capacitive electrodes that have
been found to be clinically acceptable typically have a
capacitance value of 4 nF, hence the minimum acceptable
capacitance value specified by the Committee.

SUMMARY

With external biosignal monitoring electrodes, difficult
challenges exist in the exciting new area of personalized

health. Such electrodes must form part of the patient’s (or
health-conscious citizen’s) clothing and must continue to
work, day after day, wash after wash, without gelling or
preparation of any kind, without suffering from motion
artifacts, and without causing skin irritation, which is no
mean achievement.

An old monitoring problem still remains to be ade-
quately conquered. A convenient and rapid method of
applying many high performance electrodes to the head
of a patient for EEG measurement awaits invention. The
problem (and that of ECG ambulatory monitoring above)
can be side-stepped to some extent by finding new electrode
positions (montages or leads) that avoid the most proble-
matic skin sites, hairy head in EEG and muscle and flabby
areas in ECG.

For external stimulation, exciting new areas include
public access defibrillation. The electrodes and their appli-
cation to the victim must be almost literally fool-proof,
given the seriousness of the possible consequences for all
concerned. The electrodes must work after having been
stored in the most inhospitable locations and possibly
under extreme temperature fluctuations, for example, in
the trunk of a car in the desert. In the more mainstream
areas of cardiac pacing and defibrillation and electrosur-
gery, the optimal distribution of current density under the
electrodes remains a goal still to be achieved. The solution
to this problem offers the hope of decreased electrode areas
and the design of truly multifunction pads.

The integration of electrodes into garments for FES and
body toning is a relatively new area with considerable
possibilities.

At present, implant electrodes and associated technol-
ogies already offer amazing potential for the deaf, lame,
and even the blind. The development of multimicroelec-
trode arrays and waveforms that can help optimally shape
the electrical fields to facilitate more effective and natural
stimulation is a thrilling prospect. The interface properties
of the microelectrodes will require further research so as to
offset the potentially high interface impedances. Ideas
already exploited in cardiac pacing, for example, may prove
rewarding when adapted for these areas.

It is hard to overstate the potential of research being
undertaken in the area of brain–machine interface. We live
in exciting times.
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de la Physionomie Humaine. 1876.

103. Schechter DC. In: Exploring the Origins of Electrical Car-
diac Stimulation. Medtronic; 1983.

104. Robinson AJ, Snyder-Mackler L. Clinical Electrophysiology:
Electrotherapy, Electrophysiologic Testing. Baltimore
(MD): Williams and Wilkins; 1995.

105. Low J, Reed A, Electrotherapy Explained: Principles and
Practice. Oxford: Butterworth–Heinmann Ltd; 1994.

106. Stankevich BA. 4% of professional liability claims involve
electromedicine equipment. Mod Health Care 1980;10(12):
74–76.

107. Pearce JA. The thermal performance of electrosurgical dis-
persive electrodes. Ph.D. dissertation. Purdue University,
West Lafayette (IN); 1980.

108. Wiley JD, Webster JG. Analysis and control of the current
distribution under circular dispersive electrodes. IEEE
Trans Biomed Eng 1982;29:381–385.

109. Caruso PM, Pearce JA, DeWitt DP. Temperature and cur-
rent density distributions at electrosurgical dispersive elec-
trode sites. Proc 7th N Engl Bioeng Conf., Troy, New York,
March 22–23, 1979: 373–376.

110. V Krasteva, Papazov S. Estimation of current density dis-
tribution under electrodes for external defibrillation. Bio-
Medical Engineering Online, 2002; 1:7. Available http://
www.biomedical-engineering-online.com/content/1/1/7.

111. Y Kim, Schimpf PH. Electrical behavior of defibrillation and
pacing electrodes. Proc IEEE 1996;84(3):446–456.

112. Kim Y, Fahy JB, Tupper B. Optimal electrode designs for
electrosurgery, defibrillation, and external cardiac pacing
IEEE Trans Biomed Eng 1986;33:845–853.

113. Netherly SG, Carim HM. Biomedical electrode with lossy
dielectric properties. US pat 5,836,942, 1998.

114. Ferrari RK. X-ray transmissive transcutaneous stimulating
electrode. US pat 5,571,165, 1996.

115. McAdams ET, Andrews P. Biomedical electrodes and bio-
medical electrodes for electrostimulation. US pat 2003,
134,545, 2003.

116. Szeto AYJ. Pain relief from transcutaneous electrical nerve
stimulation (TENS). In: Webster JG. ed. Encyclopedia of
Medical Devices and Instrumentation. New York: John
Wiley & Sons; 1988. p 2203–2220.

117. AXELGAARD J. Reverse current controlling electrode. US
pat 2004,158,305, 2004.
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INTRODUCTION

Biofeedback is a term that first arose in the 1960s for a
methodology that uses instrumentation to record the phy-
siological responses of organisms and then in real time give
information about those physiological responses back to
the organism. It is presumed that by getting such timely
feedback about physiological responding, the organism will
learn, through a trial and error basis, how to control the
desired physiological response.

The most concise definition of biofeedback is probably
that of Olton and Noonberg (1), who characterized it as,
‘‘any technique that increases the ability of a person to
control voluntarily physiological activities by providing
information about those activities’’ (p. 4). In practice, the
process of clinical biofeedback training involves the use of a
machine (usually a computer-based system in contempor-
ary applications), which allows a therapist to monitor the
patient’s bodily responses (most commonly surface muscle
tension or surface skin temperature). Information concern-
ing the patient’s physiological responses are then relayed
back to the patient, generally either through an auditory
modality (a tone that goes higher or lower depending on,

say, electrical activity of the target muscles increasing or
decreasing) and/or a visual modality (now usually a com-
puter screen where, e.g., surface skin temperature is
sampled and then graphed on a second by second basis
in real time). Through this physiological feedback, it is
anticipated that the patient will learn how to control his/
her bodily responses through mental means.

Biofeedback arose as an application of the learning
theories of B.F. Skinner, Hull, Thorndike, Dollard and
Miller, and John Watson. In particular, Neal Miller pos-
tulated that the established principles of learning that had
so far been applied to overt behaviors could validly be
applied to behaviors that were covert and presumed not
under voluntary control.

Classical conditioning is also referred to as Pavlovian
Conditioning after the seminal work of Russian scientists
Pavlov and Sechenov in the early twentieth century. Clas-
sical conditioning is a laboratory learning paradigm by
which a neutral stimulus (conditioned stimulus; CS) comes
to elicit a new response (conditioned response; CR) by
repeated pairing in close temporal proximity with another
stimulus (unconditioned stimulus; UCS) that already eli-
cits that response (unconditioned response; UCR). In sub-
sequent presentations of the CS, the organism will then
emit the UCR without pairing of the UCS. For example, the
UCS might be food and the UCR is salivation, the CS, the
ringing of a bell, is presented immediately prior in tem-
poral pairing with the UCS, food. After repeated pairing of
the ringing bell with food, the organism will come to
salivate in response to the bell’s ringing. The behaviors
conditioned in this paradigm are typically unlearned, such
as most physiological responses utilized in biofeedback
practice. However, the learning paradigm most often
appealed to as the theoretical underpinning of the field
of biofeedback is not classical conditioning. Rather, biofeed-
back is generally considered a form of operant conditioning.
This learning theory postulates that the consequence of a
response changes the likelihood that the organism will
produce that response again. The essential assumption
of operant conditioning is that behavior is lawful and
follows the rules of cause and effect and probability.

A basic supposition of operant conditioning is, if you
wish a behavior to continue, you reinforce or reward that
behavior. If you wish a behavior to decrease, or to stop
completely, you do not reinforce that behavior. Thus,
within the theoretical framework of operant conditioning,
the main way that you strengthen a behavior is to follow it
in close temporal proximity with a reward. The definition of
a reinforcer is any stimulus change that occurs after a
response and tends to increase the likelihood that a
response will be repeated. It is important that the reinfor-
cer follow the desired behavior quickly such that the delay
in the presentation of the reward is kept to an optimally
short delay. As the delay in the reward increases, the
effectiveness of the reinforcer is generally decreased. There
are many examples of positive reinforcement in our every-
day life—receiving a bonus for outstanding work, receiving
an A in a course for intensive studying, scoring a touch-
down in a football game and the crowd’s adulation.

In addition to positive reinforcement, there are
three other possible consequences to behavior in operant
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conditioning: (a) Negative reinforcement involves the
removal of a consequence to a response that results in
reduced likelihood that the behavior will be repeated in
the future. (b) Positive punishment involves adding a
consequence when a response is performed that serves
to decrease the likelihood of the response occurring in
the future. Examples are plentiful: child misbehaves, par-
ent scolds child, child less likely to misbehave; drive over
the speed limit, get ticket, less likely to speed; do poorly at
work, get demoted, less likely to perform poorly on the job.
Negative punishment involves the removal of a conse-
quence to a behavior that serves to reduce the likelihood
of that behavior occurring in the future. An examples is a
parent playing with their child who is clearly enjoying the
playtime; the child starts to yell loudly, the parent stops
playing with the child, parent less likely to engage in
positive play with the child. In clinical biofeedback appli-
cations, these other types of reinforcement contingencies
are rarely used, with biofeedback clinicians preferring to
use positive rewards to influence behavior.

Perhaps the most important principle in operant con-
ditioning that directly involves clinical biofeedback train-
ing is that of shaping. Shaping is the learning process by
which the predefined target response is achieved through
gradual and systematic reinforcement. The training begins
with a simple, existing response and basic criteria for
reinforcement, with gradually more stringent criteria
applied for reinforcement in order to achieve more complex
and reliable responses. After the initial behavior is reliably
performed, reinforcement is given contingent on the per-
formance of more complex or difficult responses. This
pattern of increasingly stringent contingent reinforcement
continues until the final target behavior is achieved. Shap-
ing can be assisted by modeling the skill to be learned
before shifting the reinforcement schedule. In clinical bio-
feedback, the target behavior in shaping is often tailored to
the individual learning style and abilities of the patient.
For example, a patient undergoing EMG biofeedback train-
ing may be initially reinforced for detecting gross changes
in electrical activity in a particular muscle group. Follow-
ing the initial success, the reinforcement is tapered and
made contingent on the patient being able to detect ever
more subtle changes in muscular tension in the target
region. This may continue until the patient is unable to
further demonstrate more refined skill in detecting muscle
tension.

There are other principles within operant conditioning
that also apply to biofeedback practice. One of these
involves discrimination training, in which the organism
demonstrates the ability to differentiate between at least
two stimulus conditions by emitting a different response to
each stimuli. In clinical biofeedback, the concept of dis-
crimination applies to the patients’ ability to distinguish
relatively subtle differences in physiological states.
Another important principle, indeed the mortar that lays
the foundation of clinical biofeedback training, is the con-
cept of generalization: If a response is conditioned to one

stimulus, the organism may also respond to a similar stimulus

(generalization), but not to a dissimilar stimulus (discrimina-

tion). Discrimination learning is a goal in the early stages of

biofeedback training, while generalization is a longer range

goal. Clearly, the overarching aim of clinical biofeedback train-

ing is to take the learned process applied in the office setting and

have that learning process come to apply to the everyday ‘‘real

world’’ setting.

In addition to basic operant conditioning principles,
there are general principles in basic psychophysiology that
are important in clinical biofeedback training. The law of
initial values states that the autonomic nervous system
response to stimulation is a function of the prestimulus
level (2). The higher the level of the response measure prior
to a stressful stimulus being presented, the smaller the
increase in response to the stressor, which is often referred
to as a ceiling effect. Conversely, the higher the level of the
measure prior to a relaxing stimulus being presented, the
larger the decrease in response to the relaxing stimulus.
When prestimulus response values are low prior to the
presentation of a relaxing stimulus, this will lower the
magnitude of the response and is often referred to as a
floor effect. While the law has been shown to generally hold
for measures of respiration and cardiovascular activity
(such as heart rate and the vasomotor response), measures
such as salivation and electrodermal response have not
been found to be influenced by prestimulus values.

Homeostasis refers to the tendency of any organism to
strive to maintain a state of equilibrium or rest. Home-
ostasis is believed to be maintained by a negative feedback
loop, which is a theorized set of bodily mechanisms that
provide information. This information directs the organ-
ism’s physiological systems to decrease activity if levels of
functioning are higher than normal, or to increase activity
if levels are diminished relative to normal. Thus, all organ-
isms strive to return to prestimulus levels of physiological
arousal when presented with any stimulus.

Theories Underlying Clinical Biofeedback Training

There are two general theories underlying the use of
biofeedback for most chronic benign medical disorders,
such as anxiety, headache, musculoskeletal pain, and
incontinence (3). The first is a direct psychophysiological
theory, which attributes the etiology and/or maintenance
of the disorder to specific physiological pathology. This
biofeedback training modulates in a therapeutic direction.
For example, it has traditionally been assumed that ten-
sion headache is caused by sustained contraction of skele-
tal muscles in the forehead, neck, and shoulder regions.
Through the use of biofeedback, the patient learns to
decrease muscle tension levels, leading to a decrease in
headache activity. The second theory is predominantly
psychological and postulates that there is a relationship
between situational stress and the disorder in question.
Through the use of biofeedback, the patient learns to
regulate physiological responses such as muscle tension
levels or sympathetic nervous system activity. This regula-
tion leads to a decrease in overall stress levels, which
brings about symptomatic relief. This amelioration of
symptoms brought about by the learning of voluntary
control of specific peripheral responses is postulated to
be underpinned by central changes that occur along
pain-relay and sympathetic pathways. For the case
of headache treatment, this means that both muscle
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relaxation and hand warming may indirectly dampen cen-
tral brain mechanisms involved in the onset of headache. It
is not necessary to view these theories as competing; they
may be more appropriately viewed as complementary.
Most clinicians subscribe to both theories, depending on
the patient’s presenting problem, clinical findings, and
medical history.

Biofeedback Modalities and Instrumentation

Biofeedback instruments are first and foremost psycho-
physiological measuring instruments, to which has been
added the capability to display the value of the measured
parameter(s) in a form understandable to the subject.
Feedback can be visual, auditory, or tactile.

The physiological measures generally employed in clin-
ical biofeedback training are surface electromyographic
activity (EMG) and skin surface temperature. Less often
used physiological responses include measures of neuronal
activity using electroencephalography (EEG), and mea-
sures of electrodermal response (skin resistance, skin con-
ductance), cardiovascular activity (simple heart rate, heart
rate variability, blood pressure, and vasomotor activity),
and respiration (generally, respiration rate and depth).

Biofeedback instruments can be used to gain insight
into a subject even if biofeedback therapy is not the goal.
When assessment is the goal, care must be taken that the
results are not contaminated by unintended biofeedback,
such as the subject viewing the display. Subject spatial
position with respect to windows, doors, and the profes-
sional must also be considered to avoid influencing the
results. Environmental control of ambient temperature,
humidity, and drafts is strongly recommended to minimize
effects of these stressors on the subject.

Biofeedback instruments fall into three categories:
research, clinical, and trainers. Research instruments
are often configured from very flexible laboratory modules
and their use is beyond the scope of this article. Many
modern clinical instruments, however, are precise enough
for basic or clinical research.

Clinical instruments are generally accurate, calibrated,
and reliable. They are available as either stand-alone dis-
crete units measuring a single parameter, or as computer-
based multimodality systems. Some are comprehensive
and accurate enough to be used for research. Trainers
are single modality instruments intended to be purchased
by or loaned/rented to the subject. They are less accurate
and expensive than clinical instruments. Modern technol-
ogy has made most trainers accurate and reliable despite
their relatively low cost.

To protect both the subject and the professional, it is
recommended that only FDA listed equipment be
used. Even third-party software should meet this recom-
mendation unless it is to be used only for educational
purposes.

The biofeedback professional should have the proper
academic credentials for the applications offered. Certifi-
cation in use of the specific instrument modalities
and applications is also recommended. The Biofeedback
Certification Institute of America (BCIA), an affiliate of the
Association for Applied Psychophysiology and Biofeedback

(AAPB), offers certification in many areas. The American
Physical Therapy Association (APTA) offers certification in
EMG treatment of urinary incontinence. It is further
recommended that the biofeedback professional receive
training for the specific instruments used as there are
some differences among instruments of the same type.

Most modern instruments are manufactured using
standards traceable to the National Bureau of Standards
(NBS). Modern electronic technology permits instruments
to remain calibrated throughout their life, with the excep-
tion of sensors, which must be replaced occasionally.
Instrument performance while attached to a subject, even
the same subject at different times, can vary widely from
improperly placed sensors, electromagnetic interference
(EMI) and the subjects’ condition. Even the professional
is not a psychophysiological constant. Therefore it is
strongly recommended that the using professional invest
in test instruments and fixtures for each modality to be
used so they can independently establish that the instru-
ment(s) are operating correctly. The test device could be as
simple as a laboratory thermometer used in a stirred water
bath to verify temperature or a precision resistor to verify
electrodermal accuracy. Biopotentials (EMG, EEG, ECG)
require an electrode meter, and electrical safety, a volt
V-ampere meter. Some commercial ECG signal simulators
also provide sine and square-wave outputs, useful for
testing EMG, EEG, and ECG instruments.

Circuitry and software of commercial instruments var-
ies as to amplifier bandwidth, filter cutoffs, signal recti-
fiers, and integrators, which make it difficult to measure
accurately direct comparisons between instruments of the
same type from different manufacturers. Comparing
results from different instruments of the same model from
one manufacturer depends on the technology used. Older
instruments with discrete component filters vary more
than modern instruments due to component tolerances.
Modern computer-based instruments employing software
filters are more similar.

Professionals making comparisons with other profes-
sionals should use relative values such as percent decrease
in finger temperature. A rough rule of thumb follows:
Instruments vary about � 10% across models and manu-
facturers, but subjects can vary as much as an order of
magnitude in some measures. Lesson: Rely on known
standard inputs to evaluate instrument performance.

Safety falls into three major areas: environmental, bio-
logical, and electrical. Environmental safety concerns trip
hazards, sharp edges–corners, heaters, lamps and machin-
ery in the subject–professional area. Biological safety con-
cerns disinfecting re-useable sensors, subject chair, area,
and so on. Disposable biopotential (EMG,EEG,ECG) elec-
trodes are recommended. Until disposable EEG electrodes
become available, they and all reusables should be cleaned
and disinfected between uses. Electrical safety concerns
both subject and professional. Battery powered instru-
ments are intrinsically safe but if connected to a alternat-
ing current (ac), line operated device (i.e., computer,
recorder, oscilloscope), through a nonisolated interface,
they become a potential hazard.

Most computer-based instruments are isolated to strin-
gent standards and provide complete electrical safety for
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the connected subject. By isolating the computer system
with a medical grade power transformer, the professional
is also protected. Use the (recommended) ac current meter
to verify isolation.

EMG Biofeedback Instrumentation

Biofeedback applications of EMG range from simple
relaxation, using electrodes placed on the forehead, to
complex neuromuscular retraining of stroke (cardiovascu-
lar accident, or CVA) victims utilizing four EMG channels
on each of the affected and unaffected sides to retrain
functional movements using both inhibition and reinforce-
ment learning techniques.

The EMG signals for clinical biofeedback are the sum-
mation of muscle cell action potentials generated by the
underlying muscles seen at the skin. They are acquired
from surface electrodes applied over (or in the vicinity of)
muscle(s) to be monitored. Signals from the electrodes are
amplified and conditioned by high performance differential
amplifiers. Signal characteristics of interest are in the
range of 0.1–2000 mV amplitude, over a bandwidth of
�25–500 Hz. The amplified signal is then processed to a
form suitable for display to the subject.

EMG Electrodes. Muscle signals are acquired using two
(active) electrodes located along the muscle fiber axis. A
third electrode (common, often erroneously called ground)
establishes the instrument common at the subject common
potential. Well-placed surface electrodes provide an
adequate EMG signal to enable subjects to learn control
and change in the desired direction (i.e., relaxation, EMG
lower; reeducation, EMG higher).

Needle or wire subcutaneous electrodes can collect a
more comprehensive representation of the EMG (motor
and nerve cellular action potentials), but their use is
limited to Neurology or research, due to the complexity
and invasive nature of the procedures.

A surface electrode is a complex electrochemical net-
work. The manufacturing process reduces and stabilizes all
internal parameters, leaving only the electrolyte–subject
skin interface for the clinician to cope with. Fortunately,
EMG amplifier technology has considerably reduced
requirements for electrode preparation (for most applica-
tions) to a good skin cleaning using alcohol or a commercial
prep solution. A surface electrode basically consists of a
contact resistance (i.e., 10–100 kV), paralleled by a capa-
citance (i.e., 1 nF), in series with a half-cell potential (i.e.,
300 mV ‘‘battery’’).

The care required in electrode–lead–amplifier place-
ment and mechanical stabilization depends on procedure
dynamics and electrical environment considerations. For
relatively static applications (i.e., relaxing in a chair), in a
relatively benign electrical environment, much less pre-
paration and virtually no stabilization are required. For
dynamic (i.e., treadmill) applications in a hostile electrical
environment (i.e., central urban), considerable care and
expertise are required to obtain reliable signals. Proper
electrode choice and stabilization means (i.e., taping) are
required. Electrode mechanical stabilization is required in

dynamic applications to minimize disturbing the half-cell
potentials that form at the electrolyte–skin interface.

Other considerations for electrode selection and place-
ment include surface curvature, movement, and sweating.

Today, most EMG biofeedback clinicians use disposable
electrodes in consideration of disease and litigation pro-
blems. One newer type of surface electrode (hydrogel) can
be moved between (properly prepared) sites on one patient
during one session, but using any type of electrodes
between subjects is not recommended.

EMG Amplifiers. The EMG amplifiers have benefited
considerably from integrated circuit technology and today
achieve performance inconceivable two decades ago. Many
products still connect to electrodes with a cable or leads,
but some amplifiers are small enough to mount directly on
the electrode structure. While the amplifier characteristics
are exceptional, the performance of the EMG channel can
be compromised by asymmetries in electrodes and connect-
ing leads, resulting in unequal electrical induction, causing
artifact to appear as a differential error signal. The follow-
ing are considered to be minimal specifications for a mod-
ern EMG amplifier:

Low internal noise (<0.5 mV, p–p).

High input impedance (Zin >100 MV).

Flat bandwidth and sharp high and low frequency cut-
offs (>18 dB/octave).

High common mode rejection ratio (CMRR> 107).

Common mode input range (CMR>� 200 mV).

Static electricity shock protection (>2000 V).

Gain stability (all causes)>�1%.

Bandwidths (3 dB) in common use for clinical biofeed-
back are 25–500 Hz, primarily used for neuromuscular
reeducation training, and 100–200 Hz used for relaxation
training and where bandwidth must be limited because of
EMI considerations. A hardware or software switch pro-
vides bandwidth selection. The narrow bandwidth loses
some of the EMG frequency spectrum, but is adequate for
many applications, having the advantages of lower in-band
noise and less artifact susceptibility. Some manufacturers
believe that a single bandwidth of �30–300 Hz captures
most of the EMG signal and provides simplicity.

EMG Biofeedback Application Example. Consider the pro-
blem of acquiring a 1 mV signal from a muscle using two
(active) surface electrodes and a reference (common) elec-
trode. Characteristics of the reference electrode are not as
critical as the actives because the high CMRR of the
amplifier minimizes disturbances in its impedance and
half-cell potential.

The two active signal acquiring electrodes are effec-
tively back to back, in series with the (muscle) signal source
impedance and generator. Impedance of the active electro-
des is probably close, since they were applied in a like
manner, and the very high input impedance of the ampli-
fier makes differences negligible.
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Active electrode half-cell potentials are a different mat-
ter. While they are similar, they are of such a great
magnitude (i.e., 300 mV) compared to the signal (i.e.,
1mV) that small abrupt changes in either half-cell potential
will be coupled through the amplifier as a large artifact,
which is the reason why it is so important to mechanically
stabilize surface electrodes. Small disturbances of electro-
des and leads outside of the frequency band of interest are
not seen.

Leads connecting electrodes to the amplifier must also
be stabilized to reduce artifact. They should be twisted and
taped down for dynamic applications. Triode (equilateral
triangle group) electrodes allow placing the miniaturized
amplifier directly on the electrode(s), reducing lead length
to zero. Amplifier and lead mass must also be considered in
dynamic applications.

In some applications, such as treadmill and (internal)
pelvic floor applications, some artifact must be tolerated
and either average or quiescent levels used for training.

Following successful acquisition and amplification of
the EMG signal it is usually rectified in a precision opera-
tional circuit or subroutine to produce the time-variant
average that is needed for quantification and display. Older
instruments provide integral average and modern instru-
ments provide root-mean-square (rms) average that is
loosely held as an analog of power by some authors. A
related instrument response parameter is the time con-
stant (TC) of integration that follows rectification.

Neuromuscular reeducation applications require a
short (i.e., 50 ms) TC to sense the slightest voluntary
(phasic) response and relaxation training as long as one
second, to provide a more slowly changing display promot-
ing relaxation, when tonic levels are of more interest.

Therapists having detailed knowledge of the frequency
spectral characteristics of the specific muscle(s) being
trained view (on an oscilloscope) the raw (filtered but
not rectified ac) signal for assessment and training effec-
tiveness. Raw EMG is seldom used as feedback due to its’
visual complexity.

Stand-alone instruments use either analogue opera-
tional or microprocessor implemented filtering, rectifica-
tion, averaging, and display. Most modern instruments are
microcomputer based. The biofeedback instrument manu-
facturer provides signal acquisition and conditioning hard-
ware to be interfaced, and software to be installed in a PC.
Most recent biofeedback software has been for use on
Windows operating system PCs.

Some stand-alone instruments have data storage, sta-
tistical reporting, and downloading capabilities. Microcom-
puter-based systems provide very sophisticated data
reporting capabilities, with raw data exporting for
advanced analysis. Some systems feature general purpose
software for more advanced users and application specific
software for less sophisticated users performing repetitive
procedures, such as pelvic floor muscle strengthening and
synchrony training for urinary incontinence.

Temperature Biofeedback Instrumentation

Temperature biofeedback is primarily used to improve
poor peripheral blood flow caused by chronic sympathetic

arousal. Other medical conditions causing low peripheral
blood flow must be ruled out prior to attempting biofeed-
back. Temperature is then taken as a partial integration of
blood flow and thus of peripheral vasoconstriction caused
by sympathetic arousal.

Training criteria are determined by the therapist for the
particular subject, but digit temperature training goals
range from 31.1 to 35 8C for most subjects.

There are several types of low cost ‘‘instruments’’ pri-
marily used for group education. These include glass-
alcohol thermometers, liquid-crystal (i.e., mood-dots and
biotic bands), and digital thermometers. This section
concerns itself with clinical grade instruments employing
sensors, amplifiers, and displays.

Temperature Sensors. Small sensor(s) are affixed to fin-
ger(s) or toe(s) with porous surgical tape at nearly zero
tension so as not to occlude blood flow, or provide a heat
reservoir. The sensor(s) are in good thermal contact with,
but electrically isolated from, the subject. Accuracy and
linearity of modern commercial sensors are excellent, but it
is essential to use sensors having a short thermal time-
constant and minimal hysteresis so minute changes in
temperature (i.e., blood flow) are immediately communi-
cated to the subject.

Modern sensors are thermistors, compensated negative
coefficient resistors that provide a linear negative change
in resistance over the temperature range of 21–37.8 8C. A
small direct current (dc) voltage is impressed across the
thermistor resulting in increased current flow for increases
in heat (due to increased blood flow) from the subject.

Temperature Amplifiers. Whether the temperature
instrument is stand-alone or one modality of a multimod-
ality system, the circuit consists of a compensated ther-
mistor sensor, powered by a constant voltage, and a
current-to-voltage amplifier that produces a temperature
proportional voltage that is then displayed and/or digitized
for further processing.

Amplifier characteristics depend on the thermistor
resistance range, the excitation voltage, and the required
output voltage. Bandwidths of 0–5 Hz provides adequate
response and minimizes noise, improving resolution. Since
signals are high level, a single-ended current amplifier can
be used.

Absolute accuracy is important because both subjects
and therapists tend to discuss readings in their respective
groups for comparative purposes. Subjects particularly are
very sensitive to numbers and an instrument differences
could impede training progress.

Most instruments specify � 0.56 8C absolute accuracy.
It is often better than claimed and can be checked in a
stirred waterbath against a standard lab mercury thermo-
meter.

Resolution of most instruments is selectable for either
0.056 or 0.0056 8C resolution. Subjects tend to make large
improvements in initial states of training and the coarser
(0.056 8C) resolution is adequate. There is some question by
these authors about whether the 0.0056 8C resolution has
clinical utility.
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Temperature Displays. A time-based line graph is the
most common display, as it shows past history and current
trend. Bar graphs, digital meters, and computer animation
displays are also used. These should be selected by the
therapist–subject team to be relevant to the subject’s
beliefs; and sometimes varied to keep motivation high.

Temperature Biofeedback Application. Sensor attach-
ment is often the back of the finger or toe of interest using
a breathable tape to prevent heat build-up. Tape tension
should be just enough to affix the sensor without constrict-
ing blood flow. Lead length should be sufficient to allow the
subject to achieve a comfortable position without lead
tension.

Room temperature should be in the comfort range for
the subject (i.e., 21.1–23.9 8C) and without any breeze.
Relative humidity should be between 30 and 50% to avoid
humidity stress or evaporation cooling.

A location free of transient noises (i.e., office activity,
elevator, emergency vehicles) will facilitate subject focus
and relaxation.

EEG Biofeedback Instrumentation

The EEG biofeedback instrumentation is similar to EMG
biofeedback instrumentation in acquiring the biopotential
signal. The reader is encouraged to review the section on
EMG biofeedback instrumentation for a background on the
following section.

Whereas EMG instrumentation acquires surface
muscle signals at the skin, EEG instruments acquire
signals on the scalp generated by brain cellular activity
below. The EMG activity in this region is considered
artifact and care must be taken in EEG signal processing
to minimize EMG contamination. When large EMG arti-
facts cannot be removed from the EEG signal, feedback
must be blocked or held constant until the EMG artifact
has passed.

The EEG signal is acquired on the scalp using surface
electrodes, generally different from EMG electrodes, in
either a differential (bipolar) or referential (monopolar)
mode. High performance differential amplifiers increase
and condition the signals. Signals of interest are in the
range of 0.5–100 V (p–p), over the frequency range of 1–30
Hz. Newer clinical research extends the frequency range to
1–50 Hz.

Modern EEG biofeedback instruments perform digital
filtering on the amplified and conditioned EEG signal to
obtain the frequency band(s) or full spectrum of interest
(i.e., fast fourier transform, FFT).

Viewing the full frequency spectrum EEG signal is of
interest in assessing brain state(s) and is sometimes used
as feedback, displayed as bilateral (left and right hemi-
sphere) displays back to back about as vertical centerline.

More often the feedback display is less complicated,
consisting of vertical bars or lights representing several
spectral bands logically combined to reward increases in
the band of interest (i.e., beta, 16–20 Hz) and decreases in
the band to be reduced (i.e., theta, 4–9 Hz). The EMG
activity is also monitored and acts to inhibit or freeze
the feedback if present.

This logic is also used to drive a computer generated
graphic animation sequence (i.e., games) and/or audio
feedback comprising several types of files and songs (i.e.,
wav, midi). Auditory feedback is useful for closed eyes
training and can also be used to provide simultaneous
reward-inhibit band information when the visual presen-
tation does not provide it, as in the case of animation
sequence visual feedback.

EEG Electrodes. The EEG electrodes are placed on the
scalp in a standardized grid called the 10–20 system.
Coordinates are determined with respect to the midline,
between the nasion and the inion, and a line between the
right and left ears, in percent of the distance from the
reference axis.

Bipolar recordings are made between (2) active scalp
electrodes, with a neutral site serving as amplifier common
(i.e., center forehead). An active pair of electrodes is used
for each additional site to be monitored. Only one common
is required unless the amplifiers have isolated commons, in
which case they must be tied to the subject, usually at the
same neutral site.

Monopolar recordings are made with a single scalp
electrode (þ) with respect to a chosen reference site (�).
Amplifier common is placed at a third (neutral) site. For
bilateral monopolar recording, the left channel has a scalp
electrode (þ) somewhere on the left side of mid-line with its
reference (�) on the left ear. Amplifier common could be
either the left mastoid bone or forehead.

The right channel placement somewhat mirrors the left
with the active scalp electrode (þ) on the right side of mid-
line, the active reference (�) on the right ear, and the
common on the right mastoid bone or forehead. The left
and right active electrodes are placed according to training
objectives, not necessarily symmetrical.

Multichannel systems are monopolar having a scalp
electrode for each of the (20) sites in the 10–20 system,
all having the same (forehead) reference and instrument
common.

An Electro-Cap having 20 scalp and one reference–
common electrode, sized to the subject, is worn. Electrode
sites are prepared through holes in each electrode. A cable
harness connects the cap to a junction-box for connecting
amplifiers to desired sites, or directly to the instrument, for
the 20 channel system. Since all sites are measured refer-
entially (i.e., monopolar), differential comparison between
any sites can then be accomplished in software or circuitry.

It is important that both active electrodes (i.e., þ, �)
have the same electrode material and electrolyte, since the
initial stage of the amplifier is dc coupled, and a large
difference in half-cell potentials could saturate (block) the
amplifier. The (2) active electrodes must be prepared simi-
larly even if one is a scalp (cup or disk) placement and the
other an ear-clip.

Gold, silver–silver chloride, and tin are common active
electrode materials. The common electrode can be a differ-
ent type, usually a disposable silver–silver chloride EMG
electrode.

Electrode sites are prepared by mild abrading and
infusing a conductive ‘‘prep’’ gel to stabilize and improve
conductance of the scalp. This is followed by application of
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an thixo-tropic electrolyte (i.e., 10–20 paste). The cup or
disk electrode is then pressed on the paste until it is firmly
sealed. Viscous force holds the scalp electrode in place
during recording. Hair is managed with tape or cottonballs,
which also helps retain and stabilize the placement. Ear
clip electrodes are spring retained.

Reusable cup scalp and ear clip electrodes are in com-
mon use despite potential health and litigation problems.
Several disposable systems have been or are being devel-
oped, but are not in wide use at this writing.

Careful electrode preparation will result in an impe-
dance of <10 kV, usually measured using a 20 Hz ac
impedance meter. The actual value required depends on
the electrical environment of the treatment area. The EEG
electrodes are generally unshielded, so electric induction is
reduced with low impedance placements.

Electrode half-cell potentials must also be checked dif-
ferentially with an electrode meter. Differences of more
than �25 mV between the active electrodes usually indi-
cates unstable placements or different materials used. If a
different type of common electrode was used, a large half-
cell potential difference between each active and the com-
mon is not problematical, as long as they are similar and
stable.

EEG Amplifiers. Like EMG amplifiers, EEG amplifiers
make good use of integrated circuit and surface-mount
technologies to achieve performance never before seen.
While amplifier characteristics are exceptional, the effec-
tive performance of the EEG channel can be compromised
by asymmetries in electrodes, cables, and leads. The result-
ing imbalance between the plus (þ) and minus (�) inputs to
the differential amplifier can cause unequal electric induc-
tion producing an error that shows as increased noise or
offset. Fortunately, most unwanted electric fields are out-
side the amplifier bandwidth. Still, good practice in elec-
trode preparation, lead routing, and electrical environment
control are necessary to avoid a setup that is electrostaticly
‘‘hot’’.

The following parameters are considered minimum for
the modern EEG differential amplifier:

Low internal voltage and current noise(<1 mV, 100 pA,
p–p)

High input impedance (Zin >108).

Bandwidth (1–50 Hz).

Frequency cutoffs (>18 dB/octave).

High common mode rejection ratio (>107).

Common mode input range (greater than �200 mV).

Static electricity shock protection (>2000 V).

Gain stability (all causes) greater than �1%.

The amplified EEG signal is then digitally filtered to
produce the desired bands of frequencies to be used for
assessment, training, or mapping.

EEG Displays and Feedback. The modern EEG instru-
ment utilizes a computer to perform the signal processing,
auditory and visual display generation, data collection–
reduction, and reporting necessary for effective assessment

and training. Today’s sophisticated programs require a
fairly high performance computer to perform all these
tasks in apparent real time. Most manufacturers design
around readily available Windows based personal compu-
ters having the following minimum characteristics:

Processor: Pentium 3

Speed: 600 MHz

Memory 256 MB

Storage 10 GB

Display resolution 800� 600

Video memory 32 MB (4�AGP)

Operating system Windows ’98, or later

Auditory system Sound Blaster Live

Speakers Good quality with sub-woofer

Recent advances in clinical biofeedback have shown
subjects can comprehend complex visual and multipara-
meter auditory feedback simultaneously. A higher perfor-
mance computer with more working and video memory,
and the very best auditory system is suggested for these
applications.

A very useful feature of Windows’98 and later operating
systems is the support of multiple display monitors. This
makes it possible to stretch the display onto a second
monitor. The therapist can construct displays having
highly technical items on their monitor while the subject
sees nontechnical items, such as animation.

A common use of the digitally filtered EEG signal is for
treatment of Attention Deficit Disorder. Other applications
using other bands of frequencies include hyperactivity and
performance enhancement.

Full frequency spectrum displays are used to ‘‘quiet’’ a
‘‘noisy’’ brain under the guidance of a skilled therapist.
Animation sequence displays accompanied by contingent
auditory feedback provide effective training tools for the
therapist.

Some 20 channel systems are capable of mapping the
entire EEG frequency spectrum at every electrode location
in the 10–20 coordinate system in (nearly) real time. The
displays are updated in 50 ms providing a useful assess-
ment mode.

EEG Biofeedback Application. The most important factor
is the therapist’s training. The EEG assessment and bio-
feedback treatment has progressed considerably beyond
that required to use the less complex modalities of tem-
perature, electrodermal, and EMG. Fortunately, few
schools are keeping up with advances. The International
Society for Neuronal Regulation (ISNR) is a good source to
inquiry. The Neurofeedback division of the Association for
Applied Psychophysiology and Biofeedback (AAPB) and
ISNR have together addressed several critical issues in
EEG biofeedback methodology and clinical application.

As with most psychophysiological assessment and bio-
feedback applications environmental temperature (21.1–
23.9 8C), humidity (30–50%), illumination (as required),
auditory noise (transient free, white noise is usually accep-
table), and therapist’s physical position with respect to the
subject must be considered and controlled.
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An electrically quiet environment is also desirable.
Power lines, TV and radio antennas, and mobile commu-
nications are frequent sources of interference. Basement
locations usually offer the electrically quietist locations
and well-placed electrodes along with carefully routed
leads provide the best immunity under the therapist’s
control.

Electrodermal Biofeedback Instrumentation

Electrodermal activity (EDA) is essentially a measure of
palmar sweat gland activity of the fingers or hands. Bulk
tissue impedance is largely ignored, being clinically less
significant than the eccrine sweat gland activity, modu-
lated by the sympathetic nervous system that modern
instruments measure.

Electrodermal activity can be measured either as resis-
tance, called skin resistance activity (SRA¼SRLþSRR) or
it’s reciprocal skin conductance activity (SCA¼SCLþ
SCR). The SCA has the advantage of being a linear function
of the number of sweat glands conducting, while SRA has a
hyperbolic relationship to the number of sweat glands
conducting.

Electrodermal activity includes both the tonic (average)
level (SRL or SCL) and short-term (phasic) response (SRR
or SCR). Training goals for SCA are to lower the tonic level,
indicative of chronic sympathetic arousal and reduce the
phasic changes percent, indicative of over reactivity, either
spontaneously or in response to stimuli.

The magnitude of phasic changes tend to occur as a
percentage of the tonic level. For conductance, a 1 mS SCR
change from a tonic level of 5 mS SCL is approximately
equivalent to a 2 mS SCR change from a 10 mS tonic SCL
level (i.e., 20%).

Most modern instruments measure conductance
although one manufacturer recently reverted to resistance
so that the same programmable amplifier could be used to
measure any variable resistance sensor (i.e., temperature).
Since conductance and resistance are reciprocals, either
can be displayed with the conversion made in circuitry or
software.

Subject phasic responses are delayed by 1–3 s neuro-
physiologically. This latency limits the usefulness of EDA
as an early in-training feedback modality. It is an excellent
assessment modality where the subject receives no feed-
back.

The EDA is a passive electrical parameter and must be
elicited by impressing a small voltage on (conductance), or
passing a small current through (resistance) the two elec-
trodes, usually placed on the fingers. Either method is
referred to as ‘‘excitation’’.

The normal range of EDA for human subjects is

Conductance: 0.5–50 mS

Resistance: 2 MV–20 kV

Most untrained subjects range between 2 and 10 mS. A
value of 50 mS would be indicative of a soaking wet hand.

Electrodermal Electrodes. Normal placement of electro-
des is on the palmar surface of the index and middle fingers

of either hand, selection dictated by other modality sensors
on a particular hand. Electrodes are held on the fingers by
Velcro straps set for just enough tension to hold them on
without causing blood ‘‘pulsing’’ or pounding in the fingers.
Silver–silver chloride is the most common electrode mate-
rial, but gold, stainless steel, and nickel-plated brass are
also used.

Early instruments used monopolar (dc) excitation. At
the values then used, electrode polarization and subsequent
amplifier blocking tended to occur. Modern instruments
use 10 mA current (resistance) or 200 mV (conductance)
and reverse the excitation several times per second resulting
in no net charge, thus avoiding electrode polarization.
These values also limit current to 10 mA as required by
the FDA.

Electrolyte between electrode and skin is not normally
used clinically for EDA, but should be used, along with
finger cleaning for clinical research or published studies.

Electrodermal Biofeedback Amplifier. Modern EDA
amplifiers employ a switching technique to reverse elec-
trode excitation several times per second to avoid elec-
trode polarization. This requires a reversible voltage
(conductance) or current (resistance) source, circuits
easily implemented by operational amplifier techniques.
Values are sampled after transient effects caused by the
switching. The EDA is a relatively slowly changing mod-
ality and an effective amplifier bandwidth of 1–2 Hz is
adequate.

The entire EDA (EDLþEDR) should be measured and
later separated. Phasic changes (EDR) can be ac coupled to
remove the EDL and amplified to produce the desired
display sensitivity. This produces bipolar components to
each phasic response (EDR), which can be difficult for
subjects to understand.

Another method is to introduce an offset in the
amplifier equal to the EDL resulting in only the
phasic (EDR) component that can then be amplified sepa-
rately. This method requires a relatively stable EDL or a
circuit that samples the EDL and adjusts the offset con-
tinuously.

Electrodermal Feedback. Use of EDA as an assessment
(without feedback) modality is highly recommended since
it provides insight into the chronic sympathetic arousal
level and reactivity of the subject.

Using EDA as a feedback modality in the beginning
subject is discouraged as it is so nonspecifically reactive,
subject relaxation and learning may be impeded. Advanced
subjects, however, may find it challenging to control EDR
while performing tasks.

For assessment, the time line graph of the entire EDA
provides the most information on current and recent past
history to the therapist.

The line graph, bar graph or contingent animation are
all useful visual displays for the advanced subject.

Pitch-proportional (SCA) or pitch inversely proportional
(SRA) auditory tones are useful for eyes-closed or task
performance training. Care must be taken in choosing
the pitch range to avoid alarming the subject with a ‘‘siren’’
effect.
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Electrodermal Biofeedback Application. Silver–silver
chloride electrodes are recommended. Low cost velcro-
strap electrodes are affordable for each subject’s course
of training. Using these between subjects is not recom-
mended from disease and therapist liability considera-
tions. Disposable Ag/Ag CL EMG electrodes provide
an alternative, but affixing them to digits is not as
convenient.

Hand washing prior to the session is advisable for both
uniformity and sanitation.

Use of electrolyte is not required for most clinical train-
ing, but should be used for clinical research or published
studies. Saline gel or cream is suitable for most subjects.
Non-saline gel is useful for allergic subjects. Hand washing
following the session is good practice.

A small percentage (i.e., 7%) of subjects show little or no
EDA. Always check the instrument with a known conduc-
tance–resistance standard (or the therapist) before con-
cluding that the instrument is mal-functioning.

Since EDA is an elicited or exosomatic measure, care
must be taken to place sensors from all used instrument
modalities so that the current from EDA does not interfere
with or impede other simultaneous measurements. Man-
ufacture of multimodality biofeedback systems provide
guidelines to minimize these situations. This is of parti-
cular concern if two EDA channels are used on the same
subject.

As EDA is a relatively high level signal and excitation
switching is slow, the modality is relatively impervious to
electromagnetic interference.

Cardiopulmonary Biofeedback

Respiration (RSP) training has been shown to greatly improve
the subjects’ ability to relax and maintain self-regulation in the
face of psychological and performance stressors. It tends to
reduce performance anxiety and increases oxygen uptake and
waste expulsion. It also increases peripheral circulation by
reducing sympathetically activated vasoconstriction. Heart
rate increase during inhalation is normal, implemented by
the sympathetic nervous system. Para-sympathetic action
slows heart rate during exhalation. Heart rate variability
(HRV) training has also provided benefits in reducing rapid
heart rate and tachycardia.

The HRV (measured as HR max - HR min) is frequently
as high as 20 BPM in healthy 20 year-old adults, and
decreases by age 50 often to �10 BPM. Athletically active
and physically well-conditioned individuals have higher
variation in heart rate. Heart rate variability training aims
at increasing the variability, and frequently increases it
significantly higher than 20 BPM. Some authors have
claimed that it goes as high as 50 BPM in peak training.
Higher HRV is considered desirable in disease prevention
and health promotion applications, and lower HRV corre-
lates with cardiovascular morbidity and mortality. For
example, lower HRV is a strong independent predictor of
post-MI death (4).

By combining respiratory (RSP) and heart rate (HR)
instrumentation, the interplay between respiration and
heart rate, referred to as respiratory sinus arrhythmia
(RSA), can be assessed and used as biofeedback to train

subjects to optimize their natural cardiopulmonary
rhythms under the influence of stressors.

Norms for HRV training have been published (5). One of
the persistent problems in the field is the failure of
researchers and practitioners alike to adhere to standard
nomenclature and normative values for training. The fol-
lowing HRV frequency ranges have been established as
standard for cardiopulmonary training:

Cardiac Rhythms. High frequency: 0.15–0.4 Hz; low fre-
quency: 0.04–0.15 Hz; very low frequency: 0.0033–0.04 Hz;
and ultra low frequency: <0.0033 (beyond clinical biofeed-
back measurement technology) (5).

Recently, a more careful examination of HRV has shown
the very slow rhythms to be of interest in assessing dysre-
gulation, other than that caused by the ANS, to be dis-
cussed in a separate HRV section, below. The very low
frequency (VLF) range is to some extent correlated with
dysregulation. Rhythms in the low frequency range are to
some extent correlated with optimal homeostasis. Higher
HR oscillations are found in rhythms in this range.

The RSP rates vary from 2 to 30 bpm requiring channel
bandwidths of 0–5 Hz to faithfully reproduce the RSP
waveform. Trained subject’s RSP rates at rest are indivi-
dually optimum and range from 6 to 9 pm.

The HR rates vary from �40–180 bPM. Trained sub-
ject’s HRs rest at ranges between 60 and 80 BPM The HRV
(RSA) of 8–16 BPM as a function of RSP is normal and
desirable.

Some instruments are capable of RSA assessment and
biofeedback only. Instruments designed for HRV generally
can also perform RSA procedures.

Respiratory Sinus Arrhythmia Instruments. Instruments
for RSA have one or two respiration channels and one heart
rate channel. Two respiration channels are desirable to
train the subject to breathe abdominally, not thoracically.

The RSA instruments are computer implemented. Time
line graphs of abdominal and thoracic RSP along with a
beat-by-beat line graph of HR comprise an excellent assess-
ment and training display. The line or (better) filled line
graph is the most common display as it shows recent past
history as well as current performance. Digital meters
showing RSP and HR rates can be added, but the display
tends to be too complicated, particularly for beginning
subjects.

Raw data is saved, so the session can be replayed as
desired. Statistics can be generated, but care must be taken
to consider the effect of artifact. Both RSP and PPG HR
channels are susceptible to movement artifacts. Some
instrument software permits editing the raw data to mini-
mize artifact contamination of statistics.

Respiration Sensors and Amplifiers. Respiration sensors
for biofeedback comprise a stretchable segment and a belt
or chain that is wrapped around the circumference of the
abdominal and the thoracic regions of the subject. A slight
prestretch (set at the point of maximum exhalation) allows
the sensor to operate over the full range of circumference
change caused by breathing. Care must be taken
that restrictive clothing does not impede breathing.
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Circumference change caused by breathing is a relative
measure affected by subject breathing, posture, type of
sensor, even temperature depending on the type of sensor
used. Three types of sensors are in common use.

1. Rubber Bellows (Air Filled): Following placement the
system is sealed, and sensor internal pressure
changes with stretch. A transducer (half or full
bridge strain gage) measures pressure changes. A
dc coupled bridge amplifier, with offset control, pro-
vides amplification and the ability to ‘‘position’’ the
output at the desired level for display and/or quanti-
fication. Typical pressure variations are on the order
of �15 mmHg (1.99 kPa) gage.

2. Tubular liquid-filled strain gage: An elastometric
tube filled with a conductive thixo-tropic liquid.
Changes in length and diameter of the tube, caused
by breathing, varies the resistance of the gauge.
Since the liquid is ionic, excitation (current or vol-
tage) is reversed several times per second to prevent
polarization. The amplifier comprises a reversible
voltage or current source, gain, and offset capability
to provide the desired output signal positively pro-
portional to inhalation.

3. Magneto-position transducer: A magnetic armature
is moved within an excited coil to produce a current
proportional to movement. An elastomeric tubing
provides a restorative force to track breathing move-
ments. The amplifier converts the magnetically
induced signal, provides gain and offset to provide
a voltage positively proportional to inhalation.

Heart Rate Sensors and Amplifiers. Heart rate for clinical
biofeedback is measured using either a finger photo-
plethysmograph (PPG) sensor or by acquiring the electro-
cardiogram (ECG) biopotential signal. The PPG sensor is
easy to use, but its’ output is subject to artifact from any
disturbance of the placement. Acquiring the ECG requires
placement of surface electrodes, but provides the virtually
artifact-free signal that is required for reliable HRV ana-
lysis, and will be discussed in that section.

The PPG sensors employ an (invisible) infrared (IR)
source of �0.9 nm wavelength to illuminate the
vascular bed of a finger (or toe). A photocell detects the
backscatter caused by the opacity of blood at that wave-
length. It is held in place with a Velcro strap or elastic
band. The amplifier provides gain producing a pulse signal
having information on HR, peripheral pulse amplitude
(PPA), pulse volume (PPV) and rise and decay character-
istics of the pulse.

Heart Rate Variability Instruments. Heart rate variability
is useful for more than RSA training. Other factors, such as
chemoreceptors, baroreceptors, the renin-angiotension
system and various disease states affect HRV. Many of
these variations occur at frequencies too slow to be per-
ceived by or used as feedback for subjects.

Research has shown the frequency spectrum of HRV
from 0.003 to 0.4 Hz to be useful in assessing disregulation
of various systems. When HRV spectral components are
distributed throughout the range of 0.003–0.4 Hz, HRV is

said to be incoherent. In the coherent state, virtually all the
energy occurs at one frequency in the range of 0.08–0.12 Hz
and is individual specific.

The most comprehensive analysis of the slowest
rhythms requires a 24 h data string of HR, such as is
obtained in a Holter portable monitor of ECG, so various
segments of Circadian rhythms can be analyzed. Data
must be edited for artifact before spectral analysis by fast
fourier transform (FFT) is performed. The comprehensive
analysis can give insight into undiagnosed medical
conditions.

In clinical psychophysiology, 5 min HRV data resolves
frequencies from 0.003 to 0.4 Hz, adequate for observing
ANS activity. Some instruments have added a 60 s HRV
data gathering to provide 0.06–0.4 Hz spectral data, more
easily obtained in the clinical situation, and adequate for
determining coherence.

The ECG amplitude ranges between 0.3 and 2 mV for
the QRS complex that is used to determine the interbeat
interval from which the frequency spectrum is derived. The
exact characteristics of the ECG signal are not as impor-
tant in HRV applications as in clinical cardiology.

ECG Sensors and Amplifiers. The ECG is most reliably
obtained by placement of chest electrodes using pregelled
disposable Ag/AgCl sensors. For 24 h HRV studies, chest
placement is mandatory.

In clinical psychophysiology, it is preferable not to
remove clothing, so the wrist–wrist or wrist–ankle place-
ment of sensors is preferred. Polarity of the ECG signal is
important so the amplifier leads must be connected accord-
ing to the manufacturer’s instructions.

The EMG disposable sensors can be used to acquire the
ECG in the clinic, but are not recommended for longer term
studies as their adhesive surface area is considerably
smaller than disposable ECG sensors, promoting half-cell
disturbance artifact.

Typical ECG Amplifier Specifications:

Low internal noise (<2 mV p–p).

High Input Impedance [Zin> 10 MV].

Bandwidth (0.16–250 Hz).

Bandwidth cutoffs (>18 dB/octave).

Notch filter (60 Hz, in the United States).

Common mode rejection ratio [CMRR> 107].

Common mode input range (CMR� 200 MV).

Static electricity shock protection (>2000 V).

Heart Rate Variability Instruments. The HRV instru-
ments are computer implemented. They are also capable
of performing RSA procedures using either ECG or PPG
sensors to acquire HR.

Most HRV/RSA software is written for the Windows
operating system. It is recommended that a fairly high
performance computer be used to reduce HRV analysis
computational time. A computer similar to that recom-
mended for EEG is suitable.

Some instruments also support TMP and EDA in addi-
tion to the ECG, RSP, and PPG modalities.
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One manufacturer offers a dual instrument interface
making it possible for two computers to access one multi-
modality instrument, to perform simultaneous RSA/HRV,
EEG, and other psychophysiological modality assessment
and biofeedback procedures, with synchronized data col-
lection. This instrument capability makes heart–mind
interaction training and clinical research possible.

Heart Rate Variability Application. As with all biofeed-
back procedures establishing comfortable levels of tem-
perature and humidity, with absence of transient
auditory noise, is essential for focused, efficient, and repu-
table performance.

The Electromagnetic Interference (EMI) environment
should meet the requirements of the most sensitive mod-
ality used (i.e., EEG).

Digitization of the ECG signal should be at least
256 s � s�1, with 512 s � s�1 recommended.

APPLIED CLINICAL EXAMPLES: TENSION AND MIGRAINE
HEADACHE

We will now describe the typical EMG and hand surface
temperature biofeedback procedures for tension and
migraine headache, which we have used both clinically
and in our research (3,6–8). As noted above, it is important
to remember that when referring to EMG, the authors are
alluding to surface electromyography, which uses nonin-
vasive electrodes, is painless, and involves measuring the
pattern of many motor action potentials; this is in contrast
to EMG used as a diagnostic procedure in neurology, which
uses invasive needle electrodes, measure the activity of a
single motor unit, and is often quite painful.

The standard EMG biofeedback procedure for tension
headache involves measuring the muscle tension in the
frontalis muscle region by placing electrodes�2.5 cm above
each eyebrow and a ground electrode in the center of the
forehead (9). The frontalis region has traditionally been
assumed in clinical practice to be the best overall indicator
of general muscular tension throughout the body. The
standard thermal biofeedback training procedure involves
attaching a sensitive temperature sensor, called a therm-
ister, to a fingertip (usually the ventral surface of the index
finger of the nondominant hand) with care taken not to
create a tourniquet or inhibit circulation to this phalange.

EMG biofeedback is the modality most commonly used
for tension headache, with the psychophysiological ratio-
nale being that muscle tension levels in the forehead, neck,
and facial areas are directly causing or maintaining/
exacerbating the headaches. It is also believed that indi-
viduals suffering from tension headache have high levels of
stress and using EMG biofeedback as a general relaxation
technique reduces their levels of stress, enabling tension
headache sufferers to better cope with their headache
activity.

Hand surface temperature biofeedback for migraine
headache also has two possible mechanisms of action.
The psychophysiological theory states that temperature
biofeedback prevents the first of the two stages of migraine
(vasoconstriction of the temporal artery and arterioles; the
second stage is vasodilation, which causes the actual pain)

from occurring by decreasing sympathetic arousal and
increasing vasodilation to the temporal artery and arter-
ioles. An alternative mechanism of action is the use of
temperature as a general relaxation technique.

The EMG or temperature signal is then electronically
processed using transducers to provide the patient with
information on changes in the electrical activity of the
muscles or surface skin temperature on a moment by
moment basis. Generally, the signals are sampled every
one-tenth of a second and integrated over the entire second.
Both are quite sensitive, with the EMG sensor generally
detecting changes of magnitude as low as a hundredth of a
microvolt. The temperature sensor typically detects
changes as low as one-tenth of a degree Fahrenheit.
Through this feedback, the patient undergoing EMG bio-
feedback training learns how to relax the musculature of
the face and scalp, and also learns how to detect early
symptoms of increased muscle tension. In temperature
biofeedback, the patient is taught how to detect minute
changes in peripheral skin temperature, with the training
goal being to increase hand temperature rapidly upon
detection of low hand temperature. For EMG biofeedback,
the feedback signal is usually auditory, and may consist of
a tone that varies in pitch, a series of clicks that vary in
frequency, and so on. Given the choice, >80% of patients
receiving thermal biofeedback choose the visual display.
The feedback display can be the pen on a voltmeter, a
numeric output of the actual surface skin temperature, or a
changing graph on a video screen. The format of the visual
feedback display does not seem to affect learning or treat-
ment outcome (10).

Common Type of Feedback Schedules in Clinical Applica-
tions. One of the challenges faced by both the biofeedback
clinician and patient is selecting what type of feedback is
most appropriate to facilitate learning to achieve rapid
therapeutic benefit. There has been little research in this
area; however, there are abundant anecdotal reports
among the biofeedback community. There are three types
of feedback schedules in clinical practice. By far, the most
widely used method for delivering feedback is an analog
display, which provides continuous information to the
patient. For example, a tone that varies in relative pitch
and frequency depending on an increase or decrease in the
response being measured. However, in many applications,
this may provide too much information to the patient,
leading to information processing overload, retarding the
learning process. A second type of feedback schedule
employed in clinical practice is a binary display, where
the patient receives information that is discrete, depending
on achievement of a predefined training threshold. In
threshold training, the feedback is turned on or off depend-
ing on whether the patient falls above or below the thresh-
old. Threshold training is a clinical application of an
operant shaping procedure, where the patient is reinforced
for achieving successively closer approximations to the
training goal. The third type of feedback schedule is an
aggregate display of the training progress. In this type of
feedback, the patient is given summary information at the
conclusion of the treatment session (e.g., data averaged
over each min interval in a 20 min training session). In

176 BIOFEEDBACK



clinical practice, the integrated display of aggregate feed-
back is the most commonly applied training schedule.

Training to Criterion. Training to criterion is a term used
by clinicians that involves continuing biofeedback training
until the patient achieves a specified criterion of a learning
end state. For example, biofeedback training will persist
until the tension headache patient has demonstrated
reduced muscle tension levels in the frontalis region to a
stable 1-mV level. Although there is compelling logic behind
this notion, there is little empirical data to support the
practice of training to criterion. Exceptions to this are a
report by Libo and Arnold (11) who found that every
patient who achieved training criteria on both EMG and
finger temperature also reported long-term improvement,
and 73% of patients who did not improve failed to achieved
training criterion in either modality. In another study,
Blanchard et al. (12) presented data supporting the concept
of training to criterion. They observed a discontinuity
in outcome for migraine headache patients who achieve
35.6 8C or higher at any point during temperature biofeed-
back training. Those who reached this level had a signifi-
cantly higher likelihood of experiencing a clinically
meaningful reduction in headache activity (at least 50%)
than those who reached lower maximum levels. This
apparent threshold was replicated in a subsequent study
(13). More representative of the research is a recent study
by Tsai et al. (14), where they found no evidence to support
the concept of training to criterion in a study of hyperten-
sives. Fifty-four stage I or stage II hypertensives were
taught thermal, EMG, and respiratory sinus arrhythmia
biofeedback. Most participants (76%) achieved the thermal
criterion; only 33 and 41% achieved the EMG and respira-
tory sinus arrhythmia criterion, respectively. Achieve-
ment of the criterion level in any of the three modalities
was not associated with a higher improvement rate. These
results contradict the notion that training to criterion is
associated with clinical improvement.

Electrode Placement. An important consideration to be
made by the clinician utilizing EMG biofeedback is at what
sites to place the electrodes. This decision depends in large
part on which of the two general theories underlying the
use of biofeedback the clinician adheres to. In most
instances, electrode placements appear not to matter.
However, for tension headache this may not be the case.

Although the vast majority of published reports on
tension headache utilize the frontalis region electrode
placement, their is some controversy about this practice.
This is perhaps because the Task Force Report of the
Biofeedback Society of America, in their influential posi-
tion paper on tension headache (15), strongly implied that
frontal placement was the ‘‘gold standard’’ for biofeedback
with tension headache sufferers, making no mention of
other site placements. In the standard placement, muscle
activity is detected not only in the forehead, but probably
also from the rest of the fact, scalp, and neck, down to the
clavicles (16).

Some writers (17,18) advocated attaching electrodes to
other sites, such as the back of the neck or temporalis area,
especially if the patient localizes his/her pain there. How-

ever, three of the four studies that compared biofeedback
training from different sites between subjects found no
advantage of one cite over the other (19–21). Arena et al.
(22) published the only systematic comparison of a trape-
zius (neck and shoulder region) versus frontal EMG bio-
feedback training regimen with tension headache
sufferers. They found clinically significant (50% or greater)
decreases in overall headache activity in 50% of subjects in
the frontal biofeedback group versus 100% in the trapezius
biofeedback group. The trapezius biofeedback group was
more effective in obtaining significant clinical improve-
ment than the frontal biofeedback group. Thus, there is
some limited support for the use of an upper trapezius
electrode placement with tension headache sufferers. More
research needs to be done in this area.

Discrimination Training. A concept in clinical biofeed-
back applications that is quite often discussed, particularly
among those practitioners of EMG biofeedback training, is
that of discrimination training. In this procedure, patients
are taught to discriminate high levels of muscle tension
from moderate and low levels. Feedback is given contin-
gent upon successful differentiation among these varying
levels of muscle tension. For example, a patient is asked to
produce maximal muscle tension in a particular region,
and given feedback reflective of this high level of muscle
activity, followed by instruction to halve this level and
consequent feedback. Then, finally, they are asked to halve
this again, that is produce one-quarter of the initial level of
muscle activity, followed by appropriate feedback reflect-
ing success at this level. To our knowledge, there is little
reliable data demonstrating that individuals specifically
taught a muscle discrimination training procedure have
clinical outcomes superior to those taught a standard ten-
sion-reduction method.

Sensitivity–Gain. The gain or sensitivity of the feedback
signal is important to facilitate the training process in
clinical biofeedback. Too high a gain may interfere with
learning by providing indiscriminate feed back for extra-
neous responding, leading to frustration on the part of the
learner. In addition, in many response measures, too high a
sensitivity leads to increased artifact. Conversely, setting
the gain too low leads to lack of feedback for responses that
may be clinically meaningful, thereby interfering with the
learning process. In clinical practice, there are established
ranges in various applications, depending on the response
measure employed, individual differences in patient
responsivity, and the nature of the disease state. Sensitiv-
ity may be adjusted as needed using a shaping procedure.
Some response measures involve more frequent changes in
gain settings than others. For example, gain is frequently
adjusted in EMG biofeedback applications, because the
goal often is detection of quite subtle muscular activity
changes, but infrequently changed in hand surface tem-
perature training, where gross changes in skin tempera-
ture are usually necessary for clinical improvement.

Session Length and Outline. Treatment sessions usually
last 30–50 min; 15–40 min of each session is devoted to the
actual feedback training. In our research (and in our
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clinical work), we have typically used the following format
for biofeedback training sessions:

1. Attachment of electrodes and initial adaptation:
10 min.

2. In-session baseline, during which patients are asked
to sit quietly with their eyes closed: 5 min.

3. Self-control 1, during which patients are asked to
attempt to decrease their forehead muscle tension
levels in the absence of the feedback signal: 3 min.

4. Feedback training, with the feedback signal avail-
able: 20 min.

5. Self-control 2, during which patients are asked to
continue to decrease their forehead muscle tension
levels in the absence of the feedback signal: 3 min.

The two self-control conditions are included to deter-
mine whether generalization of the biofeedback response
has occurred. Generalization involves preparing the
patient to, or determining whether or not the patient
can, carry the learning that may have occurred during
the biofeedback session into the ‘‘real world’’. If the patient
can decrease muscle tension without any feedback prior
to the biofeedback condition (Self-control 1 condition),
then the clinician can assume that between-session gen-
eralization has occurred. If the patient can decrease their
muscle tension without any feedback following the biofeed-
back condition (Self-control 2 condition), then the clinician
can assume that within-session generalization has
occurred.

There are other methods clinicians use to train for
generalization of the biofeedback response. For example,
in an attempt to make the office biofeedback training
simulate real world situations, many clinicians initially
train patients on a recliner; then, once they have mastered
the rudiments of biofeedback in this extremely comfortable
chair, they progress to, respectively, a less comfortable
office chair (with arms), an uncomfortable office chair
(without arms), and, lastly, the standing position. Finally,
giving the patient homework assignments to practice the
biofeedback response in the real world is a routine way of
preparing them for generalization.

BRIEF REVIEW OF CLINICAL OUTCOME LITERATURE
FOR BIOFEEDBACK

Anxiety Disorders–Stress Reduction

Biofeedback as a general relaxation technique has been in
existence since the late 1960s. Indeed, it is common prac-
tice to call any form of biofeedback ‘‘biofeedback assisted
relaxation’’, stressing the stress-reduction quality of the
procedure. Where diagnoses are given, it is usually gen-
eralized anxiety disorder, although mostly the research
defines anxiety or stress by global self-report measures or a
simple paper and pencil instrument such as the Spielber-
ger State-Trait Anxiety Inventory (i.e., scoring in the nine-
tieth percentile or above), rather than standard criteria
such as the American Psychiatric Association’s Diagnostic
and Statistical Manual IV: revised (23). The primary

modalities used for anxiety and stress reduction are
EMG, hand surface temperature, and EEG. Nearly all
the research has demonstrated that biofeedback is superior
to placebo and wait-list controls for the treatment of stress
and anxiety. There is some data to suggest (24) that EEG
biofeedback to increase alpha waves may be superior to
forehead EMG biofeedback and EEG biofeedback to
decrease alpha waves in terms of decreasing heart rate
activity, but not in terms of decreasing self-reported anxi-
ety levels, where their were no differences between the
three groups. When biofeedback has been compared to
relaxation therapy, there is no difference between the
two treatments in terms of their clinical efficacy (25).

One typical study was that of Spence (26). He took 55
anxious subjects, and gave them either electrodermal
response, hand surface temperature, or forehead EMG
biofeedback based on a pretreatment psychophysiological
assessment (subjects were given feedback corresponding to
that physiological parameter that changed the most during
stress). All groups reported significant reductions in their
anxiety symptoms, and 15 months later 76% of subjects
were still symptom-free for anxiety, regardless of the type
of feedback they received.

Moore (27) reviewed the EEG biofeedback treatment of
anxiety disorders and pointed out that there are many
limitations in the research to date. Unfortunately, many
of his concerns hold for the EMG and temperature biofeed-
back literature as well, such as comparisons to relevant
placebos, examination of such factors as duration of treat-
ment, type and severity of anxiety, and so on.

Tension and Vascular (Migraine And Combined
Migraine–Tension) Headache

By a large margin, the greatest number of articles support-
ing the efficacy of biofeedback for any disorder in the
clinical treatment literature pertains to its use with vas-
cular and tension headache. For both types of headache,
biofeedback has been shown to be superior to both phar-
macological and psychological placebo, as well as wait list
control, in numerous controlled outcome studies. Biofeed-
back for headache is usually compared to relaxation ther-
apy or cognitive therapy (a form of psychotherapy focusing
on changing an individual’s pain-and stress-related self-
statements and behaviors). Arena and Blanchard have
recently reviewed the biofeedback treatment outcome lit-
erature on tension and vascular headache (3,7,8).

With tension headache, the biofeedback approach used is
EMG (muscle tension) feedback from the forehead, neck,
and/or shoulders. For relaxation therapy alone, successful
tension headache treatment outcomes generally range from
40 to 55%, for EMG biofeedback alone, this value ranges
from 50 to 60%, and for cognitive therapy, from 60 to 80%;
when EMG biofeedback and relaxation are combined, the
average number of treatment successes improves from �50
to �75%; when relaxation and cognitive therapy are com-
bined, success increases from 40 to 65%. When compared to
relaxation therapy, there is usually comparable efficacy.

For patients with pure migraine headache, hand surface
temperature (or thermal) is the biofeedback modality of
choice, and it leads to clinically significant improvement in
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40–60% of patients. Cognitive therapy by itself gets �50%
success. A systematic course of relaxation training seems to
help when added to thermal biofeedback (increasing suc-
cess from �40 to 55%), but cognitive therapy added to the
thermal biofeedback and relaxation does not improve out-
come on a group basis. Relaxation training alone achieves
success in from 30 to 50% of patients, and adding thermal
biofeedback boosts that success (from �30 to 55%). There
appears to be a trend in the literature for thermal biofeed-
back to be superior to relaxation therapy.

For patients with both kinds of primary benign head-
ache disorders (migraine and tension type), the results
with thermal biofeedback alone are a bit lower, averaging
30–45% success; relaxation training alone leads to 20–25%
success. Thermal biofeedback consistently appears to be
superior to relaxation therapy with combined headache.
The best results come when thermal biofeedback and
relaxation training are combined. With this combination
treatment, results show 50–55% success rates (adding
thermal biofeedback to relaxation raises success from 20
to 55%; adding relaxation therapy to thermal biofeedback
increases success from 25 to 55%). Most experts strongly
recommend a combination of the two treatments for these
headache sufferers.

Lower Back Pain

Arena and Blanchard (7) recently reviewed the biofeedback
literature for low back pain and concluded that biofeedback
appears to hold promise as a clinically useful technique in
the treatment of patients with back pain. While the evi-
dence indicates that optimal clinical improvement is
clearly obtained when biofeedback is used within the con-
text of a comprehensive, multidisciplinary pain manage-
ment program, the cumulative weight of the evidence
suggest that EMG biofeedback is likely to be helpful, as
a single therapy, in the treatment of musculoskeletal low
back pain, obtaining success rates of from 35 to 68%
improvement on follow-up.

However, there were many concerns about the litera-
ture. Only two studies have directly compared biofeedback
to relaxation therapy, and both of these studies were
significantly flawed so as to limit definitive conclusions.
Direct comparisons of biofeedback to relaxation therapy
are clearly needed. Longer (at least 1 year) and larger scale
(at least 50/group) follow-up studies are required. Evalua-
tions of treatments based on diagnosis (i.e., the cause of the
pain) should be conducted. Comparisons of various biofeed-
back treatment procedures, such as paraspinal versus
frontal electrode placement, or training while supine ver-
sus training while standing, are necessary. Finally, further
evaluations of patient characteristics predictive of out-
come, such as gender, race, chronicity, psychopathology,
and psychophysiological reactivity, are needed.

Myofascial Pain Dysfunction

Myofascial pain dysfunction (MPD) syndrome, also known
as temporomandibular joint (TMJ) syndrome, is considered
a subtype of craniomandibular dysfunction that is caused
by hyperactivity of the masticatory muscles. It is charac-

terized by diffuse pain in the muscles of mastication,
mastication muscle tenderness, and joint sounds and lim-
itations. Although disagreement exists as to the cause of
the hyperactivity (e.g., occlusal problems vs. psychological
stress), several researchers have examined the use of EMG
biofeedback as a treatment, which can provide relief by
teaching patients to relax the muscles of the jaw. Consis-
tent with the logic of this approach, the most common
electrode placement is on the masseter muscle, although
frontal muscle placements have also been used. Excellent
overviews of the treatment of MPD syndrome can be found
(28,29).

Arena and Blanchard (7) recently reviewed the MPD
biofeedback literature and noted that, although the major-
ity of the studies had significant limitations, when taken as
a whole they appeared to be quite impressive in support of
the efficacy of EMG biofeedback for MPD syndrome. EMG
biofeedback is at least as effective as traditional dental
treatments such as occlusal splint therapy. Curiously, it
was noted that no MPD syndrome study of biofeedback as a
treatment in and of itself had been published since 1989.
Given the extremely positive results, this observation is
somewhat perplexing.

Deficiencies in the research on biofeedback treatment
for MPD syndrome are similar to those discussed in the
lower back pain section, above. Large scale outcome studies
are needed, comparing (a) masseter versus frontal versus
temporalis placement sites; (b) biofeedback versus relaxa-
tion; (c) biofeedback versus traditional dental strategies,
and, (d) biofeedback in conjunction with other treatments
versus traditional dental strategies. The latter approach
has been used by Turk and co-workers (30–32), in a number
of recent, methodologically elegant studies. In these stu-
dies various combinations of biofeedback, stress manage-
ment training, and intraoral appliances were used, with
results showing strong support for combined treatments.
Finally, lack of long-term follow-ups, or for that matter,
any follow-up at all, is a serious limitation that needs to be
corrected.

Fibromyalgia

There have been a number of studies examining the effi-
cacy of EMG biofeedback in the treatment of fibromyalgia
(see Arena and Blanchard (5), for a review of the studies
before 2000). The majority of the studies concluded that
EMG biofeedback is useful in reducing fibromyalgic pain.
Fibromyalgia is a type of nonarticular, noninflammatory
rheumatism that is characterized by diffuse pain, sleep
disturbance, tenderness, and functional impairment.
Three studies have been published since 2000. Mueller
et al. (33) gave 38 fibromyalgia patients EEG biofeedback,
noted statistically significant decreases in pain, mental
clarity, mood, and sleep. Van Santen et al. (34) compared
physical fitness traing to EMG biofeedback and usual
treatment on 143 female patients with fibromyalgia. They
found no difference between the three groups on any
measure. Recently, Drexler et al. (35) broke 24 female
fibromyalgia patients down into those with abnormal psy-
chological test (MMPI) results and those with normal
psychological test profiles. Psychologically abnormal
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individuals were helped more by the biofeedback training
than were psychologically normal individuals. Given the
relatively promising results [all five of the pre-2000 studies
(36–40) obtained positive results], it appears that large
scale, controlled EMG biofeedback studies looking at fac-
tors such as psychological profiles and gender would now be
appropriate.

Biofeedback for Gastrointestinal Disorders: Constipation Pain,
Irritable Bowel Syndrome, Urinary, and Fecal Incontinence

The biofeedback literature on treatment of constipation
pain, especially in children, is both impressive and grow-
ing. In adults, Jorge et al. (41) recently reviewed the
literature and noted that, overall, mean percentage of
success is 68.5% for studies that examine constipation
attributable to paradoxical puborectalis syndrome. Mason
et al. (42) examined 31 consecutive patients who received
biofeedback training for idiopathic constipation. Twenty-
two of the patients felt subjectively symptomatically
improved. They noted that the symptomatic improvement
produced by biofeedback in constipated patients was asso-
ciated with improved psychological state and quality of life
factors.

In the constipation pain literature regarding children,
three studies particularly stand out. Benninga et al. (43)
gave 29 children who suffered from constipation and
encopresis an average of five sessions of EMG biofeedback
of the external anal sphincter. At 6 weeks, 55% were
symptom free. Another group of investigators (44) placed
13 children who suffered from constipation into a standard
medical care group, while another group of 13 children
were placed in a EMG biofeedback (of the external anal
sphincter–from 1 to 6 sessions) plus standard medical care
group. At 16 month follow-up, all children were signifi-
cantly improved, with the biofeedback plus standard med-
ical care group significantly more improved than the
standard medical care only group.

One large scale study, however, does not support the
efficacy of EMG biofeedback for constipation pain. In a
procedure similar to Cox et al. (44), van der Plas et al. (45)
placed 94 children who suffered from constipation into a
standard medical care group, while another group of 98
children were placed in a five-session EMG biofeedback (of
the external anal sphincter) plus standard medical care
group. At 18 month follow-up, over one-half of the children
in both groups were significantly improved, with no sig-
nificant difference between the two groups. In spite of this
large scale study suggesting no advantage to the inclusion
of EMG biofeedback to conventional medical care, we
believe that there is sufficient evidence to conclude that
EMG biofeedback is a useful technique in treating the pain
of both adult and childhood constipation, especially when
the patient has proven refractory to standard medical
care.

Biofeedback for irritable bowel syndrome has been in
existence since 1972, but nearly all of the studies are small
and uncontrolled. The type of feedback is generally thermal
biofeedback, however, two groups have used novel feed-
back approaches with some success. Leahy et al. (46) have
developed an electrodermal response biofeedback device

that uses a computer biofeedback game based on animated
gut imagery. This significantly reduced symptoms in 50%
of 40 irritable bowel syndrome patients. Radnitz and Blan-
chard (47), using an electronic stethoscope placed on sub-
jects’ abdomens, gave bowel sound biofeedback to five
individuals with irritable bowel syndrome. Three of the
five patients had reductions in their chronic diarrhea by
over 50% (54, 94, and 100%). Results were maintained at 1-
and 2-year follow-up (48). Large scale controlled outcome
studies comparing biofeedback to pharmacological and
dietary interventions for irritable bowel syndrome symp-
toms need to be conducted.

Biofeedback For Cancer Chemotherapy Effects

Biofeedback has been used to decrease the negative side
effects of cancer chemotherapy, especially the anticipatory
nausea. While biofeedback assisted relaxation does seem to
help these patients, biofeedback by itself (i.e., not using a
relaxation emphasis), while reducing physiological arou-
sal, does not reduce the anticipatory nausea. This is an
area where relaxation therapy seems to have a clear
advantage over biofeedback. For example, Burish and
Jenkins (49) randomly assigned 81 cancer chemotherapy
patients to one of six groups in a 3 (EMG biofeedback/skin
temperature biofeedback/no biofeedback) � 2 (relaxation/
no relaxation) factorial design. They concluded, ‘‘The find-
ings suggest that relaxation training can be effective in
reducing the adverse consequences of chemotherapy and
that the positive effects found for biofeedback in prior
research were due to the relaxation training that was given
with the biofeedback, not the biofeedback alone’’ (p. 17).

Biofeedback for Cardiovascular Reactivity: Hypertension,
Raynaud’s Disease, and Cardiac Arrhythmia

Biofeedback has been used as a treatment for essential
hypertension since the late 1960s. The type of feedback
used is either direct blood pressure feedback or tempera-
ture biofeedback. There appears to be no difference in
terms of clinical outcomes between the two biofeedback
modalities. In a recent influential meta-analysis of 22
randomized controlled outcome studies, Nakao et al. (50)
found that biofeedback resulted in averaged blood pressure
decreases of 7.3/5.8 mmHg (0.97/0.77 kPa) compared to
clinical visits or nonintervention controls. It resulted in
averaged blood pressure decreases of 4.9/3.5 mmHg (0.65/
0.46 kPa) compared to sham or nonspecific behavioral
interventions. Statistical analysis indicated that, after
controlling for the effects of initial blood pressures, biofeed-
back decreased blood pressure more than nonintervention
controls, but not more than sham or nonspecific behavioral
interventions. Further analyses revealed that when the
treatments were broken down into two types, biofeedback
assisted relaxation, as opposed to simple biofeedback that
did not offer other relaxation procedures, was superior
to sham or nonspecific behavioral intervention. Nakao
et al. (50) concluded that, ‘‘Further studies will be needed
to determine whether biofeedback itself has an antihyper-
tensive effect beyond the general relaxation response’’
(p. 37).
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It has long been believed that temperature biofeedback
is more efficacious than medication in the treatment of
Raynaud’s disease (51,52). Raynaud’s disease is a disease
of the peripheral circulatory system that is caused by
insufficient blood supply to the hands and feet. It can result
in cyanosis, numbness, pain, and, in extreme cases, gang-
rene and subsequent amputation of the affected finger or
toe. The vasospastic attacks are triggered by cold and, to a
lesser extent, anxiety and stress. Recent data, however,
has failed to transparently support the belief that tem-
perature biofeedback is a more effective treatment than
medication for Raynaud’s disease.

The Raynaud’s treatment study (53) was a large, multi-
center randomized controlled trial comparing sustained
relief nifedipine, pill placebo, temperature biofeedback,
and EMG biofeedback (a behavioral control) on 313 indi-
viduals diagnosed with primary Raynaud’s disease.
Results indicated that while nifedipine was significantly
different from medication placebo in reducing vasospastic
attacks, temperature biofeedback was not significantly
different from psychological placebo (EMG biofeedback)
in reducing vasospastic attacks. Comparison of nifedipine
and temperature biofeedback indicated a nonsignificant
(p¼ 0.08) trend for the nifedipine to result in greater
reductions in vasospastic attacks. However, 15% of the
nifedipine group had to discontinue the treatment due to
adverse reactions to the medication. The interpretation of
the biofeedback results of the Raynaud’s treatment study,
however, have been criticized by the behavioral investiga-
tors of the project (54). They note that a substantial pro-
portion of subjects in the temperature group (65%) did not
achieve learning, compared to only 33% in a normal com-
parison group who achieved successful learning by the end
of the 10 biofeedback sessions in the protocol.

EEG Biofeedback (Neurofeedback)

Ramirez et al. (55) exhaustively reviewed the scientific
literature on EEG biofeedback treatment of Attention
Deficit Disorder (ADD). These authors conclude that, as
in many other areas of clinical biofeedback practice, the
positive evidence from anecdotal sources and case reports
is plentiful, but a dearth of rigorous studies does not allow
firm inferences to be drawn about the therapeutic efficacy
of enhanced alpha wave activity and hemispheric latera-
lized biofeedback training. The EEG biofeedback training
with a combined training goal of modifying the pattern of
theta and beta wave activity has shown promising implica-
tions for management of ADD in adults. Studies using the
theta/beta training paradigm have reported significant
improvement in academic, intellectual, and adaptive beha-
vioral functioning following EEG treatment. Other studies
using sensorimotor rhythm training (recording from the
‘‘Rolandic’’ cortex) have produced behavioral and cognitive
improvements in ADD patients. Unfortunately, these stu-
dies like those in other therapeutic areas of biofeedback are
plagued with methodological problems including small
sample sizes, absent or inadequate placebo controls, no
randomization to treatment conditions, and insufficient
follow-up of patient status. However, some authors of
recent nonrandomized studies contend that EEG biofeed-

back shows promising evidence of therapeutic efficacy on
the core symptoms of childhood ADHD in comparison to or
in combination with standard stimulant medication ther-
apy, family counseling, and an individualized educational
intervention (56).

Another clinical problem in which EEG biofeedback was
tested in the early 1970s was for control of frequent and
disabling seizures. These studies have been reviewed by
Lubar (57). The most common types of EEG recording and
feedback training successfully studied in human subjects
are EEG alpha rhythm (8–13 Hz) recorded from the occi-
pital region of the brain, theta activity (4–7 Hz), and beta
activity (>14 Hz). With the introduction over the recent
decades of effective and relatively safe antiepileptic drugs,
interest in systematic research and clinical application of
EEG biofeedback as a nonmedication method of seizure
control has waned. However, intractable seizures are still
encountered in routine clinical practice despite all phar-
macotherapeutic efforts. Implantable stimulatory devices
and surgical interventions are reserved for highly selected
patients and carry significant risks. For those patients
with uncontrolled seizure disorder who have been unre-
sponsive to standard anticonvulsant medication regimens
and/or are not candidates for surgical treatment, Lubar has
advocated that they be considered for a trial of sensorimo-
tor rhythm EEG biofeedback training for the most common
types of psychomotor seizures (57). Note that the equip-
ment is expensive and the training procedures are complex
and time consuming, and thus practitioners familiar with
EEG biofeedback treatment of epilepsy may be difficult to
find.

Quantitative EEG recording and specialized biofeed-
back training protocols have been developed and tested in
the treatment of addictive disorders such as alcoholism.
Peniston et al. (58) studied a protocol for enhancing EEG
alpha and theta wave activity, and improving ‘‘synchrony’’
among the brain wave rhythms along the power spectrum.
Peniston et al. (58) propose that alcoholics have a predis-
position to ‘‘brain wave desynchrony’’ and deficient alpha
activity and show a vulnerability to alcohol’s capacity to
produce reinforcing (pleasant and relaxing) levels of slow
brain wave activity. These investigators have evaluated
the treatment in a series of studies suggesting that their
neurotherapy protocol reduces subjective craving among
severe alcohol abusers, improves psychological function-
ing on personality measures, increases alpha and theta
activity levels, increases beta-endorphin levels, and
increases time to relapse. However, a large, independent
randomized controlled trial of Neurotherapy did not show
the incremental benefit to relapse prevention of adding
electronic neurotherapy to a traditional residential treat-
ment program for severe, chronic alcoholics (59). Although
widely practiced, the clinical utility and theoretical ratio-
nale of EEG biofeedback in treating alcohol abusers
remains controversial among the scientific biofeedback
community. While promising data exists to suggest the
potential role of EEG biofeedback in substance abuse
treatment, further research is needed to illuminate the
conceptual basis of such treatment and the reliability of
clinical improvements for alcoholism and other addictive
disorders.
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There are very limited data from controlled studies on
the use of EEG biofeedback for control of symptoms asso-
ciated with Tourette syndrome, a behavioral impulse con-
trol disorder characterized by a constellation of motor and
vocal tics (involuntary behaviors). A few scattered case
reports describe positive results using a course of EEG
sensorimotor rhythm biofeedback training to treat complex
motor tics and associated attention deficit symptoms (60).
There may be overlap in this treatment approach with the
observation that epilepsy cases with motor involvement
show some remediation following sensorimotor EEG bio-
feedback training. There is speculation and anectodal
reports to suggest that anxiety, depression, and attentional
symptoms associated with complex tics in Tourette’s may
be the most responsive targets for psychophysiological
treatment. Because of the multiple symptom clusters of
Tourette’s, and the likelihood that different treatment
protocols are needed to address the range of affected beha-
viors, focusing treatment on the whole condition is difficult,
and often a prioritization of the most severe problems must
occur to serve as the focus of clinical attention. Most
patients are managed on a medication regimen by their
physicians and EEG biofeedback is seen a useful adjunct in
selected cases that have not responded adequately to
pharmacologic management alone or where medication
usage is to be reduced for some reason.

Cardiovascular Reactivity

Heart rate variability (HRV) biofeedback is being studied
as a psychophysiological means of managing heart pro-
blems such as cardiac arrhythmia. Earlier isolated
attempts at biofeedback interventions with cardiovascular
ailments using simpler unitary heart rate (beats/min) or
blood pressure (mmHg) measures have not been remark-
ably successful on modifying disease states. Heart rate
variability is derived from the standard deviation of the
beat-to-beat time interval (in ms) recorded in the labora-
tory with an ECG machine or with a Holter monitor using
24 h ambulatory monitoring methods. Heart rate varia-
bility has been proposed as a more robust metric of overall
cardiac health in that it provides an indirect marker of the
heart’s ability to respond to normal regulatory impulses
that affect its rhythm. With higher levels of HRV, it is
proposed that there is a better balance between the com-
bined sympathetic and parasympathetic inputs to the
heart. Generally, greater HRV is associated with relaxed
states and slow or regular breathing pattern. The HRV
biofeedback training is claimed to offer a more precise
method for helping clients to moderate the heightened
sympathetic activity that is associated with elevated
stress, anxiety, and dysphoric mood. Relatively greater
levels of heart rate variability have been associated with
better heart health. Biofeedback of breathing rate and
depth is also used to increase respiratory sinus arrhyth-
mia, which may be connected to therapeutic increases in
HRV. A few small-scale studies have been conducted that
show the clinical potential of HRV biofeedback in cardio-
vascular diseases (61); however, the results are inconsis-
tent, and methodological problems abound with the

existing studies. As yet, there is little evidence from larger
scale randomized controlled trials conducted at indepen-
dent laboratories demonstrating the therapeutic efficacy of
HRV biofeedback in specific cardiovascular disease states
such as cardiac arrhythmia.

Incontinence: Urinary and Fecal

EMG biofeedback training of the bladder-urinary sphinc-
ter and pelvic floor musculature has been found to be an
efficacious intervention for urge urinary incontinence,
especially among female geriatric populations, and is
usually related to destrusor muscle contraction instability
or reduced bladder volume (62). Some form of Kegel exer-
cises are often used to train the muscles of the pelvic floor
that are in continuity with the external urethral sphinc-
ter. Biofeedback with behavior modification training of the
anorectal-anal sphincter musculature along the pelvic
floor has been reported to be successful in treatment of
fecal incontinence of various etiologies (63). Small, inser-
table EMG sensors are usually used in current treatment
protocols for urinary incontinence in female patients and
for fecal incontinence. A second EMG channel with abdom-
inal placement is often recommended to better isolate
contraction of the pelvic muscles from activity of accessory
muscle of the legs, buttocks, and abdomen during the
training exercises. Some degree of voluntary con-
tractibility of sphincter muscles and rectal sensitivity
are necessary for successful biofeedback treatment. While
biofeedback training for urinary incontinence has a longer
history of usage, and thus a larger empirical base (64),
there is considerable evidence to suggest the efficacy of
EMG biofeedback in a majority of adult patients with fecal
incontinence (65). Unfortunately, there was a great deal of
variability in biofeedback instrumentation used among
these studies, treatment protocols followed, and outcome
measures with uncertain validity.

Stroke and Mild Traumatic Brain Injury

There is very limited research in the area of EEG biofeed-
back in treatment and rehabilitation of the neurological
impairments resulting from stroke or closed head injury.
There are a number of anecdotal reports and small case
series that suggest a place for quantitative EEG analysis
in the functional assessment of neurological symptoms
secondary to stroke and head injury. A highly individua-
lized QEEG protocol used in these studies is sometimes
called EEG entrainment feedback recording from the sur-
face of brain regions suspected to be pathologically
involved in the functional impairments (66,67). Neuro-
muscular reeducation is a general term used to describe
assessment and treatment methods that may include
EMG biofeedback and are applied to helping neurologi-
cally impaired patients (such as poststroke patients) with
regaining gross motor functions necessary for carrying out
activities of daily living and ambulation. In a meta-ana-
lysis of controlled trials using EMG biofeedback for neu-
romuscular reeducation in hemiplegic stroke patients,
the authors concluded that EMG biofeedback resulted
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in significant functional gains (68). While these results are
promising, the specific effects of EMG biofeedback in
stroke rehabilitation remain unclear as some of the stu-
dies reviewed included other interventions such as phy-
sical therapy or gait training as part of the rehabilitation
program.

Sexual Dysfunction

Surface EMG biofeedback of targeted abnormalities in
pelvic floor musculature are implicated in the pathogenesis
of vulvovaginal pain (vulvodynia) syndromes such as dsy-
pareunia resulting from vulvar vestibulitis. These have
been successfully used in the stabilization of pelvic floor
muscles leading to 83% reduction of pain symptoms,
improved sexual function, and psychological adjustment
at 6-month follow-up (69). As in other EMG biofeedback
protocols for assessment and modification of abnormal
pelvic floor musculature, an individualized assessment is
performed to identify the patient’s specific neuromuscular
abnormality, with subsequent biofeedback training
designed to modify the muscle tension and contractile
weakness of the target muscles. However, gynecological
surgery (vestibulectomy), on average, appears to produce
superior outcomes (70).

FUTURE DIRECTIONS OF BIOFEEDBACK THERAPY

There are five areas that biofeedback research and clinical
work are heading or should focus on. They are (1) expanding
upon and refining current research; (2) applications of
biofeedback and psychophysiological assessment to the
‘‘real world’’ environment (i.e., ambulatory monitoring);
(3) applications of biofeedback training to new popula-
tions; (4) applications of biofeedback to applicatuons of
biofeedback to the prinany the primary care setting; (5)
alternative methods of treatment delivery.

1. Expanding Upon and Refining Current Research.
Although biofeedback is considered a mature treat-
ment, there are surprisingly many basic areas that
need to be explored further. Such basic questions as
(a) whether massed versus distributed practice pro-
duces greater physiological learning, (b) whether the
presence or absence of the therapist in the room
retards or enhances the acquisition of the biofeed-
back response, (c) the usefulness of coaching, (d) is
their any value in training to criterion, (e) whether
group biofeedback enhances or retards psychophy-
siological learning or clinical affects clinical outcome,
have not been satisfactorily answered. Moreover,
with the notable exception of headache, nearly every
area is missing large scale treatment outcome studies
(i.e., 25 or greater subjects per condition), in which
biofeedback treatment is compared to placebo,
another psychological treatment, conventional med-
ical treatment, and so on. Many studies fail to
describe the instrumentation and biofeedback proce-
dures sufficiently to allow replication of the research.
Often diagnostic criteria are not given, or diagnoses

are commingled (e.g., conduct disorder children with
attention deficit disorder children, or generalized
anxiety disorder with simple phobias). Such failures
to answer basic research questions or to conduct
research in a scientifically acceptable manner are
troubling and need to be corrected.

2. Applications of Biofeedback and Psychophysiological
Assessment To the ‘‘Real World’’ Environment (i.e.,
ambulatory monitoring). Biofeedback clinicians have
attempted to use their psychophysiological monitor-
ing equipment to assist in setting treatment goals
and to further explore the relationship between the
mechanism of action believed to be involved in the
underlying pathology of the disorder in question. For
example, many clinicians use ambulatory blood pres-
sure monitors to determine when their hypertensive
patients are most reactive (work, driving, etc.) and
tailor exercises to be maximized around those situa-
tions of elevated blood pressures. Use of such ambu-
latory equipment for other responses such as EMG,
hand temperature, and respiration would be quite
useful and such studies need to be performed.

There have been only a few studies examining the
relationship between ambulatory monitoring in the
naturalistic environment and the presumed patho-
logical response underlying the disease, with the
exception of bruxism and temporomandibular joint
dysfunction, where measurement in the natural
environment by telemetry, portable tape recording,
and digital EMG integration have been reported (71).
Unfortunately, with those exceptions, when such
studies have been conducted, they have arrived at
negative findings, quite possibly due to the difficulty
in reducing the data and inability to control all the
relevant variables (sleep is a relatively controlled
environment). For example, Hatch et al. (72) had
12 tension headache subjects and nine nonheadache
controls wear a computer-controlled EMG activity
recorder in their natural environment for 48–96
consecutive hours. The EMG activity of the posterior
neck or frontal muscles was recorded 24 h/day. Dur-
ing waking hours, subjects rated their perceived
levels of stress, pain, and negative affect at 30-min
intervals. The EMG activity of headache and control
subjects did not differ significantly, and EMG activity
did not covary with stress, pain, or negative affect.
Cross-correlations among EMG activity, pain, and
stress revealed little evidence of leading, contem-
poraneous, or lagging relationships. Interrupted
time series analysis showed no consistent muscle
hyperactivity during a headache attack compared
to a headache-free baseline period.

Arena and co-workers designed a portable activity
monitor for simultaneously recording and quantify-
ing surface EMG signals and body movements in the
natural environment (73). Two independent chan-
nels record EMG activity from symmetric muscle
groups to determine contraction patterns. The
EMG signals are amplified, filtered, integrated for
1 s, and converted to a digital value. Full scale was
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jumper selected to accommodate a wide range of
muscle activity. Electrode resistance >20 kV gener-
ates an alarm to signal poor contact or lead-off con-
dition. The EMG voltages less than a preset
threshold are not integrated.

The movement sensors are electrolytic potenti-
ometers whose output are proportional to angular
position and linear acceleration. The outputs are
differentiated and summed to obtain angular accel-
eration with minimal response to linear movement.
The peak value and 1 s integral are converted to
digital values.

Subjective evaluation of pain and activity may be
annotated by a 16-button keypad. An hourly auditory
alarm reminds the user to enter subjective evaluations.

Data is saved in static random-access memory in
binary coded 3-byte words. Power is supplied by a
9 V alkaline battery and converted to�5 V by switching
regulators. At the end of 18 h of recording, all power is
turned off except for standby power to memory. A low-
battery condition will also switch power to the standby
mode. Data retained in the standby mode is valid for at
least 7 days.

Arena et al. demonstrated that the device is highly
reliable in 26 healthy controls (74). They then had 18
tension-type headache subjects and 26 control subjects
wear the device attached to the bilateral upper trape-
zius muscles for 5 consecutive days for up to 18 h a day
(75). During waking hours, subjects rated their per-
ceived levels of stress, pain, and physical activity at 60-
min intervals. Similar to Hatch, the EMG activity of
headache and control subjects did not differ signifi-
cantly, and EMG activity did not covary with stress,
pain, or physical activity levels. Examination of cross-
correlations among EMG activity, pain, physical activ-
ity, and stress revealed little evidence of an isomorphic,
precursor or consequence relationship. There were no
consistent differences between a headache and nonhea-
dache state on muscle activity levels.

Arena et al. (75) concluded that there were so many
variables entering into the natural environment, that
use of such devices required a sophistication not avail-
able to the average clinician or researcher, and that
treating headache patients nomothetically as an aggre-
gate, rather than idiographically, as individuals, may
also present difficulties. For example, some individuals
may lie down as soon as a headache begins, while others
may continue with their daily routine. Other indivi-
duals may have consequence, precursor, or isomorphic
relationships between their head pain, except the
changes occur on an every 5 min basis rather than a
1 h basis. With still others, to identify a relationship 5
consecutive days is not enough. Given the fact that the
technology has increased exponentially to allow much
more sophisticated data reduction and statistical ana-
lysis, we feel that the time is now ripe for a renaissance
in such an area of research, which has been dormant for
nearly a decade.

3. Applications of Biofeedback Training to Other Popu-
lations. As biofeedback is considered to be an estab-

lished field, investigators have begun to take the
treatments and expand it to other, similar clinical
problems. For example, in the field of headache,
biofeedback has been shown to be effective with
the elderly, children, and pregnant women (6). Areas
that need to be explored further to determine
whether biofeedback treatment effects can be gen-
eralized are headaches in depressed individuals,
headaches in individuals following cerebral aneur-
ysm, headaches due to eyestrain, posttraumatic
headache, and headache in multiple sclerosis
patients. Similarly, the anxiety disorders literature
needs to be expanded to include children, the elderly,
anxiety due to a medical condition, and so on.

4. Application in Primary Care Medical Settings.
Because of the growing recognition of the high pre-
valence of psychosomatic and psychophysiological
disorders that present in primary care settings, the
increased availability and implementation of psycho-
physiological assessment and biofeedback interven-
tions in these healthcare settings appears to be
timely (76). Many behavioral medicine interventions
including biofeedback may be more efficiently and
effectively delivered in these primary practice set-
tings as the focus of these interventions is often
toward the goals of preventing or slowing disease
progression rather than treating severe or compli-
cated problems that are well established. This
approach is in contrast to conventional practice
where patients with complicated medical problems
or cooccurring psychological symptoms are referred
out to specialty behavioral medicine clinics or other
specialists (e.g., physical therapists) for psychophy-
siological treatment. As many chronic health pro-
blems are progressive in nature, by the time
referral is made, the patient’s condition is likely
to have worsened to the point where behavioral
intervention including biofeedback training may
have far less impact than had it been instituted
earlier in the disease course.

However, for biofeedback to be successfully inte-
grated into the busy primary care office practice
setting, certain modifications will have to be made
in the context of assessment protocol and treatment
delivery. First, behavioral assessment will have to
be brief, but informative and practical, yielding
results that are helpful to the primary care team
in managing the patient’s medical problems. The
assessment results will have to be readily incorpo-
rated into the medical record of the patient rather
than assigned privileged status, as mental health
records frequently are, and therefore accessible to
few if any providers for reference in primary care
delivery. Second, the psychophysiology assessment
and biofeedback treatment program will have to be
carefully standardized and mid-level providers such
as nurses, physician assistants, psychology techni-
cians, or other mental health therapists trained in
the competent and efficient delivery of these ser-
vices. A doctoral level psychologist on staff or
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consulting from another facility should be available
to supervise these services to monitor quality and
assess outcomes. Third, the rapid advancement
of biofeedback equipment in terms of measurement
accuracy, increased reliability with precision elec-
tronics, lowered cost, much improved portability
through miniaturization, and enhanced patient con-
venience with alternative sensor technology has
enabled the possibility of almost entirely home-
based, self-administered treatment. Instruction
and support can be provided by nursing staff, con-
sultant psychologist, or other health professional
through less frequent office visits and telephone
consultation as needed. Arena and Blanchard have
recently outlined in greater detail steps one should
take to apply behavioral medicine techniques such
as biofeedback to the trement of headaches in the
primary care setting (3).

5. Alternative Methods of Treatment Delivery. The
availability of relatively low cost, high precision bio-
feedback training devices lends itself to the possibi-
lity of a limited-therapist-contact, largely home-
based treatment regimen. Blanchard and co-workers
published three separate studies (77–79) evaluating
a treatment regimen of three sessions (>2 months)
combining thermal biofeedback and progressive
relaxation training. In all three instances, very posi-
tive results were found for this attenuated form of
treatment. Similar results were reported by Tobin
et al. (80).

We believe that some limited therapist contact is
often necessary, so that patients understand the
rationale for the treatment and that problems (trying
too hard, thermistor misplacement, etc.) can be
caught and corrected early. We also believe that
detailed manuals to guide the home training, and
telephone consultation to troubleshoot problems, are
crucial in this approach. Given the national push for
improving the efficiency of treatments, this approach
has much to recommend it. We should also note that
this home-based approach was not as successful as
office-based treatment of essential hypertension with
thermal biofeedback (81).

This limited therapist contact does not have to be
face-to-face with the therapist, however. It can be
conducted via the Internet or using a videoconferen-
cing telemedicine application. Devineni and Blan-
chard (under review 82) conducted a randomized
controlled study of an Internet-delivered behavioral
regimen composed of progressive relaxation, limited
biofeedback with autogenic training, and stress man-
agement in comparison to a symptom monitoring
waitlist control. Thirty-nine percent of treated indi-
viduals showed clinically significant improvement on
self-report measures of headache symptoms at post-
treatment. At 2-month follow-up, 47% of participants
maintained improvement. There was a 35% within-
group reduction of medication usage among the trea-
ted subjects. The Internet program was noticeably
more time cost-efficient than traditional clinical

treatment. Treatment and follow-up dropout rates,
38.1 and 64.8%, respectively, were typical of beha-
vioral self-help studies.

Arena et al. (83) recently reported a small (n¼ 4)
uncontrolled study investigating the feasibility of an
Internet and/or telemedicine delivery modality for
relaxation therapy and thermal biofeedback for vas-
cular headache. Each subject was over the age of 50
and had suffered from headaches for >20 years.
Subjects came into the clinic for treatment but never
saw the therapist in person. Instead, all treatment
was conducted through the use of computer term-
inals and monitors. The only difference between this
treatment and office-based treatment was the phy-
sical presence of the therapist. Results indicated one
of the subjects was a treatment success (>50% head-
ache improvement, and two others had between 25
and 50% improvements. Thus, it seems that further
exploration into the potential of telemedicine and
internet delivery of psychophysiological interven-
tions is warranted.

In summary, an attempt has been made to review the
basic theories underlying the application of biofeedback
training to the amelioration of a broad range of general
medical and psychiatric disorders. Also covered are the
main types of biofeedback systems, technical specifica-
tions of instrumentation, and engineering design consid-
erations for major functional components of biofeedback
apparatus. A sampling of the many clinical problem areas
in which psychophysiological assessment technology and
biofeedback instrumentation have been utilized with
varying degrees of success is discussed. This coverage of
instrumentation is not exhaustive. Given the rich basic
science underpinnings of biofeedback and the wide appeal
among both health professionals and the general public,
this coverage was by necessity selective and opportunistic.
Throughout this article are found references to key
resources of primary literature and authoritative reviews
of the biofeedback field. This technological area is one of
the most promising of both professional psychology prac-
tice and consumer oriented general healthcare. The field of
biofeedback is far from matured, with medical application
of basic research finding beginning only �30 years ago.
The field is probably in its second generation with a more
rigorous examination of its scientific underpinnings, cast-
ing aside unproven or implausible theories related to
disease process and treatment efficacy, and development
of a sound empirical basis for its assessment methods and
interventions. We are witnessing the continued rapid
advancement of microcomputer technology and digital
electronics coupled with the accumulation of knowledge
of the basic mechanisms involved in human health and
disease. There is a great potential for an evolution of
biofeedback from its early origins with focus on nonpatho-
logical states and development of body awareness, human
potential, and wellness to a more refined and sophisticated
understanding and application of techniques toward
the maintenance of health and prevention of disease
states that is seamlessly integrated into the individual’s
lifestyle.
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INTRODUCTION

Bioheat transfer is the study of the transport of thermal
energy in living systems. Because biochemical processes
are temperature dependent, heat transfer plays a major
role in living systems. Also, because the mass transport of
blood through tissue causes a consequent thermal energy
transfer, bioheat transfer methods are applicable for diag-
nostic and therapeutic applications involving either mass
or heat transfer. This article presents the characteristics of

bioheat transfer that distinguish it from nonliving systems,
including the effects of blood perfusion on temperature
distribution, coupling with biochemical processes, thera-
peutic and injury processes, and thermoregulation.

The study of bioheat transfer involves phenomena that
are not found in systems that are not alive. For example,
blood perfusion is considered a three-dimensional (3D)
process as fluid traverses in a volumetric manner through
tissues and organs via a complex network of branching
vessels. Heat transfer is affected by vessel geometry, local
blood flow rates, and thermal capacity of the blood (1). One
factor that makes modeling blood perfusion difficult is the
complex network of pairs of arteries and veins with coun-
tercurrent flow (2), as shown in Fig. 1. Arterial and venous
blood temperatures may be different, and it is possible that
neither is equal to the local tissue temperature. These
temperatures may vary as a function of many transient
physiological and physical parameters. The regulation of
temperature and blood flow is quite nonlinear and has
presented a major challenge to understand and model.
Nevertheless, these critical processes must be accounted
for in the design of many types of systems that interface
with humans and animals.

Many scientists view life from either the macroscopic
(systems) or the microscopic (cellular) level, but in reality
one must be aware that life processes exist continuously
throughout the spectrum. In order to better understand life
processes at the molecular level, a significant research
effort is underway associated with molecular biology.
Because temperature and blood flow are critical factors,
bioengineers are collaborating with molecular biologists to
understand and manipulate the molecular and biochemical
processes that constitute the basis of life. Research has
found that the rates of nearly all physiological functions
are altered 6–10%/8C (3). Similarly, heat can be added or
removed during therapeutic or diagnostic procedures to
produce or measure a targeted effect, based on the fact that
a change in local temperature will have a large effect on
rates of biochemical process rates. Thus, the measurement
and control of temperature in living tissues is of great value
in both the assessment of normal physiological function
and the treatment of pathological states.

The study of the effects of temperature alterations on
biochemical rate processes has been divided into three
broad categories: hyperthermia (increased temperature),
hypothermia (decreased temperature), and cryobiology
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(subfreezing temperature). An extensive review of these
domains has been published (4), to which the reader is
referred for further details and bibliography.

Effects of Blood Perfusion on Heat Transfer

Blood perfusion through the vascular network and the local
temperature distribution are interdependent. Many envir-
onmental (e.g., heat stress and hypothermia), pathophy-
siologic (e.g., inflammation and cancer), therapeutic (e.g.,
heating–cooling pads) situations create a significant tem-
perature difference between the blood and the tissue
through which it flows. The temperature difference causes
convective heat transport to occur, altering the tempera-
tures of both the blood and the tissue. Perfusion-based heat
transfer interaction is critical to a number of physiological
processes, such as thermoregulation and inflammation.

The convective heat transfer depends on the rate of
perfusion and the vascular anatomy, which vary widely
among the different tissues, organs of the body, and pathol-
ogy. Diller et al. published an extensive compilation of
perfusion data for many tissues and organs and for many
species (5). Charney reviewed the literature on mathema-
tical modeling of the influence of blood perfusion on bioheat
transfer phenomena (6).

The rate of perfusion of blood through different tissues
and organs varies over the time course of a normal day’s
activities, depending on factors, such as physical activity,
physiological stimulus, and environmental conditions.
Further, many disease processes are characterized by
alterations in blood perfusion, and some therapeutic inter-
ventions result in either an increase or decrease in blood
flow in a target tissue. For these reasons, it is very useful in
a clinical context to know what the absolute level of blood
perfusion is within a given tissue. Many thermal techni-
ques have been developed that directly measure heat flux
to predict blood perfusion by exploiting the coupling
between vascular perfusion and local tissue temperature
using inverse mathematical solutions.

In 1948, Pennes (7) published the seminal work describ-
ing the mathematical coupling between the mass transfer
of blood perfusion and the thermal heat transfer. His work
consisted of a series of experiments to measure tempera-
ture distribution as a function of radial position in the
forearms of nine human subjects. A butt-junction thermo-
couple was passed completely through the arm via a needle
inserted as a temporary track, with the two leads exiting on
opposite sides of the arm. The subjects were unanesthe-
tized so as to avoid the effects of anesthesia on blood
perfusion. Following a period of normalization, the thermo-
couple was scanned transversely across the mediolateral
axis to measure the temperature as a function of radial
position within the interior of the arm. The environment in
the experimental suite was kept thermally neutral during
experiments. Pennes’ data showed a temperature differ-
ence of 3–48 between the skin and the interior of the arm,
which he attributed to the effects of metabolic heat gen-
eration and heat transfer with arterial blood perfused
through the microvasculature.

Pennes proposed a model to describe the effects of
metabolism and blood perfusion on the energy balance

within tissue. These two effects were incorporated into
the standard thermal diffusion equation, which is written
in its simplified form as

rc
@T

@t
¼ r � krT þ rblcblwðTa � TÞ þQmet ð1Þ

Metabolic heat generation, Qmet, is assumed to be homo-
geneously distributed throughout the tissue of interest as
rate of energy deposition per unit volume. It is assumed
that the blood perfusion effect is homogeneous and isotro-
pic, and that thermal equilibration occurs in the micro-
circulatory capillary bed. In this scenario, blood enters
capillaries at the temperature of arterial blood, Ta, where
heat exchange occurs to bring the temperature to that of
the surrounding tissue, T. There is assumed to be no
energy transfer either before or after the blood passes
through the capillaries, so that the temperature at which
it enters the venous circulation is that of the local tissue.
The total energy exchange between blood and tissue is
directly proportional to the density, rbl, specific heat, cbl,
and perfusion rate, w, of blood through the tissue. The basic
principle that couples mass transfer to heat transfer is the
change in sensible energy caused by the moving blood. The
units of perfusion in equation 1 are volume of blood per
volume of tissue per time (s�1). This thermal transport
model is analogous to the process of mass transport
between blood and tissue, which is confined primarily to
the capillary bed.

A major advantage of the Pennes model is that the
added term to account for perfusion heat transfer is linear
in temperature, which facilitates the solution of Eq. 1.
Since the publication of this work, the Pennes model has
been adapted by many researchers for the analysis of a
variety of bioheat transfer phenomena. These applications
vary in physiological complexity from a simple homoge-
neous volume of tissue to thermal regulation of the entire
human body (8,9). As more scientists have evaluated the
Pennes model for application in specific physiological sys-
tems, it has become increasingly clear that many of the
assumptions to the model are not valid. For example, it is
now well established that the significant heat transfer
due to blood flow occurs in the terminal arterioles (vessels
60–300mm in diameter) (10–17). Thermal equilibration is
essentially complete for vessels <60mm (precapillaries and
capillaries). Therefore, no significant heat transfer occurs
in the capillary bed; the exchange of heat occurs in the
larger components of the vascular tree. The vascular mor-
phology varies considerably among the various organs of
the body, which contributes to the need for specific models
for the thermal effects of blood flow (as compared to the
Pennes model that incorporates no information concerning
vascular geometry). It would appear as a consequence of
these physiological realities that the validity of the Pennes
model is questionable.

Many investigators have developed alternative models
for the exchange of heat between blood and tissue. These
models have accounted for the effects of vessel size, coun-
tercurrent heat exchange, as well as a combination of
partial countercurrent exchange and bleed-off perfusion.
All of these models provided a larger degree of rigor in the
analysis, but at the compromise of greater complexity and
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reduced generality. These studies also led to an increased
appreciation of the necessity for a more explicit under-
standing of the local vascular morphology as it governs
bioheat transfer, which has given rise to experimental
studies to measure and characterize the 3D architecture
of the vasculature in tissues and organs of interest (18).
The quantitative analysis of the effects of blood perfusion
on the internal temperature distribution in living tissue
remains a topic of active research after one-half of a
century of study (19).

THERAPEUTIC APPLICATIONS OF BIOHEAT TRANSFER

The elevation of tissue temperature into the 40–42 8C
range provides some relief from pain (analgesia). In addi-
tion, wound healing can be enhanced by this modest
increase in temperature. Increased temperature does not
cause healing by itself, but rather it creates the improved
conditions for the natural processes to heal wounds.

Hot or cold packs can be used to create therapeutic
heating for injuries near the skin surface. Heating packs
are effective for injuries such as sprains, muscle strains,
and postoperative swelling. Elevated temperatures cause
an increase in blood perfusion, supplying nutrients to the
injured tissue. During the first 12–24 h after injury, cold
packs will reduce perfusion, thereby reducing vascular
pressure and tissue swelling. Afterward, hot packs (up
to 45 8C) are applied to increase perfusion and promote
healing (20).

When the injury is deeper, the therapy requires a
volumetric heater, such as radio frequency (rf) electro-
magnetic heating, microwave frequency electromagnetic
heating, and ultrasonic heating. The Industrial-Medical-
Scientific (ISM) frequencies are 6.78, 13.56, 27.12, and
40.68 MHz. The ISM frequencies typically used in medical
applications of microwaves are 915 MHz and 2.45 GHz.
Medical ultrasonic devices operate in the 500 kHz to
10 MHz range. There are three engineering parameters
to consider when designing a therapeutic device. The first
parameter is the amount of local volumetric heat genera-
tion, the second parameter is the shape of the heating field,
and the third parameter is the depth of penetration.
Higher frequencies have shorter wavelengths, causing
higher absorption and less penetration. The electrical
properties of the tissue, which depend on structure and
composition, strongly affect the effectiveness of volu-
metric heating using rf and microwave EM fields. Simi-
larly, acoustic properties of the tissue are important in
ultrasonic systems. Often the design of an effective ther-
apeutic device hinges on proper control of the boundary
conditions where energy is transferred across the trans-
ducer–tissue interface.

There is a systemic effect of local heating, controlled by
the hypothalamus, involving both neuronal and hormonal
signals. Local heating of organs or peripheral muscles can
also cause a spinal cord mediated response. A local release
of bradykinins can affect the vascular tone of the terminal
arterioles (see Fig. 1), which in turn affect the vascular
resistance to blood flow. In general, an increase in local
temperature causes an increase in local blood flow,

whereas a decrease in local temperature creates a decrease
in local blood flow, but the behavior is highly complex.

Smooth muscles surrounding the 40–200mm diameter
arterioles play a dominate role in controlling local blood
flow. Normal capillary pressure is �3.3 kPa (25 Torr).
When local tissues are heated, these arterioles dilate caus-
ing an increase in capillary pressure and capillary blood
flow. Edema occurs when this pressure widens gaps in the
capillary wall causing excess fluid to leak from the vascular
to intravascular space. High capillary flow promotes heal-
ing by removing wastes, delivering nutrients, and supply-
ing oxygen. Leukocytes (white blood cells) control the
healing process by first breaking down, then removing
damaged and dead tissue.

The volumetric heating created by electromagnetic fields
in governed by the electrical conductivity, s (S �m�1),
the imaginary part of the electrical permittivity,
e00 (F �m�1), and the magnitude of the local electric field,
jEj (V �m�1):

q000 ¼ ðs þ ve00ÞjEj2 ð2Þ

where v is the angular frequency of the field in rad s�1.
Direct heating from the magnetic fields in medical applica-
tions is usually neglected. Magnetic fields can be used to
heat tissue, but because of Faraday’s law of induction, the
time-varying magnetic field will induce an electric field,
and it is this electric field that heats the tissue. A compre-
hensive review of electromagnetic heating can be found in
Roussy and Pearce (21). Tables of electrical and acoustic
properties can be found in Diller (5).

THERMOREGULATION

Thermoregulation is an elaborate control system, used by
mammals, to maintain internal body temperatures near a
physiological set point under a large spectrum of environ-
mental conditions and metabolic rate activities. Even
though there have been many years of research, much
remains unknown about the human thermoregulatory
system. Therefore, active investigation continues. Heat
transfer due to conduction, convective heat transfer via
the blood flow, local generation of thermal energy, and
thermal boundary conditions comprise the major compo-
nents of thermoregulation. Once these individual mecha-
nisms are understood, they can be combined to create
mathematical models to simulate and predict thermoregu-
latory behavior. The mathematical models are used to
design systems to interact thermally with the human body
(such as a space suit) without compromising the health and
safety of the subject.

The prevailing theory is that the main objective of a
human thermoregulation system is to maintain the body
core temperature at a constant value consistent with that
required for normal physiological functions, regardless
of the environmental conditions. An alternative theory,
suggested by Chappuis et al. (22) and Webb (23), is that
the goal of the human regulation system is to maintain
the body’s energy balance. In this theory, tissue tempera-
tures are a result, rather than a cause, of the regulation
process.
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Nunneley (24,25) showed that temperature and inter-
nal energy storage of the human body vary with time of
day, metabolic activity, and individuality of the human. To
maintain body core temperature, the thermoregulatory
system incorporates a number of energy production
and dissipation mechanisms, many of them controlled by
feedback from other body parameters. Examples of such
feedback control are that for sweating, shivering, and varying
blood flow.

Ganong (26) showed that the main control center for
feedback mechanisms is located in the hypothalamus of the
brain, where reflex responses operate to maintain the body
temperature within its narrow range. The signals that
activate the hypothalamic temperature regulating centers
come largely from two sources: the temperature-sensitive
cells in the anterior hypothalamus and cutaneous tempera-
ture receptors. The cells in the anterior hypothalamus
sense the temperature of the body core or, specifically,
the temperature of the arterial blood that passes through
the head.

The theory of energy regulation is based on the demon-
stration of the existence of temperature sensors at several
levels in the skin enabling the sensing of heat flow within
and from the body. Evidence has also shown neurological
sensing of thermal gradients, of which changes relate to the
thermal regulating responses. Therefore, the hypothesis
behind the theory of energy content regulation based on
Webb’s experimental observations is ‘‘Heat (energy) reg-
ulation achieves heat (energy) balance over a wide range of
heat (energy) loads. Heat flow to or from the body is sensed,
and physiological responses defend the body heat (energy)
content. Heat (energy) content varies over a range that is
related to heat (energy) load. Changes in body heat
(energy) content drive deep body temperatures’’ (23).
Energy regulation involves constantly changing metabolic
energy production and the adjustment of heat losses to
maintain a system in equilibrium. This mechanism is
opposed to temperature regulation where adjustments
are required to maintain body temperature.

The thermal energy balance over time within the
human body combines the heat added by internal produc-
tion minus the heat lost by various heat-transfer processes.

DE ¼M � ðW þQconv þQcond þQrad þQevap þQrespÞ ð3Þ

where DE is the rate of energy storage in the body (W), M is
the metabolic energy production (W), W is the external
work (W), Qconv is the surface heat loss by convection (W),
Qcond is the surface heat loss by conduction (W), Qrad is the
surface heat loss by radiation (W), Qevap is the surface heat
loss by evaporation (W), and Qresp is the respiratory heat
loss (W).

The human body produces energy, exchanges heat with
the environment, and loses heat by evaporation of body
fluids. Thermal energy is produced by metabolism, a bio-
chemical process occurring in cells has adenosine tripho-
sphate (ATP) is combined with oxygen to produce the
various life functions. Fulcher (27) defined the basal meta-
bolic rate as ‘‘the minimal metabolism measured at a
temperature of thermal neutrality in a resting home-
otherm with normal body temperature several hours after

a meal and not immediately after hypothermia’’. Energy is
also produced at an increased rate due to muscle activity,
including physical exercise and shivering, and by food
intake. Therefore, the total energy production in the body
is determined by the energy needed for basic body pro-
cesses plus any external work. Since the body operates with
<100% efficiency only a fraction of the metabolic rate is
applied to work. The remainder shows up as heat. The
mechanical efficiency associated with metabolic energy
utilization is zero for most activities except when the
person is performing external mechanical work, such as
in walking upstairs, lifting something to a higher level, or
cycling on an exercise machine. When external work is
dissipated into heat in the human body, the mechanical
efficiency is negative. An example of negative mechanical
efficiency is walking downstairs.

Convection, radiation, conduction, and evaporation of
sweat at the skin surface allow heat to be dissipated
from the body. There is also heat transfer, especially when
the environmental air temperature is extremely high or
low, through the respiratory tract and lungs. Storage of
energy takes place whenever there is an imbalance of
production and dissipation mechanisms. In many
instances, such as astronauts in space suits or military
personnel in chemical defense garments, energy storage is
forced due to the lack of appropriate heat exchange with
the environment.

The human thermoregulatory system is quite compli-
cated and behaves mathematically in a highly nonlinear
manner. It contains multiple sensors, multiple feedback
loops, and multiple outputs. The control mechanisms to
release excess energy include the production of sweat, and
vasodilatation of the blood vessels in the skin. Conversely,
to conserve energy there can be shivering of the muscles,
and vasoconstriction of blood vessels, which engage in the
transportation of heat to the surface of the body.

Heat transfer within the body is due to the internal
conductance that governs the flow of heat from the core,
through the tissue, to the surface. This component of heat
transfer is governed by peripheral blood flow, the core-skin
temperature gradient, and the conductivity of the body
tissue. Blood flow provides the majority of the peripheral
conductance where there is convection between blood and
tissue and countercurrent heat exchange between the
arteries and the veins. Blood flow is controlled according
to metabolic needs of the body as well as the need to
maintain the appropriate core temperature. When the core
becomes too hot, the blood vessels in the skin dilate to allow
increased blood flow to the surface of the skin. Then, the
environment cools the blood and the cooler blood returns to
the core. Increased blood flow to the skin surface increases
extravascular pressure enabling greater sweat production,
again adding to the cooling process. In contrast, when the
core becomes too cold, blood flow to the skin is constricted to
conserve the body’s internal energy.

Sweating is centrally controlled by the hypothalamus.
When the body senses an increase temperature the
hypothalamus increases nerve impulses to the sweat
glands. Shivering, on the other hand, is an involuntary
response of the skeletal muscles when passive body cooling
exceeds metabolic energy production.

BIOHEAT TRANSFER 191



This section briefly introduced the concepts of thermo-
regulation. For a quantitative analysis of this topic, see
Wissler (8,9).

THERMAL INJURY

Thermal injury is defined as irreversible changes to living
tissue caused by temperature. Injury can occur when the
tissue temperature exceeds the range between which nor-
mal life processes exist. Both high and low temperature can
cause irreversible changes to biomolecules, resulting in
injury. Common examples are burns and frostbite.
Recently, it has been discovered that under some kinds
of moderate thermal stress that is subthreshold to injury,
cells produce molecules that render temporary protection
against levels of many types of stress (thermal, mechanical,
chemical, etc.) that would normally cause injury. These
protective molecules are called heat shock proteins, and
they are the subject of widespread investigation to identify
the kinetics of their expression and function. It is an effort
to develop applications in which they may be induced
either before or even after a traumatic event.

The most commonly encountered type of thermal injury
is the burn. Accidental burns are encountered most fre-
quently in domestic and industrial settings as well as many
other venues of activity. Most burns result from the pro-
pagation of heat inward into tissues as a result of contact at
the surface (skin) with a hot solid, liquid, or vapor. One
exception is electrical burns in which the tissue tempera-
ture is elevated owing to I2R dissipation of electric energy
when a voltage is applied. In this case, the primary source
of heating is internal since the impedance of muscle is
higher than of skin and fat.

It is generally assumed that thermal burns can be
modeled as a simple Arrhenius rate process such that

VðtÞ ¼
Z t

0
AeDE=RTðtÞdt ð4Þ

where V is a dimensionless damage parameter (e.g., V¼ 1
means first degree burn), A is a frequency factor (s�1), DE is
the activation energy in J �mol�1, R is the universal gas
constant (8.314 J �mol�1 �K�1), and T is the tissue tempera-
ture (K). The constants A and DE are tissue parameters,
and T(t) is the time history of the tissue temperature (28).

This model was first posed for predicting the severity of
a burn as a function of the temperature and time of
exposure at the skin surface by Moritz and Henriques
(29) shortly after World War II. They also performed
experiments to determine threshold conditions for eliciting
first and second degree burns in humans and applied this
data to determine values for the scaling constant and
activation energy in their Arrhenius model. Their experi-
ments were conducted at temperatures between 44 and
708C and exposure times between 1 and 25,000 s. The
model parameter values are A¼ 3.1� 1098 s�1 and
DE¼ 6.28� 105 kJ �mol�1. Over the ensuing 50 years many
subsequent investigators have studied this process with
mathematical models and experimental investigations
(30–40). Although a considerable body of literature has
been accrued, there is by no means a consensus on how to

accurately predict the occurrence of thermal injury over
the wide range of conditions that cause burns.

SUBZERO EFFECTS

One application of subzero temperatures is the long-term
preservation of biologic tissue. Therapeutic devices based
on subzero temperatures can be used to destroy cancerous
cells or remove necrotic tissue. The rate of biochemical
processes is governed by local temperature. Lowering the
temperature has the effect of reducing reaction rates, and
at sufficiently low temperatures, a state of suspended
animation can be achieved. Because of the water compo-
nent of physiological fluids, temperatures low enough to
affect suspended animation normally result in freezing.
The freezing of native biomaterials is nearly always lethal
to the affected tissue upon thawing. The formation of ice
has two damaging effects. The first effect is mechanical as
intracellular ice crystals physically damage cell structures.
The second and more lethal effect is osmotic. The local
concentration of ions, such as Naþ, Kþ, and Cl�, are critical
for sustaining life, and a high concentration of these ions is
produced as liquid water freezes into ice. The effected
injury can be used to benefit in cryosurgery for the purpose
of destroying a target tissue, such as cancer. Alternatively,
the tissue can be modified prior to freezing by the intro-
duction of a chemical cryoprotective agent (CPA) to afford
protection from freeze–thaw injury. The CPA either pro-
tects against the injurious effects of ice formation or blocks
the formation of ice so that a glassy state results, which is
called vitrification. Organ transplantation, blood banks,
and animal husbandry are three applications that require
the successful long-term cryopreservation of biologic tis-
sue. The response of living biomaterials to freezing and
thawing is intimately tied to the thermal history during
processing, especially at subzero temperatures. Thus, bio-
heat transfer analysis has played a key role in the design
and development of effective cryopreservation techniques.
Polge was first to report the successful use of glycerol to
freeze fowl sperm >55 years ago (41). Successes were
reported in succession for other types of tissues having
rather simple cell structures, such as erythrocytes,
gametes and various cells obtained from primary cultures
(42–44). Most of these cryopreservation techniques were
derived via largely empirical methods, and starting in the
1970s it came to be realized that the cryopreservation of
more complex systems, such as multicellular tissues and
whole organs require a more rigorous scientific under-
standing of the mechanisms of the governing biophysical
processes and cellular response to freezing and thawing.
Since that time engineers have made significant contribu-
tions to the developing science of cryobiology, not the least
of which has been to identify some of the key biophysical
problems to be solved (45,46).

MEASUREMENT OF THERMAL CONDUCTIVITY
AND THERMAL DIFFUSIVITY

While the other sections in this article presented brief
overviews of the various disciplines within the field of
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bioheat transfer, this section will present in detail a specific
measurement technique. In particular, this section pre-
sents an instrument used to measure thermal properties
in tissue. The section begins with definitions of thermal
properties, overviews of the technique, then develops the
heat-transfer equations that form the basis of the instru-
ment. Finally, calibration methods and error analyses are
presented.

Definitions of Thermal Properties

Thermal conductivity (k) is the ability of a material to trans-
port heat in the steady state. In one dimension, the
total heat (Q) transported across a flat surface of area A
and thickness Dx is related to the temperature gradient
across the surface (DT) and the thermal conductivity of
the material.

Q ¼ �kA
DT

Dx
ð5Þ

Thermal diffusivity (a) is the ability of a material to con-
duct heat in the transient state. Thermal properties of

conductivity and diffusivity are related. The quotient of
conductivity divided by diffusivity equals density times
specific heat.

k

a
¼ rc ð6Þ

Diffusivity is often defined in the partial differential equa-
tion used to describe transient heat transfer. Assuming
homogeneous thermal properties, the Fourier conduction
equation in one dimension is

@2T

@x2
¼ 1

a

@T

@t
ð7Þ

Measurement Technique

The technique involves inserting a thermistor into the
tissue of interest or placing it on the tissue surface, as
shown in Fig. 2. Thermometrics P60DA102M and Fenwal
121-102EAJ-Q01 are glass probe thermistors that make
excellent transducers (shown on the left of Fig. 2). The
diameter of these thermistors is �0.15 cm. The glass-coated
spherical probes provide a large bead size and a rugged,
stable transducer. The Thermometrics BR55KA102M and
Fenwal 112-102EAJ-B01 bead thermistors also provide
excellent results (shown on the right of Fig. 2).

If the tissue is living, the properties measured are called
effective thermal conductivity, keff, and effective thermal
diffusivity, aeff. Effective thermal properties include the
contribution to heat transfer due to intrinsic conduction
added to the contribution caused by the transport of blood
through the tissue.

In the constant temperature heating technique (47–
52), the instrument first measures the baseline tissue
temperature, Ts. Then, an electronic feedback circuit
applies a variable voltage, V0(t), in order to maintain
the average thermistor temperature at a predefined con-
stant, Th. The electrical circuit used to implement the
constant temperature heating technique is shown in
Fig. 3. Three high quality, gold-plated, electromagnetic
relays are used to switch the thermistor (Rs) between
‘‘heat’’ and ‘‘sense’’ mode. Figure 3 shows the position of
the three relays in ‘‘heat’’ mode. Initially, the instrument
places the circuit in ‘‘sense’’ mode with the three relays in
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Figure 3. Instrumentation used for the constant
temperature heating technique.



the opposite position as shown in Fig. 3. A precision
þ5.00 V reference (PMI REF02) supplies voltage to the
four-resistor bridge, formed by the two 50 kV, Rset, and Rs

resistors. The voltage difference V2�V1 is fed to a differ-
ential amplifier, passed through a low pass filter, then fed
to a 12-bit ADC.

Fundamental Equations

Resistance calibration is performed to determine the
relationship between the ADC sample and the unknown
Rs. Next, temperature calibration is performed by
placing the thermistor adjacent to an accurate tempera-
ture monitor and placing the combination in a tempera-
ture- controlled waterbath. The thermistor resistance
varies nonlinearly with its temperature. For small tem-
perature ranges equation 8 can be used for temperature
calibration.

Rs ¼ RO eb=ðTsþ273:15Þ ð8Þ

where Ts is the temperature in degrees Celsius, and Rs is
the thermistor resistance in ohms.

In heat mode, the integrator–inverter circuit varies the
voltage across the thermistor until the thermistor resis-
tance, Rs, matches the fixed resistor, Rset. It takes just a
few milliseconds for the electrical control circuit to stabi-
lize. Once stable, Rs is equal to Rset, meaning the volume
average thermistor temperature is equal to a constant.
The instrument uses a calibration temperature versus
resistance curve to determine the heated temperature
Th from the fixed resistor Rset. The power applied to the
thermistor, P, is calculated from (V0)2/Rset. The applied
thermistor power includes a steady state and a transient
term:

PðtÞ ¼ Aþ Bt�1=2 ð9Þ

In order to measure thermal conductivity, thermal dif-
fusivity, and tissue perfusion the relationship between
applied thermistor power, P, and resulting thermistor
temperature rise, DT(t)¼Th�Ts, must be known. In the
constant temperature method, DT is constant. The ther-
mistor bead is treated as a sphere of radius a embedded in a
homogeneous medium. Since all media are considered to
have constant parameters with respect to time and space,
the initial temperature will be uniform when no power is
supplied to the probe.

Tb ¼ Tm ¼ Ts ¼ Ta þ
Qmet

wrblcbl
at t ¼ 0 ð10Þ

Let V be the temperature rise above baseline, V¼
T�Ts. Both the thermistor bead temperature rise (Vb)
and the tissue temperature rise (Vm) are initially
zero.

Vb ¼ Vm ¼ 0 at t ¼ 0 ð11Þ

To solve this coupled thermistor–tissue system, equa-
tion 7 is written in spherical coordinates and the applied
power is deposited into the thermistor, while the perfusion
heat sink is added to the tissue, equation 1. Assuming the
venous blood temperature equilibrates with the tissue

temperature and that the metabolic heat is uniform in
time and space, the Pennes’ bioheat transfer equation in
spherical coordinates is given by

rbcb
@Vb

@t
¼ kb

1

r2

@

@r
r2 @Vb

@r

� �
þ Aþ Bt�1=2

4=3pa3
r<a (12)

rmcm
@Vm

@t
¼ km

1

r2

@

@r
r2 @Vm

@r

� �
�wrblcblVm r>a (13)

where w is the tissue perfusion (s�1). Perfect thermal
contact is assumed between the finite-sized spherical ther-
mistor and the infinite homogeneous perfused tissue.
At the interface between the bead and the tissue,
continuity of thermal flux and temperature leads to the
following boundary conditions:

Vb ¼ Vm at r ¼ a (14)

kb
@Vb

@r
¼ km

@Vm

@r
at r ¼ a (15)

The other boundary conditions are necessary at posi-
tions r!0 and r! infinity. Since no heat is gained or lost
at the center of the thermistor:

kb
@Vb

@r
¼ 0 as r! 0 ð16Þ

Because the thermistor power is finite and the tissue is
infinite, the tissue temperature rise at infinity goes to
zero:

Vm! 0 as r! infinity ð17Þ

It is this last initial condition that allows the Laplace
transform to be used to solve the coupled partial differen-
tial equations. The Laplace transform converts the partial
differential equations into ordinary differential equations
that are independent of time t. The steady-state solution
allows for the determination of thermal conductivity and
perfusion (49).

VbðrÞ ¼
A

4pa kb

kb

kmð1þ
ffiffiffi
z
p
Þ þ

1

2
1� r

a

� �2
� �� �

ð18Þ

VmðrÞ ¼
A

4p r km

eð1�r=aÞ
ffiffi
z
p

1þ
ffiffiffi
z
p

 !
ð19Þ

where z is a dimensionless Pennes’ model perfusion term
(wrbl cbl a2/km). The measured thermistor response, DT, is
assumed be the simple volume average of the thermistor
temperature:

DT ¼
R a

0VbðrÞ4pr2dr

4=3pa3
ð20Þ

Inserting equation 18 into Eq. 20 yields the relationship
used to measure thermal conductivity assuming no perfu-
sion (49).

km ¼
1

4paDT
A � 0:2

kb

ð21Þ

A similar equation allows the measurement of thermal
diffusivity from the transient response, again assuming no
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perfusion (49).

am ¼
affiffiffi

p
p B

A ð1þ 0:2 km

kb
Þ

 !2

ð22Þ

Calibration Equations

The first calibration determines relationship between the
ADC sample and the thermistor resistance when in sense
mode. For this calibration, precision resistors are con-
nected in place of the thermistor, and the computer-based
instrument is used to sample the ADC in sense mode. A
simple linear equation works well for converting ADC
samples to measured resistance. In this procedure, the
device acts like a standard ohmmeter.

The second calibration determines the relationship
between thermistor temperature and its resistance. The
instrument measures resistance, and a precision thermo-
meter determines true temperature. Equation 23 yields an
accurate fit over a wide range of temperature:

T ¼ 1

H0 þH1lnðRÞ þH3½lnðRÞ�3
� 273:15 ð23Þ

where T is in degrees Celsius. Temperature resistance data
are fit to Eq. 23 using nonlinear regression to determine the
calibration coefficients H0, H1, and H3.

The applied power, P(t), is measured during a 30 s
transient while in heat mode. Nonlinear regression is used
to calculate the steady-state and transient terms in
equation 9. Figure 4 shows some typical responses. The
steady-state response (time equals infinity) is a measure of
the thermal conductivity. The transient response (slope)
indicated the thermal diffusivity.

The third calibration maps measured power to thermal
properties while operating in heat mode. Rather than using
the actual probe radius (a) and probe thermal conductivity
(kb), as shown in Eqs. 21 and 22, the following empirical

equations are used to calculate thermal properties.

km ¼
1

ðc1 DT=AÞ þ c2
ð24Þ

am ¼
c3

B=Að1þ km=c4Þ

� �2

ð25Þ

The coefficients c1, c2, c3, and c4 are determined by operat-
ing the probe in two materials of known thermal proper-
ties. Typically, agar-gelled water and glycerol are used
as thermal standards. This empirical calibration is per-
formed at the same temperatures at which the thermal
property measurements will be performed.

Error Analysis

It is assumed that the baseline tissue temperature, T0, is
constant during the 30 s transient. Patel has shown that
if the temperature drift, dT0/dt, is >0.002 8C � s�1, then
significant errors will occur (52). The electronic feedback
circuit forces Th to a constant. Thus, if T0 is constant then
DT does not vary during the 30 s transient.

The time of heating can vary from 10 to 60 s. Shorter
heating times are better for small tissue samples and for
situations where there is baseline tissue temperature
drift. Another advantage of shorter heating times is the
reduction in the total time required to make one mea-
surement. Longer heating times increase the measure-
ment volume and reduce the effect of imperfect
thermistor–tissue coupling. Typically, shorter heating
times are used in vivo because it allows more measure-
ments to be taken over the same time period. On the
other hand, longer heating times are used in vitro
because accuracy is more important than measurement
speed.

Thermal probes must be constructed in order to mea-
sure thermal properties. The two important factors for the
thermal probe are thermal contact and transducer sensi-
tivity. The shape of the probe should be chosen in order to
minimize trauma during insertion. Any boundary layer
between the thermistor and the tissue of interest will cause
a significant measurement error. The second factor is
transducer sensitivity that is the slope of the thermistor
voltage versus tissue thermal conductivity. Equation 21
shows for a fixed DT km and kb the thermistor power (A)
increases linearly with probe size (a). Therefore larger
probes are more sensitive to thermal conductivity. For
large tissue samples, multiple thermistors can be wired
in parallel, so they act electrically and thermally as one
large device. There are two advantages to using multiple
thermistors. The effective radius, a¼ c1/4p, is increased
from �0.08 cm for a typical single P60DA102M probe to
�0.5 cm for a configuration of three P60DA102M thermis-
tors. The second advantage is that the three thermistors
are close enough to each other that the tissue between the
probes will be heated by all three thermistors. This coop-
erative heating tends to increase the effective measure-
ment volume and reduce the probe/tissue contact error.
Good mechanical–thermal contact is critical. The probes
are calibrated after they are constructed, so that the
thermistor geometry is incorporated into the coefficients
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Figure 4. Typical P/DT versus t�1/2 data for the constant tem-
perature heating technique. The agar-gelled water and glycerol
curves are used for empirical calibration.



c1, c2, c3, and c4. The same waterbath, and probe config-
uration should be used during the calibration and during
the tissue measurements.

Calibration is a critical factor when using an empirical
technique. For temperatures <0 8C, ice and ethylene glycol
are used as thermal standards. For temperatures between 0
and 15 8C, agar-gelled water and ethylene glycol can be used
as thermal standards. For temperatures between 15 and
75 8C, agar-gelled water and glycerol were used. To prevent
convection, 1 g of agar/100 mL of water should be added. A
mixture of water and glycerol can be used to estimate the
accuracy of the technique. The mass fraction, m, can be used
to determine the true thermal properties of the mixture
(53,54). The ability to determine measurement accuracy is
critical for the acceptance of new technology. These two
equations provide for the capability to create reference
materials of known thermal properties, which can be used
to experimentally determine measurement accuracy.

km ¼ m kg þ ð1�mÞkw þ 1:4 mðm� 1Þðkw � kg � 2Þ
� 0:014 mðm� 1ÞðT � 20 �CÞ ð26Þ

am ¼ mag þ ð1�mÞaw ð27Þ

where T is in degrees Celsius. Self-heat thermistors have
also been successfully used to measure the convective heat
transfer coefficient on the endocardial surface of the heart
(55,56).

ADDITIONAL STUDIES

In this article, the general concepts of bioheat transfer
were introduced, and a detailed design and analysis of an
instrument that measures thermal properties was pre-
sented. Although out of print, the 1985 book Heat Transfer
in Medicine and Biology, is a wonderful collection of
detailed works that address a wide spectrum of topics in
bioheat transfer. The book Optical-Thermal Response of
Laser Irradiated Tissue covers the issues involved in high
temperature effect such as tissue damage and thermal
ablation. Valvano’s chapter titled Temperature Measure-
ments, in Advances In Heat Transfer: Bioengineering Heat
Transfer, covers many practical issues involved in measur-
ing temperature in the biomedical setting. An in depth
treatment of bioheat transfer topics can be found in the
2005 edition of CRC Handbook of Heat Transfer. This
reference has excellent treatments of thermoregulation
and low temperature effects.
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INTRODUCTION

Historical Context

Electrical impedance measurements have been applied to
the study of biologic systems for nearly 200 years. Indeed,
the history of continuously flowing electricity began with
Luigi Galvani’s famous experiments on bioelectricity at the
University of Bologna (1,2). It was not until the 1870s
however, that Hermann Müller in Konigsberg/Zürich dis-
covered the capacitive properties of tissue and the aniso-
tropy of muscle conductance based on alternating current
measurements. In 1864, James C. Maxwell contrived his
now famous equations by specifically calculating the resis-
tance of a homogeneous suspension of uniform spheres as a
function of their volume concentration (1). In 1928, Ken-
neth S. Cole expanded on Maxwell’s model by determining
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the impedance of a suspension of capacitively coated
spheres over a range of frequencies.

Several additional and important developments occurred
before the start of World War II. Rudolph Hoebers studied
the conductivity of blood and found it to be dependent on the
stimulation frequency. Simultaneously, the electrical prop-
erties of proteins and amino acids were discovered and
extensively studied by Oncley, Fricke, and Wyman (3).
These contributions lead to further developments in the
science of biophysics and electrophysiology.

Bioimpedance research accelerated after World War II.
In 1950, Nyboer et al. launched an investigation into
thoracic electrical bioimpedance (TEB) as an alternative
to invasive methods of measuring cardiac function and
published a novel method termed ‘‘Impedance Plethysmo-
graphy’’ (4,5). However, Kubicek and Patterson were cred-
ited with the development of the original TEB system in
conjunction with the National Aeronautics and Space
Administration in the mid-1960s (6). This device was
designed to monitor stroke volume (SV) and cardiac output
(CO) noninvasively during space flight. In addition, Djord-
jevich and Sadove coined the term ‘‘electrohemodynamics’’
in 1981 to describe a science that relates the theories of
fluid mechanics and elasticity to the continuous impe-
dance signal and to the time variations of arterial blood
pressure (7). Jan Baan et al. introduced the impedance or
conductance catheter technique to measure real time
chamber volume in the mid-1980s (8). This technique
revolutionized the study of cardiovascular mechanics in
both the laboratory and clinical settings by making
the study of ventricular-pressure volume relationships
practical.

More recently, bioimpedance applications have contin-
ued to expand, especially in the area of implantable
devices. Modern pacemakers and defibrillators routinely
use biompedance measurements to verify pacing lead per-
formance and position, monitor minute ventilation and
thoracic fluid content, and optimize programmable device
features such as pacing rate and AV delay in a closed-loop
fashion (9–11).

The terms bioimpedance or tissue impedance describe
both the resistive and reactive components of tissue at the
applied stimulus frequency. The capacitive reactive
components of the measured tissue impedance change
at higher frequencies due to the relative conductive
properties of tissue fluids and cellular membranes. Bioim-
pedance methods can be categorized into two areas: impe-
dance plethysmography and impedance cardiography.
Impedance plethysmography, by definition, refers to the
measurement of a volume change in a heterogeneous tissue
segment using electrical impedance in which the changing
impedance waveform (DZ) is used to determine cardiac,
respiration, and peripheral volume change as a function of
time. In contrast, impedance cardiography is a subdivison
of impedance plethysmography that focuses on the mea-
surement of cardiac stroke volume and widely uses the first
derivative (dZ/dt) of the changing impedance waveform
(DZ) to monitor fiducial time element points such as cardiac
valve opening and closing. Both methods primarily use a
single low frequency stimulus current (<100 kHz) where
most of the elements in the current paths are primarily

resistive. Techniques such as impedance plethysmography
and impedance cardiography primarily depend on resistive
rather than reactive components of the blood impedance.
Thus, applications using low frequency stimulus current to
primarily measure the resistive component of bioimpe-
dance will be categorized in this article as resistive appli-
cations of bioimpedance.

The second general category of bioimpedance measure-
ment involves estimation of fluid volume distributions such
as intracellular and extracellular volume, percent body fat
vs. percent muscle mass, and cell and tissue viability. This
area primarily employs a multifrequency stimulus current
bandwidth (>1000 Hz) where most of the elements in the
current path contain significant resistive and reactive
components. Thus, applications using high frequency sti-
mulus current to measure the resistive and reactive com-
ponents of bioimpedance will be categorized as reactive
applications of bioimpedance.

Bioimpedance Theory

When constant electric current is applied between two
electrodes through a biological medium and the corre-
sponding voltage is measured between the two source
poles, the resultant impedance or bioimpedance is deter-
mined by Ohm’s law. The recorded voltage is the sum of the
potential difference contributions due to the electrical
conductivity properties of the tissue medium. The
exchange of electrons from source to sink occurs from
electrons of the metal electrode (such as platinum or
silver-silver chloride) to ions of the tissue medium. The
electrode is the site of charge carrier exchange between
electrons and ions and thus serves as a transducer of
electrical energy. Impedance measurements most com-
monly use a two-electrode (bipolar) or four-electrode (tet-
rapolar) arrangement (Fig. 1). In the bipolar arrangement,
the electrodes serve as both the current source (anode and
cathode, respectively) and as the measurement electrodes.
In the tetrapolar arrangement, one electrode serves as
current source anode, one as the current source cathode,
and the remaining two electrodes serve as the respective
measurement electrodes. A disadvantage of the bipolar
electrode system is electrode polarization due to a
frequency-dependent polarization impedance. Therefore,
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Figure 1. Bipolar (left) and tetrapolar (right) electrode config-
urations. With a constant current stimulation source, the change
in measured voltage (DV ) is proportional to the change in calcu-
lated impedance (DZ ). Tetrapolar systems require additional elec-
trodes but avoid electrode polarization effects.



the measured voltage in a bipolar impedance system
reflects the combined impedance of both the tissue segment
and the electrode tissue interface. When the voltage is
measured with an isolated high input impedance electrode
system, such as with the tetrapolar lead configuration,
minimal current flows in the isolated sensing electrodes,
thus problems with electrode polarization can be effectively
reduced (12).

Endogenic ionic current movement between and
within cellular structures encompasses the electrical
properties of tissues and the term bioelectricity. In tissue
and the living cell, an inseparable alliance exists between
electricity and chemistry (1). The perception of current
through human tissue is dependent on frequency, current
density, effective electrode area, and current duration.
The maximum sensitivity of the nervous system is
approximately in the range of 10 to 1000 Hz for sine waves.
At frequencies greater than 1 kHz, the sensitivity is
strongly reduced.

Measured bioimpedance is a function of the real and
reactive components of the tissue medium at the applied
frequency of the stimulus current. Tissue characteristics at
low frequencies are almost independent of cellular mem-
brane reactance and internal intracellular resistivity.
Thus, most of the applied current is conducted via the
extracellular fluid. The cellular membrane behavior at
intermediate or high frequencies is primarily a character-
istic of membrane reactance and internal resistivity. The
membranes are an impure reactance and, therefore, show a
dielectric loss and a phase angle, which is independent of
frequency (13). At higher frequencies, the cell’s membrane
reactance and resistance become negligible and the applied
current is conducted through both the intracellular and
extracellular fluid.

RESISTIVE APPLICATIONS OF BIOIMPEDANCE

Transthoracic Bioimpedance

The Cylindrical Model. Many applications of bioimpe-
dance measurement focus on primarily resistive changes.
These techniques are all based on the cylindrical model
(Fig. 2) represented by a tissue volume with uniform
cross-sectional area (A), length (L), and resistivity (r)
(14).

R ¼ r
L

A
ð1Þ

The resistance of the vessel segment is directly propor-
tional to the resistivity of the conductive medium and
length of the vessel segment and inversely proportional
to the cross-sectional area of the vessel segment (Eq. 1). As
shown in Fig. 2, as the cross-sectional area of the vessel
segment increases from A1 to A3, the measured resistance
decreases. Resistivity (r) is a tissue property that varies
substantially between tissues. Typical tissue resistivities
are shown in Table 1 (15).

Equation 1 can be modified to determine the volume of
the tissue by multiplying both sides of the equation by L,
substituting impedance (Z) for resistance, and solving for

volume (V) as a function of time (Eq. 2):

VðtÞ ¼ r
L2

ZðtÞ ð2Þ

The cylindrical model is based on several important
assumptions: The electrical field, and hence current den-
sity, is homogeneous within the tissue of interest, the
current is completely confined to the tissue of interest,
and the values shown in Table 1 do not account for tissue
anisotropy. Most biological tissues have lower resistivity in
the longitudinal direction of cell or fiber orientation (12,16–
18). For example, the ratio of resistivity in the transverse to
parallel direction can be > 3 in cardiac tissue (18). These
assumptions may not be valid for some applications of
bioimpedance such as the conductance catheter technique
for chamber volume estimation (see below). Therefore, the
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Figure 2. Cylindrical model of a vessel segment. A1–A3 represent
cross-sectional area changes of the tissue of the interest (e.g.,
blood). Tissue length (L) is often determined by measurement
electrode spacing. Blood resistivity (r) also determines the resis-
tance (R) of the tissue volume. Resistance measured is directly
proportional to the measured voltage and indirectly proportional
to the constant alternating current (i) applied to the vessel seg-
ment.

Table 1. Various Tissue Resistivities in ohms-meter (V �m)
(15)

Tissue r (V �m)

Blood (Hematocrit¼45) 1.6
Plasma 0.7
Heart Muscle (Longitudinal) 2.5
Heart Muscle (Transverse) 5.6
Skeletal Muscle (Longitudinal) 1.9
Skeletal Muscle (Transverse) 13.2
Lung 21.7
Fat 25



cylindrical model must be adjusted for particular applica-
tions.

The Parallel-Column Model. The parallel-column model,
first described by Nyboer (5) (Fig. 3) is closely related to the
cylindrical model, but accounts for current leakage into
surrounding tissues. The model consists of a smaller
cylindrical conductor (CBV) of length L representing the
large blood vessels of the thoracic cavity (i.e., aortic and
pulmonary arteries) embedded in a larger cylindrical con-
ductor (CTC) of the same length (L) representing the tissues
of the thoracic cavity. CBV consists of blood with specific
resistivity (rBV) and time-varying cross-sectional area
(ABV). CTC is assumed to be heterogeneous (i.e., bone,
fat, muscle) with specific resistivity (rTC) and constant
cross-sectional area (ATC). Thus, the cylindrical model of
the time-varying volume can be modified:

VTðtÞ ¼ rRV
L2

ZBVðtÞ
þ rTC

L2

ZTC
ð3Þ

where VT(t) represents the total volume change. As the
distribution of the measured resistance and the net
resistivity of the parallel tissues are unknown, calculation
of absolute volume can be problematic. However, the
constant volume term drops out when the change in
volume is calculated from Eq. 3:

DVBVðtÞffi rBV
L2

Z2
0

 !
�DZðtÞ ð4Þ

where Z0 is the basal impedance measured and DZ(t) is
the pulsatile thoracic impedance change. Thus, Eq. 4 links
the parallel cylindrical model to TEB estimates of stroke
volume (DVBV).

Noninvasive Measurement of Cardiac Output. Trans-
thoracic electrical bioimpedance (TEB) was first intro-

duced by Patterson et al. in 1964 (19). As shown in
Fig. 4 (13), this system employs two pairs of band electrodes
positioned at the superior and inferior ends of the thorax in
the cervical and substernal regions, respectively. The outer
electrode pair drives a constant current (I) and the inner
electrode pair is used to measure the corresponding voltage
(V), which is a function of the varying impedance changes
during respiration and the cardiac cycle.

Noninvasive measurements of stroke volume can be
determined with the configuration in Fig. 4 by applying
Eq. 5.

SV ¼ rBV
L2

Z2
0

 !
�DZðtÞ

" #
�LVET ð5Þ

Cardiac output may then be determined by multiplying
stroke volume (SV) by heart rate (HR). DZ(t) is the mea-
sured time-varying impedance signal, and Z0 represents
the nonpulsatile basal impedance.

Sramek et al. (20) modified Patterson et al.’s (19) par-
allel cylinder model into a truncated cone in order to
improve stroke volume predictions (Eq. 6). The physical
volume of the truncated cone was determined to be one-
third the volume of the larger thoracic cylinder model.

SV ¼ ðLÞ3

4:2

 !
�LVET�

ðdZ=dtÞmax

Z0

� �
ð6Þ

Sramek et al. (20) also found that in a large normal adult
population, the measured linear distance (L) is equal to
17% of body height (cm). Cardiac output is directly propor-
tional to body weight (21). As ideal body weight is a linear
function of overall height (22), the proportionality of height
(H) to cardiac output can be represented in the first term of
Eq. 6 by (0.17H)3/4.2.
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Figure 3. Parallel-column model of the thoracic cavity. This two-
column model (CTC and CBV) represents a thoracic cavity segment
of length (L), cross-sectional areas of the great blood vessels (ABV),
and thoracic cavity segment (ATC), and resistivities of the thoracic
cavity segment tissues (rTC) and blood volume (rBV).

Figure 4. Transthoracic band electrode placement for stroke
volume estimates. The two outer-band electrodes supply the sti-
mulus current (I ); the two inner electrodes measure the corre-
sponding voltage (V ). Impedance is calculated from the ratio of V/I
(15).



Other empirical modifications to the original model
have also been proposed in order to improve CO and SV
estimates (20,22–28). In addition, various modifications to
the external lead configuration have also been proposed to
improve SV estimates, including the application of trane-
sophageal electrodes (29,30).

Several commercial bioimpedance systems are available
for clinical noninvasive estimation of cardiac output and
other hemodynamic parameters. The advantages of such
systems include noninvasive application, relatively low
cost, and lack of noninvasive alternatives. However, these
techniques have gained somewhat limited clinical accep-
tance due to suspect reliability over a wide range of clinical
conditions.

A myriad of validation studies of TEB estimates of
cardiac output have been published with equivocal results
(6,7,19,24,28,31–40). For example, Engoren et al. (35)
recently compared cardiac output as determined by bioim-
pedance, thermodilution, and the Fick method and showed
that the three methods were not interchangeable in a
heterogenous population of critically ill patients. Their
data showed that measurements of cardiac output by
thermodilution were significantly greater than by bioim-
pedance. However, the bioimpedance estimates varied less
than the thermodilution estimates for each subject. In
contrast, a meta-analysis of impedance cardiography vali-
dation trials by Raaijmakers et al. (38) showed an overall
correlation between cardiac output measurements using
transthoracic electrical bioimpedance cardiography and a
reference method of 0.82 (95% CI: 0.80–0.84). The perfor-
mance of impedance measurement of cardiac output was
similar in various groups of patients with different diseases
with the exception of cardiac patients, in which group the
correlation was decreased. Additional investigations by
Kim et al. (41) and Wang et al. (42) used a detailed 3D
finite element model of the human thorax to determine the
origin of the transthoracic bioimpedance signal. Contrary
to the theory that lead to the parallel column model for-
mulae, these investigators determined that the measured
impedance signal was determined by multiple tissues and

other factors that make reliable estimates of cardiac output
over a wide variety of physiological conditions difficult.
Nevertheless, commercially available impedance plethys-
mographs provide estimates of cardiac output that may be
useful for assessing relative changes in cardiac function
during acute interventions, such as optimization of implan-
table pacemaker programmable options such as AV delay
(11).

Cardiac Cycle Event Detection. TEB also focuses on
measurements of the change in impedance (DZ) and the
impedance first time derivative (dZ/dt) measured simul-
taneously with the electrocardiogram (ECG). Figure 5
depicts a typical waveform of the aforementioned para-
meters. Note that the impedance change (DZ) and the
impedance first time derivative (dZ/dt) are inverted by
convention (43). The value of dZ/dt is measured from zero
to the most negative point on the waveform. The ejection
time (LVET) is an important parameter in determining
stroke volume (Eqs. 5 and 6). This systolic time interval
allows an estimation of cardiac contractility. The Heather
Index (HI) is another proposed index of contractility from
systolic time intervals determined by the dZ/dt waveform
(33,44) (Eq. 7):

HI ¼ dZ=dtmax

QZ1

where dZ/dtmax (point C) is the maximum deflection of the
initial waveform derived from the DZ waveform and QZ1 is
the time from the beginning of the Q wave to peak dZ/dtmax

(Fig. 5). In this figure, point Q represents the time between
the end of the ECG p-wave (atrial contraction) and the
beginning of the QRS wave (ventricular depolarization) (45).
Point B depicts the opening of the aortic and pulmonic
valves. After the ventricles depolarize and eject the blood
volume into the aortic and pulmonary arteries, points X and
Y represent the end systolic component of the cardiac cycle
as closure of the aortic and pulmonic valves, respectively.

Passive mitral valve opening and passive ventricular
filling begins at point O. Although the timing of the various
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Figure 5. Impedance cardiography waveforms.
Three waveforms depict the electrocardiogram
(ECG), transthoracic impedance change as a fu-
nction of time (DZ), and first-time derivative of the
impedance change dZ/dt. Impedance waveforms
are intentionally inverted to show a positive de-
flection during cardiac contraction. Fiducial poi-
nts on the dZ/dt waveform are represented by the
opening of the aortic and pulmonic valves (B),
closure of the aortic (X) and pulmonic (Y) valves,
mitral valve opening (O), ventricular pre-ejection
period (PEP), and left ventricular ejection time
(LVET). Q represents the end of atrial contraction
(46).



fiducial notches of the dZ/dt waveform is well known,
controversy remains with the origins of the main deflec-
tions and are not well understood (15).

Signal Noise. In TEB measurements, several filtering
techniques have been proposed to attenuate undesired
noise sources depending on which component of the impe-
dance waveform is desired (i.e., respiratory, cardiac, or
mean impedance) (47). Most of the signal processing tech-
niques for impedance waves use ensemble averaging for
the elimination of motion artifacts (48). A recent signal
processing technique described by Wang et al. (48) uses the
time-frequency distribution to identify fiducial points on
the dZ/dt signal for the computation of left ventricular
ejection time and dZ/dtmax. As shown in Fig. 5, many of the
fiducial points on the dZ/dt waveform are clearly identifi-
able, but may be somewhat more difficult to observe under
severe interference conditions.

Filtering techniques have also been proposed to
eliminate noise caused by respiration such as narrow
band-pass filtering around the cardiogenic frequency.
However, such filtering techniques often eliminate the
high frequency components of the cardiac signal and
introduce phase distortion (49). To help alleviate this
problem, various techniques to identify breathing arti-
facts with forward and backward filtering have been
employed (50,51). Despite these techniques, motion arti-
fact remains with unknown frequency spectra that may
overlap the desired impedance frequency spectra during
data acquisition. Adaptive filters represent another
approach and may eliminate the motion artifact by track-
ing the dynamic variations and reduce noise uncorrelated
to the desired impedance signal (49). Raza et al. (51)
developed a method to filter respiration and low frequency
movement artifacts from the cardiogenic electrical impe-
dance signal. Based on this technique, the best range for
the cutoff frequency appears to be from 30–50% of the
heart rate under supine, sitting, and moderate exercise
conditions (51).

Applications of Transthoracic Bioimpedance. Hyperten-
sion. TEB has emerged as a noninvasive tool to assess
hemodynamic parameters, especially within the frame-

work of hypertension monitoring (24–28,52–54). Measure-
ment of the various hemodynamic components such as
stroke volume, ejection time, systemic vascular resistance,
aortic blood velocity, thoracic fluid content, and contrac-
tility (i.e., Heather Index) using impedance cardiography
in patients with hypertension allows more complete char-
acterization of the condition, a greater ability to identify
those at highest risk, and allows more effectively targeted
drug management (25,53). Several studies have used TEB
to evaluate hemodynamic parameters and demonstrated
that TEB-guided therapy improves blood pressure control
(53,55,56). For example, in a three month clinical study by
Taler et al. (55) 104 hypertensive patients were rando-
mized to either TEB-guided therapy or standard therapy.
The results showed improved blood pressure control in the
TEB-guided group. The investigators concluded that mea-
surement of hemodynamic parameters with TEB methods
was more effective than clinical judgment alone in guiding
selection of antihypertensive therapies in patients
resistant to empiric therapy (53).

Pacemaker Programming. TEB estimates of cardiac
index technique has been investigated as a noninvasive
method to optimize AV delay intervals in pacemaker
patients in an open-loop fashion (57,58). Ovsyshcher et
al. (58) measured stroke volume changes at various pro-
grammed AV delays via impedance cardiography in dual-
chamber pacemaker patients. The optimal and worst pro-
grammed AV delays were identified as the settings that
produced the highest and lowest cardiac index, respec-
tively. As shown in Fig. 6 (58), the highest cardiac index
values resulted with mean AV delays <200 ms and the
lowest cardiac index values resulted with mean AV delays
>200 ms.

More recently, a study by Tse et al. (59) evaluated AV
delay interval optimization during permanent left ventri-
cular pacing using transthoracic impedance cardiography
in conjuction with Doppler echocardiography over a range
of AV intervals. This study revealed no significant differ-
ence between the optimal mean AV delay interval deter-
mined by transthoracic impedance cardiography and that
determined by Doppler echocardiography. However, as
shown in Fig. 7, the mean cardiac output at different AV
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Figure 6. Highest and lowest cardiac indices
at varied AV delays and pacing rates. Highest
cardiac index values (closed circles) resulted
with mean AV delays <200 ms and the lowest
cardiac index values (open circles) resulted
with mean AV delays >200 ms (58).
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delay intervals was significantly higher when measured by
transthoracic impedance cardiography than when mea-
sured by Doppler echocardiography.

Electrical Impedance Tomography. Electrical impedance
tomography (EIT) is a technique to reconstruct low resolu-
tion cross-sectional images of the body based on differential
tissue resistivity (60). The image is created using an array
of 16–32 electrodes, usually positioned around the thorax
(Fig. 8). Impedance is computed from all electrodes as the
drive electrodes rotate sequentially about the tissue sur-
face. The ‘‘image’’ is then reconstructed using standard
tomographic techniques. The advantages of EIT include
low cost and the potential for ambulatory applications. The
disadvantages include the low resolution of the image, the
contribution of ‘‘out-of-plane’’ tissues to the ‘‘in-plane’’
image, and the limited clinical applications.

Recent improvements in hardware and software sys-
tems that increase the accuracy and speed of regional lung
volume change have maintained interest in this technology
(60–62). Besides pulmomary monitoring, other potential
applications of EIT include neurophysiology, stroke detec-
tion, breast cancer detection, gastric emptying, and cryo-
surgery (63–66).

Lead Field Theory. An analysis of sensitivity is crucial to
interpretation and application of EIT images as well as
other bioimpedance applications. The sensitivity distribu-
tion of an impedance measurement provides the relation

between the measured impedance resulting from the con-
ductivity distribution of the measured region. It describes
the relative contribution of each region to the measured
impedance signal. The contribution of any region to the
measurement is not always intuitively obvious and
the magnitude of the sensitivity may be less than zero
(Fig. 9). Therefore, the relative contribution of various
tissues to the reconstructed ‘‘image’’ can be difficult to
interpret.

The applicability of lead field theory in impedance mea-
surements has been shown theoretically by Geselowitz
(67). According to that theory, appropriate selection of
the electrode configuration enables increased measure-
ment sensitivity and selectivity to particular regions
(68). Also, the measured impedance change (DZ) can be
evaluated from the change in conductivity within a volume
conductor Ds and the sensitivity distribution S by (67):

DZ ¼
Z

v

1

ðDÞs �Sdv ð8Þ
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Figure 7. Cardiac output measured by impedance cardiography
and Doppler echocardiography at various AV delay intervals
(59).
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Figure 8. Left: Cartoon represen-
tation of a system to generate an
electrical impedance tomographic
image: 16 electrodes around the
chest inject currents and record
the resultant voltage in a sequential
manner. Right: Electrical impe-
dance tomographic image of the
thoracic cavity. Heart and lung
tissue are distinguishable (60).

Figure 9. High resolution computer simulated model of the
thorax. Regions of both positive and negative sensitivity contribute
to the total impedance measured. Negative impedance sensitivity
regions, (1.54V) and positive impedance sensitivity regions (red,
2.92V) both contribute to the measure total impedance of 1.38V.
RL¼ contribution of right lung to measured impedance. LR¼ con-
contribution of left lung to measured impedance (62).



The measurement sensitivity S is obtained by first
determining the current fields generated by a unit current
applied to the current injection electrodes and the voltage
measurement electrodes. These two lead fields form the
combined sensitivity field of the impedance measurement
associated with the electrode configuration by:

S ¼ JLE�JLI ð9Þ
where:

S¼ the scalar field giving the sensitivity to conductivity
changes at each location,

JLI¼ the lead field produced by current excitation elec-
trodes,

JLE¼ the lead field produced by voltage measurement
leads.

Therefore, sensitivity at each location depends on the
angle and magnitude of the two fields and can be positive,
negative, or null. The relative magnitude of the sensitivity
field in a tissue segment provides a measure of how con-
ductivity variation in that tissue segment will affect the
detected DZ (69).

Lead field theory suggests that the relative contribution
of a tissue to the measured impedance depends on the
properties of the tissue, the symmetric arrangement of
the tissues, and the geometry of the applied current and
voltage electrodes. The precise relative contribution of
various tissues to measure impedance is therefore difficult
to predict (Fig. 10) (68).

Intrathoracic Bioimpedance

Minute Ventilation. As described earlier, respiratory
rate can be estimated with TEB. However, intrathoracic
impedance sensing has also been applied to measure
respiratory rate and minute ventilation in implantable
devices such as pacemakers and implantable cardiac defi-
brillators (ICDs). Intrathoracic impedance vector config-
urations typically consist of a tripolar arrangement with

bipolar pacing or ICD leads placed in the right ventricle
(RV) and the device ‘‘can’’ (metal case or housing) placed
subcutaneously in the left or right pectoral region. A
variety of anode/cathode electrode arrangements are pos-
sible with current source electrodes such as the proximal
electrode (RV-ring) to can or the distal electrode (RV-tip) to
can and voltage sense electrodes between RV-coil to can.
Typically, a low energy pulse of low current amplitude
(1 mA with pulse duration of 15ms) is delivered every 50
milliseconds (10). Figure 11 depicts a typical lead arrange-
ment used for intrathoracic impedance measurements.

The electric fields generated with this electrode config-
uration must be arranged to intersect in parallel in order to
provide the greatest sensitivity. The sensitivity of an elec-
trode is proportional to the current density of the applied
stimulus. Moreover, the sensitivity is highest close to the
current-injecting electrodes and lowest toward the
center of the tissue medium within the lead field vector,
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Figure 10. Simulated measurement sensitivities of tissues. Values are indicated for each tissue
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all the blood masses and heart muscle (68).

Figure 11. Lead configuration for intracardiac impedance mea-
surments. Stimulus current injected from RV-tip to can. Voltage
is measured from RV-Ring to can. The large size of the can
reduces electrode polarization effects of the tripolar lead config-
uration.



because the applied field current density is lowest in this
region.

Experimental evidence indicates that the frequency and
amplitude of the respiratory component of the bioimpe-
dance signal are related to changes in both the respiratory
rate and the tidal volume and, hence, the minute ventila-
tion (MV). MV sensing in rate-adaptive pacing systems has
also been shown to closely correlate with carbon dioxide
production (VCO2) (10). This relationship has been applied
in some commercially available pacemakers with auto-
matic rate-adaptive pacing features (9,10).

As shown in Fig. 12 (46), the amplitude of impedance
changes during respiration are significantly larger than
the higher frequency cardiac components. By magnitude,
the change in the cardiac component of the impedance
waveform is in the range of 0.1–0.2V, which correlates
to approximately 0.3–0.5% of the thoracic impedance
(DZ) (46). Moreover, each component has a different
frequency, typically 1.0–3.0 Hz for cardiac activity and
0.1–1.0 Hz for respiratory activity (9). This differentiation
allows extraction of each signal by specific filtering
techniques.

In general, the minute-ventilation sensor is character-
ized by a highly proportional relationship to metabolic
demand over a wide variety of exercise types (10). However,
optimal performance of impedance-based MV sensors to
control pacing rate during exercise often requires careful
patient-specific programming.

Fluid Status. Fluid congestion in the pulmonary cir-
culation due to volume overload results in preferential
transport of fluid primarily into the extracelluar fluid
space and not into the intracellular compartments. Clin-
ical symptoms to assess fluid overload include hyperten-
sion, increased weight, pulmonary or peripheral edema,
dyspnea, and left ventricular dysfunction. Recently,
implantable device-based bioimpedance measurements
have been applied to detect thoracic fluid accumulation
in patients with congestive heart failure (CHF) and to

provide early warning of decompensation caused by fac-
tors such as volume overload and pulmonary congestion
(32,70,71). This application is the result of a substantial
body of new and historical experimental evidence
(32,70–73).

Externally measured transthoracic impedance techni-
ques have been shown to reflect alterations in intrathoracic
fluid and pulmonary edema in acute animal and human
studies (72). The electrical conductivity and the value for
transthoracic impedance are determined at any point in
time by relative amounts of air and fluid within the thor-
acic cavity (73). Additional studies have suggested that
transthoracic impedance techniques provide an index of
the fluid volume in the thorax (32,71). Wang et al. (70)
employed a pacing-induced heart failure model to demon-
strate that measurement of chronic impedance using an
implantable device effectively revealed changes in left
ventricular end-diastolic pressure in dogs with pacing-
induced cardiomyopathy (Fig. 13) (70). Several factors
were identified that may influence intrathoracic impe-
dance with an implantable system, including (1) fluid
accumulation in the lungs due to pulmonary vascular
congestion, pulmonary interstitial congestion, and pul-
monary edema; (2) as heart failure worsens, heart chamber
dilation and venous congestion occur and pleural effusion
may develop; and (3) after implant, the tissues near the
pacemaker pocket swell and surgical trauma can cause
fluid buildup (70).

Yu et al. (74) also showed that sudden changes in
thoracic impedance predicted eminent hospitalization in
33 patients with severe congestive heart failure (NYHA
Class III–IV). During a mean follow-up of 20.7� 8.4
months, 10 patients had a total of 25 hospitalizations for
worsening heart failure. Measured impedance gradually
decreased before admission by an average of 12.3� 5.3%
(p< 0.001) over a mean duration of 18.3� 10.1 days. The
decline in impedance also preceded the symptom onset by a
mean lead time of 15.3� 10.6 days (p< 0.001). During
hospitalization, impedance was inversely correlated with
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Figure 12. Respiratory variation in impe-
dance waveform. Electrocardiogram (ECG)
shown with DZ waveform. DZ waveform is
comprised of higher frequency cardiac com-
ponents superimposed on the lower fre-
quency respiratory variation component
(46).



pulmonary wedge pressure (PWP) and volume status with
r¼�0.61 (p< 0.001) and r¼�0.70 (p< 0.001), respec-
tively. Automated detection of impedance decreases was
76.9% sensitive in detecting hospitalization for fluid
overload with 1.5 false-positive (threshold crossing without
hospitalization) detections per patient-year of followup.
Thus, intrathoracic impedance from the implanted device
correlated well with PWP and fluid status, and may predict
eminent hospitalization with a high sensitivity and low
false-alarm rate in patients with severe heart failure
(Fig. 14) (74). Some commercially available implantable
devices for the treatment of CHF or ventricular tachyar-
rhythmias now continually monitor intrathoracic impe-
dance and display fluid status trends. This information
is then provided to the clinician via direct-device interro-
gation or by remote telemetry.

Volume Conductance Catheter. The conductance cathe-
ter technique, first described by Baan et al. (8), enables
continuous measurements of chamber volume, particularly
left ventricular (LV) volume. This method has been used
extensively to assess global systolic and diastolic ventri-
cular function (75). In many respects, the conductance
catheter revolutionized the study of cardiovascular
mechanics in both the laboratory and clinical settings by
making the study of ventricular pressure-volume relation-
ships practical. The technique led to a renaissance of
cardiac physiology over the past 25 years (76) by increasing
the understanding of the effect of pharmacologic agents,
disease states, pacing therapies, and other interventions
on cardiovascular function. Conductance catheter systems
are available for clinical and laboratory monitoring appli-
cations, including a miniature system capable of measur-
ing LV volume and pressure in mice (77).

The conductance methodology is based on the parallel
cylinder model (Fig. 3). However, the cylindrical model
assumes that the volume of interest has a uniform cross-
sectional area across its length. Therefore, the ventricular
volume is subdivided into multiple segments determined by
equipotential surfaces bounded by multiple sensing elec-
trodes along the axis of the conductance catheter (Fig. 15).
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Figure 13. Impedance vs. LVEDP
during pacing-induced heart failure.
Intrathorcic impedance via an imp-
lantable device-lead configuration
and LVEDP are inversely correlated
in a canine model of pacing-induced
cardiomyopathy. A general trend for
impedance to decrease as heart fail-
ure developed is shown. Once pacing
induced heart failure was termina-
ted, LVEDP and impedance re-
turned to basal levels (70).
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Figure 14. Fluid status monitoring with an implanted device. A:
Operation of algorithm for detecting decreases in impedance over
time. Differences between measured impedance (bottom; 8) and
reference impedance (solid line) are accumulated over time to
produce fluid index (top). Threshold values are applied to fluid
index to detect sustained decreases in impedance, which may be
indicative of acutely worsening thoracic congestion. B: Example of
impedance reduction before heart failure hospitalization (arrow)
for fluid overload and impedance increase during intensive diur-
esis during hospitalization. Label indicates reference baseline
(initial reference impedance value when daily impedance value
consistently falls below reference impedance line before hospital
admission). Magnitude and duration of impedance reduction are
also shown. Days in hospital are shaded (74).



The two most distal electrodes are used to generate an
electric field, typically 0.4 mA p-p, at 20 kHz. The remain-
ing electrodes are used in pairs to measure the conductance
of several segments (n¼number of segments), which
represent the instantaneous volumes of the corresponding
segment. The conductance is then converted to volume by
modifying Eq. 2:

VðtÞ ¼ rL2 S
n

i¼1
GiðtÞ ð10Þ

where G is the time-varying conductance of segment i.
However, the conductance technique also violates two
other key assumptions of the cylindrical model. First, the
electrical field generated by the drive current electrodes is
not homogenous and, second, the electric field is not
confined to the chamber of interest (i.e., the LV). Thus, the
multiple segment cylindrical model has been modified in
order to allow conductance catheter estimates of volume to
agree with gold standard estimates such as echocardio-
graphy (Eq. 11):

VðtÞ ¼ rL2SGðtÞ
a

� �
� VP ð11Þ

where correction factor a accounts for nonhomogeneity of
the electric field and the correction factor VP accounts for
the current leakage into the surrounding tissues. The
terms a and Vp are related and may vary somewhat
during the cardiac cycle (16,78). Various methods have
been applied to determine the values of a and VP,
including the method of hypertonic saline injection.

Recently, the concept of dual-frequency excitation has
been applied to estimate VP for conductance volume
measurements in mice (79). This method takes advantage
of the relative reactive components of impedance between
blood and tissue (80). Despite some theoretical limitations
regarding the basic assumptions of field heterogeneity and
current leakage, the conductance catheter technique has
also been applied to the study of biomechanics in other
chambers besides the left ventricle, including the right
ventricle (81), right and left atria (82), and aorta (83,84).

Other Pacing Applications. Intracardiac impedance, or
transvalvular impedance (TVI), can be used in the assess-
ment of cardiac hemodynamics. This method involves
determining the impedance between pacemaker leads in
the right atrium and ventricle using a typical dual-cham-
ber pacing configuration. The TVI waveform can be cate-
gorized into atrial, valvular, and ventricular components
(Fig. 16) (85). Information derived from the atrial compo-
nent may be useful to identify the loss of electrical capture
in the atrium, or the impairment in atrial hemodynamic
function associated with supraventricular tachyarrhyth-
mias. The valvular and ventricular components may
provide information on the presence, timing, and strength
of ventricular mechanical activity (86).

In a study performed by Gasparini et al. (85), the
representative TVI tracings (Fig. 16) were recorded from
atrial ring to ventricular tip. TVI was measured by appli-
cation of 64 Hz subthreshold current pulses of 125ms dura-
tion and the amplitude ranging from 15 to 45mA. The TVI
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Figure 15. Conductance catheter modeled in the left ventricle
(LV). Stimulus current is injected from the proximal and distal
catheter electrodes. Voltage is measured between the remaining
adjacent electrode pairs. Total conductance is calculated by the
summation of all segmental conductances measured in the indi-
vidual segments.

Figure 16. TVI during spontaneous A-V sequential activity. Fi-
ducial points on the TVI waveform used to optimize A-V delay. t1

corresponds to the end of atrial systole; t2 corresponds to the end of
ventricular ejection (85).



signal was recorded without high-pass filtering to deter-
mine the absolute minimum and maximum impedance in
each cardiac cycle, which were assumed to reflect the end-
diastolic volume and the end-systolic volume, respectively.
TVI may represent a useful approach to determine hemo-
dynamic parameters such as stroke volume, ejection frac-
tion, pre-ejection interval, and atrio-ventricular delay. One
significant advantage with this technique is that the source
and sense leads are of those typically used in pacing
systems and offer the advantage of a high signal-to-noise
ratio (86). Moreover, the use of this technique has the
potential to differentiate atrial from ventricular function
that would be paramount if this technique is used for atrio-
ventricular delay optimization (87).

Hematocrit Measurement. Measurement of the resistivity
of whole blood has been investigated by a number of research-
ers, particularly in the area of transthoracic impedance tech-
niques (88–91). A number of investigators have found blood
resistivity to be an exponential function of hematocrit (Fig. 17)
(15,89–95). These studies have demonstrated a strong correla-
tion between the electrical resistivity of blood at frequencies
between 20 to 50kHz, as the red blood cell is the major
resistive component in blood, compared with the relatively
conductive plasma. Pop et al. (93) employed a four ring
catheter electrode system with narrow electrodes spacing
(2mm center-to-center) to estimate hematocrit in the right
atrium of anesthetized pigs. As shown in Fig. 17, good correla-
tion existed between the hematocrit of blood and its electrical
resistivity (r2¼ 0.95–0.99). Moreover, this study also showed a
strong correlation between whole blood viscosity and electrical
resistivity.

This interesting observation implies that intracardiac
impedance has potential to monitor thrombosis risk in
patients with hyperviscosity.

Blood Flow Conductivity Based on Erythrocyte Orienta-
tion. The electrical properties of blood are of practical
interest in medicine because blood has the highest con-
ductivity of all living tissues (89,96,97). Blood is a hetero-
geneous suspension of erthrocyctes that have a higher
resistivity than the suspending fluid (plasma). The resis-
tivity of blood is a function of the resistivities of plasma,

the (fractional) packed-cell volume or hematocrit, and the
orientation of the erythrocytes, due to their biconcave
shape (98). The orientation of the erythrocytes can
be influenced by the viscous forces in flowing blood, result-
ing in a shear rate-dependent resistivity. In stationary
blood, the erythrocytes assume a random distribution
while in flowing blood, the plane of the erythrocytes
becomes oriented parallel to the axis of flow (99). Thus,
minimum resistance occurs when the erythrocytes are
oriented in an axial direction, parallel to the stream line.
Conversely, maximum resistance occurs when the erythro-
cytes are oriented in a transverse direction to the stream
line (100). The electrical properties of pulsatile blood flow
are important when applying transthoracic bioimpedance
to estimate cardiac output. In an experiment performed by
Katsuyuki et al. (101), erythrocyte orientation, deforma-
tion, and axial accumulation caused differences in resis-
tance between flowing and resting blood. Frequency
characteristics of blood resistance under pulsatile flow
showed that at low pulse rates, the resistance change
was minimal, whereas at higher pulse rates, the resistance
change increased because the orientation of the erythro-
cytes cannot follow the rapid changes of pulsatile blood
flow. These results suggest that one mechanism of the
varying resistance of blood in the aorta during pulsatile
blood flow occurs because the orientation of the erythrocyte
changes due to shear as a function of heart rate. Therefore,
hemodynamic parameters such as cardiac output mea-
sured by impedance plethysmography must take into
account the anisotropic electrical properties of oriented
erythrocytes in blood. Moreover, the resulting resistance
of flowing blood depends on the direction of the electrical
field applied for impedance measurement and may be
affected by the orientation of the erythrocytes during
pulsatile flow (101).

REACTIVE APPLICATIONS OF BIOIMPEDANCE

Tissue Impedance

The reactive component of tissue impedance does not con-
tribute significantly to measured impedance when the
driving frequency range is less than 1 kHz (8,15). However,
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Figure 17. Left figure depicts
the correlation between hemato-
crit of blood and electrical resis-
tivity in five subjects. Right
figure depicts a similar correla-
tion between hematocrit of blood
and electrical resistivity based
on equations by Maxwell–Fricke
(upper curve) and Geddes and
Sadler (lower curve) (15,93).



at higher driving current frequencies, the reactive compo-
nent may contribute more substantially. As different tis-
sues have different reactance, different frequencies may be
selected for impedance measurement in order to discrimi-
nate various tissues (15,102).

Tissue impedance is characterized by four components:
the in-phase component of voltage (V) with respect to the
current intensity (I), the tissue resistance (R), and the
phase angle (u). The phase angle represents the time delay
between the voltage and current intensity waves due to the
capacitance of cell membranes (Fig. 18) (103).

Figure 19 shows cellular tissue structure representing
alternating current distribution between a bipolar elec-

trode pair at high and low frequencies. The change in
polarity that occurs with AC current causes the cell mem-
brane to charge and discharge at the rate of the applied
frequency, and the impedance decreases as a function of
increased frequency, because the amount of conducting
volume increases through intracellular space. At higher
frequencies, the rate of cell membrane charge and dis-
charge becomes such that the effect of the cellular mem-
brane on measured impedance becomes insignificant and
the current flows through the intracellular and extracel-
lular space (104).

Capacitance causes the voltage to lag behind the current
(Fig. 18), creating a phase shift that is quantified as the
angular transformation (u) of the ratio of reactance to
resistance (105). Note that the uniform orientation of cells
in a tissue (Fig. 19) can result in anisotropy of electrical
properties. That is, impedance will be lower in the long-
itudinal versus transverse direction of the tissue segment
cellular structure (12,18).

The parallel-column model (Fig. 3) must be modified to
describe higher frequency applications of bioimpedance in
which the capacitive properties of the cell membranes
become important. The Cole–Cole plot (Fig. 20) is a useful
characterization of the three element RC model that
describes the behavior of tissue impedance as a function
of frequency (f), impedance (Z), resistance (R), reactance
(XC), and phase angle (f) (103). The real components (R1

and R2) can be plotted versus the negative imaginary
component of the capacitor (C) with reactance (XC) in
the complex series impedance (Rþ jXC), with the frequency
as a parameter where j ¼ ðp � 1Þ (15). As the frequency is
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Figure 18. Relationship in phase angle and amplitude for tissue
electrical properties. This example shows a capacitive tissue seg-
ment since the current waveform (I) leads the voltage waveform
(V ) by phase angle (u) (103).
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Figure 19. Low and high frequency current distribution is a cellular structure. The low frequency
stimulus current flows through the highly conductive extracellular space, whereas the high
frequency stimulus current flows through both the extracellular and intracellular space once the
reactance of the capacitive cellular membrane is reduced.



changed between R0 and R1, the impedance will change
continually along a curve in the R-X plane. At very low
frequencies (fL), the capacitive component of the system is
effectively an open circuit so the reactance is equal to zero
and the measured impedance (Z) is purely resistive (R0). As
the frequency increases, reactance (XC) increases in pro-
portion to resistance causing the phase angle (f) to
increase until a maximum angle is reached at the critical
(characteristic) frequency (fC). As shown in Fig. 20, phase
angle is positively associated with reactance and nega-
tively associated with resistance (106). Beyond the critical
frequency, the reactance begins to decrease in proportion to
resistance with increasing frequency and, at very high
frequencies (fH), the capacitive component is essentially
short-circuited so the measured impedance is purely resis-
tive at R1 (105).

If impedance of a tissue is measure over a broad spec-
trum, then the resultant impedance Cole–Cole plot can be
fit to the three element model or other similar lumped-
parameter models. Changes in the model elements can
reflect changes in tissue properties due to pathological
conditions such as ischemia (see below). In many biologic
systems, the center of loci of the plot lies below the real axis
and is represented by the angle a, a fixed number between
0 and 1 (2). This behavior can only be modeled by adding an
inductive element to the electrical parameter model shown
in Fig. 20. However, the physiological interpretation of the
inductance is uncertain. Fricke et al. hypothesized that a
possible source of this observed inductance might be elec-
trode polarization (107). These investigations demon-
strated behavior similar to constant depression angle
of electrode polarization. They demonstrated that a
frequency-dependent resistance and reactance could math-
ematically assume a constant depression angle (2). How-
ever, the physiologic explanation for a> zero remains

controversial. An additional theory related to the origin
of the depressed loci is the distribution of time constants in
a heterogeneous tissue segment. This distribution could
result from variability in cell size or variability in proper-
ties of the individual cells (2).

Ischemia Detection. Tissue degradation due to ische-
mia can alter both the real and reactive components of
bioimpedance (40). The dielectric polarization of matter
(e.g., myocardial tissue) is given by the dimensionless
parameter e0, which is called dielectric permittivity. e0

describes the capacitance increase of a capacitor filled with
matter:

e0 ¼ C

C0
ð12Þ

where:

C¼ a capacitor with matter (i.e., cellular structure),
C0¼ vacuum capacitor.

As the dielectric polarization processes are frequency-
dependent, they show relaxation phenomena with increas-
ing frequency (108). The relaxation process is defined by
the complex dielectric permittivity e, thus:

eðvÞ ¼ e0ðvÞ � ie00ðvÞ ð13Þ

where:

e0 ¼ dielectric permittivity,
e00 ¼ dielectric loss factor,
v¼ 2pf,
f¼ frequency of stimulus current,
i¼ imaginary unit ðp � 1Þ.

The method of dielectric spectroscopy has been proposed
to investigate heart tissue during global ischemia, because
the dielectric polarization of matter can be measured by the
application of weak electric fields. An electrical circuit
model to describe myocardial ischemia, initially developed
by Gersing (109) and modified by Schaefer et al. (108), is
depicted in Fig. 21. This model can be considered as a
variation of the simplified three element physiologic model
as shown in Fig. 20. The resistance Rext describes the
properties of the extracellular electrolyte, and the resis-
tance Rint describes the intracellular cytosol. This model
assumes that the transcellular current has to pass the
membrane with capacitance Cm and the resistance Rm,
through the cytosol, and from cell to cell through the
interstitial membranes described by Cis or, alternatively,
through gap junctions with resistance Rg (108,109). Appli-
cation of this model enables quantification of the variation
of intracellular coupling via gap junctions due to myocar-
dial ischemia (108–111).

The measurement of alterations in impedance spectra
with ischemia is often referred to as impedance spectro-
scopy. Myocardial electrical impedance (MEI), a specific
application of impedance spectroscopy, has been shown to
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Figure 20. Cole–Cole plot and equivalent tissue impedance cir-
cuit. Resistance (abscissa) and reactance (ordinate) plotted as a
function of frequency. A three-element electrical equivalent tissue
impedance model is shown. At low frequency (fL), the equivalent
circuit is resistive and R0¼R1þR2. As the frequency increases,
the phase angle (f) increases until the resistance and reactance
are equal at the characteristic frequency of the tissue (fC). As the
frequency increases beyond the characteristic frequency, the reac-
tive element C is reduced to a low impedance and the tissue di-
splays purely resistive properties where R1¼R1. The depressed
locus at angle a is presumed to represent electrode polarization.



identify localized and global myocardial tissue in various
disease states in in vitro and in vivo experimental models
(112).

Recently, MEI has been used in conjunction with elec-
trocardiogram (ECG) ST-segment deviations to assess the
magnitude of the ischemic region of the myocardium
(103,112–116).

Injury currents, secondary to myocardial ischemia
result in ST-segment displacements in the ECG of patients
with myocardial ischemia (117). Injury currents deriving
from resting depolarization in ischemic myocardial cells
are associated with slow conduction through the myocar-
dium. The mechanisms by which these injury currents
correlate with the impedance spectroscopy alterations in
the ischemic myocardial tissue are well described
(103,108,109,112–117). Figure 22 depicts a segment of

the myocardium with subendocardial and transmural
ischemic tissue. Blood flow through the heart is inter-
rupted during ischemia, and the tissue undergoes progres-
sive changes leading to irreversible loss of its viability
(108). Transmural ischemia causes ST-segment elevation
and subendocardial ischemia causes ST-segment depres-
sion (117). The electrocardiographic differences between
transmural and subendocardial ischemia are clinically
important. Supply ischemia, as occurs following total inter-
ruption of flow through a coronary artery supplying a large
area of the left ventricle, typically causes ST-segment
elevation (63). In contrast, demand ischemia, as occurs
during a stress test, begins in the subendocardial regions
of the left ventricle and causes ST-segment depression
(117).

The mechanism by which MEI changes with ischemia is
not certain, but may well be associated with ultrastruc-
tural changes or cellular biochemical changes that occur in
the myocardial tissue similar to those viewed by ST-
segment deviations (113). The increase in MEI may result
from reductions in the conductive fluid volume in the
affected region of the myocardium (113). Gap junctions
play a critical role in the propagation of electrical impulse
in the heart, and its conductivity has been shown to be
reduced and eventually abolished during ischemia and
rapidly restored during reperfusion (103). Thus, gap junc-
tion closure is a reasonable hypothesis to explain observed
impedance changes with ischemia. The intraischemic var-
iation of intracellular and extracellular coupling is one
possible explanation for the observed impedance changes
of the dielectric frequency spectrum (108).

As MEI correlates with myocardial tissue viability
(118,119), the measure has several important potential
monitoring applications. Intraoperatively, MEI could be
used to detect ischemia in aortic or myocardial tissue
during cardiopulmonary bypass surgery as an early indi-
cation of damage. Following cardiopulmonary bypass, MEI
could be used to assess reperfusion afforded by the new
grafts. MEI could also aid in drug titration after cardiac
surgery as well as to chronically monitor tissue perfusion
with implantable devices such as pacemakers or cardio-
verter-defibrillators, or with patients whom have received
a heart transplant (12,113,120).

In a study performed by Howie et al. (113), acute
ischemia was induced in anesthetized dogs via left
anterior descending (LAD) coronary artery occlusion for
randomly assigned periods of 15, 30, 45, 60, or 120 min.
MEI was simultaneously recorded using ventricular
pacing leads sutured into the exposed heart tissue. As
shown in Fig. 23, MEI increased immediately after LAD
coronary artery occlusion and returned to baseline follow-
ing reperfusion. A statistically significant increase
occurred from baseline impedance when compared at
64, 68, 72, 76, and 80 min (113). This intracardiac tech-
nique used by Howie et al. suggested other possible appli-
cations for MEI with implantable devices and intracardiac
pacing/monitoring leads. However, further development
in the direction of optimal electrode placement to isolate
the targeted tissue region and obtain the highest quality
data for diagnosis of tissue alteration is warranted
(12).
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(Rm), cell-to-cell interstitial membrane capacitance (Cis), and gap
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Figure 22. Ischemic regions of myocardial tissue and correspond-
ing ST-segment. Subendocardial ischemia (top) with depressed
ST-segment. Transmural ischemia (bottom) with elevated ST-
segment (117).



Dialysis. Whole-body bioimpedance spectroscopy has
been proposed by several investigators for measuring
extracellular (ECW) and intracellular (ICW) water
volumes in dialysis patients in order to assess nutritional
status and to monitor hydration (121–125). An adequate
assessment of body water compartments is crucial in dia-
lysis patients because overhydration and underhydration
are often difficult to detect and may result in severe mor-
bidity in this population (126). Despite the continuous
progress in the delivery of renal replacement therapy,
mortality in patients on maintenance dialysis remains
higher than in the general population (127).

During acute volume overload, most of the extra fluid
collects in the ECW not the ICW. At very low frequencies,
current only penetrates the ECW because the cell mem-
brane acts as a capacitor and the impedance becomes equal
to the ECW resistance (see Fig. 19). At very high frequen-
cies, the injected current penetrates both the ECW and the
ICW, and the impedance represents the total body water
(TBW) resistance (125). Several investigators (128–131)
have used single- and multiple-frequency impedance to
monitor fluid shifts during hemodialysis. However, when
attempting to determine precise fluid volumes from the
measured impedance, difficulties occur due to the complex
geometry of the human body and electrical inhomogeneity
of nonconducting elements such as bone and fat (125).
Signal processing methods to account for these aforemen-
tioned difficulties are described in the literature
(104,124,125,132).

Whole-body bioelectrical impedance measurements
typically apply single (e.g., 50 kHz) (133) or multifrequency
(e.g., 5 to 1000 kHz) alternating currents applied via cuta-
neous electrodes placed on the hands and feet with more
proximal electrodes uses for voltage measurements (126).
The precise method for calculation of body fluid volumes
depends on whether the single-frequency or multiple-fre-
quency method is applied. The single-frequency method
often uses an empirically derived regression formula to
assess TBW, whereas the multiple-frequency method pre-
dicts the volume of TBW and ECW from a general mixture
theory, assuming specific resistance values for ECW and

ICW (104,126,134). Moreover, the contribution of body
weight, which is strongly related to ECW and TBW, is
greater in the regression approach compared with the
mixture approach (126).

Although reliable measurements of fluid content in
dialysis patients have been reported (121–131), uncer-
tainty remains regarding the agreement of whole-body
bioimpedance in dialysis patients with tracer dilution
techniques, which are considered the gold standard meth-
ods (126). One explanation for the lack of satisfactory
agreement between techniques is that whole-body bioim-
pedance techniques consider the body as a multiple con-
ductive cylinder model (e.g., arms, legs, trunk) connected
in series (Fig. 24). With conductors connected in series,
conductors with the smallest cross-sectional area (e.g.,
extremities) will determine most of the resistance, whereas
the component with the largest cross-sectional area (e.g.,
trunk) will have minimal contribution to the resistance
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Figure 23. Change in myocardial impedance during LAD
coronary artery occlusion (113).
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Figure 24. Whole-body impedance measurement technique.
Total Conductance (CT)¼Left Arm Conductance (1/RLA)þThor-
Thoracic Cavity Conductance (1/RTC)þRight Leg Conductance
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although it contains a significant amount of body water
(126). However, assessment of the sum of segmental bioe-
lectrical impedance analysis measurements, which take
into account resistance of the extremities and the trunk
independently, have been shown to detect changes in trunk
water more accurately (135). A seminal study performed by
Patterson et al. (136) used multiple linear regression
analysis combining data measured independently from
the arms, legs, and trunk correlated with weight change
on patients undergoing hemodialysis, gave a correlation
coefficient of 0.87, whereas the correlation coefficient
from measurements between just the wrist and ankle
was 0.64.

Pulmonary Edema Detection. Patients developing pul-
monary edema initially accumulate fluid in the intersti-
tial spaces of the lung. As the condition progresses, fluid
ultimately accumulates in the alveoli. To accurately
measure pulmonary fluid status, the different bioelectric
properties of blood, lung tissue, and extravascular fluid
must be considered, and an impedance parameter not
influenced by the patient’s geometry should be used
(137). Thus, using a dual-frequency measurement of
thoracic impedance, an impedance ratio can be calcu-
lated that represents the ratio between intracellular and
extracellular water. This ratio, therefore, changes as a
result of the fluid shift caused by edema formation. As
the low frequency current only passes through the extra-
cellular resistance, the measured low frequency impe-
dance (ZLF) over a specified thoracic length equals the
total extracellular resistance. As the frequency is
increased, current is divided over the intracellular and
extracellular compartments. Therefore, the measured
high frequency impedance (ZHF) over a specified thoracic
length equals the parallel equivalent of intracellular and
extracelluar impedance. Thus, a dual-frequency impe-
dance ratio that represents the intracellular/extracellu-
lar impedance fraction can be defined by ZHF/ZLF. As
pulmonary fluid accumulates in the extracellular space,
the impedance ratio increases (137).
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INTRODUCTION

The past two decades have witnessed revolutionary changes
in biomedical research and biotechnology and an explosive
growth of biomedical data. High throughput technologies
developed in automated DNA sequencing, functional geno-
mics, proteomics, and metabolomics enable production of
such high volume and complex data that the data analysis
becomes a big challenge. Consequently, a promising new
field, bioinformatics has emerged and is growing rapidly.
Combining biological studies with computer science, mathe-
matics, and statistics, bioinformatics develops methods,
solutions, and software to discover patterns, generate
models, and gain insight knowledge of complex biological
systems.
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Before bioinformatics is discussed further, a brief
review of the basic concepts in molecular biology, which
are the foundations for bioinformatics studies, is provided.
The genetic information is coded in DNA sequences. The
physical form of a gene is a fragment of DNA. A genome is
the complete set of DNA sequences that encode all the
genetic information for an organism, which is often orga-
nized into one or more chromosomes. The genetic informa-
tion is decoded through complex molecular machinery
inside a cell composed of two major parts, transcription
and translation, to produce functional protein and RNA
products. These molecular genetic processes can be sum-
marized precisely by the central dogma shown in Fig. 1.
The proteins and active RNA molecules combined with
other large and small biochemical molecules, organic com-
pounds, and inorganic compounds form the complex
dynamic network systems that maintain the living status
of a cell. Proteins form complex 3D structures that carry
out functions. The 3D structure of a protein is determined
by the primary protein sequence and the local environ-
ment. The protein sequence is decoded from the DNA
sequence of a gene through the genetic codes as shown
in Table 1. These codes have been shown to be universal
among all living forms on earth.

The high throughput data can be generated at many
different levels in the biological system. The genomics data
are generated from the genome sequencing that deciphers
the complete DNA sequences of all the genetic information
in an organism. We can measure the mRNA levels using
microarray technology to monitor the gene expression of all
the genes in a genome known as transcriptome. Proteome
is the complete set of proteins in a cell at a certain stage,
which can be measured by high throughput 2D gel electro-
phoresis and mass spectrometry. We also can monitor all
the metabolic compounds in a cell known as metabolome in
a high throughput fashion. Many new terms ending with
‘‘ome’’ can be viewed as the complete set of entities in a cell.
For example, the ‘‘interactome’’ refers to the complete set of
protein-protein interactions in a cell.

Bioinformatics is needed at all levels of high throughput
systematic studies to facilitate the data analysis, mining,
management, and visualization. But more importantly, the
major task is to integrate data from different levels and
prior biological knowledge to achieve system-level under-
standing of biological phenomena. As bioinformatics
touches on many areas of biological studies, it is impossible
to cover every aspect in a short chapter. In this chapter, the
authors will provide a general overview of the field and
focus on several key areas, including sequence analysis,
phylogenetic analysis, protein structure, genome analysis,
microarray analysis, and network analysis.

Sequence analysis often refers to sequence alignment
and pattern searching in DNA and protein sequences. This
area can be considered classic bioinformatics, which can be
dated back to 1960s, long before the word bioinformatics
appeared. It deals with the problems such as how to make
an optimal alignment between two sequences and how to
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Figure 1. Central dogma of molecular biology.

Table 1. The Genetic Code

Second Position

First Position T C A G Third Position

TTT Phe [F] TCT Ser [S] TAT Tyr [Y] TGT Cys [C] T
TTC Phe [F] TCC Ser [S] TAC Tyr [Y] TGC Cys [C] C

T

TTA Leu [L] TCA Ser [S] TAA Stop[end] TGA Stop[end] A

TTG Leu [L] TCG Ser [S] TAG Stop[end] TGG Trp [W] G

CTT Leu [L] CCT Pro [P] CAT His [H] CGT Arg [R] T
CTC Leu CCC Pro [P] CAC His [H] CGC Arg [R] C

C

CTA Leu [L] CCA Pro [P] CAA Gln [Q] CGA Arg [R] A
CTG Leu [L] CCG Pro [P] CAG Gln [Q] CGG Arg [R] G

ATT Ile [I] ACT Thr [T] AAT Asn [N] AGT Ser [S] T
ATC Ile [I] ACC Thr [T] AAC Asn [N] AGC Ser [S] C

A

ATA Ile [I] ACA Thr [T] AAA Lys [K] AGA Arg [R] A
ATG Met [M] ACG Thr [T] AAG Lys [K] AGG Arg [R] G

GTT Val [V] GCT Ala [A] GAT Asp [D] GGT Gly [G] T
GTC Val [V] GCC Ala [A] GAC Asp [D] GGC Gly [G] C

G

GTA Val [V] GCA Ala [A] GAA Glu [E] GGA Gly [G] A
GTG Val [V] GCG Ala [A] GAG Glu [E] GGG Gly [G] G



search sequence databases quickly with an unknown
sequence. Phylogenetic analysis is closely related
to sequence alignment. The idea is to use DNA or protein
sequence comparison to infer evolution history. The first
step in this analysis is to perform multiple sequence align-
ment. Then, a phylogenetic tree is built based on the
multiple alignments. The protein structure analysis
involves the prediction of protein secondary and tertiary
structures from the primary sequences. So far, the ana-
lyses focus on individual sequences or a handful of
sequences. The next three areas are involved in system-
wide analysis. Genome analysis mainly deals with the
sequencing of a complete or partial genome. The problems
include genome assembly, gene structure prediction, gene
function annotation, and so on. Many techniques of
sequence analysis are used in genome analysis, but many
new methods were developed for the unique problems.
Microarray technologies provide an opportunity for biolo-
gists to study the gene expression at a system level. The
problems faced in the analysis are completely different
from sequence analysis. Many statistical and data mining
techniques are applied in the field. Network analysis is
another system level study of the biological system. Biolo-
gical networks can be divided into three categories: meta-
bolic network, protein-protein interaction network, and
genetic network. The questions in this area include net-
work modeling, network inference from high throughput
data, such as microarray, and network properties study. In
the following several sections, the authors will provide a
more in-depth discussion of each area.

SEQUENCE ALIGNMENT

Pair-Wise Sequence Alignment

Sequence alignment can be described by the following
problem. Given two strings of text, X and Y (which may
be DNA or amino acid sequences), find the optimal way of

inserting dashes into the two sequences so as to maximize a
given scoring function between them. The scoring function
depends on both the length of the regions of consecutive
dashes and the pairs of characters that are in the same
position when gaps have been inserted. The following
example from Abbas and Holmes (1) illustrates the idea
of sequence alignment for two strings of text. Consider the
two sequences, COUNTING and NTIG, shown in Fig. 2a.
Figures 2b, 2c, and 2d show possible alignments obtained
by inserting gaps (dashes) at different positions in one of
the sequences. Figure 2d shows the alignment with
the highest number of matching elements. The optimal
alignment between two sequences depends on the scoring
function that is used. As shall be shown, an optimal
sequence alignment for a given scoring function may not
be.

Now that what is meant by an optimal sequence align-
ment has been discussed, the motivation for doing so must
be explained. Sequence alignment algorithms can detect
mutations in the genome that lead to genetic disease and
also provide a similarity score, which can be used to
determine the probability that the sequences are evolutio-
narily related. Knowledge of evolutionary relation between
a newly identified protein sequence and a family of protein
sequences in a database may provide the first clues about
its 3D structure and chemical function. Furthermore, by
aligning families of proteins that have the same function
(and may have very different sequences), a common sub-
sequence of amino acids can be observed that is key to its
particular function. These subsequences are termed pro-
tein motifs. Sequence alignment is also a first step in
constructing phylogenetic trees that relate biological
families of species.

A dynamic programming approach to sequence align-
ment was proposed by Needleman and Wunsch (2). The
idea behind the dynamic programming approach can be
explained using the two sequences, CCGAT and CA-AT, of
Fig. 3a. If this alignment is broken into two parts (Fig. 3b),
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(a) Sequence 1 C O U N T I N G
Sequence 2 N T I G

(b) Sequence 1 C O U N T I N G Possible Alignment
Sequence 2 - - - N T I G - (Shifting Sequence 2)

Sequence 1 C O U N T I N G Possible Alignment
Sequence 2 - - - N T - I G (Shifting Sequence 2 and inserting a gap)

Sequence 1 C O U N T I N G Possible Alignment
Sequence 2 - - - N T I - G (Shifting Sequence 2 and inserting a gap)

(c)

(d)

Figure 2. Possible alignments of two sequences.

Figure 3. Overview of the dynamic program-
ming approach.

C C G A T C C G A T C C G A T
| | | | | + | | | |
C A _ A T C A _ A T C _ A A T

(a) (b) (c)



two alignments exist: the left is the alignment of the two
sequences CCGA and CA-A, and the right is the alignment
of the last elements T-T. If the scoring system is additive,
then the score of the alignment of Fig. 3b is the sum of the
scores of the four base-alignment on the left plus the score
of the alignment of the pair T-T on the right. If the align-
ment in Fig. 3a is optimal, then the four-base alignment in
the left-hand side of Fig. 3b must also be optimal. If this
were not the case (e.g., if a better alignment would be
obtained by aligning A with G), then the optimal alignment
of Fig. 3c would lead to a higher score than the alignment
shown in Fig. 3a. The optimal alignment ending at
any stage is therefore equal to the total (cumulative) score
of the optimal alignment at the previous stage plus the
score assigned to the aligned elements at that current
stage.

The optimal alignment of two sequences ends with
either the last two symbols aligned, the last symbol of
one sequence aligned to a gap, or the last symbol of the
other sequence aligned to a gap. In the author’s analysis, xi

refers to the ith symbol in sequence 1 and yi refers to the jth
symbol in sequence 2 before any alignment has been made.
The authors will use the symbol S(i,j) to refer to the
cumulative score of the alignment up until symbols xi

and yj, and the symbol s(xi,yj) to refer to the score assigned
to matching elements xi and yj. The authors will use d to
refer to the cost associated with introducing a gap.

1. If the current stage of the alignment matches two
symbols, xi and yj, then the score, S(i,j), is equal to the
previous score, S(i–1,j–1), plus the score assigned to
aligning the two symbols, s(xi,yj).

2. If the current match is between symbol xi in sequence
1 and a gap in sequence 2, then the new score is equal
to the score up until symbol xi–1 and the same symbol
yj, S(i–1, j), plus the penalty associated with introdu-
cing a gap, –d

3. If the current match is between symbol yj in sequence
2 and a gap in sequence 1, then the new score is equal
to the previous score up until symbol yj–1 and the
same symbol xi, S(i,j–1), plus the gap penalty –d

The optimal cumulative score at symbols xi and yj is:

Sði; jÞ ¼ max

Sði� 1; j� 1Þ þ sðxi; y jÞ
Sði� 1; jÞ � d

Sði; j� 1Þ � d

8><
>:

The previous equation determines the new elements at
each stage in the alignment by successive iterations from
the previous stages. The maximum at any stage may not be
unique. The optimal sequence alignment (s) is the one that
provides the highest score, which is usually performed
using a matrix representation, where the cells in the
matrix are assigned an optimal score, and the optimal
alignment is determined by a process called trace back
(3,4).

The optimal alignment between two sequences depends
on the scoring function that is used, which brings the need
for a score that is biologically significant and relevant to the
phenomenon being analyzed. Substitution matrices pre-
sent one method of achieving this alignment using a ‘‘log-
odds’’ scoring system. One of the first substitution matrices
used to score amino acid sequences was developed by
Dayhoff et al. (5). Other matrices such as the BLOSUM50
matrix (6) were also developed and use databases of more
distantly related proteins.

The Needleman–Wunsch (N–W) algorithm and its var-
iation (3) provide the best global alignment for two given
sequences. Smith and Waterman (7) presented another
dynamic programming algorithm that deals with finding
the best local alignment for smaller subsequences of two
given sequences rather than the best global alignment of
the two sequences. The local alignment algorithm identi-
fies a pair of subsegments, one from each of the given
sequences, such that no other pair of subsegments exist
with greater similarity.

Heuristic Alignment Methods

Heuristic search methods for sequence alignment have
gained popularity and extensive use in practice because
of the complexity and large number of calculations in the
dynamic programming approach. Heuristic approaches
search for local alignments of subsegments and use these
alignments as ‘‘seeds’’ in which to extend out to longer
sequences. The most widely used heuristic search method
available today is BLAST (Basic Local Alignment Search
Tool) by Altschul et al. (8). BLAST alignments define a
measure of similarity called MSP (Maximal Segment Pair)
as the highest scoring pair of identical length subsegments
from two sequences. The lengths of the subsegments are
chosen to maximize the MSP score.

Multiple Sequence Alignments

Multiple sequence alignments are alignments of more than
two sequences. The inclusion of additional sequences can
improve the accuracy of the alignment, find protein motifs,
identify related protein sequences in a database, and pre-
dict protein secondary structure. Multiple sequence align-
ments are also the first step in constructing phylogenetic
trees.

The most common approach for multiple alignments is
progressive alignment, which involves choosing two
sequences and performing a pairwise alignment of the first
to the second. The third sequence is then aligned to the first
and the process is repeated until all the sequences are
aligned. The score of the multiple alignment is the sum of
scores of the pairwise alignments. Pairwise dynamic pro-
gramming can be generalized to perform multiple align-
ments using the progressive alignment approach; however,
it is computationally impractical even when only a few
sequences are involved (9). The sensitivity of progressive
alignment was improved for divergent protein sequences
using CLUSTAL-W (10) (available at http://clustalw.gen-
ome.ad.jp/).

Many other approaches to sequence alignment have
been proposed in the literature. For example, a Bayesian
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approach was suggested for adaptive sequence alignments
(11,12). The data that is now available from the human
genome project has suggested the need for aligning whole
genome sequences where large-scale changes can be stu-
died as opposed to single-gene insertions, deletions, and
nucleotide substitutions. MuMMer (12) follows this direc-
tion and performs alignments and comparisons of very
large sequences.

PHYLOGENETIC TREES

Biologists have long built trees to classify species based on
morphological data. The main objectives of phylogenetic
tree studies are (1) to reconstruct the genealogical ties
between organisms and (2) to estimate the time of diver-
gence between organisms since they last shared a common
ancestor. With the explosion of genetic data in the last few
years, tree building has become more popular, where
molecular-based phylogenetic studies have been used in
many applications, such as the study of gene evolution,
population subdivisions, analysis of mating systems, pater-
nity testing, environmental surveillance, and the origins of
diseases that have transferred species.

From a mathematical point of view, a phylogenetic tree
is a rooted binary tree with labeled leaves. A tree is binary
if each vertex has either one or three neighbors. A tree is
rooted if a node, R, has been selected and termed the root. A
root represents an ancestral sequence from which all other
nodes descend. Two important aspects of a phylogenetic
tree are its topology and branch length. The topology refers
to the branching pattern of the tree, and the branch length
is used to represent the time between the splitting events
(mutations). Figure 4a shows a rooted binary tree with six
leaves. Figure 4b shows all possible distinct rooted topol-
ogies for a tree with three leaves.

The data that is used to construct trees is usually in the
form of contemporary sequences and is located at the
leaves. For this reason, trees are represented with all their
leaves ‘‘on the ground level’’ rather than at different levels.

The tree-building analysis consists of two main steps.
The first step, estimation, uses the data matrix to produce a
tree, ~TT, that estimates the unknown tree, T. The second
step provides a confidence statement about the estimator
~TT, which is often performed by bootstrapping methods.

Tree-building techniques can generally be classified into
one of four types: distance-based methods, parsimony
methods, maximum likelihood methods, and Bayesian
methods. For a detailed discussion of each of these meth-
ods, see Li (13).

Tree-building methods can be compared using several
criteria such as accuracy (which method gives the true tree,
T, when we know the answer?), consistency (when the
number of characters increases to infinity, do the trees
provided by the estimator converge to the true tree?),
efficiency (how quickly does a method converge to the
correct solution as the data size increases?), and robustness
(is the method stable when the data does not fulfill the
necessary assumptions?). To clarify some of these issues,
read Holmes (14), where a geometric analysis of the pro-
blem is provided and these issues are further discussed.

The second part of the tree-building analysis is con-
cerned with how close we believe the estimated tree is to
the true tree. This analysis builds on a probability distri-
bution on the space of all trees. The difficult part of this
problem is that, exponentially, many possible trees exist. A
nonparametric approach using a multinomial probability
model on the whole set of trees would not be feasible as the
number of trees is (2N-3)!!. The Bayesian approach defines
parametric priors on the space of trees, and then computes
the posterior distribution on the same subset of the set of
all trees. This analysis enables confidence statements in a
Bayesian sense (15).

PROTEIN FOLDING, SIMULATION, AND STRUCTURE
PREDICTION

The main motivation for this study is that the structure of a
protein greatly influences its function. Knowledge of pro-
tein structure and function can help determine the chemi-
cal structure of drugs needed to reverse the symptoms that
develop due to its malfunction.

The structure of a molecule consists of atoms connected
together by bonds. The bonds in a molecular structure
contribute to its overall potential energy. The authors shall
neglect all quantum mechanical effects in the following
discussion and consider only the elements that contribute
largely to the potential energy of a structure [as suggested
by Levitt and Lifson (16)].

1. Pair Bonds: A bond that exists between atoms
physically connected by a bond and separated by a
distance b. It is like a spring action where energy is
stored above and below an equilibrium distance, b0.
The energy associated with this bond is UðbÞ ¼ 1

2 Kb

ðb� b0Þ2, where b0 can be determined from X rays
and Kb can be determined from spectroscopy.

2. Bond Angles: This bond exists when an angular
deviation from an equilibrium angle, u0, occurs
between three atoms. The bond angle energy asso-
ciated with the triplet is UðuÞ ¼ 1

2 Kuðu � u0Þ2.

3. Torsion Angles: This bond exists when a torsion
angle, f, exists between the first and fourth atoms on
the axis of the second and third atoms. The energy
associated with this bond is UðfÞ ¼ Kfð1� cosðnfþ
dÞÞ, where u is an initial torsion angle.

4. Nonbonded pairs: Bonds also exist between atoms
that are not physically connected in the structure.
These bonds include:
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Figure 4. (a) Rooted tree with six leaves. (b) All possible topol-
ogies for three leaves.



a. Van der Waal forces, which exist between
nonbonded pairs and contribute to energy,
UðrÞ ¼ e½ðr0

r Þ
12 � 2ðr0

r Þ
6�, r0 is an equilibrium dis-

tance and e a constant.
b. Electrostatic interactions, which contribute to an

energy of UðrÞ ¼ a
qiq j

r ; and
c. Hydrogen bonds, which result from van Der

Waals forces and the geometry of the system,
and contribute to the potential energy of the
structure.

The total potential energy function of a given structure
can thus be determined by the knowledge of the precise
position of each atom. The three main techniques that are
used for protein structure prediction are homology (com-
parative modeling), fold recognition and threading, and ab
initio folding.

Homology or Comparative Modeling. Comparative mod-
eling techniques predict the structure of a given protein
sequence based on its alignment to one or more protein
sequences of known structure in a protein database. The
approach uses sequence alignment techniques to establish
a correspondence between the known structure ‘‘template’’
and the unknown structure. Protein structures are
archived for public use in an Internet-accessible database
known as the Protein Data Bank (http://www.rcsb.org/pdb/)
(17).

Fold Recognition and Threading. When the two
sequences exhibit less similarity, the process of recognizing
which folding template to use is more difficult. The first
step, in this case, is to choose a structure from a library of
templates in the protein databank, called fold recognition.
The second step ‘‘threads’’ the given protein sequence into
the chosen template. Several computer software programs
are available for protein structure prediction using the fold
recognition and threading technique such as PROSPECT
(18).

Ab Initio (New Fold) Prediction. If no similarities exist
with any of the sequences in the database, the ab initio
prediction method is used. This method is one of the ear-
liest structure prediction methods, and uses energy inter-
action principles to predict the protein structure (16,19,20).
Some of these methods include optimization where the
objective is to find a minimum energy structure (a local
minimum in the energy landscape has zero forces acting on
the atoms and is therefore an equilibrium state).

Monte Carlo sampling is one of the most common tech-
niques for simulating molecular motion. The algorithm
starts by choosing an initial structure, A, with potential
energy, U(A). A new structure, B, is then randomly
generated. If the energy of the new structure is less than
that of the old structure, the new structure is accepted. If
the energy of the new structure is higher than the old
structure, then we generate a random number, RAND,
from a uniform distribution U(0,1). The new structure is

accepted if e� DE
KT >RAND, where DE ¼ EB � EA is the dif-

ference in energy levels, K is Boltzman’s constant, and T is
the temperature in kelvins. Otherwise, the new structure

is rejected. Another random structure is then generated
(either from the new accepted structure or from the old
structure if the first one was rejected) and the process is
repeated until some termination condition is satisfied (e.g.,
the maximal number of steps has been achieved).

Another type of analysis uses molecular dynamics uses
equations of motion to trace the position of each atom
during folding of the protein (21). A single structure is
used as a starting point for these calculations. The force
acting on each atom is the negative of the gradient of the
potential energy at that position. Accelerations, ai, are
related through masses, mi, to forces, Fi, via Netwon’s
second law (Fi¼miai). At each time step, new positions
and velocities of each of the atoms are determined by
solving equations of motion using the old positions, old
velocities, and old accelerations. Beeman (22) showed that
new atomic positions and velocities could be determined by
the following equations of motion

xðtþ DtÞ ¼ xðtÞ þ vðtÞDtþ ½4aðtÞ � aðtþ DtÞ� ðDtÞ2

6

vðtþ DtÞ ¼ vðtÞ þ ½2aðtþ DtÞ þ 5aðtÞ � aðt� DtÞ�Dt

6

where x(t)¼position of the atom at time t, v(t)¼ velocity of
the atom at time t, a(t)¼ acceleration at time t, and
Dt¼ time step in the order of 10�15 s for the simulation
to be accurate.

In 1994, the first large-scale experiment to assess protein
structure prediction methods was conducted. This experi-
ment is known as CASP (Critical Assessment of techniques
for protein Structure Prediction). The results of this experi-
ment were published in a special issue of Proteins in 1995.
Further experiments were developed to evaluate the fully
automatic web servers for fold recognition. These experi-
ments are known as CAFASP (Critical Assessment of
Fully Automated Structure Prediction). For a discussion
on the limitations, challenges, and likely future develop-
ments on the evaluation of the field of protein folding and
structure prediction, the reader is referred to Bourne (23).

GENOME ANALYSIS

Analysis of completely sequenced genomes has been one of
the major driving forces for the development of the bioinfor-
matics field. The major challenges in this area include
genome assembly, gene prediction, function annotation,
promoter region prediction, identification of single nucleo-
tide polymorphism (SNP), and comparative genomics of
conserved regions. For a genome project, one must ask
several fundamental questions: How can we put the whole
genome together from many small pieces of sequences?
where are the genes located on a chromosome? and what
are other features we can extract from the completed gen-
omes?

Genome Assembly

The first problem is pertaining to the genome mapping and
sequence assembly. During the sequencing process, large
DNA molecules with millions of base pairs, such as a
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human chromosome, are broken into smaller fragments
(� 100 kb) and cloned into vector such as bacterial artificial
chromosome (BAC). These BAC clones can be tiled together
by physical mapping techniques. Individual BACs can be
further broken down into smaller random fragments of 1–
2 kb. These fragments are sequenced and assembled based
on overlapping fragments. With more fragments
sequenced, enough overlaps will exist to cover most of
the sequence. This method is often referred as ‘‘shotgun
sequencing’’. Computer tools were developed to assemble
the small random fragments into large contigs based on the
overlapping ends among the fragments using similar algo-
rithms as the ones used in the basic sequence alignment.
The widely used ones include PHRAP/Consed (24,25) and
CAP3 (26). Most of the prokaryotic genomes can be
sequenced directly by the shotgun sequencing strategy
with special techniques for gap closure. For large genomes,
such as the human genome, two strategies exist. One is to
assemble large contigs first and then tile together the
contigs based on the physical map to form the complete
chromosome (27). Another strategy is called Whole Gen-
ome Shotgun Sequencing (WGS) strategy, which assemble
the genome directly from the shotgun sequencing data in
combination with mapping information (28). WGS is a
faster strategy to finish a large genome, but the challenge
of WGS is how to deal with the large number of repetitive
sequences in a genome. Nevertheless, WGS has been suc-
cessfully used in completing the Drosophila and human
genomes (29,30).

Genome Annotation

The second problem is related to deciphering the informa-
tion coded in a genome, which is often called genome
annotation. The process includes the prediction of gene
structures and other features on a chromosome and the
function annotation of the genes. Two basic types of genes
exist in a genome: RNA genes and protein encoding genes.
RNA genes produce active RNA molecules such as riboso-
mal RNA, tRNA, and small RNA. The majority of genes in a
genome are protein encoding genes. Therefore, the big
challenge is how to find the protein encoding region in a
genome. The simplest way to search for a protein encoding
region is to search for open reading frames (ORF), which is
a contiguous set of codons between two stop codons. Six
possible reading frames for a given DNA sequence exist,
three of which start at the first, second, and third base. The
other three reading frames are at the complementary
strand. The longest ORFs between the start codon and
the stop codon in the same reading frame provide good, but
not sufficient, evidence of a protein encoding region. Gene
prediction is generally easier and more accurate in prokar-
yotic than eukaryotic organisms due to the intron/exon
structure in eukaryote genes. Computational methods of
gene prediction based on the Hidden Markov Model (HMM)
have been quite successful, especially in prokaryote gen-
ome. These methods involve training a gene model to
recognize genes in a particular organism. As a result of
the variations in codon usage, a model must be trained for
each new genome. In a prokaryote genome, genes are
packed densely with relatively short intergenic sequences.

The model reads through a sequence with unknown gene
composition and find the regions flanked by start and stop
codons. The codon composition of a gene is different from
that of an intergenic region and can be used as a discri-
minator for gene prediction. Several software tools, such as
GeneMark (31) and Glimmer (32) are widely used HMM
methods in prokaryotic genome annotation. Similar ideas
are also applied to eucaryote gene prediction. As a result of
the intron/exon structure, the model is much more complex
with more attention on the boundary of intron and exon.
Programs such as GeneScan (33) and GenomeScan (34) are
HMM methods for eukaryote gene prediction. Neural net-
work-based methods have also been applied in eukaryote
gene prediction, such as Grial (35). Additional information
for gene prediction can be found using expressed sequence
tags (ESTs), which are the sequences from cDNA libraries.
As cDNA is derived from mRNA, a match to an EST is a
good indication that the genomic region encodes a gene.
Functional annotation of the predicted genes is another
major task in genome annotation. This process can be also
viewed as gene classification with different functional
classification systems such as protein families, metabolic
pathways, and gene ontology. The simplest way is to infer
annotation from the sequence similarity to a known gene
(e.g., BLAST search against a well-annotated protein data-
base such as SWISS-PROT). A better way can be a search
against protein family databases [e.g., Pfam (36)], which
are built based on profile HMMs. The widely used HMM
alignment tools include HMMER (37) and SAM (38). All
automated annotation methods can produce mistakes.
More accurate and precise annotation requires manual
checking and a combination of information from different
sources.

Besides the gene structures, other features such as
promoters can be better analyzed with a finished genome.
In prokaryotic organisms, genes involved in the same
pathway are often organized in an operon structure. Find-
ing operons in a finished genome provides information on
the gene regulation. For eukaryotic organisms, the com-
pleted genomes provide upstream sequences for promoter
search and prediction. Promoter prediction and detection
has been a very challenging bioinformatics problem. The
promoter regions are the binding sites for transcription
factors (TF). Promoter prediction is to discover the
sequence patterns that are specific for TF binding. Differ-
ent motif finding algorithms have been applied including
scoring matrix method (39), Gibbs sampling (40), and
Multiple EM for Motif Elicitation (MEME) (41). The results
are not quite satisfactory. Recent studies using compara-
tive genomics methods on the problem have produced some
promising results and demonstrated that the promoters
are conserved among closely related species (42). In addi-
tion, microarray studies can provide additional informa-
tion for promoter discoveries (see the section on microarray
analysis).

Comparative Genomics

With more and more genomes being completely sequenced,
comparative analysis becomes increasingly valuable
and provides more insights of genome organization and
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evolution. One comparative analysis is based on the ortho-
logous genes, called clusters of orthologous groups (COG)
(43). Two genes from two different organisms are consid-
ered orthologous genes if they are believed to come from a
common ancestor gene. Another term, paralogous genes,
refers to genes in one organism and are related to each
other by gene duplication events. In COG, proteins from all
completed genomes are compared. All matching proteins in
all the organisms are identified and grouped into ortholo-
gous groups by speciation and gene duplication events.
Related orthologous groups are then clustered to form a
COG that includes both orthologs and paralogs. These
clusters correspond to classes of functions. Another type
of comparative analysis is based on the alignment of the
genomes and studies the gene orders and chromosomal
rearrangements. A set of orthologous genes that show the
same gene order along the chromosomes in two closely
related species is called a synteny group. The correspond-
ing region of the chromosomes is called synteny blocks (44).
In closely related species, such as mammalian species, the
gene orders are highly conserved. The gene orders are
changed by chromosomal rearrangements during evolu-
tion including the inversion, translocation, fusion, and
fission. By comparing completely sequenced genomes, for
example, human and mouse genomes, we can reveal the
rearrangement events. One challenging problem is to
reconstruct the ancestral genome from the multiple gen-
ome comparisons and estimate the number and types of the
rearrangements (45).

MICROARRAY ANALYSIS

Microarray technologies allow biologists to monitor
genome-wide patterns of gene expression in a high
throughput fashion. Gene expression refers to the process
of transcription. Gene expression for a particular gene can
be measured as the fluctuation of the amount of messenger
RNA produced from the transcription process of that gene
in different conditions or samples.

DNA microarrays are typically composed of thousands
of DNA sequences, called probes, fixed to a glass or silicon
substrate. The DNA sequences can be long (500–1500 bp)
cDNA sequences or shorter (25–70 mer) oligonucleotide
sequences. The probes can be deposited with a pin or
piezoelectric spray on a glass slide, known as spotted array
technology. Oligonucleotide sequences can also be synthe-
sized in situ on a silicon chip by photolithographic technol-
ogy (i.e., Affymetrix GeneChip). Relative quantitative
detection of gene expression can be carried out between
two samples on one array (spotted array) or by single
samples comparing multiple arrays (Affymetrix Gene-
Chip). In spotted array experiments, samples from two
sources are labeled with different fluorescent molecules
(Cy3 and Cy5) and hybridized together on the same array.
The relative fluorescence between each dye on each spot is
then recorded and a composite image may be produced. The
relative intensities of each channel represent the relative
abundance of the RNA or DNA product in each of the two
samples. In Affymetrix GeneChip experiments, each sam-
ple is labeled with the same dye and hybridized to different

arrays. The absolute fluorescent values of each spot may
then be scaled and compared with the same spot across
arrays. Figure 5 gives an example of a composite image
from one spotted array.

Microarray analyses usually include several steps
including: image analysis and data extraction, data quan-
tification and normalization, identification of differentially
expressed genes, and knowledge discovery by data mining
techniques such as clustering and classification. Image
analysis and data extraction is fully automated and mainly
carried out using a commercial software package or a
freeware depending on the technology platforms. For
example, Affymetrix developed a standard data processing
procedure and software for its GeneChips (for detailed
information, see http://www.affymetrix.com); GenePix is
widely used image analysis software for spotted arrays. For
the rest of the steps, the detailed procedures may vary
depending on the experiment design and goals. We will
discuss some of the procedures below.

Statistical Analysis

The purpose of normalization is to adjust for systematic
variations, primarily for labeling and hybridization effi-
ciency, so that the true biological variations can be discover
as defined by the microarray experiment (46,47). For exam-
ple, as shown in the self-hybridization scatter plot (Fig. 6)
for a two-dye spotted array, variations (dye bias) between
dyes is obvious and related to spot intensities. To correct
the dye bias, one can apply the following model:

log2ðR=GÞ! log2ðR=GÞ � cðAÞ

where R and G are the intensities of the dyes; A is the
signal strength (log2(R
G)/2); M is the logarithm ratio
(log2(R/G)); c(A) is the locally weighted polynomial regres-
sion (LOWESS) fit to the MA plot (48,49).

After correction of systematic variations, we want to
determine which genes are significantly changed during
the experiment and to assign appropriately adjusted p
values to the genes. For each gene, we wish to test the
null hypothesis that the gene is not differentially
expressed. The P value is the probability of finding a result
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Figure 5. An image from a spotted array after laser scanning.
Each spot on the image represents a gene and the intensity of a
spot reflects the gene expression.



by chance. If P value is less than a cut-off (e.g., 0.05), one
would reject the null hypothesis and state that the gene is
differentially expressed (50). Analysis of variance
(ANOVA) is usually used to model the factors for a parti-
cular experiment. For example,

logðmi jkÞ ¼ mþ Ai þD j þ Vk þ ei jk

where mijk is the ratio of intensities from the two dye-
labeled samples for a gene; m is the mean of ratios from all
replicates; A is the effect of different arrays; D is the dye
effects; and V is the treatment effects (51). Through F test,
it will be determined if the gene exhibits differential
expression between any Vk. For a typical microarray,
thousands of genes exist. We need to perform thousands
of tests in an experiment at the same time, which introduce
the statistical problem of multiple testing and adjustment
of p value. False discovery rate (FDR) (52) has been com-
monly adopted for this purpose.

For Affymetrix GeneChips analysis, even though the
basic steps are the same as spotted microarrays, because of
the difference in technology, different statistical methods
were developed. Besides the statistical methods provided
by Affymetrix, several popular methods are packaged into
software such as dChip (53) and RMA (54) in Bioconductor
(http://www.bioconductor.org). With rapid accumulation of
microarray data, one challenging problem is how to com-
pare microarray data across different technology plat-
forms. Some recent studies on data agreements have
provided some guidance (55–57).

Clustering and Classification

Once a list of significant genes is obtained from the statis-
tical test, different data mining techniques would be
applied to find interesting patterns. At this step, the micro-
array dataset is organized as a matrix. Each column repre-
sents a condition; each row represents a gene. An entry is
the expression level of the gene under the corresponding
condition. If a set of genes exhibit the similar fluctuation

under all of the conditions, it may indicate that these genes
are co-regulated. One way to discover the co-regulated
genes is to cluster genes with similar fluctuation patterns
using various clustering algorithm. Hierarchical clustering
was the first clustering method applied to the problem (58).
The result of hierarchical clustering forms a 2D dendro-
gram as shown in Fig. 7. The measurement used in the
clustering process can be either a similarity, such as
Pearson’s correlation coefficient, or a distance, such as
Euclidian distance.

Many different clustering methods have been applied
later on, such as k means (59), self-organizing map (60),
and support vector machine (61). Another type of micro-
array study involves classification techniques. For exam-
ple, we can use the gene expression profile to classify
cancer types. Golub et al. (62) first reported using classi-
fication techniques to classify two different types of leuke-
mia as shown in Fig. 8. Many commercial software
packages (e.g., GeneSpring and Spotfire) offer the use of
these algorithms for microarray analyses.

COMPUTATIONAL MODELING AND ANALYSIS
OF BIOLOGICAL NETWORKS

The biological system is a complex system involving
hundreds of thousands of elements. The interaction
among the elements forms an extremely complex network.
With the development of high throughput technologies
in functional genomics, proteomics, and metabolomics,
one can start looking into the system-level mechanisms
governing the interactions and properties of biological
networks. Network modeling has been used extensively
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Figure 6. Self-hybridization scatter plot. The y axis is the inten-
sity from one dye; the x axis is the intensity from the other dye.
Each spot is a gene.

Figure 7. Hierarchical clustering of microarry data. Rows are
genes. Columns are RNA samples at different time points. Values
are the signals (expression levels) that are represented by the color
spectrum. Green represents down-regulation whereas red repre-
sents up-regulation. The color bars beside the dendrogram show
the clusters of genes that exhibit similar expression profiles (pat-
terns). The bars are labeled with letters and description of possible
biological processes involving the genes in the clusters. [Reprinted
from Eisen et al. (58).]



in social and economical fields for many years (63).
Many methods can be applied to biological network
studies.

The cellular system involves complex interactions
between proteins, DNA, RNA, and smaller molecules
and can be categorized in three broad subsystem, metabolic
network or pathway, protein network, and genetic or gene
regulatory network. Metabolic network represents the
enzymatic processes within the cell, which provide energy
and building blocks for cells. It is formed by the combina-
tion of a substrate with an enzyme in a biosynthesis or
degradation reaction. Considerable information about
metabolic reactions has been accumulated through many
years and organized into large databases, such as KEGG
(64), EcoCyc (65), and WIT (66). Protein network refers to
the signaling networks where the basic reaction is between
two proteins. Protein-protein interactions can be deter-
mined systematically using techniques such as yeast
two-hybrid system (67) or derived from the text mining
of literatures (68). Genetic network or regulatory network
refers to the functional inference of direct causal gene
interactions (69). One can conceptualize gene expression
as a genetic feedback network. The network can be inferred
from the gene expression data generated from microarray

or proteomics studies in combination with computation
modeling.

Metabolic network is typically represented as a graph
with the vertex being all the compounds (substrates) and
the edges being reactions linking the substrates. With such
representation, one can study the general properties of the
metabolic network. It has been shown that metabolic net-
work exhibits typical property of small world or scale-free
network (70,71). The distribution of compound connectivity
follows a power law as shown in Fig. 9. Nodes serving as
hubs exist in the network. Such property makes the net-
work quite robust to random deletion of nodes, but vulner-
able to selected deletion of nodes. For example, deletion of
hub nodes will cause the network collapse very quickly. A
recent study also shows that the metabolic network can be
organized in modules based on the connectivity. The con-
nectivity is high within modules, but low between modules
(72).

Flux analysis is another important aspect in metabolic
network study. Building on the stoichiometric network
analysis, which only uses the well-characterized network
topology, the concept of elementary flux modes was intro-
duced (73,74). An elementary mode is a minimal set of
enzymes that could operate at steady state, with the
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Figure 8. An example of microarray classifi-
cation. Genes distinguishing acute myeloid
leukemia (AML) and acute lymphoblastic leu-
kemia (ALL). The 50 genes most highly corre-
lated with the ALL-AML class distinction are
shown. Each row corresponds to a gene, with
the columns corresponding to expression
levels in different samples. Expression levels
for each gene are normalized across the sam-
ples such that the mean is 0 and the SD is 1.
The scale indicates SDs above or below the
mean. The top panel shows genes highly ex-
pressed in ALL, the bottom panel shows genes
more highly expressed in AML. [Reprinted
from Golub et al. (62).]



enzymes weighted by the relative flux they need to carry
out the mode to function. The total number of elementary
modes for given conditions has been used as a quantitative
measure of network flexibility and as an estimate of fault-
tolerance (75,76).

A system approach to model regulatory networks is
essential to understand their dynamics. Recently, several
high-level models have been proposed for the regulatory
network including Boolean models, continuous systems of
coupled differential equations, and probabilistic models.
Boolean networks assume that a protein or a gene can be in
one of two states, active or inactive, represented by 1 or 0.
This binary state varies in time and depends on the state of
the other genes and proteins in the network through a
discrete equation:

Xiðtþ 1Þ ¼ Fi½X1ðtÞ; . . . ;XNðtÞ� ð4Þ

Thus, the function Fi is a Boolean function for the
update of the ith element as a function of the state of
the network at time t (69). Figure 10 gives a simple
example.

Gene expression patterns contain much of the state
information of the genetic network and can be measured
experimentally. We are facing the challenge of inferring or
reverse engineering the internal structure of this genetic
network from measurements of its output. Genes with
similar temporal expression patterns may share common
genetic control processes and may, therefore, be related
functionally. Clustering gene expression patterns accord-
ing to a similarity or distance measure is the first step
toward constructing a wiring diagram for a genetic net-
work (78).

Differential equations can be an alternative model to the
Boolean network and applied when the state variables X
are continuous and satisfy a system of differential equa-
tions of the form

dXi

dt
¼ Fi½X1ðtÞ; . . . ;XNðtÞ; IðtÞ�

where the vector I(t) represents some external input into
the system. The variable Xi can be interpreted as
representing concentrations of proteins or mRNAs. Such
a model has been used to model biochemical reactions in
the metabolic pathways and gene regulation (69).

Bayesian networks are provided by the theory of gra-
phical models in statistics. The basic idea is to approximate
a complex multidimensional probability distribution using
a product of simpler local probability distributions. Gen-
erally, a Bayesian network model is based on a directed
acyclic graph (DAG) with N nodes. In genetic network, the
nodes may represent genes or proteins and the random
variables Xi levels of activity. The parameters of the model
are the local conditional distributions of each random
variable given the random variables associated with the
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Figure 9. a. In the scale-free network, most nodes have only a few
links, but a few nodes, called hubs (filled circle), have a very large
number of links. b. The network connectivity can be characterized
by the probability, P(k), that a node has k links. P(k) for a scale-free
network has no well-defined peak, and for large k, it decays as a
power-law, P(k) � k-g, appearing as a straight line with slope -g on
a log–log plot. [Reprinted from Jeong et al. (70).]

Figure 10. Target Boolean network for reverse engi-
neering. (a) The network wiring and (b) logical rules
determine (c) the dynamic output. The challenge lies in
inferring (a) and (b) from (c). [Reprinted from Liang et al.
(77).]
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parent nodes

PðX1; . . . ;XNÞ ¼
Y

i

PðXijX j : j2N�ðiÞÞ ð4Þ

where N�(i) denotes all the parents of vertex i. Given a
dataset D representing expression levels derived using
DNA microarray experiments; it is possible to use learning
techniques with heuristic approximation methods to infer
the network architecture and parameters. As data from
microarray experiments are still limited and insufficient to
completely determine a single model, people have devel-
oped heuristics for learning classes of models rather than
single models, for instance, for a set of co-regulated genes
(69). Bayesian networks have recently been shown to
combine heterogeneous datasets, for instance, microarray
data with functional annotation and mutation data to
produce an expert system (79).

In this chapter, some major development in the field of
bioinformatics were reviewed and some basic concepts in the
field were introduced covering six areas: sequence analysis,
phylogenetic analysis, protein structure analysis, genome
analysis, microarray analysis, and network analysis. Due to
the limited space, some topics have been left out. One such
topics is text mining, which uses Natural Language Proces-
sing (NLP) techniques to extract information from the vast
amount of literature in biological research. Text mining has
become an integral part in bioinformatics. With the con-
tinuing development and maturing of new technologies in
many system-level studies, the way that biological research
is conducted is undergoing revolutionary change. Systems
biology is becoming a major theme and driving force. The
challenges for bioinformatics in the post-genomics era lie on
the integration of data and knowledge from heterogeneous
sources and system-level modeling and simulation provid-
ing molecular mechanism for physiological phenomena.
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INTRODUCTION

The science of biomagnetism refers to the measurement of
magnetic fields produced by living organisms. These tiny
magnetic fields are produced by naturally occurring elec-
tric currents resulting from muscle contraction, or signal
transmission in the nervous system, or by the magnetiza-
tion of biological tissue. The first observation of biomag-
netic activity in humans was the recording of the magnetic
field produced by the electrical activity of the heart, or
magnetocardiogram, by Baule and McFee in 1963 (1). In
1968, David Cohen (2) at the Massachusetts Institute of
Technology reported the first measurement of the alpha
rhythm of the human brain, demonstrating that it was
possible to measure magnetic fields of biological origin
that are only several hundred femtotesla in magnitude
(1 femtotesla¼ 10�15 T)—more than 1 million times smal-
ler than the earth’s magnetic field (�5� 10�5 T). These
early measurements were achieved using crude instru-
ments consisting of inductance coils of 1–2 million wind-
ings in magnetically shielded enclosures and using
extensive signal averaging. Instruments with increased
sensitivity and performance based on the superconducting
quantum interference device, or SQUID became available
shortly after these pioneering measurements. The SQUID
is a highly sensitive magnetic flux detector based on the
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properties of electrical currents flowing in superconducting
circuits, as predicted by Nobel laureate Brian Josephson in
1962 (3). The SQUID was soon adapted for use in biomag-
netic measurements (4) and by the early 1970s, measure-
ments of the spontaneous activity of the human heart (5)
and brain (6) had been achieved without the need for signal
averaging using superconducting sensing coils coupled to
SQUIDs immersed in cryogenic vessels containing liquid
helium. Thereafter, the field of biomagnetism continued to
expand with the further development of SQUID based
instrumentation during the 1970s and 1980s. The intro-
duction in 1992 of multichannel biomagnetometers capable
of simultaneous measurement of neuromagnetic activity
from the entire the human brain (7,8) has resulted in
widespread interest in the field of magnetoencephalogra-
phy or MEG as a new method of studying human brain
function.

Biomagnetic measurements are considered to have a
number of advantages over more traditional electrophy-
siological measurements of heart and brain activity, such
as the electrocardiogram or electroencephalogram. One
significant advantage is that propagation of magnetic
fields through the body is less distorted by the varying
conductivities of the overlying tissues in comparison to
electrical potentials measured from the surface of the scalp
or torso, and can therefore provide a more precise localiza-
tion of the underlying generators of these signals. In
applications such as MEG and magnetocardiography
(MCG), these measurements are completely passive and
can be made repeatedly without posing any risk or harm to
the patient. Also, biomagnetic signals are a more direct
measure of the underlying currents in comparison to sur-
face electrical recordings that measure volume conducted
activity that must be subtracted from a reference potential
at another location complicating the interpretation of the
signal. In addition, magnetic measurements from multiple
sites can be less time consuming since there is no need to
affix electrodes to the surface of the body. As a result,
biomagnetic measurements provide an accurate and non-
invasive method for locating sources of electrical activity in
the human body. The development of multichannel MEG
systems has dramatically increased the usefulness of this
technology in clinical assessment and treatment of various
brain disorders. This has resulted in the recognition of
routine clinical procedures by health agencies in the Uni-
ted States for the use of MEG to map sensory areas of the
brain or localize the origins of seizure activity prior to
surgery. Clinical applications of MCG have also been
developed although to a lesser extent than MEG. This
includes the assessment of coronary artery disease and
other disorders affecting the propagation of electrical sig-
nals in the human heart. Another biomagnetic technique,
known as biosusceptometry, involves measuring magne-
tized materials in the human body by measuring their
moment as they are moved within a strong magnetic field.
These measures can provide useful information regarding
the concentration of ferromagnetic or strongly paramag-
netic materials in various organs of the body, such as iron
particles in the lung or iron-containing proteins in the
liver. In addition, novel biomagnetometer systems are
now available for the assessment of fetal brain and heart

function in utero, and may provide a new clinical tool for
the assessment of fetal health. Currently, there are >100
multichannel MEG systems worldwide and advanced mag-
netometer systems specialized for the measurement of
magnetic signals from the heart, liver, lung, peripheral
nervous system, as well as the fetal heart and fetal brain
are currently being commercially developed. Although bio-
magnetism is still regarded as a relatively new field of
science, new applications of biomagnetic measurements in
basic research and clinical medicine are rapidly being
developed, and may provide novel methods for the assess-
ment and treatment of a variety of biological disorders. The
following section reviews the current state of biomagnetic
instrumentation and signal processing and its application
to the measurement of human biological function.

BIOMAGNETIC INSTRUMENTATION

SQUID Sensors and Electronics

The SQUID sensor is the heart of a biomagnetometer
system and provides high sensitivity detection of very
small magnetic signals. The most popular types of SQUIDs
are direct current (dc) and radio frequency (rf) SQUIDs,
deriving their names from the method of their biasing. The
modern commercial biomagnetometer instrumentation
uses dc SQUIDs implemented in low temperature super-
conducting materials (usually Nb). In recent years, there
has been significant progress in the development of high Tc
SQUIDs, both dc and rf. These devices are usually con-
structed from YBa2Cu3O7�x ceramics. However, due to
their poorer low frequency performance and difficulties
with reproducible large volume manufacturing they are
not yet suitable for large-scale applications. An excellent
review of SQUID operation can be found in (9).

The rf SQUID was popular in the early days of super-
conducting magnetometry because they required only one
Josephson junction. However, in majority of low Tc com-
mercial applications, the rf SQUIDs have been displaced by
dc SQUIDs due to their greater sensitivity, although in
recent years, interest in rf SQUIDs has been renewed in
connection with high Tc superconductivity. The operation
of SQUIDs is illustrated in Fig. 1a. The dc SQUID can be
modeled as a superconducting ring interrupted by two
resistively shunted Josephson junctions as in Fig. 1a
(11). The Josephson junctions are superconducting quan-
tum mechanical devices that allow passage of currents
with zero voltage, and when voltage is applied to them,
they exhibit oscillations with a frequency to voltage con-
stant of �484 MHz �mV. The resistive shunting causes the
Josephson junctions to work in a nonhysteretic mode,
which is necessary for low noise operation (9). An example
of a thin-film dc SQUID, consisting of a square washer and
Josephson junctions near the outside edge is shown in
Fig. 1b (12,13). The usual symbol used to represent a dc
SQUID is shown in Fig. 1c.

The SQUID ring (or washer) must be coupled to the
external world and to the electronics that operates it
(see Fig. 2a). When the dc SQUID is current biased, its
I–V characteristics is similar to that of a nonhysteretic
Josephson junction and the critical current I0 is modulated
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by magnetic flux externally applied to the SQUID ring. The
modulation amplitude is roughly equal to F0/L (9), where
F0 is the flux quantum with magnitude �2.07� 10�15 Wb
and L is inductance of the SQUID ring. The critical current
is maximum for applied flux F¼nF0 and minimum for
F¼ (n þ 1/2)F0. For monotonically increasing flux the
average SQUID voltage oscillates as in Fig. 2d with period
equal to 1 F0. The SQUID transfer function is periodic
(Fig. 2d) and to linearize it, the SQUID is operated in a
feedback loop as a null detector of magnetic flux (14). Most
SQUID applications use analogue feedback loop whereby a
modulating flux with �1/4 F0 amplitude is applied to the
SQUID sensor through the feedback circuitry (Fig. 2a,b).

The modulation, feedback signal, and the flux transformer
output are superposed in the SQUID, amplified, and demo-
dulated in a lock-in detector fashion. The demodulated
output is integrated, amplified, and fed back as a flux to
the SQUID sensor to maintain its total input close to zero.
The modulation flux superposed on the dc SQUID transfer
function is shown in Fig. 2d and the modulation frequen-
cies are typically several hundreds of kilohertz.

For satisfactory MEG operation, the SQUID system
must exhibit large dynamic range, excellent interchannel
matching, good linearity, and satisfactory slew rates. The
analogue feedback loop is not always adequate and the
dynamic range can be extended by implementing digital
integrator as shown in Fig. 2c, and by utilizing the flux
periodicity of the SQUID transfer function (15). The
dynamic range extension works in the following manner:
The loop is locked at a certain point on the SQUID transfer
function and remains locked for the applied flux in the
range of �1 F0, Fig. 2d. When this range is exceeded, the
loop lock is released and the locking point is shifted by 1 F0

along the transfer function. The flux transitions along the
transfer function are counted and are merged with the
signal from the digital integrator to yield 32 bit dynamic
range. This ‘‘flux slipping’’ concept can also be implemented
using four-phase modulation (16), where the feedback loop
jumps by F0/2 and can also provide compensation for the
variation of SQUID inductance with the flux changes.

Flux Transformers

The purpose of flux transformers is to couple the SQUID
sensors to the measured signals and to increase the overall
magnetic field sensitivity. The flux transformers are super-
conducting and consist of one or more pickup coil(s) that
are exposed to the measured fields. The pickup coil(s) are
connected by twisted leads to a coupling coil that induc-
tively couples the measured flux to the SQUID ring (as
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Figure 1. Thin-film dc SQUID. (a) Schematic diagram indicating
inductances of the SQUID ring and shunting resistors to produce
nonhysteretic Josephson junctions. (b) Diagram of a simple SQUID
washer with Josephson junctions near the outer edge. (c) Symbolic
representation of a dc SQUID, where the Josephson junctions are
indicated by ‘x’. (Reproduced with permission from Ref. 10).

Figure 2. Examples of SQUID elec-
tronics, where the SQUID is oper-
ated as a null detector. (a) SQUID
sensor is coupled to an amplifier. (b)
Analogue feedback loop. (c) Digital
feedback loop using digital signal
processor (DSP) or a programmable
logic array (PGA). (d) Feedback loop
modulation. (Adapted with permis-
sion from Ref. 10).
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shown in Fig. 2a). Because the flux transformers are super-
conducting, their gain is noiseless and their response is
independent of frequency. The flux transformer pickup coil
can have diverse configurations as shown in Fig. 3. A single
loop of wire acts as a magnetometer and is sensitive to the
magnetic field component perpendicular to its area, Fig. 3a
and b. Two magnetometer loops can be combined with
opposite orientation and connected by the same wire to
the SQUID sensor. The loops are separated by a distance b
and such a device is called a first-order gradiometer
Fig. 3c–e, and the distance b is referred to as gradiometer
baseline. The magnetic fields detected at the two coils are
subtracted and the gradiometer acts as a spatial differen-
tial detector (this differential action is comparable to
differential detection of electric signals (e.g., in electroen-
cephalography, EEG). Fields induced by distant sources
will be almost completely canceled by a gradiometer
because both its coils will detect similar signals. On the
other hand, near sources will produce markedly different
fields at the two gradiometer coils and will be detected.
Thus the gradiometers diminish the effect of the environ-
mental noise that is typically generated by distant sources
while remaining sensitive to near sources (e.g., neural
sources). Similarly, first-order gradiometers can be com-
bined with opposing polarity to form second-order gradi-
ometers (Fig. 3f,g) and second-order gradiometers can be
combined to form third-order gradiometers, (Fig. 3h). The
flux transformers in Fig. 3 are called hardware flux trans-
formers, because they are directly constructed in hardware
by interconnecting various coils.

The main types of flux transformers used in commercial
practice as the primary sensors are magnetometers
(Fig. 3a), radial gradiometers (Fig. 3c), and planar gradi-
ometers (Fig. 3d). These different sensor types will mea-
sure different spatial pattern of magnetic flux when placed
over a current dipole as shown in Fig. 4. The radial mag-
netometer produces a field map with one maximum and
one minimum, symmetrically located over the dipole with
zero field measured directly above the dipole (Fig. 4a). The
radial gradiometer in Fig. 4b produces similar field pattern
as the magnetometer, except that the pattern is spatially
tighter since it subtracts two field patterns measured at
different distances from the dipole. The planar gradi-
ometer field patterns are quite different from that of the

radial devices. If the two coils of the planar gradiometer are
aligned perpendicular to the dipole, as in Fig. 4c, the planar
gradiometer exhibits a peak directly above the dipole; if the
two coils were aligned parallel to the dipole, the planar
gradiometer exhibits a weak, clover-leaf pattern. When two
orthogonal planar gradiometers are positioned at the same
location, their two independent components can determine
orientation of the current dipole located directly under the
gradiometers (17).

In the absence of noise, there are no practical differences
between these types of flux transformers. However, in the
presence of noise, the signal-to-noise ratios (SNR) can
differ greatly, resulting in significant performance differ-
ences between devices. For MEG applications, the magni-
tude of both the detected brain signal and environmental
noise increases with increasing gradiometer baseline (dis-
tance between coils). Since the signal and noise functional
dependencies on baseline are different, SNR exhibits a
peak corresponding to an optimum baseline of �3–8 cm
for first-order radial gradiometers (10). Magnetometers
can be thought of as gradiometers with very long baseline
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Figure 3. Examples of hardware flux transformers for biomag-
netic applications. It is assumed that the scalp surface is at the
bottom of the figure, (a) Radial magnetometer; (b) tangential
magnetometer; (c) radial first-order gradiometer; (d) planar first-
order gradiometer; (e) radial gradiometer for tangential fields;
(f) second-order symmetric gradiometer; (g) second-order asym-
metric gradiometer; (h) third-order gradiometer. (Reproduced with
permission from Ref. 10).

(a) Magnetometers (b) Radial grads.

(c) Planar grads. (d) Planar grads.

Figure 4. Response to a point dipole of several flux transformer
types. A tangential dipole is positioned 2 cm deep in a semi infinite
conducting space bounded by x3¼0 plane and its field is scanned
by a flux transformer with its sensing coil positioned at x3¼ 0.
Dipole position is indicated by a black arrow. Dimensions of each
map are 14� 14 cm. Schematic top view of the flux transformers is
shown in the upper part of each figure. Solid and dashed lines
indicate different field polarities. (a) Radial magnetometer; (b)
radial gradiometer with 4 cm baseline; (c) planar gradiometer
with 1.5 cm baseline aligned for maximum response; (d) planar
gradiometer with 1.5 cm baseline aligned for minimum response.
(Reproduced with permission from Ref. 10).



and are not optimal because they can be overly sensitive to
environmental noise. Planar gradiometers have good SNR
for shallow brain sources but are suboptimal for deeper
sources due to their short baselines resulting in poor depth
sensitivity. Too long a baseline can also result in greater
sensitivity to noise sources arising from the body itself,
such as the magnetic field of the heart that may then
contaminate the MEG signal. A detailed comparison of
gradiometer design and performance can be found in (10).

Noise Cancelation

Introduction. Since biomagnetic measurements must be
made in real world settings, the influence of noise on the
measurements is a major concern in the design of biomag-
netic instrumentation. Environmental noise affects bio-
magnetometer systems even when they are operated
within shielded rooms. Environmental noise results from
moving magnetic objects and currents (cars, trains, eleva-
tors, power lines, etc.). These noise sources are many
orders of magnitude larger than signals of biomagnetic
origin as shown in Fig. 5a. Note also, that only SQUID
magnetometers have sufficient sensitivity for measuring
biomagnetic signals of interest [atomic magnetometers are
not yet suitable for biomagnetic applications (19)]. For
MEG applications, the resolution or white noise level of
the sensors should be much less than the ‘‘noise’’ level of
brain activity (�30 fT �Hz1/2). An example of background
brain activity is shown in Fig. 5b. Also, certain MEG signal

interpretation methods require the white noise to be as
low as possible, however, the noise level cannot be made
lower than the contribution of noise from the cryogenic
vessel (dewar) itself. As a compromise, the majority of the
existing MEG systems exhibit intrinsic noise levels of
<10 fT �Hz1/2 (typically �5 fT �Hz1/2), yet are able to tol-
erate unwanted environmental noise many orders of mag-
nitude greater.

Magnetic Shielding. Magnetic shielding is the most
straightforward, though most costly method for reduction
of environmental noise. A variety of shielded rooms have
been used for biomagnetic applications and their relative
shielding performance is shown in Fig. 6. The simplest
shielding is accomplished through eddy currents by using a
thick layer of high conductivity metal (20). Eddy current
shielding is not effective at low frequencies, and therefore
shielded rooms utilize high permeability m-metal, which
depending on the number of layers, can provide attenua-
tion in the range from �30 to �105 (21–24). Low frequency
attenuation of nearly 108 was demonstrated with a whole-
body, high Tc superconducting shield (25).

Environmental noise can also be reduced by active
shielding, which can be employed either in unshielded
environments (26), or in combination with shielded rooms
(24,27,28). Active shielding system consists of a reference
magnetometer, feedback electronics, and a set of compen-
sating coils. The references measure the environmental
noise and provide a signal that is amplified and fed into the
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Figure 5. Environmental and brain generated noise. (a) Comparison of biomagnetic fields, envir-
onmental noise, and sensitivity in 1 Hz bandwidth of various types of magnetometers. (b) Sponta-
neous brain activity and the system noise measured in an unshielded environment, noise
cancelation by synthetic third-order gradiometer, primary sensors are radial first-order gradiom-
eters with 5 cm baseline. Control trace was collected with no subject in the helmet, large lines
correspond to signals due to nearby rotating machinery. Eyes closed and open were collected with
the subject in the MEG helmet. The presence of alpha activity (peak at 8 Hz) is visible in the eyes
closed condition. (Reproduced with permission from Ref. 18).



compensating coils to reduce the noise. In general, the
active shielding reduces the magnetic field noise due to
far field sources and is effective only for magnetometers
with no noise cancelation, while it has only a small effect on
first-order gradiometers or magnetometers with noise can-
celation. For higher order gradiometers, active shielding
actually degrades system performance since the active
coils can produce higher order gradients that are larger
than that of the environmental noise.

Noise Reduction Using Higher Order Gradients. Since
hardware noise cancelation (shielding or active noise can-
celation) is usually not sufficient, additional methods,
implemented in software or firmware, are employed. These
methods either incorporate information from additional
reference sensors or operate directly on the primary sen-
sors. The reference sensors are typically a combination of
SQUID magnetometers and gradiometers and the noise is
canceled by synthesizing either higher order gradiometers
or adaptively minimizing noise. The principle of synthetic
gradiometer operation is similar for all gradiometer orders,
and the method is illustrated for first-order gradiometer
synthesis in Fig. 7a (29). The primary magnetometer

detects the magnetic field component parallel to its coil
normal, p (unit vector). The three reference magnet-
ometers are orthogonal and their vector output, r, corre-
sponds to the environmental field at the reference location,
r�B. Then, if ap is the primary magnetometer gain and ar

the reference gain (identical for all three references), the
synthetic first-order gradiometer, g(1), can be derived as

gð1Þ ¼ mp �
ap

ar
ðp � rÞ�app �G � b ð1Þ

where b is the gradiometer baseline (a vector connecting
the primary sensor and the reference centers), and G is the
first gradient tensor at the coordinate origin. Equation 1
states that the synthetic first-order gradiometer is a pro-
jection of the first-gradient tensor to the primary magnet-
ometer orientation, p, and the baseline, b. To synthesize a
second-order gradiometer, a primary hardware or syn-
thetic first-order gradiometer, and a tensor first-gradient
reference are used (Fig. 7b). Similar to Eq. 1, it can be
shown that the synthetic second-order gradiometer output
is a projection of the second gradient tensor to the coil
orientation p and the first- and second-order gradiometer
baselines b1 and b2. Synthesis of third- and higher order
gradiometers is similar (29).

Adaptive methods can also be applied in addition to the
synthetic gradiometers and can incorporate the same refer-
ences as the gradiometers, but their coefficients are expli-
citly computed to minimize correlated noise (29). The
advantage of synthesizing higher order gradiometers is
that their coefficients are universal, independent of the
noise character or sensor orientation (18). In contrast, the
coefficients determined to adaptively minimize back-
ground noise are not universal because they depend on
the noise character and sensor orientations (18) and
assume that the noise environment is unchanging.

The noise cancelation achieved by various methods is
illustrated in Fig. 8. The upper trace (a) shows the mag-
netic field noise outside a shielded room; and trace (b)
shows the field noise after attenuation by the shielded
room. The difference of the two slopes is due to the
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frequency dependent eddy current shield that is part of the
room. Hardware first-order radial gradiometers with 5 cm
baseline reduce noise by nearly a factor of 100; and (c) a
synthetic third-order gradiometer; (d) reduces the noise by
almost another factor of 100. The low frequency environ-
mental noise can further be reduced by adaptive method
(e). The combination of all methods in Fig. 8 achieves
attenuation of >107 at low frequencies.

Additional noise reduction methods can be employed in
systems with a large number of channels. The simplest
method is spatial filtering using Signal Space Projection
(SSP) (32–34), which projects out from the measurement
the noise components oriented along specific spatial vec-
tors in signal space. The method works best when the
signal and noise subspaces are nearly orthogonal. Related
to SSP is noise elimination by rotation in signal space (35),
which avoids loss of degrees of freedom encountered in
SSP. These methods are discussed further in the Signal
Interpretation section. More recently Signal Space Separa-
tion (SSS) has been proposed as a noise cancelation method
in MEG (36). This approach was first proposed by Ioan-
nides et al. (37) and reduces environmental noise by retain-
ing only the ‘‘internal’’ component of the spherical
expansion of the measured signal. This method can be
applied to a number of problems inherent in biomagnetic
measurements, including environmental noise reduction
and motion compensation.

Cryogenics

The sensing elements of a biomagnetometer system
(SQUIDs, flux transformers, and their interconnections)
are superconducting and must be maintained at low tem-
peratures. Since all commercial systems use low tempera-
ture superconductors, they must be operated at liquid He
temperatures of 4.2 K. These temperatures can be achieved

either with cryocoolers or by a cryogenic bath in contact
with the superconducting components. The cryocoolers are
attractive because they eliminate the need for periodic
refilling of the cryogenic container. However, because they
contribute magnetic and electric interference, vibrational
noise, thermal fluctuations, and Johnson noise from metal-
lic parts (38), they are not yet commonly used in MEG
instrumentation. Present commercial biomagnetometer
systems rely on cooling by liquid He bath in a nonmagnetic
vessel with an outer vacuum space also referred to as a
Dewar. An example of how the components may be orga-
nized within the Dewar for an MEG system is shown in
Fig. 9a (39). The primary sensing flux transformers are
positioned in the Dewar helmet area. The reference system
for the noise cancelation is positioned close to the primary
sensors and the SQUIDs with their shields are located at
some distance from the references, all immersed in liquid
He or cold He gas. The Dewar is a complex dynamic device
that incorporates various forms of thermal insulation, heat
conduction, and radiation shielding, as shown Fig. 9b. Most
commercial MEG and MCG systems have reservoirs hold-
ing up to 100 L of liquid He and can be operated for periods
of several days before refilling. An excellent review of the
issues associated with the Dewar construction is presented
in (38).

Biomagnetometer Systems: Overview

Even though magnetic fields have been detected from
many organs, so far the most important application of
biomagnetism has been the detection of neuromagnetic
activity of the human brain. This interest led to the devel-
opment of sophisticated commercial MEG systems. The
current generation of these systems consists of helmet
shaped multisensor arrays capable of measuring activity
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Figure 8. Reduction of environmental
noise by a moderately shielded room,
synthetic gradiometers, and adaptive
methods. (a) Magnetic field noise outside
a shielded room. (b) Field noise after att-
enuation by the shielded room. (c) Noise
reduction by hardware first-order gradiom-
eter with 5 cm baseline. (d) Noise reduction
by synthetic third-order gradiometer
(nearly four orders of magnitude lower
noise than that of a shielded magnetometer
in ‘‘b’’). (e) Noise reduction by addition of
adaptive methods to synthetic third-order
gradiometer. (Adapted from Ref. 31).
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simultaneously from the entire cerebrum. In contrast,
multichannel magnetocardiogram (MCG) systems consist
of a flat array of radial or vector devices (40–45) or systems
with a smaller number of channels operating at liquid N2

temperatures (46–51) for better placement over the chest
directly above the heart. These flat array systems can also
be placed over other areas of the body to measure periph-
eral nerve, gastrointestinal, or muscle activity. These sys-
tems can even be placed over the maternal abdomen to
measure heart and brain activity of the fetus and a custom
shaped multichannel array specifically designed for fetal
measurements has recently been introduced (39,52).

MEG Systems. A diagram of a generic MEG system is
shown in Fig. 10. The SQUID sensors and their associated
flux transformers are mounted within a liquid He dewar
suspended in a movable gantry to allow for supine or seated
patient position. The patient rests on an adjustable chair or

a bed. All signals are preamplified and transmitted from
the shielded room to a central workstation for real-time
acquisition and monitoring of the magnetic signals. At
present, the majority of MEG installations use magnetically
shielded rooms, however, progress is being made toward
unshielded operation (18,40). The MEG measurements are
often complemented by simultaneous EEG measurements
or peripheral measures of muscle activity or eye movement.
Most MEG installations have provisions for stimulus
delivery in order to study brain responses to sensory
stimulation and video and intercom systems in order to
interact with the patient from outside the shielded room.
Multichannel MEG systems are commercially available
from a number of manufacturers (39,53–56).

For MEG localization of brain activity to be useful,
particularly in clinical applications, it must be accurately
known relative to brain anatomy. The anatomical informa-
tion is usually obtained by magnetic resonance imaging
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(MRI), and the MRI images are required during the MEG
interpretation phase. The registration of the MEG sensors
to the brain anatomy is performed in two steps. First, the
head position relative to the MEG sensor array is deter-
mined in order to accurately position MEG sources within a
head-based coordinate system. Second, the head position
relative to the MRI anatomical image is determined to
allow transfer of MEG sources to the anatomical images.
There are different methods for such registration. The
simplest one uses a small number of anatomical markers
positioned on identical locations on the head surface that
can be measured both by MEG and MRI (e.g., small coils for
MEG and lipid contrast markers for MRI) usually placed at
anatomical landmarks near the noise and ears (18). To
improve localization accuracy, the head shape can be digi-
tized in the MEG coordinate system by a device mounted on
the dewar (57) or by the MEG sensors (10). The surface of
the head can also be constructed from segmented MRI and
the transformation between the two systems can be deter-
mined by alignment of the two surfaces (58–60).

Biosusceptometers. A somewhat different system design
is encountered in biomagnetometer systems used for the
measurement of magnetic materials in the human body,
such as iron content in the liver or magnetic contaminants
in the lung. These instruments contain both SQUID sen-
sing coils and a superconducting magnet operated in per-
sistent mode. The system is suspended over the patient’s
body on a bed with a waterbag placed between the patient
and dewar to provide continuity of the diamagnetic proper-
ties of body tissue. Figure 11 illustrates the layout of a
biosusceptometer system for liver measurements with a
patient in a supine position on a moveable bed. The patient

is moved vertically relative to the SQUID gradiometer-
magnet system and flux changes due to the susceptibility of
the liver are monitored. These measures of magnetic
moment can then be used to estimate the concentration
of the paramagnetic compounds within the liver (62–64).

Signal Interpretation

Biomagnetometers measure the distribution of magnetic
field outside of the body. Although the observed field
patterns provide some information about the underlying
physiological activity, ideally one would like to invert the
magnetic field and provide a detailed image of the current
distribution within the body. Such inversion problems are
nonunique and ill defined. The nonuniqueness is either
physical (65) or mathematical due to being highly under-
determined (i.e., there are many more sources than sen-
sors). In order to determine the current distribution, it is
necessary to provide additional information, constraints,
or simplified mathematical models of the sources. The field
of source modeling in both MEG and MCG has been an
intensive area of study over the last 20 years. In the
following section we shall review briefly various methods
of source analysis as it is applied to MEG, although these
methods apply to other biomagnetic measurements such as
MCG, with the main difference being the physical geome-
try of the conductor volumes containing the sources. For
detailed reviews of mathematical approaches used in bio-
magnetism (see 66–69).

Neural Origin of Neuromagnetic Fields. Magnetic fields
of the brain measured by MEG are thought to be the
primarily due to activation of neurons in the gray matter
of the neocortex, whereas action potentials in the under-
lying fiber tracts (white matter) have been shown to pro-
duce only poorly synchronized quadrupolar sources
associated with weak fields (70,71). Some subcortical struc-
tures have also been shown to produce weak yet measur-
able magnetic fields, but are difficult to detect without
extensive signal processing (72,73). The generation of
magnetic fields in the human brain is illustrated in
Fig. 12. The neocortex of the brain (shown in Fig. 12a)
contains a large number of pyramidal cells arranged in
parallel (Fig. 12b) that in their resting state maintain an
intracellular potential of ca. �70 mV. Excitatory (or inhi-
bitory) synaptic input near the cell body or at the super-
ficial apical dendrites results in the flow of charged ions
across the cell membrane producing a graded depolariza-
tion (or hyperpolarization) of the cell. This change in
polarization results in current flow inside the cell, called
impressed current and corresponding return or volume
currents that flow through the extracellular space in the
opposite direction. Studies carried out in the early 1960s
(74,75) demonstrated that these extracellular or volume
currents are main generators of electrical activity mea-
sured in the electroencephalogram or EEG. The combina-
tion of excitatory and inhibitory synaptic inputs to
different cortical layers can produce a variety of sink
and source patterns through the depth of the cortex, each
associated with current flow along the axes of elongated
pyramidal cells toward or away from the cortical surface.
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permission from Ref. 61).



Synchronous activity in large populations of these cells
summate to produce the positive and negative time-vary-
ing voltages measured at the scalp surface in the EEG (76).

Okada et al. (77) carried out extensive studies over the
last 20 years on the neural origin of evoked magnetic fields
using small array ‘‘microSQUID’’ systems to measure
directly magnetic fields from in vitro preparations in the
turtle cerebellum and mammalian hippocampus. These
studies have shown that although both extracellular and
intracellular currents may contribute to externally mea-
sured magnetic fields, it is primarily intracellular or
impressed currents flowing along the longitudinal axis of
pyramidal cells that are the generators of evoked magnetic
fields. A recent review of this work is presented in (78).
Note that, since MEG measures mainly intracellular cur-
rents and EEG the return volume currents, the pattern of
electrical potential over the scalp due to an underlying
current source will reflect current flow in opposite direction
to that of the magnetic field, as has been demonstrated in
physical models (79) and human brain activity (80). In
addition, activation of various regions of the enfolded
cortical surface (the gyri and sulci) will result in current
flow that is either radial or tangential to the scalp surface,
respectively (Fig. 12c). If the brain is modeled as a spherical
conducting volume, then due to axial symmetry it can be
shown that only the tangential currents will produce fields
outside the sphere (81) (Fig. 12d and e). Using in vivo
preparations in the porcine brain, it has been experimen-
tally demonstrated that, in contrast to the EEG, magnetic
fields are relatively undistorted by the presence of the
skull, and are generated primarily in tangentially oriented
tissue (78). It has been recently shown, however, that MEG
is insensitive only to a relatively small percentage of the
total cortical surface in humans due to this tangential
constraint (82). There is some uncertainty as to the extent
of cortical activation typically measured by MEG. Current
densities in the cortex have been estimated to be on the

order of 50 pA �m �mm2(83) suggesting that cortical areas
of at least 20 mm2 must be activated in order to produce a
sufficiently large external field to be observed outside
the head (66,68). However, current densities as high
as 1000 pA �m �mm2 have been recorded in vitro (77)
indicating that much smaller areas of activation may be
observed magnetically.

Equivalent Current Dipoles. The equivalent current
dipole or ECD (81,84) is the oldest and most frequently
used model for brain source activity. It is based on the
assumption that activation of a specific cortical region
involves populations of functionally interconnected neu-
rons (macrocolumns) within a relatively small area. When
measured from a distance, this local population activity can
be modeled by a vector sum or ‘‘equivalent’’ current dipole
that represents the aggregate activity of these neurons.
The ECD analysis proceeds by estimating a priori the
number of equivalent dipoles and their approximate loca-
tions, and then adjusting the dipole parameters (location
and orientation) by a nonlinear search that minimizes
differences between the field computed from the dipole
model and the measured field (Fig. 13). This can be done
at one time sample, or it can be extended to a time segment,
where several dipoles are assumed to have fixed positions
in space, but variable amplitude. Such models are referred
to as ‘‘spatiotemporal’’ dipole models (85). The dipole fit
procedures require the calculation of the magnetic field
produced by a current dipole at each sensor: also termed
the forward solution. Since the frequency range of interest
for biomagnetic fields is <1 kHz, the quasistatic approx-
imations of Maxwell’s equations apply. If the head is
assumed to be approximately spherical in shape it can
be represented by a uniformly conducting sphere and
the radial magnetic field of an ECD with magnitude q,
is given by the radial component of the well-known Biot–
Savart law, Brad(r)¼B(r) � r/jrj, where the Biot–Savart
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Figure 12. Origin of the MEG sig-
nal. (a) Coronal section of the human
brain. The neocortex is indicated by
dark outer surface. (b) Pyramidal
cells in the cortex have vertically
oriented receptive areas (dendrites).
Depolarization of the dendrites at
the cortical surface due to excitatory
synaptic input results in Naþ ions
entering the cell producing a local
current source and a current sink
at the cell body, resulting in intra-
cellular current flowing toward the
cell body (arrow). (c) The cortex has
numerous sulci and gyri resulting in
currents flowing either tangentially
or radially relative to the head sur-
face. (d) Tangential currents will
produce magnetic fields that are
observable outside the head if mod-
eled as a sphere. (e) Radial currents
will not produce magnetic fields out-
side of the head if modeled as a sp-
here. (Adapted from Ref. 10).



vector field, B(r), is given by

BðrÞ ¼ m0

4p

q� ðr� roÞ
jr� roj3

ð2Þ

where ro is the ECD position and r is the position where
the field is measured. For multiple ECDs or continuously
distributed sources, Eq. 2 will also include the sum over all
sources or the integral over the volume of the conducting
sphere.

Generally, the vector of the external magnetic field is
produced by both the primary current density reflecting
the impressed (intracellular) currents, and volume cur-
rents that produce ‘‘secondary sources’’ on the surface of
the volume conductor. For complex shapes, the calculation
of the external field also requires knowledge of the con-
ductivity profile of the conducting volume. The assumption
of spherical symmetry, however, simplifies the calculation,
and the vector field B(r) due to a current dipole q in a
sphere at location ro (Fig. 13b) is given by Sarvas (81) as

BðrÞ ¼ m0

4pF2
fFq� ro � ½ðq� roÞ � r�rFg (3a)

where

F ¼ aðraþ r2 � ro � rÞ (3b)

and

rF ¼ ðr�1a2 þ a�1a � rþ 2aþ 2rÞr
�ðaþ 2rþ a�1a � rÞro (3c)

and a¼ r� ro, a¼ jaj, r¼ jrj and the permeability of free
space m0¼ 4p� 10�7 H �m. The sensing coil measures the
component of the vector field B(r) perpendicular to its
surface area as shown in Fig. 13b. If the field is measured
only in the radial direction, Eq. 3 simplifies to the radial
component of the Biot–Savart law (Eq. 2), and the volume
currents do not contribute any field. It can be seen from
Fig. 13 that the definition of the origin of the theoretical

sphere relative to the head will influence the calculation of
the external magnetic field and thus plays a significant role
in the accuracy of the single sphere approach. Since the
head is not perfectly spherical, improved accuracy of the
forward solution can be achieved by using more realistic
models of the conducting surfaces and boundary element
methods for the calculation of the magnetic field (69), but
these methods are more computationally demanding. A
simple improvement over the single sphere model can be
achieved by using a multiple-sphere model, where inde-
pendent spheres are determined for each sensor by eval-
uating local head curvature in the sensor vicinity (86).

The ECD procedure is very sensitive to the SNR and dc
offsets, and therefore works best when applied to averaged
brain responses that are well time locked to a sensory or
motor event and requires an accurate estimate of signal
baseline (e.g., prestimulus activity). This approach has
proven useful for modeling simple patterns of focal brain
activity, yet is compromised by interaction or ‘‘cross-talk’’
between simultaneously active sources, requiring that the
number of dipoles be correctly specified. Also, ECD models
do not correctly describe spatially ‘‘extended’’ sources:
areas of cortical activity that may extend over an area of
several square centimeters.

Minimum Norm. The dipole model assumes that the
brain activity is localized in one or several small areas of
the brain. Sometimes it is required to obtain a more general
solution without an a priori assumption about the source
distribution. This can be obtained by minimum norm
methods, first proposed for MEG by Hämäläinen and
Ilmoniemi (84). This inverse problem is underdetermined,
solutions are diffuse, and the unweighted minimum norm
favors solutions close to the sensors. The minimum norm
method has subsequently been adapted to produce more
localized solutions. The algorithm, FOCal Undetermined
System Solution (FOCUSS) utilizes a recursive linear esti-
mation based on weighted pseudoinverse solution (87) and
the Minimum Current Estimate (MCE) utilizes the L1-
norm approach (88). A related method, Magnetic Field
Tomography (MFT) (89) utilizes weights and a regulariza-
tion parameter that are optimized according to the given
experimental geometry and noise. Another minimum
norm-based method is the algorithm LORETA (LOw Reso-
lution Electromagnetic TomogrAphy) (90). This algorithm
introduces a spatial second derivative operator (Laplacian)
into the weighting function and seeks the minimum norm
solution subject to the maximum smoothness condition.
This requirement is justified on a physiological assumption
that neighboring points in the brain are likely to be syn-
chronized. The method produces low spatial resolution that
is a consequence of the smoothness constraint. Methods
based on simulated (surrogate) data have also been pro-
posed for producing distributed, unbiased solutions based
on the minimum norm (91).

Bayesian Inference. Bayesian inference has also been
applied to the biomagnetic inverse problem, using prob-
ability distributions of many possible source solutions. This
approach can easily incorporate a priori information that
may influence the likelihood of features of the current
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distribution based on anatomy, maximum current
strength, smoothness, and so on (92,93). This method
determines expectation and variance of the a posteriori
source current probability distribution given source prior
probability distribution and data set (94,95). The model can
include probability weightings determined from other ima-
ging techniques such as functional MRI (fMRI) or positron
emission tomography (PET) to influence the MEG current
images.

Signal Space Projection. Signal space projection. (33,34)
and beamformers are spatial filters that can separate
signal from noise on the basis of their relationship in signal
space (a M-dimensional space, where M is the number of
MEG channels). The application of spatial filtering to MEG
was first proposed by Robinson and Rose (96). This original
article sparked growing interest in spatial filtering by the
MEG community that still continues. The spatial filtering
depends on the assumption that component vectors corre-
sponding to different neuronal sources have distinct and
stable (fixed) directions in signal space, and only their
magnitudes are functions of time. If the vectors are defined
by modeling the field produced by known dipole sources,
SSP can be used as a spatial filter that passes only signals
corresponding to these known sources. Thus, we can define
the output of a spatial filter as yu(t)¼Pkm(t), where Pk is
the parallel projection operator (95) constructed from
the forward solutions of the dipole source(s) of interest,
and m(t) represents a vector of instantaneous MEG
measurement at time t. The output of the spatial filter
then provides a time series that is the estimate of changing
strength of the dipole source(s) over time. Alternatively, if
the vectors associated with artifact patterns are known,
SSP can be used to remove these artifacts from the signal
using orthogonal projection operators (32). If the signal
vectors are determined from patterns in the data, the
source model need not even be known. Note that restricting
all sources to current dipoles in a known volume conductor
model reduces SSP to a multiple dipole approximation (34).

Beamformers. The SSP method does not separate well
sources that are not in orthogonal subspaces. To overcome
this limitation, source analysis can be done by beamform-
ing (borrowed from radio-communication and radar work).
Beamformers utilize spatial and temporal correlations to
obtain information about uncorrelated dipolar sources. The
Linearly Constrained Minimum Variance (LCMV) beam-
former in the form now used in MEG analysis was first
described in 1972 (97) and can be used without specific
information about source orientation. An introduction to
the beamformers may be found in (98) and a relatively
recent review of various beamforming techniques in (99).
As in the case of SSP, if vector m(t) represent an instanta-
neous MEG measurement in M-dimensional space, we can
define a spatial filter centered on the location ‘‘u’’ as
yuðtÞ ¼WT

u mðtÞ, where Wu is a weight matrix. Only tangen-
tial sources contribute to the MEG signal. They can be
decomposed into two orthogonal tangential directions and
the corresponding forward solutions, Bu1 and Bu2, can be
arranged in a forward solution matrix as Hu¼ [Bu1, Bu2].
The beamformer weights are determined by minimizing

the power projected from the location , Pu ¼WT
u CWu, sub-

ject to the unity gain condition, WT
u Hu ¼ I, where C is the

covariance matrix of the measurement and I is the identity
matrix. The weights are given as (100)

Wu ¼ C�1HuðHT
u C�1HuÞ�1 (4)

An alternative approach known as synthetic aperture
magnetometry (SAM) defines an optimal dipole orientation
for each spatial filter location (101). Only one vector is
retained, Hu¼Bu simplifying Eq. 6 to Wu ¼ C�1Bu

ðBT
u C�1BuÞ�1. This approach produces higher spatial reso-

lution due to less projected sensor noise by the spatial filter
(102). The beamformer weights can be used to compute the
time course of the dipole magnitude variation or power at a
single location in the brain independently of other active
sources, provided sources are not highly correlated. An
especially useful quantity is the normalized power
Z2
u ¼ Pu=Nu, where N2

u ¼WT
u SWu is the sensor noise pro-

jected by the beamformer from location ‘u’, and S is the
sensor noise covariance matrix (100). In contrast to Pu and
Nu, the parameter Z2

u behaves gracefully through the center
of the model sphere and does not exhibit a singularity. A
spatial image of brain activity can be obtained by comput-
ing the normalized power at individual brain voxels, u, one
at a time over a region of interest.

Multiple Signal Classification. MUltiple SIgnal Classifi-
cation (MUSIC) is a signal space scanning method and is
related to beamforming (103,104). MUSIC requires an
initial nonlinear step of partitioning the data covariance
matrix into signal and noise subspaces using standard
eigendecomposition methods. This partitioning can be
more readily determined from the averaged data and as
a result the method is more difficult to apply to sponta-
neous brain activity. Sources are located by scanning of the
brain volume and at each location requiring that the dipole
forward solution be orthogonal to the noise subspace (or
parallel to the signal subspace). A more recent implemen-
tation known as recursively applied and projected MUSIC
(RAP-MUSIC) projects out each located source and then
repeats the scanning procedure (105). Similar to beam-
forming, MUSIC also assumes there are fewer sources than
sensors, the sources are uncorrelated and the noise is
white. In the limit of high SNR (e.g., averaged data), a
small number of sources, and white noise, the MUSIC
localizer function and beamformer based source power
estimates differ only by a scaling factor.

Principal Component Analysis. Principal Component
Analysis (PCA), for example (106,107), also determines
the signal and noise subspaces. The method is based on
second order statistics and attempts to fit dipoles into the
orthogonal principal spatial vectors of the singular value
decomposition of the data. For mixtures of components
corresponding to nonorthogonal spatial vectors, the PCA
cannot account for the structure of the data (108). The PCA
has been shown to be potentially inaccurate, as it can
mislocalize dipoles even in noiseless simulations.

Independent Component Analysis. Independent Compo-
nent Analysis (ICA) is a relatively new technique that
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allows separation of sources that are linearly mixed at the
sensors. The method is also called blind source separation,
because the source signals are not directly observed and
nothing is known about their mixture (109,110). The
method uses higher order statistics and in realistic situa-
tions is often more successful than PCA (108). The mixing
model used for the separation is usually stated as
m(t)¼As(t), where m(t) is the instantaneous vector of
the measurement, s(t) is the instantaneous source activity
vector, and A is the mixing matrix. The procedure provides
solution for an unmixing matrix B, such that the estimated
source activity is given as ŝðtÞ ¼ BmðtÞ, where ŝ is the
estimate of the source vector s. The sources are assumed
to be statistically independent and the separation is
obtained by optimizing a contrast function, that is, a scalar
measure of some distributional property of the output ŝ.
The contrast functions are based on entropy, mutual inde-
pendence, high order decorrelations, and so on. The ICA
has been applied to MEG and EEG to either remove
artifacts or extract desired signals (111,112).

APPLICATIONS OF BIOMAGNETIC MEASUREMENTS

Magnetoencephalography: Basic Studies

The most prevalent and rapidly growing application of
biomagnetism is the field of magnetoencephalography
(MEG): the measurement of human brain activity. This
field of basic and clinical research is also referred to as
neuromagnetism or magnetic source imaging (113–117).
The latter term is often used to refer to the localization of
neural sources with respect to individual brain anatomy by
the combination of MEG source modeling with structural
imaging techniques such as MRI (see Magnetic Resonance
Imaging). As noted in the introduction, the first magnetic
fields recorded from the human brain involved the obser-
vation of spontaneous alpha rhythm activity. This was soon
followed by the application of MEG measurements to the
study of evoked responses of the human brain: Time-aver-
aged responses to discrete sensory or motor events that
provide sufficient SNR to allow for the localization of brain

regions contributing to the externally measured field pat-
terns. Due to its excellent time resolution and ability to
measure neuronal function directly, MEG has continued to
generate interest within the field of human neuroscience as
a complement to other methods of functional brain imaging
based on metabolic or hemodynamic changes in brain
function, such as fMRI (see Magnetic Resonance Imaging)
or PET (see Positron Emission Tomography). Present MEG
practice includes measurement of both evoked and spon-
taneous signals and is used for clinical purposes and for
investigation of a wide range of brain processes.

Somatosensory Evoked Fields. Evoked responses to sti-
mulation of the human somatosensory system (somatosen-
sory evoked fields or SEFs) were first reported by Brenner
and colleagues in 1987 (118). The observed magnetic brain
response to electrical stimulation of the digit was of great
interest since it demonstrated a well-characterized dipolar
field pattern over the scalp indicative of a single neural
generator located in the underlying somatosensory cortex.
Subsequent studies have shown that early components of
the SEF occurring at latencies of 20–50 ms reflect early
activation of the primary somatosensory cortex contralat-
eral to the side of stimulation, and are generally well
modeled as single ECD source in these brain regions
[see (119) for a recent review]. The earliest component at
a poststimulus latency of 20 ms (sometimes referred to as
the ‘‘M20’’ or ‘‘N20m’’ since it is considered the magnetic
equivalent of the negative N20 potential measured in the
EEG) arises from the posterior bank of the central sulcus: a
primary somatosensory projection area. By stimulating
different body parts, it can be shown that the N20m source
reflects the somatotopic or ‘‘homuncular’’ organization of
the ascending neural pathways of the somatosensory sys-
tem to this brain region (120). Figure 14 shows a typical
SEF response to stimulation of the median nerve at the
wrist and the localization of an ECD model fit to the N20m
source in the corresponding somatosensory cortex.

When using extensive signal averaging, MEG record-
ings also reveal low amplitude high frequency oscillations
in the 300–900 Hz range during the period of the N20m
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Figure 14. (a) Topographic map (polar
projection with nose upwards) of the mag-
netic field pattern recorded from 151 MEG
channels over the scalp at a latency of
20 ms following stimulation of the right
median nerve (average of 600 stimuli).
White contours indicate outgoing fields
and solid contours, ingoing fields. Arrow
indicates direction of current flow below
the scalp corresponding to the dipolar field
pattern over the left hemisphere. (b) Loca-
tion of a single ECD source corresponding
to the magnetic field pattern shown in (a)
indicated by white dot with tail indicating
direction of current flow superimposed on
an axial slice of the individual’s MRI. Loca-
tion is in the hand region of the primary
somatosensory cortex.



response (121). These oscillations have been proposed to
reflect the activity of inhibitory interneurons in the soma-
tosensory cortex (122) although cortico-thalamic pathways
have also been shown to play a possible role (123). The
N20m is followed by reversals of the same pattern at
latencies of 30 and 40 ms that appear to reflect additional
activation of somatosensory areas. These are followed by
more complex and widespread activity from �80 to 150 ms
after stimulation that reflects bilateral activation of sec-
ondary somatosensory areas in the parietal operculum and
is most likely related to higher order processing of soma-
tosensory input (124). The MEG responses at latencies of
50–70 ms are elicited by mechanical stimulation of the
digits (125) and reflect somatotopically organized sources
in the primary somatosensory cortex (80). A number of
MEG studies have used mechanical SEFs to demonstrate
functional reorganization or ‘‘plasticity’’ of the somatosen-
sory cortex resulting from anesthetic block or damage to
the peripheral nerves or amputation (126), or even as the
result of musical training (127).

Movement Related Fields. The first recordings of mag-
netic fields accompanying simple finger movements were
reported in the early 1980s. Deecke et al. (128) observed
slow magnetic field changes over sensorimotor areas of the
brain preceding voluntary movements of the digits. These
‘‘readiness fields’’ begin approximately a half a second prior
to the onset of a voluntary movement and are thought
to represent activation of brain areas involved in motor
preparation (129). Dipole source analysis suggests that
premovement fields arise primarily from bilateral activa-
tion of the primary motor cortex (even for unilateral move-
ments) with larger amplitude fields and dipole magnitudes
the contralateral to the side of movement (130).

Movement-evoked fields (MEFs) accompany the onset
and execution phase of simple movements. The first com-
ponent (MEFI) is the largest in amplitude and begins
�100 ms after onset of EMG activity in the involved mus-
cles. These responses appear to arise from sources in the
postcentral gyrus, most likely reflecting sensory feedback
to cortex from proprioceptors in the muscles (131) and are
correlated with movement velocity (132). Movements made
in response to a sensory cue show a very similar pattern of
activity, but with a shorter latency of onset of premovement
activity (133). Passive movements also elicit magnetic
responses thought to reflect activation of the propriocep-
tive inputs to areas of the postcentral gyrus (134). MEG
mapping studies have demonstrated activity in motor cor-
tex during motor imagery providing evidence of the invol-
vement of these brain areas in the simple imagination of
movement (135).

MEG–EMG Coherence. By using a single channel mag-
netometer, Conway et al. (136) made the interesting obser-
vation of increased coherence (correlation in the frequency
domain) between the surface electromyogram (EMG) in a
contracting muscle and MEG recordings made over the
contralateral motor areas. Subsequently, there has been a
great deal of interest in the relationship between MEG–
EMG coherence and the functional relationship between
spontaneous cortical rhythms and EMG activity during

movement (137). Interestingly, changes in the frequency of
coherence varies with the strength of muscular contraction
and recent studies have shown that MEG–EMG coherence
may reflect the underlying physiology of tremor in patients
with Parkinson’s disease (138) or essential tremor (139).

Sensorimotor Rhythms. The MEG studies have also pro-
vided evidence for the functional significance of specific
oscillatory brain activity in humans associated with both
somatosensory stimulation and motor output. These cen-
trally distributed rhythms were first observed in the EEG,
and are predominant at frequencies �10 Hz (also referred
to as the mu rhythm) and in the range of 20–30 Hz. The
MEG studies have been able to show that these are
functionally independent cortical oscillations that origi-
nate from postcentral and precentral regions, respectively
(140,141). These sensorimotor rhythms are suppressed
during median nerve stimulation, followed by a transient
increase or ‘‘rebound’’ of 20–30 Hz rhythms within 500 ms
after stimulus onset. A similar pattern of suppression
followed by rebound is observed during voluntary move-
ments (142). These rhythmic changes are modulated by
sensorimotor tasks such as movement or passive tactile
stimulation and motor imagery or even observation of
another individual’s movements (140). Rhythmic activity
is not amenable to the same signal averaging technique
used for evoked fields and therefore the ECD source
modeling approach is more difficult to apply. Spatial
filtering methods, however, provide a new approach to
the localization of frequency dependent power changes in
cortical areas using MEG and have been applied to the
localization of rhythmic changes induced by somatosen-
sory stimulation (141,143) and voluntary movements of
the digits (144).

Visual Evoked Fields. One of the first magnetic evoked
responses recorded from the human brain was the visual
evoked field or VEF reported by Brenner et al. in 1975
(145). Robust responses can be elicited at latencies of 100–
150 ms following visual stimulation using light flashes or
visual pattern contrast changes (e.g., reversing checker-
board stimuli). However, early VEF responses pose a chal-
lenge in terms of modeling their sources due to the complex
enfolded cross-like shape of the primary (striate) visual
cortex: also referred to as the ‘‘cruciform’’ model. More
recently, investigators have successfully modeled early
VEF components in primary visual cortex by stimulating
restricted portions of the total visual field using both
monochrome (146) and color (147) pattern stimuli and have
produced source configurations that reflect the retinotopic
organization of the primary visual cortex. Due to the
difficulty in applying ECD models to the VEF response,
spatial filtering methods such as beamforming have been
found to be useful for imaging visual cortex function (148).
Figure 15 shows the activation of primary visual cortex by
a steady state visual pattern (reversing checkerboard)
using the SAM beamforming algorithm. Visual stimuli also
activate several nonprimary (extrastriate) visual areas
depending on the attributes of the stimulus. A number
of MEG studies have shown activation of brain areas
related to higher order visual processes such as detection
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of coherent motion (149,150). Clinical applications of VEFs
have been limited, although abnormal VEFs have been
reported in cases of strabismic amblyopia (151).

Auditory Evoked Fields. Auditory evoked fields were first
reported by Reite et al. (152) and subsequent MEG map-
ping studies have demonstrated that responses at latencies
of 50 and 100 ms reflect activity of primary auditory cortex
in the temporal lobes (153). The largest response occurring
�100 ms following stimulus onset, termed the M100, has
been the most extensively studied auditory evoked field
response. The M100 is bilateral for both binaural and
monaural stimuli and has been shown to reflect the fre-
quency specific (tonotopic) organization of the primary
auditory cortex (154). These magnetic evoked responses
are of interest in the study of the functional organization of
the auditory system as they reflect perceptual attributes of
auditory stimulation such as perceived pitch or the fre-
quency profiles of complex speech sounds (155,156). Audi-
tory responses to repetitive (steady-state) auditory stimuli
show enhanced amplitude in the EEG at presentation rates
of �40 Hz and were initially thought to represent volume
conducted thalamic responses. However, MEG steady-
state auditory responses were shown by Weinberg et al.
(157) to reflect oscillations at the stimulus frequency in the
auditory cortex. Subsequent studies have suggested that
40 Hz auditory responses reflect thalamocortical networks
in the brain responsible for integration of sensory input
(158). The 40 Hz MEG response has recently been used to
measure temporal integration times in the primary audi-
tory cortex (159).

MEG Studies of Higher Brain Function. Although early
MEG studies have provided useful information regarding
the early processing of sensory input and motor output, one
of the more intriguing potential uses of MEG is the non-
invasive study of higher brain function. The EEG studies of

cognitive function have been carried out using event-related
potentials (ERPs) for many decades. The MEG measure-
ments using similar paradigms have helped gain a better
understanding of the neural basis of many ERP compo-
nents. Early MEG studies have had some success in mea-
suring brain responses related to short-term memory (160),
target detection tasks (161), or selective attention (162).
More recently, the use of whole head MEG systems have
enabled the study of more complex aspects of cognitive
processing in humans, such as face recognition (163) and
object naming (164). Basic research on brain mechanisms
related to speech and language is also a promising area of
application for MEG. Early studies have shown that speech
processing is affected by incongruous visual feedback at the
level of the auditory cortex (165). More recent studies have
attempted to localize magnetic brain responses related to
syntactic (166) and semantic (167) language processes as
well as the processing of speech sounds (168). The MEG
responses have also been used to study abnormal processing
of sensory input during reading in dyslexic children (169)
and during speech in stutterers (170).

A great deal of progress has been made in studying
higher brain function with MEG by applying traditional
source analysis methods to ERP components. However,
these complex brain processes often involve activation of
multiple brain regions complicating the interpretation of
the data in terms of simple ECD models. Moreover, many
of these processes may not be highly time-locked to specific
sensory or motor events. More recent approaches have
focused on oscillatory brain activity and synchronization
or ‘‘phase-locking’’ between different cortical areas.
Accordingly, this has produced increased interest in
brain imaging methods with fine temporal resolution such
as MEG. Rhythmic activity in the so-called gamma
frequency band (30–90 Hz) is of particular interest since
it is associated with cognitive processes such as feature
binding within a sensory modality that may underlie
perception (171). Recent studies have also described
changes in neuromagnetic rhythms associated with
observation and imitation of other individual’s actions
that appear to originate in brain areas associated with
learning through imitation (172). Since changes in spon-
taneous brain rhythms are not necessarily time-locked to a
stimulus onset, alternative signal processing techniques
are required (173). The combination of spatial filtering
source analysis methods and time frequency and
phase analysis may be particularly well suited to measure
these aspects of higher order brain function (141) and
constitute a new and interesting avenue of research in
human cognition.

Magnetoencephalography: Clinical Applications

Presurgical Functional Mapping. One of the more preva-
lent clinical applications of MEG is the localization of so-
called ‘‘eloquent cortex’’ (those areas that subserve sensory,
motor, speech, and memory function) prior to neurosurgery
in order to prevent loss of these functions as a result of the
surgical procedure. Due to displacement cortical tissue by
space occupying lesions such as tumors, or natural varia-
bility in cortical morphology, identification of these brain
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Figure 15. Images of following response to flickering checker-
board stimulus at f ¼ 17 Hz presented to the left or right visual
field, using a whole-head MEG recordings and the synthetic aper-
ture magnetometry (SAM) beamformer algorithm. The image
shows increased source power as yellow (lighter) colored areas
at the posterior portion of the brain, corresponding to increased
power at 34 Hz (2f ) in the primary visual cortex of the contralateral
hemisphere. Unpublished data. (Courtesy of K. Singh.)



areas may not be possible by visual inspection alone and
can be aided by functional localization of these areas using
MEG. This is achieved by activating primary sensory areas
associated with visual, somatosensory and auditory stimu-
lation, and applying ECD models to the early evoked
response—a method generally referred to as presurgical
functional mapping (114,116). For example, the N20m
source of the somatosensory evoked field can be consis-
tently and reliably localized in most individuals and used
as an estimate of the location of the central sulcus prior to
surgical removal of brain tissue in the region of the primary
motor or somatosensory cortex (174).

Determination of the language dominant hemisphere is
also necessary prior to surgical resection of cortical tissue
near language areas of the temporal lobe. This is routinely
done through highly invasive procedures such as selective
anesthesia of the left and right hemispheres (Wada test) or
direct cortical stimulation intraoperatively. The use of
MEG for the localization of brain areas that are specific to
the processing of speech, as distinct from areas associated
with the simple processing of auditory input, constitutes a
challenging area of research, however, some recent pro-
gress has been made in this area (175–177). In addition to
using MEG source imaging to identify functional and
pathological brain areas in surgical planning, these func-
tional data can also be incorporated into frameless
stereotaxic neuronavigation systems. These systems
allow surgeons to identify the corresponding brain areas
in the functional and structural images during the
surgical procedure. The MEG-based neuronavigation is
rapidly becoming a useful clinical tool for the surgical
treatment of epilepsy, tumors and other brain disorders
(114,178,179).

Epilepsy. Due to its high temporal resolution and abil-
ity to localize focal brain activity, there has been a long
interest in the application of MEG to the study of epilepsy.
In many case, intractable seizures can be controlled by the
removal of the epileptogenic zone: brain tissue from which
seizure activity originates. The identification of this area
may be aided by the measurement of abnormal electrical
activity between seizures. These interictal (between sei-
zure) spikes arise from an irritative zone that may be
correlated with the epileptogenic zone in cases of focal
epilepsy (180). The localization of ECD sources based on
MEG recordings of interictal spiking activity has been
shown to be highly correlated with the localization of this
zone as identified by other methods such as direct intra-
cranial monitoring from depth or subdural electrode grids
[for recent reviews see (181–184)]. Interictal spikes are
generally of much larger amplitude than sensory evoked
responses and ECD models can be used to localize indi-
vidual spike events without averaging. However, the area
activated may be quite large and exhibit a high degree of
spatial variability, and as a result the aggregate locations
or clusters of many spike sources are often used to esti-
mate the putative location of the irritative zone. Other
methods, such as spatial filtering by beamformers (SAM),
are currently being investigated and may help overcome
some of the limitations of the single ECD approach to the
localization of epileptogenic areas. Even in cases where

the precise location of the epileptogenic zone is not clearly
identified, MEG may help to guide the placement of sub-
dural grids, and in some cases may be used to evaluate the
propagation of abnormal electrical activity between mul-
tiple brain regions. The diagnostic yield of MEG measure-
ments of interictal activity varies with different forms of
epilepsy and appears to be highest for neocortical epilepsy
(185) and can also aid in the differentiation of different
types of epilepsy (186).

Since the site of brain pathology may not be known in
advance, particularly in nonlesional epilepsy, the intro-
duction of whole-head MEG systems has drastically
improved the feasibility of using MEG as a routine clinical
procedure for presurgical epilepsy evaluation allowing the
data to be acquired in a more rapid and standardized
manner. The main drawbacks to the application of MEG
in epilepsy is the inability to measure brain activity during
or just prior to seizure onset due to head movement, and
the difficulty in performing long-term monitoring of inter-
ictal activity, although this is somewhat ameliorated by
the introduction of MEG systems that allow recording
from patients in the supine position and while asleep.
Although there is some debate on the overall usefulness
of MEG in the presurgical evaluation of epilepsy (183)
comparisons with other modalities such as EEG, func-
tional MRI, and intracranial electrical recordings
(114,182) indicate that MEG provides useful complemen-
tary, and in some cases unique information for the surgical
treatment of epilepsy.

Other Clinical Applications. Although presurgical func-
tional mapping and epilepsy have been the main areas of
clinical application of MEG, other brain disorders have
been studied. This includes the use of MEG to study
changes in electrical brain activity associated with tumors
that often manifests as abnormal low frequency activity
(187) or other disturbances in brain rhythmic activity (188)
and may help identify the functional integrity of surround-
ing brain tissue (189). Abnormal low frequency activity has
been associated with other brain lesions such as those due
to stroke and in epilepsy (190). The MEG has also been
used to study recovery after stroke due to functional reor-
ganization of the cortex (191) and its relationship to reha-
bilitation and outcome (192) and in the evaluation of
patients with mild head injury (193). Low frequency neu-
romagnetic activity has been hypothesized to be an index of
spreading cortical depression associated with migraine
(194).

The MEG studies have focused on pain related brain
responses by selectively stimulating the Ad and C fiber
systems painful CO2 laser stimulation of the skin (195) or
direct electrical stimulation of nerve fibers (196). This type
of somatosensory stimulation produces long latency
responses in secondary somatosensory areas located in
the parietal operculum, and insula: brain regions known
to be involved in the perception of pain. Such studies are
promising for the clinical treatment of chronic pain,
although are challenging due to the difficulty in discrimi-
nating activation of brain areas due to painful versus
nonpainful somatosensory input, and the invasiveness of
the procedure.
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More recently, MEG measures have also been combined
with neurochemical imaging methods such as magnetic
resonance spectroscopy (MRS). In these studies, correla-
tions have been found between MEG activity and changes
in levels of neurotransmitter and other brain metabolites
in ischemia or in brain areas harboring tumors (197).
Although still a new area of study, there is a great deal
of interest in the application of MEG to psychiatric dis-
orders. For example, MEG studies have reported abnormal
auditory evoked magnetic fields in schizophrenic patients
(198) and patients with Alzheimer’s disease (199) or in
individuals with developmental disorders such as autism
(200).

Magnetocardiography

The first biomagnetic measurements in humans were mea-
surements of the magnetic field of the heart. The field of
magnetocardiography or MCG has not expanded as rapidly
as that of MEG, although a number of research centers
have continued to develop the MCG method for the non-
invasive evaluation of cardiac disease. As described in the
Instrumentation section, MCG requires instrumentation
designed for the adequate sampling of the heart’s magnetic
field over the chest and a number of instruments have been
developed and installed at research centers around the
world, including systems based on high temperature
SQUIDs. Source modeling based on magnetic field mea-
surements is somewhat simplified in the case of MEG due
the ability to model the head as a spherically shaped
conductor, whereas, modeling of the electrical activity of
the heart requires realistic models of the conducting prop-
erties of the thorax and its influence on the distribution of
magnetic fields arising from the heart. As a result, source
localization methods in MCG often employ boundary ele-
ment methods for forward calculations (201). Source loca-
lization in MCG is further complicated by the continuous
movement of the heart itself. Nevertheless, MCG has been
successfully used in the diagnosis of cardiac disease. For
recent reviews see (202–204).

Since the 1980s a number of studies have focused on the
use of MCG for the 3D localization of the origins of abnor-
mal electrical activity of the heart. This includes abnormal
activity underlying cardiac arrhythmias, such as Wolff–
Parkinson–White syndrome, which involves abnormal
electrical activity (preexcitation) in the accessory pathway.
Recent studies have shown that MCG studies provide more
accurate localization of the site of pathology than standard
multichannel electrocardiogram techniques (205). The
identification of the generators of heart arrhythmias is
useful in presurgical evaluation for interventional proce-
dures such as catheter ablation therapy, or in the screening
of patients at risk for ventricular tachycardia (202) or
coronary artery disease (206). Another application of
MCG is in the assessment of ischemic areas of the heart
after infarction by the detection of regions of low current
density (207).

Fetal Studies

One of the more intriguing new applications of biomagnet-
ism is the noninvasive measurement of activity of the fetal

heart and brain. Since the first report of the detection of an
evoked response from the fetal brain in 1985 (208) there
has been a great of interest in developing instrumentation
for the measurement of biomagnetic fields from the human
fetus. The main challenges for the measurement of fetal
MCG or MEG is the detection of biomagnetic sources that
are distant from the detector array, and the difficulty in
establishing the position of the fetal heart and brain during
measurement. The latter has been partially resolved by the
combination of fetal biomagnetic measurements with 3D
ultasound imaging and new instrumentation has been
recently designed for optimum placement and sensitivity
of the sensory array to detect fetal heart and brain
responses.

Fetal MCG. The largest biomagnetic signal arising from
the fetus is the fetal magnetocardiogram or fMCG. The first
recording of fMCG was demonstrated in 1984 (209). The
fMCG signal magnitude is quite large, but due to proximity
of the fetus to the mother’s heart, signal processing meth-
ods are required to first remove the large maternal heart
signal, after which the P, QRS, and T segments of the
fMCG can be discerned with high reliability in fetuses
beyond the twentieth week of gestation (210). Fetal heart
rate variability has been shown to be a good indicator of
fetal well being (211). This method has been applied to the
detection of fetal arrhythmias (212) and may provide a
useful diagnostic or screening tool for fetal congenital heart
defects (213), or for the assessment of fetal health in high
risk pregnancies. An overview of fMCG can be found in
(214).

Fetal MEG. Due to the distance of the fetal brain from
the surface of the maternal abdomen, the fetal MEG
(fMEG) signal is difficult to detect without high sensitivity
biomagnetometer with large coverage, large number of
channels, and optimal placement of the sensor array. In
addition, the fetal brain signals are small in comparison
with an adult and their measurement is performed in the
presence of strong interference from the maternal and fetal
heart signals and various abdominal signals (intestinal
electrical activity, uterine contractions, etc.). Measure-
ments of fetal brain responses to sensory stimulation are
also hampered by the difficulty in delivering the sensory
stimulus to the fetus. However, fetal auditory evoked
responses have been successfully recorded by presenting
high amplitude auditory stimuli directly to the mother’s
abdomen (215,216). In order to successfully eliminate the
interference due to cardiac signals, which can be >100
times larger than the fMEG, the latter efforts employed
various signal extraction methods (spatial filtering, PCA,
etc.) in addition to averaging. Magnitudes of fMEG
responses to transient tone bursts are in the range of
�8–180 fT and the latencies range from �125 to nearly
300 ms, decreasing with the increasing gestation age (217).
The response is typically observed in not more than about
50% of examined subjects. Fetal responses to steady-state
auditory clicks have also been reported (218) as well as
spontaneous fetal brain activity in the form of burst
suppression (219). The strength of these signals can be
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relatively large, up to 500 fT, and can represent interfer-
ence during evoked fMEG responses.

Early fMEG experiments used single or multiple-chan-
nel probes with relatively small area of coverage, requir-
ing a search for the region with the largest signals.
Recently, a dedicated fetal MEG system, the SQUID Array
for Reproductive Assessment (SARA), was constructed
and operated (52). The SARA system consists of an array
of 151 SQUID sensors covering the mother’s anterior
abdominal surface in late gestation, from the perineum
to the top of the uterus as shown in Fig. 16a and b. The
primary sensor flux transformers are axial first-order
gradiometers, with 8 cm baseline with a nominal SQUID
sensor noise density of 4 fT/Hz1/2. The SARA system is now
being used routinely and was recently used to measure the
first fetal visual evoked field to high intensity light stimuli
presented to the maternal abdomen (220). An example of a
flash evoked response from the fetal brain is shown in
Fig. 16c.

Other Applications

Biosusceptometry. The greatest interest in biosuscepto-
metry has stemmed from its potential to assess noninva-
sively iron overload in the human liver. This potentially
fatal condition arises in individuals with hemoglobinopa-
thies that require frequent blood transfusions (e.g., sickle
cell anemia) or involve abnormal production of hemoglobin
(hemachromatosis and beta-thalassemia). Standard meth-
ods for assessing iron overload can be highly invasive (e.g.,
liver biopsy) and biosusceptometry offers a safer and poten-
tially more accurate diagnostic tool. Iron, which is nor-
mally strongly ferromagnetic, is stored in the liver bound
by the proteins ferritin and hemosiderin and exhibits a
strong paramagnetic response. As a result, measurement
of the magnetic moment produced by placing the liver in a
uniform magnetic field will be proportional to the total
amount of iron in the liver: a method known as biomagnetic
liver susceptometry (BLS). The basis for this technique was

first proposed and the first measurements carried out in
the late 1970s (222).

Most approaches to the measurement of hepatic iron
concentration involve placing the patient’s abdomen
directly under a magnetic sensor that also contains a
field coil that produces a magnetic field, and lowering
the patient by a fixed distance to measure the change in
field amplitude due to the magnetized liver (Fig. 11). In
order to eliminate the effect of the surrounding air, a
water-filled bellows is placed between the abdomen
and the device to simulate the diamagnetic properties of
the other tissues in the body. The main challenge to
accurate estimates of hepatic iron content using BLS is
the remaining effect of the varying susceptibility of the
lungs and air filled compartments in the abdomen. Since
this technique requires the application of a dc magnetic
field to the body on the order of about 0.1 T, it is a much
more invasive technology in comparison to MEG and
MCG, and may be contraindicated in patients with
implanted medical devices such as pacemakers. A detailed
review of the clinical applications of BLS can be found in
(223).

Peripheral Nerve Studies. It is known from the pioneer-
ing studies of Wikswo and colleagues (70) that the pro-
pagation of action potentials in nerve fibers produces
quadrupolar like sources that have a rapidly diminishing
magnetic field with distance. This is due to the fact that
action potentials consist of a traveling wave of depolar-
ization in the axon, followed closely by a wave of repolar-
ization. In addition, due to varying conduction velocities
in the peripheral nerves, action potentials in different
axons will not necessarily summate to produce coherent
synchronous activity. As a result, activation of compound
nerve bundles does not produce coherent dipole-like
sources as in the case of the neocortex. However,
with sufficient signal averaging it is possible to record
the magnetic signature of the sensory nerve action
potentials noninvasively in the human: a technique
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Figure 16. Dedicated system for fetal MEG measurement. (a) Schematic diagram of SQUID Array
for Reproductive Assessment (SARA) (52). (b) Layout of 151 sensing channels. (c) Example of flash
evoked fMEG response, overlay of 151 SARA channels. The fetus with gestation age of 28 weeks was
stimulated by 33 ms duration flashes of 625 nm wavelength light (220). Vertical dashed line cor-
responds to the flash stimulus onset. (Adapted from Ref. 221).



referred to as magnetoneurography. These measures have
been achieved by placing single channel magnetometers
or flat arrays of magnetic sensors over the peripheral
nerve pathways and electrically stimulating the
nerve. The predicted quadrapolar pattern of traveling
actions potentials resulting from electrical stimulation
of the finger was reported by Hoshiyama et al. (224)
using a 12 channel ‘‘micro-SQUID’’ device placed over
the wrist. Mackert et al. (225), using a 49 channel flat
triangular array of first-order radial gradiometers were
able to measure compound action potentials elicited by
tibial nerve stimulation in sensory nerves entering
the spinal cord at the lower lumbar region, and have
recently using this method clinically to demonstrate
impaired nerve conduction in the patients with S1 root
compression.

Magnetopneumography. Magnetopneumography refers
to the measurement of the remanent magnetism of ferro-
magnetic particles in the lungs. This technique may be
used to assess lung contamination encountered in occupa-
tions that may involve the inhalation of ferromagnetic dust
particles such as arc-welders, coalminers, asbestos, and
foundry and steel workers. Similar to liver biosusceptome-
try, magnetopneumography involves the application of a
weak dc magnetic field to the thorax. However, the field is
applied for only a short interval in order to produce a
remanent magnetization of ferromagnetic material,
usually iron oxides such as magnetite. This remanent
magnetic field is then measured to assess to total load of
ferromagnetic particles in the lung. These measures can be
used to evaluate the quantity and clearance rates of these
substances (226,227). A related measure is relaxation: the
decay of the remanent field due to the reorientation of the
magnetic particles away from their aligned state after
application of the dc field. Relaxation times are thought
to reflect cellular processes in the lung associated with
clearance or macrophage activity on the foreign particles.
Recent studies have used magnetopneumography to study
the effect of smoking on clearance times of inhaled mag-
netic particles (228).

Gastrointestinal System. Biomagnetic measurements
have also been applied to other areas of the human body.
The human gastrointestinal system produces electrical
activity associated with the processes of peristalsis and
digestion of food. For example, slow electrical activity at
frequencies of �3 cycles/min (0.05 Hz) can be recorded
from the human stomach using cutaneous surface elec-
trodes or magnetically: a technique referred to as mag-
netogastrography (MGG). This activity arises from the
smooth muscle of the stomach and the detection of
changes in frequency with time has been proposed as a
method of characterizing gastric disorders (229). Another
novel application of biomagnetic instrumentation to gas-
trointestinal function, is the 3D tracking of the transport
of magnetic materials through the gut. This technique has
been termed magnetic marker monitoring (MMM) and can
be used to monitor the passage and disintegration (by
measuring decrease in magnetic moment) of magnetically

labeled pharmaceutical substances through the gastro-
intestinal system (230).

FUTURE DIRECTIONS

Since its inception 40 years ago with the first recording of
the magnetic field of the heart, the field of biomagnetism
has expanded immensely to become a major field of basic
and applied research. The field of magnetoencephalogra-
phy, or MEG, has in recent years become a recognized
neuroimaging technique, with the development of
advanced instruments for the measurement of the elec-
trical activity of the brain with exquisite temporal and
spatial resolution. Biomagnetic instrumentation is now at
a mature state, with commercially developed measure-
ment systems available for a variety of biomagnetic appli-
cations. For example, whole head MEG systems are
installed worldwide in >100 research laboratories and
clinical centres and are now being used in routine clinical
diagnostic procedures. Nevertheless, there remain many
areas for further improvement of both instrumentation
and data analysis approaches and techniques. In terms
of instrumentation, biomagnetometer systems with
increased number of sensing channels and capable of
unshielded operation will likely be developed, and present
systems that require frequent refilling with liquid Helium
may be replaced by systems with longer hold times and less
frequent cryogen replenishment. The latter may be accom-
plished either by incorporation of cryocoolers, or the use of
sensors that do not require liquid He. The last two tech-
nical innovations, combined with production of larger
numbers of MEG systems will also help reduce the cost
of these instruments.

The analysis and interpretation of biomagnetic mea-
surements is possibly the most significant area for con-
tinued research and development, and much progress has
been made in the implementation of new signal processing
algorithms for the extraction of biomagnetic signals, or
improving the spatial resolution of source localization
methods. There has been recent interest in combining
MEG with its high temporal resolution and other func-
tional imaging techniques such as functional MRI. In
addition, advanced image processing techniques, such
as the automated extraction of the cortical surface of
the brain from structural MRI, will allow the use of more
precise physical models of biomagnetic sources. Combina-
tion of MEG with its counterpart EEG may also help to
develop more accurate models of brain activity. These
advancements will aid the development of new clinical
applications of biomagnetism such as the use of MEG to
study psychiatric disorders, or to study the effects of drug
treatments on brain processes related to cognitive deficits,
or gain insight into the physiological mechanisms under-
lying various brain disorders in children, for example,
learning disabilities, dyslexia, and autism. Finally, novel
applications of biomagnetic measurements, for example,
the measurement of heart and brain activity in the fetus,
will lead to new applications of biomagnetism in clinical
medicine and will further drive the development of
improved technology. In sum, biomagnetism will continue
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to grow as a novel and powerful noninvasive technique for
the study of physiological processes in humans in both
health and disease.
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editor. Biomagnetism. Berlin: Walter de Gruyter; 1981. p
79–87.

24. Bork J, Hahlbohm HD, Klein R, Schnabel A. The 8-layered
magnetically shielded room of the PTB: Design and construc-
tion. In: Nenonen J, Ilmoniemi R, Katila T, editors. Biomag
2000. Proc 12th Int Conf Biomag. Espoo, Finland: Helsinki
University of Technology; 2001. p 970–973.

25. Matsuba H, Shintomi K, Yahara A, Irisawa D, Imai K,
Yoshida H, Seike S. Superconducting shielding enclosing a
human body for biomagnetic measurement. In: Baumgartner
C, Deecke L, Stroink G, Williamson SJ, editors.
Biomagnetism: Fundamental research and clinical applica-
tions. Amsterdam, The Netherlands: Elsevier Science, IOS
Press; 1995. p 483–489.

26. Matsumoto K, Yamagishi Y, Wakusawa A, Noda T, Fujioka
K, Kuraoka Y. SQUID based active shield for biomagnetic
measurements. In: Hoke M, Erné SN, Okada Y, Romani
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Romani GL, editors. Biomagnetism: clinical aspects. Proc
8th Int Conf Biomag. Amsterdam: Excerpta Medica; 1992.
p 761–765.

97. Frost OL. An algorithm for linearly constrained adaptive
array processing. Proc IEEE 1972;60:926–935.

98. Van Veen B, Buckley K. Beamforming: A versatile
approach to spatial filtering, in IEEE ASSP Mag.;
1988. p 4–24.

99. Godara LC. Application of antenna array to mobile commu-
nications, Part II: Beam-Forming and direction-of-arrival
considerations. Proc IEEE 1997;85:1195–1245.

100. Van Veen BD, Van Drongelen W, Yuchtman M, Suzuki A.
Localization of brain electrical activity via linearly con-
strained minimum variance spatial filtering. IEEE Trans
Biomed Eng 1997;44:867–880.

101. Robinson SE, Vrba J. Functional neuroimaging by synthetic
aperture magnetometry (SAM). In: Yoshimoto T, Kotani M,
Kuriki S, Karibe H, Nakasato N, editors. Recent Advances in
Biomagnetism. Sendai: Tohoku University Press; 1999.
p 302–305.

102. Vrba J, Robinson SE. Linearly constrained minimum var-
iance beamformers, synthetic aperture magnetometry and
MUSIC in MEG applications. IEEE, Proc 34th Asilomar Conf.
Signals, Systems, Comput. Pacific Grove, CA: Omnipress;
2000. p 313–317.

103. Schmidt RO. Multiple emitter location and signal parameter
estimation. IEEE Trans Anten Propagat 1986;AP-34:276–
280.

104. Mosher JC, Lewis PS, Leahy RM. Multiple dipole modeling
and localization from spatio-temporal MEG data. IEEE Trans
Biomed Eng 1992;39:541–557.

105. Mosher JC, Leahy R. Source localization using recursively
applied and projected (RAP) MUSIC. IEEE Trans Signal Proc
1999;47:332–340.

106. Maier J, Dagnelie G, Spekreijse H, van Dijk BW. Principal
components analysis for source localization of VEPs in man.
Vision Res 1987;27:165–177.

107. Achim A, Richer F, Saint-Hilaire JM. Methods for separating
temporally overlapping sources of neuroelectric data. Brain
Topogr 1988;1:22–28.

BIOMAGNETISM 251



108. Jung TP, Makeig S, Mckeown MJ, Bell AJ, L. T, Sejnowski
TJ. Imaging brain dynamics using independent component
analysis. Proc IEEE 2001;89:1107–1122.

109. Cardoso J-F. Blind signal separation: Statistical principles.
Proc IEEE 1998;86:2009–2025.

110. Hyvarinen A. Fast and robust fixed-point algorithms for
independent component analysis. IEEE Trans Neural Net-
works 1999;10:626–634.

111. Makeig S, Jung TP, Bell AJ, Ghahremani D, Sejnowski TJ.
Blind separation of auditory event-related brain responses
into independent components. Proc Natl Acad Sci USA
1997;94:10979–10984.

112. Ziehe A, Muller KR, Nolte G, Mackert BM, Curio G. Artifact
reduction in magnetoneurography based on time-delayed
second-order correlations. IEEE Trans Biomed Eng 2000;
47:75–87.

113. Lewine JD, Orrison, Jr. WW. Magnetic source imaging: basic
principles and applications in neuroradiology. Acad Radiol
1995;2:436–440.

114. Wheless JW, Castillo E, Maggio V, Kim HL, Breier JI, Simos
PG, Papanicolaou AC. Magnetoencephalography (MEG) and
magnetic source imaging (MSI). Neurologist 2004; 10:138–
153.

115. Lu Z-L, Kaufman L, editors. Magnetic Source Imaging of the
Brain. Mahwah, NJ: Lawrence Erlbaum Associates; 2003.

116. Gallen CC, Schwartz BJ, Bucholz RD, Malik G, Barkley GL,
Smith J, Tung H, Copeland B, Bruno L, Assam S. Presurgical
localization of functional cortex using magnetic source ima-
ging. J Neurosurg 1995;82:988–994.

117. Roberts TP, Poeppel D, Rowley HA. Magnetoencephalogra-
phy and magnetic source imaging. Neuropsychiat Neuropsy-
chol Behav Neurol 1998;11:49–64.

118. Brenner D, Lipton J, Kaufman L, Williamson SJ. Somatically
evoked magnetic fields of the human brain. Science
1978;199:81–83.

119. Kakigi R, Hoshiyama M, Shimojo M, Naka D, Yamasaki H,
Watanabe S, Xiang J, Maeda K, Lam K, Itomi K, Nakamura
A. The somatosensory evoked magnetic fields. Prog Neurobiol
2000;61:495–523.

120. Nakamura A, Yamada T, Goto A, Kato T, Ito K, Abe Y, Kachi
T, Kakigi R. Somatosensory homunculus as drawn by MEG.
Neuroimage 1998;7:377–386.

121. Curio G, Mackert BM, Burghoff M, Koetitz R, Abraham-
Fuchs K, Harer W. Localization of evoked neuromagnetic
600 Hz activity in the cerebral somatosensory system.
Electroencephalogr Clin Neurophysiol 1994;91:483–
487.

122. Hashimoto I, Mashiko T, Imada T. Somatic evoked high-
frequency magnetic oscillations reflect activity of inhibitory
interneurons in the human somatosensory cortex. Electro-
encephalogr Clin Neurophysiol 1996;100:189–203.

123. Ikeda H, Leyba L, Bartolo A, Wang Y, Okada YC. Synchro-
nized spikes of thalamocortical axonal terminals and cortical
neurons are detectable outside the pig brain with MEG. J
Neurophysiol 2002;87:626–630.
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INTRODUCTION

Historically, the use of implants in orthopedic surgery has
originated from fracture repair and joint replacement

applications. During the late 1920s, stainless-steel bone
implants such as Kirshner nails and Steinman pins were
popularized for the surgical treatment of fractures (1).
With the introduction of new surgical materials such as
cobalt alloys, polyethylene and poly(tetrafluoroethylene)
[Teflon], surgeons and engineers began working toward
the design and fabrication of artificial joints. The advent of
new high strength implant materials allowed researchers
such Dr. John Charnley to begin pioneering work in total
hip replacement surgery in the late 1930s (1,2). As
advances in chemistry, metallurgy, and ceramics pro-
gressed throughout the years, a large variety of implants
have entered the orthopedic market. Today, orthopedic
implants are composed of specialized metals, ceramics,
polymers, and composites that possess a large range in
properties. Although these materials have been success-
fully fabricated into a variety of implants, one common
issue has remained. Once the device has performed its
required function and is no longer needed, it remains as
a bystander in the now healthy tissue. The issue is that the
long-term presence of an implant in the body can result in
implant-related complications such as loosening, migra-
tion, mechanical breakdown and fatigue, generation of
wear particles, and other negative effects (3–6). With
prolonged patient life spans and higher activity levels,
more and more people are now outliving the lifetime of
their implants.

The potential for long-term implant problems has dri-
ven researchers to look to a unique category of materials
that are capable of being completely resorbed by the body.
These bioresorbable or biodegradable materials are char-
acterized by the ability to be chemically broken down into
harmless byproducts that are metabolized or excreted by
the body. Materials of this type offer a great advantage over
conventional nonresorbable implant materials. Bioresorb-
able implants provide their required function until the
tissue is healed, and once their role is complete, the
implant is completely resorbed by the body. The end result
is healthy tissue with no signs that an implant was ever
present. As the implant is completely gone from the site,
long-term complications associated with nonresorbable
devices do not exist.

ORTHOPEDIC APPLICATIONS OF RESORBABLE IMPLANTS

The ability of a resorbable implant to provide temporary
fixation followed by complete resorption is a desirable
property for a large variety of surgical applications. In
relation to orthopedic surgery, this behavior is particularly
useful based on the goal of restoring physiological function
to the tissues and joints of the skeleton. In general, ortho-
pedic surgery is often compared with carpentry in that the
surgeon’s instruments often consist of hammers, drills, and
saws. Similar to carpentry, specialized screws, plates, pins,
and nails are used to fix one material to another. In
orthopedics, this fixation can be categorized into two main
areas: bone-to-bone fixation and soft tissue-to-bone fixa-
tion. Bone fixation is used in the treatment of complex
fractures and in reconstructive procedures of the skeleton.
The implants used in these surgeries are designed to
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maintain the position of the bone fragments, to stabilize
the site, and to allow for eventual fusion of the fracture. As
a result of the fracture healing process, the bone is remo-
deled so effectively that it is often difficult to locate the
initial injury. With nonresorbable implants, the long-term
presence of the device only serves as a source for potential
complications. Resorbable implants, on the other hand,
alleviate this concern by fully resorbing and allowing the
bone to completely remodel into its normal physiological
state.

In addition to bone fixation, soft tissue fixation is also an
excellent application of resorbable implants. This type of
reconstruction is often the result of trauma to joints such as
the knee and shoulder. Typically developing from sports
injuries or accidents, the goal is to restore stability to the
joint by replacing or reconstructing the ligament or tendon
interface to bone. In the knee, for example, the reconstruc-
tion of a torn anterior cruciate ligament (ACL) is a common
sports medicine procedure. This type of surgical recon-
struction consists of replacing the torn ACL with a bone-
tendon-bone graft taken from the patient’s patella and
fixing the graft across the joint. During the procedure,
the bony portion of the ACL graft is fixed in bone tunnels
drilled into the tibia and femur. In order to stabilize the
graft and aid in the formation of a stable bone-to-ligament
interface, interference screws are used to fix the graft to the
site. Once bone has been incorporated into the graft, the
device is no longer needed.

Another example of soft tissue reconstruction is the
repair of a tear in the rotator cuff tendon of the shoulder.
This type of injury requires reestablishing the tendon-
to-bone interface. To facilitate this process and restore
stability to the shoulder, implants called suture anchors
are used to provide a means to affix the torn tendon to the
bone of the humerous. Just as the name describes, these
implants function by providing an anchor in bone that
allows the attached suture to tighten down on the tendon
and pull it in contact with bone. As healing progresses, a
stable interface develops and joint function is restored.
Similar to other fixation applications, once the interface
has fully healed, the implant is no longer needed.

FUNCTION OF A RESORBABLE IMPLANT

As seen from the various types of tissue fixation proce-
dures within orthopedic surgery, resorbable implants
are exposed to a variety of healing environments. Out of
the currently used materials in orthopedic surgery, only
the polymer and ceramic groups contain resorbable bio-
materials. It is the specific properties of these materials
that allow them to be used as resorbable devices. In
evaluating a material for potential use as an implant,
the key properties include implant biocompatibility,
resorbability, and mechanical properties. The first cri-
teria, biocompatibility, refers to the ability of the material
to be implanted into the body without negatively affecting
the surrounding tissue, which includes the absence of
inflammation, toxicity (materials that kill surrounding
cells), carcinogenicity (materials that can cause cancer),
genotoxicicty (materials that damage the DNA of sur-

rounding cells), and mutagenicity (materials that cause
genetic mutations within the cell). More specifically
related to bone, the implant must also be osteocompatible,
which means the material does not interfere with the
normal bone healing process (7).

Although biocompatibility has a direct effect on how the
tissue surrounding the device heals and is an important
property of the implant, the main criteria related to
implant function are the resorbability and mechanical
properties. Once the device is implanted, it provides
immediate mechanical stabilization to the site while the
tissue heals. As the regenerating bone, ligaments, or ten-
dons become stronger over time, the implant site becomes
less dependent on the device and more dependent on the
healing tissue. This concept is shown in Fig. 1. In this
situation, the implant provides all of the mechanical sup-
port immediately following placement. As the device begins
to degrade, the mechanical properties decrease over time
and are gradually transferred to the new tissue. During
this period, the regenerating tissue responds to the gradual
loads and begins to remodel and become stronger. In the
healing of musculoskeletal tissue, the sharing of the load
between the implant and the tissue results in further
regeneration. Once healing is complete, the load is fully
transitioned to the tissue, which is now mechanically
independent from the implant. Upon final resorption of
the device, the site is left fully functional and entirely free
of any implant material.

The ability to gradually transfer load to regenerating
tissue is an important part of the musculoskeletal healing
process. This characteristic is only found in resorbable
materials. Although metallic implants offer effective
load-bearing properties in applications such as joint repla-
cement and certain spinal surgeries, these high strength
materials do not resorb and do not effectively transfer loads
to the implant site. Due to the high strength of metals,
these implants bear the majority of the force at the site and
can shield the surrounding tissues from any load. This
phenomenon is called stress shielding and can actually
cause bone to resorb in certain areas around the implant
(8,9). The stress-shielding effect is based on a concept
called Wolff ’s Law, which describes the ability of bone to
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Figure 1. Optimal stress transfer profile for resorbable implants
demonstrating the load-sharing properties of the implant.



dynamically respond to the presence or lack of stress by
changing its density and strength.

When bone is subjected to new loads, the additional
stress stimulates bone formation and the tissue increases
in strength and density. When the remodeling process is
complete, the stronger tissue can now fully support the
added load. However, when a high strength material such
as metal is placed in bone, the bone surrounding the
implant is shielded from the normal stresses, which results
in a decrease in the strength and density of this tissue and
possible bone resorption. This phenomenon can cause com-
plications such as implant loosening or fracture of the
implant site. Polymer and ceramic materials, on the other
hand, have mechanical properties that are similar to bone,
which allows them to share the stresses with newly regen-
erating tissue thereby preventing resorption and other
stress-shielding complications (10–12).

Although load transfer and strength retention are com-
mon properties of all resorbable implants, not all surgical
sites heal at the same rate. In fracture fixation applications
where bone-to-bone contact is maintained, healing can be
as short as 6–8 weeks. However, in applications such as
spinal fusion where significant amounts of tissue need to be
formed in the intervertebral space, the healing process can
take up to 6–12 months. Based on the dependence of
implant function on the surgical site, the material choice
becomes an important part of implant development. The
challenge in designing an implant lies in choosing a mate-
rial that correctly matches the function and strength
requirements of the surgical application, which can be
accomplished through a thorough understanding of the
function of the implant, the load requirements of the
implant site, and the properties of the material.

RESORBABLE POLYMERS

One of the most versatile materials used in orthopedic
surgery are polymers. Polymers are a group of materials
that are produced through a chemical reaction that results
in a long chain of repeating molecules called monomers. In
addition to polymers composed of a single monomer repeat-
ing unit, there are other materials, called copolymers, that
have two or more monomer repeating units. By combining
different monomers, the properties of the resultant copo-
lymer can be specifically modified to serve a certain pur-
pose. This versatility can also be achieved by modifying the
polymerization reaction and the postprocessing techniques
used to create polymer implants. Table 1 shows a few

examples of the many properties that characterize poly-
mers. These characteristics can be altered by changing the
molecular weight, chemical structure, and morphology of
the polymer or copolymer.

The molecular weight of a polymer is a measurement of
the number of repeating units found in the entire molecule.
During the formation of polymers and copolymers, the
length of the molecule can be controlled to give a variety
of molecular weights. The length of the polymer chain can
be as small as a few thousand repeating units or as large as
a million, which can have a significant effect on the degra-
dation properties of the polymer. When a polymer breaks
down, it occurs through random cleavage of the chemical
bonds along the polymer chain. It is not until the polymer
finally fragments into its monomer form that the material
is absorbed by the surrounding tissue. Therefore, longer
polymers chains with higher molecular weights will take a
longer time to degrade because more bonds exist to the
cleaved.

Additionally, the chemical structure can also affect
degradation. As described previously, the backbone of a
polymer consists of a long, continuous chain of monomer
units linked together. In all resorbable polymers, it is the
backbone of the polymer where degradation occurs. The
typical linkage that allows polymers to break down is a
carbon–oxygen–carbon (C-O-C) bond. This bond is found in
ester, carbonate, carboxylic acid, and amide-based poly-
mers. The degradation process occurs at this bond when
the material is exposed to water. In a process called hydro-
lytic degradation, water molecules chemically react with
the C-O-C bonds causing them to break apart at random
areas throughout the polymer chain. The chemical struc-
ture of the polymer dictates the ability of the water mole-
cules to access these bonds and start the degradation
reaction. If the polymer is characterized by large bulky
side chains or strong C-O-C bonds, it becomes difficult for
the water molecule to penetrate the polymer chains to react
with the backbone, which results in a prolonged degrada-
tion period. The opposite is true for polymers that tend to
absorb water and do not have any large side chains. In
these polymers, the water molecules can easily access the
backbone and the degradation process proceeds at a rela-
tively fast rate.

The final characteristic that can affect the degradation
and strength of a polymer is the morphology. The morphol-
ogy of the polymer refers to the orientation of the
long polymer chains throughout the material. Polymer
morphology can be classified into three groups: crystalline
polymers, semicrystalline polymers, and amorphous poly-
mers. The crystallinity of a polymer develops from areas
within the material where the polymer chains are aligned
and tightly packed together. This type of orientation forms
dense crystalline regions within the random arrangement
of the polymer chains. A highly organized polymer is
considered crystalline, whereas a completely random
orientation is considered amorphous. Semicrystalline poly-
mers fall between these two extremes and exist with
varying degrees of crystallinity (Fig. 2).

The effect of crystallinity on the degradation of the
polymer is due to the tight orientation between the polymer
chains in the crystalline regions. With highly crystalline
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Table 1. Range of Common Properties Found in
Orthopedic Polymers

Property Range

Resorbability Fully Resorbable Nonresorbable
Strength Low Strength High Strength
Moldability Flexible Rigid
Physical State Gel/Liquid Solid
Temperature

Sensitivity
Flexible at higher

Temperature
Rigid at all

Temperatures
Radiation Resistance Low High



polymers, the degradation rate is very slow due to
the difficulty of water gaining access to the C-O-C bonds.
These polymers degrade at a rate much slower than poly-
mers that are completely amorphous with no crystalline
regions (13). The crystallinity also affects the mechanical
properties of the polymer. The dense, organized areas
within crystalline polymer make these regions stronger
than the unorganized, amorphous regions. As a result, an
increase in crystallinity translates into an increase in
mechanical properties.

The ability to alter the properties of a polymer has
resulted in thousands of different materials used in a wide
range of applications. However, only a few of these poly-
mers can be effectively used as medical implants due to the
strict requirements of surgical implants. The following
sections describe some of the polymers currently used in
orthopedic surgery.

Poly(hydroxy acids)

Poly(hydroxy acids) were the first group of resorbable
materials to be used in surgery (14). The main polymers
in this family are poly(lactic acid) (PLA), poly(glycolic acid)
(PGA), and the copolymer poly(lactide-co-glycolide) (PLG).
The basic chemical structure of these materials in shown in
Fig. 3. Originally, PLA and PGA were initially used as a
degradable sutures (15–18). However, since their initial
success in the wound closure field, both of these polymers
have been fabricated into several orthopedic implants
including screws (19,20), plates (19,21), pins (22–25),
suture anchors (26), and bone grafting scaffolds (27–30).
In addition, several new devices composed of the PLG
copolymer have been developed over the past 10 years
(31–35).

Although the chemical structure of PLA and PGA is
somewhat similar, the presence of a methyl group (–CH3)
in PLA significantly changes its physical properties com-
pared with PGA. Comparatively, PGA has a lower strength
and degrades in approximately 3–6 months, whereas cer-
tain forms of PLA can take 3–5 years to fully degrade.
Although only a single methyl group differentiating
PLA from PGA exists, the location of this side group
close to the C-O-C bond makes it difficult for the
water molecules to gain access to cleavage site, thereby
prolonging degradation.

In addition, the methyl group in PLA also gives the
polymer a unique chemical orientation. As a monomer,
lactic acid is a molecule that can have two different mole-
cular orientations: L-lactic acid and D-lactic acid. These
isomers are based on the orientation of the methyl and
hydrogen groups on the molecule. Figure 4 shows the chiral
nature of the lactic acid molecule and the resulting stereo-
regular polymers: poly(L-lactic acid) (PLLA), poly (D-lactic
acid (PDLA), and poly (D,L-lactic acid) (PDLLA). Although
three forms of PLA exist, in the medical field, poly(L-lactic
acid) is used more often than poly(D-lactic acid) because
the degradation product is the same as naturally occurring
L-lactic acid (13).

Using the various forms of PLA, polymers with sig-
nificantly different properties can be synthesized. The
effect of the starting isomer on the physical properties
of the material is dramatically seen in the properties of
PLLA and PDLLA. In Fig. 4, the chemical structure of
poly (L-lactic acid) is represented by a long chain with all
of the –CH3 groups on one side. This uniformity allows the
chains to pack tightly together resulting in a highly
crystalline material that has a high strength and long
degradation period (3–5 years). Poly(D,L lactic acid), on the
other hand, is characterized by either a random or alter-
nating arrangement of the –CH3 groups and –H groups.
This molecule orientation prevents the polymer chains
from packing together, resulting in a completely amor-
phous polymer with a lower strength and shorter degra-
dation profile (9–12 months). In addition, the
polymerization of L-lactic acid and D,L-lactic acid together
results in a copolymer with properties in between PLLA
and PDLLA. In recent years, the 70:30 combination of
poly(L/D,L lactic acid) has gained popularity in orthopedic
applications due to its ability to retain its strength for 9–
12 months while being completely resorbed within 1.5–2
years (36–38). This copolymer appears to provide the best
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Figure 2. Semicrystalline polymer showing orientation of amor-
phous regions and crystalline regions.
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of both worlds in that it has the strength retention of
PLLA but has a degradation period only slightly longer
than PDLLA.

In addition to the lactic acid-based copolymers, a com-
bination of PLA and PGA has also been shown to be an
effective implant material (31–35). Due to the large differ-
ences in the degradation properties of PLA and PGA, the
poly(lactide-co-glycolide) (PLG) copolymer can be modified
based on the PLA to PGA ratio to provide varying degrada-
tion periods. Common PLG copolymers used in orthopedic
surgery have PLA/PGA ratios of 50:50, 75:25, and 85:15.
This combination not only provides both slow and fast
resorbing monomer units but also eliminates any crystal-
linity, making the copolymer completely amorphous. These
materials have been commonly used as fracture implants
due to the shorter 6–12 month degradation period.

Although PLA and PGA polymers have been success-
fully used in patients for several years, there have been
certain cases where the abundance of acidic monomers at
the site has caused inflammation and bone resorption (39–
48). When PLA and PGA polymers near the end of degra-
dation, they release lactic acid and glycolic acid, respec-
tively. Although these degradation products can be
metabolized by the body, if the surrounding tissue cannot
absorb the acid in a timely manner, the build up of acid and
resultant drop in pH at the implant site can cause bone to
resorb. Historically, this effect has mainly been seen in the
fast-resorbing PGA implants; however, a few cases
have been reported with PLA (43,46,49,50). Although
the bone resorption complication is detrimental to the
healing of the implant site, the complication rate has been
relatively low. In a review of over 2000 patients by Bost-
man, only 5% of the patients have shown implant-
associated reactions (44).

Additionally, the copolymers PLG and PLDLLA have
been shown to possess a more osteocompatible degradation
profile due to a gradual release of the acidic byproducts
(36,51–56), which has minimized acid dumping and the

associated bone resorption complications. In a study by
Eppley et al. (35), 1883 patients treated with PLG plates
and screws for bone fixation in craniofacial procedures
showed an implant-related complication rate of only
0.5%, which was well below the 5% rate reported by Bost-
man for PGA and PLA implants. Overall, the PLG and
PLDLLA copolymers have been shown to be effective
devices for fracture fixation, bone graft containment, and
soft tissue fixation, and have begun to replace the outdated
PLA and PGA devices (37,38,57,58).

Polycarbonates

Another group of resorbable polymers are the polycarbo-
nates. Although the majority of the polymers and copoly-
mers within the polycarbonate family are nonresorbable
plastics used for industrial applications, a select few exist
that are resorbable and can be used as orthopedic implants.
One group of medical-grade polycarbonates are the copo-
lymers based off of poly(trimethylene-carbonate) (PTMC)
and poly(glycolic acid) or poly(lactic acid). These combina-
tions offer the combined advantage of the processing ver-
satility of PTMC and the resorbability and strength of PLA
and PGA. The PTMC copolymers have been used for soft
tissue fixation in shoulder surgery as suture anchors and
soft tissue tacks (59–61).

Although the PTMC copolymers with PGA and PLA
offer improved implant properties compared with PTMC
alone, the degradation of the material still produces acidic
monomers. In order to avoid the issues with glycolic acid-
and lactic acid-based polymers and copolymers, an amino
acid-based polycarbonate was developed by Joachim Kohn
at Rutgers University. Designed specifically for orthopedic
applications, the amino acid poly(carbonates) combine
the biocompatibility of individual amino acids with
the strength and processability of standard industrial
poly(carbonates) (62–64). One such promising polymer,
poly(DTE carbonate), is derived from the amino acid
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tyrosine and has been shown to have excellent strength-
retention properties, an optimal degradation profile, and
biocompatible degradation products (65–68). Based on
large amount of characterization data, a material safety
file has been recently established at the U.S. Food and
Drug Administration (FDA) that allows manufacturers to
begin development of poly(DTE carbonate) implants. Due
to the advantages of poly(DTE carbonate) over conven-
tional resorbable polymers, amino acid-based poly(carbo-
nate) implants may soon be a common sight in orthopedic
operating rooms.

Other Resorbable Polymers

In addition to the widely used PLA and PGA polymers
and the up-and-coming amino acid-based poly(carbo-
nates), several other polymers have applications as med-
ical devices. Although not specifically used in orthopedics,
the poly(anhydride) family of polymers developed by
Robert Langer at MIT has been effectively used as drug-
delivery vehicles (69–73). The function of these resorbable
implants is to provide a sustained and controlled release of
drugs to a specific implant site. The device functions by
releasing molecules entrapped within the implant as it
degrades. Another polymer, poly(dioxanone), has been
used as a resorbable suture material for several years
(74–80). The flexibility of this polymer enables it to be
used as a monofilament suture instead of the typical
braided fiber of PGA, which provides the suture with
an improved ability to move through tissue with less
friction, thereby minimizing the tearing and pulling of
the surrounding areas (81,82). Looking specifically at
orthopedic applications, additional polymers currently
in development include poly(caprolactone) (83–86), poly-
(hydroxybutyrate) (87–89), polyurethanes (90–93), and
poly(phosphazenes) (94–96).

RESORBABLE CALCIUM CERAMICS

Aside from the polymers, the other group of resorbable
implant materials are the calcium-based ceramics. Due to
the similarity of these materials with the mineral content
of bone, hydroxyapatite [Ca10(PO4)6(OH)2], calcium cera-
mics are highly biocompatible and osteocompatible mate-
rials that have a long history of clinical use. These
materials are typically used in orthopedic surgery to fill
voids in bone as self-setting cements or as porous blocks
and granules.

Calcium Sulfate

One the first materials to ever be used as a filler for bone
defects was calcium sulfate (Plaster of Paris) (97). In its
dehydrated form (calcium sulfate hemihydrate), this mate-
rial undergoes a chemical reaction when mixed with water
that allows it to function as a resorbable cement. As the
cement reacts, it transforms from a slurry, to a paste, to a
dough, and then fully sets into its final hardened form
(calcium sulfate dihydrate). This reaction is exothermic in
that it produces heat; however, the increase in temperature
is only slightly above body temp (37 8C). Figure 5 shows a

typical timeline of the calcium sulfate setting reaction. In
the slurry and paste form, the calcium sulfate is able to be
added to a syringe and injected to the bone graft site. Near
the end of the reaction, the cement becomes much thicker
and has a putty-like consistency. During this phase, the
doughy cement can be molded into a variety of shapes and
provides a custom fit when placed directly at the implant
site. Once the cement has fully hardened, it can be shaped
by using powered surgical instruments such as osteotomes,
burrs, and drills.

The resorption of calcium sulfate graft materials is
based on the microstructure of the fully hardened cement.
Figure 6 shows electron micrographs of the surface of fully
reacted calcium sulfate dihydrate. These high magnifica-
tion images show small calcium sulfate crystals packed
together in a microporous structure. Upon implantation,
the presence of these small pores allows the calcium sulfate
to absorb water throughout the cement. Unlike polymers,
which undergo active breakdown of the polymer chains,
calcium sulfate materials are slowly dissolved by the
water. As the material dissolves, Ca2þ and SO4

�3 ions
are released over a 6–8 week period. During healing, bone
formation initially begins on the outer area of the calcium
sulfate and progresses inward as the cement slowly breaks
apart. During the resorption process, the dissolution of the
calcium sulfate material aids bone formation by providing
a direct source Ca2þ ions to the surrounding osteoblasts.
These cells absorb the calcium and use it during the
mineralization phase of bone regeneration. From a
mechanical standpoint, the hardened cement can provide
initial stabilization to the site, but quickly loses it strength
as the calcium sulfate begins to fragment. Although the
strength of the calcium sulfate quickly decreases within
the first few weeks, additional bone regeneration takes
place within the cement and the implant site becomes
mechanically stable. At the 6–8 week period, the majority
of the calcium sulfate is resorbed by the body and has been
replaced by bone.

In general, calcium sulfate cements and implants offer
an effective means to fill small voids in bone resulting from
cysts, tumors, or fractures (98–101). The initial strength
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can also help maintain the spacing of fracture fragments
and aid in placement of additional hardware. The mold-
ability of the cement allows a custom fit to the defect site
and makes the material easy to use. However, due to the
quick resorption time and quick loss in strength, this
material can not be effectively used in large defects or in
areas under high mechanical loads. In these applications,
supplemental hardware and grafting materials are needed
to ensure complete bone regeneration (102,103). From a
commercial standpoint, calcium sulfate graft materials are
available in a cement form (requires mixing at the time of
surgery) or in a preformed pellet form (fully reacted cal-
cium sulfate dihydrate).

Calcium Phosphate. Calcium phosphates are another
class of calcium containing bone graft materials that offer
different properties than the calcium sulfates. As the name
describes, these material are composed of varying amounts
of calcium (Ca2þ) and phosphate (PO4

�3). One of the first
calcium phosphate materials to be used as a bone graft was
hydroxyapatite, which was chosen because it is the main
inorganic component of bone accounting for 40% of its

weight. Most calcium phosphate graft materials are pro-
duced synthetically and can be chemically altered to create
materials with different properties. By slightly varying the
calcium-to-phosphate ratio, the resorption times and
mechanical properties of these materials can be signifi-
cantly altered. Hydroxyapatite [Ca10(PO4)6(OH)2] with a
Ca/P ratio of 1.67 has slow resorption rate, which, depend-
ing on crystallinity, can be as little are 2–5% resorption per
year. Tricalcium phosphate Ca3(PO4)2 has a ratio of 1.5,
which results in a much faster resorption time of 9–12
months.

Due to the chemical composition of calcium phosphates,
the mechanism of resorption is different than the dissolu-
tion mechanism seen with calcium sulfates. The chemical
similarity of calcium phosphates to bone results in a
cell-mediated resorption profile. During healing, bone-
resorbing cells called osteoclasts migrate to the surface
of the calcium phosphate ceramics. Once activated, the
osteoclasts release specific enzymes that dissolve the cal-
cium phosphate into its base ions. As the osteoclasts tunnel
through the calcium phosphate, bone-forming cells called
osteoblasts trail behind filling in the region with new
tissue. Similar to calcium sulfate, the calcium ions result-
ing from the resorption process are transported to the
osteoblasts, which create new mineralized bone. Over time,
the entire structure is slowly dissolved by the osteoclasts
and replaced with new bone.

To facilitate this type of resorption process, many of the
calcium phosphate bone graft materials exist as porous
scaffolds (104–109). A typical example of an osteoconduc-
tive calcium phosphate bone graft scaffold is shown in
Fig. 7. This material, called Pro Osteon (developed
and manufactured by Interpore Cross), was one of the first
porous calcium phosphates used in orthopedics (110–113).
Derived from sea coral, it is fabricated by chemically con-
verting the calcium carbonate skeleton of the coral into
hydroxyapatite. This reaction can be run to completion to
give a implant composed entirely of hydroxyapatite or
intentionally stopped to result in an implant with a thin
(4–10mm) surface of hydroxyapatite over the calcium car-
bonate skeleton. The conversion of coral to Pro Osteon
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Figure 6. High magnification scanning electron micrographs of
fully reacted calcium sulfate dihydrate showing crystalline struc-
ture and microporosity (1000X and 2000X magnification).

Figure 7. Photographs of a two commercially available calcium
phosphate scaffolds derived from coral (Interpore Cross, Irvine,
CA).



allows the relatively short degradation time of calcium
carbonate (6–8 weeks) to be prolonged to 8–18 months
for Pro Osteon R (HA layer on the calcium carbonate
skeleton) and to 3–5 years for Pro Osteon HA (fully con-
verted hydroxyapatite). With a natural pore structure
similar to cancellous bone, the Pro Osteon graft materials
offer an effective scaffold for new bone growth. Since
development of the Pro Osteon bone graft materials, sev-
eral other porous calcium phosphates have entered the
market. These materials are synthetically made to mimic
the porosity of cancellous bone, which is done through
various foaming and void creation techniques.

In contrast to calcium sulfate graft materials, the slower
resorption profile of porous calcium phosphate ceramics
allow these material to be used in larger defects. In this
scenario, the graft serves as a cellular ‘‘bridge’’ for contin-
ued bone growth. In bone grafting surgery, once a defect
reaches a size when it can no longer completely heal itself,
it is called a critical-sized defect. Typical bone regeneration
can bridge empty gaps of up to 4 mm, but anything larger
will not fill in with bone. A porous ceramic scaffold alle-
viates this problem by providing the means for bone to grow
across the entire defect.

This effect was demonstrated in a study by Holmes who
implanted a block of Pro Osteon 500R (calcium carbonate
scaffold with an HA coating) into a rabbit tibial defect
(114). The healing sequence of the this scaffold is shown
in Fig. 8. As seen from cross sectional image of the implant
before implantation (Fig. 8a), the structure is character-
ized by an open pore structure (black regions) within areas
of calcium carbonate/HA ceramic (light-gray regions).
After initial placement of the porous ceramic, cells
migrated to the graft site and began to infiltrate the pore
system. At the same time, proteins were released from
surrounding bone and blood cells to stimulate the
bone regeneration process, which was seen in the 6 week
histology of the Pro Osteon 500R implant (Fig. 8b). In this

image, bone formation was evident within the porosity of
the scaffold, and osteoclasts were seen resorbing the scaf-
fold (arrows). By 12 weeks, further bone growth was seen
within the porosity, and significant portions of the scaffold
were replaced by bone. At the 24 week time point, the
scaffold was fully replaced by bone with the exception of the
thin HA layer that once covered the calcium carbonate. As
seen from this study, porous ceramics are capable of func-
tioning as a scaffold for bone growth. The pore system
allowed for immediate bone regeneration and the resorb-
ability allowed the implant to be completely replaced by
bone.

In addition to porous blocks and granules, calcium
phosphates are also used in cement form (115–119). In
this application, the base components that create calcium
phosphates are provided in an unreacted form. With the
addition of water, dilute acid, or other initiators, a chemical
reaction takes place, and the components are converted to
calcium phosphate. The result is a moldable paste or putty
that can be shaped to the graft site and hardens into a solid
mass. Although these cements have longer resorption
times than calcium sulfate cements and can be used in
broader applications, the resulting hardened cement does
not possess the porosity to function as a scaffold for bone
repair, which has limited the use of calcium phosphate
cerments because surgeons prefer the porous blocks and
granules over the self-setting cements.

RESORBABLE COMPOSITES

As discussed, both polymers and ceramics have properties
suitable for fabricating orthopedic implants. However,
certain drawbacks exist with these materials that can
not be avoided no matter how the material is fabricated
or chemically altered. One technique for combining the
desirable properties of two or more materials is the fabri-
cation of a composite. Composites used in the medical
device area are fabricated by physically mixing two or
more resorbable materials. One of the most common com-
posite combinations is the creation of a polymer-ceramic
composite. On their own, ceramics are excellent substrates
for new bone growth due to the chemical similarity with
bone mineral. However, their brittleness limits their use in
load-bearing applications. Polymers, on the other hand, are
elastomeric materials that can flex under deformation
without major structural collapse. The combination of
these two materials results in a high strength, yet ductile
composite that allows for direct bone attachment on its
surface. In this combination, the polymer adds to the over-
all mechanical properties of the composite, whereas the
ceramic allows for bone formation directly on the ceramic
phase.

The fabrication of a composite is a relatively straight-
forward process. Typically, ceramic particles in the shape
of spheres or fibers are added to the polymer during
processing. The various orientations of the particles
within a polymer are shown in Fig. 9. As seen from these
illustrations, each particle is surrounded by the polymer
and serves to reinforce the polymer phase and improve it
mechanical properties. Once fabricated in a block or rod
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Figure 8. Typical healing mechanism of a porous ceramic implan-
ted into a rabbit tibial defect. (Figure A – 0 weeks; Figure B – 6
weeks; Figure C – 12 weeks; Figure D – 24 weeks).



form, composites of these different types can be machined
into a variety of implants such as fracture screws, pins,
and plates. During the machining process, the ceramic
on the outer surfaces of the implant are exposed. From a
bone implant standpoint, the presence of the exposed
calcium ceramic particles on the surface of the polymer
aids in creating a solid bone-to-implant interface. In com-
parison, pure polymer implants typically heal with
limited bone contact or a continuous layer of fibrous tissue
usually covering the surface. Although the implant can
still provide stabilization, it is not directly bonded to the
surrounding bone. A composite implant improves on the
stabilizing effect of the device through this bone-bonding
ability.

In addition to the particulate ceramic composites, a new
type of composite has recently been developed by Interpore
Cross (Irvine, CA). This novel material consists of two
intact, continuous phases of polymer and ceramic. Shown
in Fig. 10, a continuous phase composite (CPC) is the result
of infiltrating a porous ceramic block with polymer. The

end result is a composite material with continuous seams
of ceramic running through the polymer. Similar to the
particulate composites, the CPC material will allow for
bone growth on the surface and into the ceramic regions.
However, the continuity of the ceramic phase throughout
the composite gives the material a unique ability to allow
for bone to penetrate into the center of a CPC implant.
Figure 11 shows the histology a CPC implant composed of
the Pro Osteon porous ceramic infiltrated with poly(L/D,L
lactic acid) implanted in a sheep femur at 9 months. This
backscattered electron microscope image shows the ability
of a CPC implant to support bone and blood vessel in-
growth into the center of the implant wall. In addition to
acting as a structural implant, a CPC device also functions
as an eventual scaffold for bone in-growth. From a healing
standpoint, this type of composite will result in more bone
formation at the site. Additionally, the presence of bone
and blood vessels within the implant wall significantly
improves the ability of the tissue to absorb the degradation
products. Typically occurring at the surface of polymer
implants, the presence of bone within the CPC material
allows resorption throughout the entire device. This new
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Figure 9. Orientation of various types of polymer-ceramic com-
posites (ceramic is depicted as the black particles).

Figure 10. A continuous phase composite is formed when a poly-
mer is infiltrated into the porosity a porous, ceramic scaffold. The
result is a solid block with an intact polymer and ceramic phase.

Figure 11. Backscattered electron microscope images demon-
strating bone and blood vessel in-growth into a CPC implant (bone
is shown in gray, ceramic is white, and polymer is black).



composite is currently being investigated for use as spinal
fusion implants, fracture screws and plates, interference
screws, and suture anchors.

CONCLUSION

As seen from this article, resorbable polymers and ceramics
possess the desired properties needed for orthopedic
implants. They have been shown to be versatile materials
with a range in degradation rates and mechanical properties.
The resorbable nature of these devices allows them to provide
temporary stabilization and mechanical support. Combined
with the ability to be completely resorbed by the body and
replaced by natural tissue, these implants are highly desir-
able alternatives to their nonresorbing counterparts. The
elimination of long-term implant complications and the abil-
ity to share load with regenerating tissues are large driving
forces behind the use of these implants in orthopedics. With
further advancements in biomaterial research, resorbable
implants may soon become the standard of care.
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INTRODUCTION

Biomaterials are materials that are used or that have been
designed for use in medical devices or in contact with the
body. Traditionally, they consist of metallic, ceramic, or
synthetic polymeric materials, but more recent develop-

ments in biomaterials design have attempted to incorpo-
rate materials derived from or inspired by biological
materials (e.g., silk and collagen). Often, the use of bioma-
terials focuses on the augmentation, replacement, or
restoration of diseased or damaged tissues and organs.
The prevalence of biomaterials within society is most
evident within medical and dental offices, pharmacies,
and hospitals. However, the influence of biomaterials
has reached into many households with examples ranging
from increasingly common news media coverage of medical
breakthroughs to the availability of custom color non-
corrective contact lenses.

The evolving character of the discipline of biomaterials
is evidenced by how the term biomaterial has been defined.
In 1974, the Clemson Advisory Board, in response to a
request by the World Health Organization (WHO), stated
that a biomaterial is a ‘‘systemically pharmacologically
inert substance designed for implantation within or incor-
poration with living tissue’’ (1). Dr. Jonathan Black further
modified this definition to state that a biomaterial is ‘‘any
pharmacologically inert material, viable or nonviable, nat-
ural product or manmade, that is part of or is capable of
interacting in a beneficial way with a living organism’’ (1).
An National Institute of Health (NIH) consensus definition
appeared in 1983 and defined biomaterials as ‘‘any sub-
stance (other than a drug) or combination of substances,
synthetic or natural in origin, which can be used for any
period of time, as a whole or as a part of a system that
treats, augments, or replaces any tissue, organ, or function
of the body’’ (2). Thus, relatively newer definitions of the
term biomaterial recognize that more modern medical and
diagnostic devices will rely increasingly upon direct biolo-
gical interaction between biological molecules, cells, and
tissues and the materials from which these devices are
manufactured.

HISTORY OF BIOMATERIALS

Compared with the much larger field of materials science,
the field of biomaterials is relatively new. Although there
exist recorded cases of glass eyes and metallic or wooden
dental implants (some of which can be dated back to
ancient Egypt), the modern age of biomaterials could
not have existed without the adoption of aseptic surgical
techniques pioneered by Sir Joseph Lister in the mid-
nineteenth century and indeed, did not fully emerge as
an industry or discipline until after the development of
synthetic polymers just prior to, during, and following
World War II. Prior to World War II, implanted biomater-
ials consisted primarily of metals (e.g., steel, used in pins
and plates for bone fixation, joint replacements, and
the covering of bone defects). In the late 1940s, Harold
Ridley observed that shards of poly(methyl methacrylate)
(PMMA), from airplane cockpit windshields, embedded
within the eyes of World War II aviators did not provoke
much of an inflammatory response (3). This observation led
not only to the development of PMMA intraocular lenses,
but also to greater experimentation of available materials,
especially polymers, as biomaterials that could be placed in
direct contact with living tissue.
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As the fields of cellular, molecular, and developmental
biology began to grow during the 1970s and 1980s, new
insights into the organization, function, and properties of
biological systems, tissues, and interactions led to a greater
understanding of how cells respond to their environment.
This wealth of biological information allowed the field
of biomaterials to undergo a paradigm shift. Instead of
focusing primarily on replacing an organ or a tissue with a
synthetic, usually nondegradable biomaterial, a new
branch of biomaterials would attempt to combine biologi-
cally active molecules, therapeutics, and motifs into exist-
ing and novel biomaterial systems derived from both
synthetic and natural sources (4–6). Although there exist
many examples of successful, commercially available bio-
materials consisting of metallic and ceramic bases, the
focus of biomaterials research has shifted to the develop-
ment of polymeric or composite materials with biologically
sensitive or environmentally controlled properties. This
change has resulted largely due to the reactivity and
variety of chemical moieties that are found in or that
can be engineered into natural and synthetic polymers.
Indeed, by viewing biomaterials as materials designed to
interact with biology rather than being inert substances,
the field of biomaterials has exploded with innovative
designs that promote cell attachment, encapsulation,
proliferation, differentiation, migration, and apoptosis,
and that allow the biomaterial to polymerize, swell, and
degrade under a variety of environmental conditions and
biological stimuli. Evidence of this polymer and composite
revolution is the dramatic increase in the number of
publications relating to biomaterials research. Figure 1
shows a plot of the number of journal articles with bioma-
terial or biomaterials in their title, abstract, or keyword as
a function of publication year as searched in the Web of
Science database. As seen in Fig. 1, publications matching
the search criteria have increased exponentially starting
around the early 1990s and continuing until the present.
The number of scientific journals, shown in Table 1, related

to research in the field of biomaterials has also grown.
Although the number of journal articles related to bioma-
terials research may have resulted primarily from the large
increase in the number of biomaterials-related scientific
journals, the exponential growth of biomaterials is evi-
denced further by the growth of the number of bioengineer-
ing or biomedical engineering departments (the department
in which most biomaterials programs reside) established
at universities throughout the United States (Fig. 1).

MARKET SIZE AND TYPES OF APPLICATIONS

The field of biomaterials, by nature, is interdisciplinary.
Successful biomaterial designs have involved talents,
knowledge, and expertise provided by physicians and clin-
icians, materials scientists, engineers, chemists, biologists,
and physicists. As a result, it is not surprising that the
biomaterials industry is both relatively young and very
diversified. The diversity of this industry has resulted from
the types of products created and marketed, the size and
location of involved companies, and the types of regulatory
policies imposed by government agencies and third party
reimbursement organizations. Specifically, the biomater-
ials industry is part of the Medical Device and Diagnostic
Industry, a multibillion dollar industry comprised of
organizations that design, fabricate, and/or manufacture
materials that are used in the health and life science fields.
The end use applications are medical and dental devices,
prostheses, personal hygiene products, diagnostic devices,
drug delivery vehicles, and biotechnology systems. Some
examples of these applications include full and hybrid
artificial organs, biosensors, vascular grafts, pacemakers,
catheters, insulin pumps, cochlear implants, contact
lenses, intraocular lenses, artificial joints and bones, burn
dressings, and sutures. Table 2 shows a list of some com-
mon medical devices that require various biomaterials, and
Table 3 displays a list of the prevalence and market poten-
tial of a few of these applications (7).

GOVERNMENT REGULATION

Within the United States, in a research only environment,
biomaterials by themselves do not necessarily require
government regulation. However, if any biomaterial is
used within a medical or diagnostic device designed and
destined for commercialization, the biomaterials used
within the medical device (as well as the device itself)
are subject to the jurisdiction of the U.S. Food and Drug
Administration (FDA) as set forth in the Federal Food,
Drug, and Cosmetic Act of 1938, the Medical Device
Amendments of 1976, and the Food and Drug Administra-
tion Modernization Act of 1997. These laws have empow-
ered the FDA to regulate conditions involving premarket
controls, postmarket reporting, production involving Good
Manufacturing Practices, and the registration and listing
of medical devices. Any biomaterial within a marketed
medical device prior to the Medical Device Amendments
of 1976 were grandfathered and are considered
approved materials. Modifications to these materials or
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Figure 1. A plot of the number of publications (*) containing the
word biomaterial or biomaterials in the title, abstract, or key-
words, as searched in the Web of Science database, as a function of
the publication year as well as a plot of the number of bioengi-
neering or biomedical engineering departments (BME depart-
ments) within the United States as a function of time (&).



new materials are subject to controls established by the
FDA. These controls consist of obtaining an Investigational
Device Exemption for the medical device, including the
biomaterials used within the device, prior to conducting
clinical trials.

In addition, biomaterials can be considered part of a
Class I, II, or III device depending on FDA classifications
and depending on whether or not the biomaterial is con-
sidered to be part of a biologic, drug, or medical device.
Class I devices are generally considered those devices
needing the least amount of regulatory control since they
do not present a great risk for a patient. Examples include
tongue depressors and surgical drills. Class II devices
represent a moderate risk to patients and require addi-
tional regulation (e.g., mandatory performance standards,
additional labeling requirements, and postmarket surveil-
lance). Some examples include X-ray systems and cardiac
mapping catheters. Class III devices (e.g., cardiovascular
stents and heart valves), represent those devices with the
highest risk to patients and require extensive regulatory
control. Usually, for biomaterials in direct contact with
tissue within the body, devices are considered Class III
devices and are subject to a Premarket Approval process
before they can be sold within the United States. In gen-
eral, for most biomaterials, some of the tests the FDA
reviews to evaluate biomaterial safety includes tests
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Table 1. A List of Journals with Publications Related to the Field of Biomaterialsa

Name of Journal Name of Journal Name of Journal

Advanced Drug Delivery
Reviews (1987)

Biosensors and Bioelectronics (1985) Journal of Biomaterials Science: Polymer
Edition (1990)

American Journal of Drug
Delivery (2003)

Cells and Materials (1991) Journal of Biomedical Materials
Research (1967)

American Society of Artificial
Internal Organs Journal (1955)

Cell Transplantation (1992) Journal of Controlled Release (1984)

Annals of Biomedical
Engineering (1973)

Clinical Biomechanics (1986) Journal of Drug Targeting (1993)

Annual Review of Biomedical
Engineering (1999)

Colloids and Surfaces
B: Biointerfaces (1993)

Journal of Long Term Effects of
Medical Implants (1991)

Artificial Organs (1977) Dental Materials (1985) Journal of Nanobiotechnology (2003)
Artificial Organs Today (1991) Drug Delivery (1993) Macromolecules (1968)
Biomacromolecules (2000) Drug Delivery Systems and Sciences (2001) Materials in Medicine (1990)
Biofouling (1985) Drug Delivery Technology (2001) Medical Device and Diagnostics

Industry (1996)
Biomedical Engineering

OnLine (2002)
e-biomed: the Journal of

Regenerative Medicine (2000)
Medical Device Research Report (1995)

Bio-medical Materials and
Engineering (1991)

European Cells and Materials (2001) Medical Device Technology (1990)

Biomaterial-Living System
Interactions (1993)

Federation of American Societies
for Experimental Biology
Journal (1987)

Medical Plastics and Biomaterials (1994)

Biomaterials (1980) Frontiers of Medical and
Biological Engineering (1991)

Nanobiology

Biomaterials, Artificial Cells
and Artificial Organs (1973)

IEEE Transactions on
Biomedical Engineering (1954)

Nanotechnology (1990)

Artificial Cells, Blood Substitutes,
and Immobilization
Biotechnology (1973)

International Journal of
Artificial Organs (1976)

Nature: Materials (2002)

Biomaterials Forum (1979) Journal of Bioactive and Compatible Tissue Engineering (1995)
Biomedical Microdevices (1998) Polymers (2002) Journal of

Biomaterials Applications (2001)
Trends in Biomaterials and Artificial

Organs (1986)

a
The date of first publication is listed in parentheses following the name of each journal.

Table 2. Some Common Uses for Biomaterials

Organ/Procedure Associated Medical Devices

Bladder Catheters
Bone Bone plates, joint replacements

(metallic and ceramic)
Brain Deep brain stimulator,

hydrocephalus shunt,
drug eluting polymers

Cardiovascular Polymer grafts, metallic stents,
drug eluting grafts

Cosmetic enhancement Breast implants, injectable collagen
Eye Intraocular lenses, contact lenses
Ear Artificial cochlea, artificial stapes
Heart Artificial heart, ventricular assist

devices, heart valves, pacemakers
Kidney Hemodialysis instrumentation
Knee Metallic knee replacements
Lung Blood oxygenator
Reproductive system Hormone replacement patches,

contraceptives
Skin Artificial skin, living skin equivalents
Surgical Scalpels, retractors, drills
Tissue repair Sutures, bandages



involving cellular toxicity (both direct and indirect), acute
and chronic inflammation, debris and degradation bypro-
ducts and associated clearance events, carcinogenicity,
mutagenicity, fatigue, creep, tribology, and corrosion.
Further information regarding FDA approval for medical
devices can be found on the FDA webpage, www.fda.gov.

Many FDA approved biomaterials continue to be mon-
itored for efficacy and safety in an effort not only to protect
patients, but also to improve biocompatibility and reduce
material failure. Perhaps the best known example of an
FDA regulated biomaterial is silicone. Silicone had been
used since the early 1960s in breast implants. As a result,
silicone breast implants were grandfathered into the Med-
ical Device Amendments of 1976. During the 1980s, some
concerns regarding the safety of silicone breast implants
arose and prompted the FDA to request, in 1990, additional
safety data from manufacturers of breast implants. Due to
fears of connective tissue disease, multiple sclerosis, and
other ailments resulting from ruptured silicone implants,
the FDA banned silicone breast implants in 1992. Recently,
however, manufacturers (e.g., the Mentor Corporation)
have applied for and received premarket approval for
the sale of silicone breast implants contingent on the
compliance of various conditions (8). Thus, silicone is a
good example of the complexity surrounding the testing of
both efficacy and safety for biomaterials.

TYPES OF BIOMATERIALS

Similar to the field of materials science, the field of bioma-
terials focuses on four major types of materials: metals,
ceramics, polymers, and composites. Examples of a few
selected medical devices made from these materials are
shown in Fig. 2. The materials selected for any particular
application depend on the properties desired for a parti-
cular function or set of functions. In all materials applica-
tions, the structure, properties, and processing of the
selected material will affect performance. As a result,
physicians, scientists and engineers who design biomater-
ials need to understand not only mechanical and physical
properties of materials, but also biological properties of
materials. Mechanical and physical properties include
strength, fatigue, creep resistance, flexibility, permeability

to gases and liquids, thermal and electrical properties,
chemical reactivity, and degradation. Biological properties
of materials largely focus on biocompatibility issues related
to toxicity, immune system reactivity, thrombus formation,
tribiology, inflammation, carcinogenic and teratogenic
potential, integration with tissues and cells, and the
ability to be sterilized. Regardless of the material, recent
approaches to biomaterials research has focused on direct-
ing specific tissue interaction by using materials to intro-
duce chemical bonds with the surrounding tissue, to act as
scaffolds for tissue ingrowth, to introduce an inductive
signal that will influence the behavior of surrounding
cells or matrix, or to form new tissue when incubated or
presented to transplanted cells.

Metals

Metals have been used as biomaterials for centuries.
Although some fields (e.g., dentistry) continue to use amal-
gams, gold, and silver, most modern metallic biomaterials
consist of iron, cobalt, titanium, or platinum bases. Since
they are strong, metals are most often employed as
biomaterials in orthopedic or fracture fixation medical
devices; however, metals are also excellent conductors,
and are therefore used for electrical stimulation of the
heart, brain, nerves, muscle, and spinal cord. The most
common alloys for orthopedic applications include stainless
steel, cobalt, and titanium alloys. These alloys have
enjoyed frequent use in medical procedures related to
the function of joints and load-bearing. For example, metal
alloys are commonly found in medical devices for knee
replacement as well as in the femoral stem used in total
hip replacements. Since all metals are subject to corrosion,
especially in the salty, aqueous environment within the
body, metals used as biomaterials often require an external
oxide layer to protect against pitting and corrosion. These
electrochemically inert oxide layers consist of Cr2O3 for
stainless steel, Cr2O3 for cobalt alloys, and TiO2 for
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Table 3. A Summary of the Prevalence and Economic
Cost of Some of the Healthcare Treatments
Requiring Biomaterials for the Year 2000

Medical
Applicationa

Incident
Patient

Populationa

Prevalent
Patient

Populationa

Total Therapy
Cost (Billions

of US Dollars)a

Dialysis 188,000 1,030,000 $67
Cardiovascular

Bypass grafts 733,000 6,000,000 $65
Valves 245,000 2,400,000 $27
Pacemakers 670,000 5,500,000 $44
Stents 1,750,000 2,500,000 $48

Joint replacement 1,285,000 7,000,000 $41
Hips 610,000
Knees 675,000

aAll data taken from that reported by Lysaght and O’Loughlin (7).

Figure 2. A representation of a few medical devices made from
various biomaterials. From the upper left corner and moving
clockwise, this picture shows a kidney hemodialyzer, two pace-
makers, a hip replacement, an articulating wrist joint, a heart
valve, and a vascular graft.



titanium alloys. Figure 3 displays examples of three types
of metallic hip replacements.

Stainless Steel Alloys. The stainless steel most com-
monly used as orthopedic biomaterials is classified 316L by
the American Iron and Steel Institute. This particular
austenitic alloy contains a very low carbon content
(a maximum of 0.03%) and chromium content of 17–20%.
The added chromium will react with oxygen to produce a
corrosion-resistant chromium oxide layer. The 316L grade
of stainless steel is a casting alloy, and its relatively high
ductility makes this alloy amenable to extensive postcast-
ing mechanical processing. Compared to cobalt and tita-
nium alloys, stainless steel has a moderate yield and
ultimate strength, but high ductility. Furthermore, it
may be fabricated by virtually all machining and finishing
processes and is generally the least expensive of the three
major metallic alloys (4,5,9).

Cobalt Alloys. Cobalt alloys have been used since the
early twentieth century as dental alloys and in heavily
loaded joint applications. For use as a biomaterial, cobalt
alloys are either cast (i.e., primarily formed within a mold)
or wrought (i.e., worked into a final form from a large
ingot). Two examples of cobalt alloys include Vitallium
(designated F 75 by ASTM International), a cast alloy that
consists of 27–30% chromium and >34% cobalt, and
the wrought cobalt alloy MP35N (designated F 563 by
ASTM International), which consists of 18–22% chromium,
15–25% nickel, and >34% cobalt. Compared to Vitallium,
the MP35N alloy has demonstrated superior fatigue resis-
tance, larger ultimate tensile strength, and a higher degree
of corrosion resistance to chlorine. Consequently, this par-
ticular alloy is good for applications requiring long service
life without fracture or stress fatigue. Compared to stain-
less steel alloys, cobalt-based alloys have slightly higher
tensile moduli, but lower ductility. In addition, they are
more expensive to manufacture and more difficult to
machine. However, relative to stainless steel and titanium,
cobalt-based alloys can offer the most useful balance of
corrosion resistance, fatigueresistance,and strength (4,5,9).

Titanium Alloys. The most recent of the major ortho-
pedic metallic alloys to be employed as biomaterials are
titanium alloys. Although pure titanium is relatively weak
and ductile, titanium can be stabilized by adding elements
(e.g., aluminum and vanadium) to the alloy. Often, pure
titanium (designated F 67 by ASTM International) is pri-

marily used as a surface coating for orthopedic medical
devices. For load-bearing applications, the alloy Ti6Al4V
(designated F 136 by ASTM International) is much more
widely used in implant manufacturing. As in the case of
stainless steel and cobalt alloys, titanium contains an outer
oxide layer, composed of TiO2, that protects the implant
from corrosion. In fact, of the three major orthopedic alloys,
titanium shows the lowest rate of corrosion. Moreover, the
density of titanium is almost half that of stainless steel and
cobalt alloys. As a result, implants made from titanium are
lighter and reduce patient awareness of the implant; how-
ever, titanium alloys are among the most expensive metal-
lic biomaterials. Relative to stainless steel and cobalt
alloys, titanium has a lower Young’s modulus, which can
aid in reducing the stresses around the implant by flexing
with the bone. Titanium has a lower ductility than the
other alloys, but does demonstrate high strength. These
properties allow titanium alloys to play a diverse role as a
biomaterial. Titanium alloys are used in parts for total joint
replacements, screws, nails, pacemaker cases, and leads
for implantable electrical stimulators (4,5,9).

Despite the reduced weight and improved mechanical
match of titanium alloy implants to bone relative to
stainless steel and chromium alloy implants, titanium
alloy implants still exhibit issues with regard to mechan-
ical mismatch. This problem stems from the large differ-
ences in properties (e.g., elastic moduli) between bone,
metals, and polymers used as acetabular cups. For exam-
ple, metals have elastic moduli ranging from �100 to
200 GPa, ultrahigh molecular weight polyethylene has
an elastic modulus of 1–2 GPa, and the elastic modulus
of cortical bone is�12 GPa (10). In addition, it is difficult to
produce a titanium implant surface that is conducive to
bone ingrowth or attachment. Novel titanium foams have
been investigated as a method for reducing implant
weight, better matching tissue mechanics, and improving
bone ingrowth. The process involves mixing titanium
powder with ammonium hydrogen carbonate powder
and compressing and heating the mixture to form foams
with densities varying from 0.2 to 0.65 times the density of
solid titanium. These densities are close to those of can-
cellous bone (0.2–0.3 times the density of solid titanium)
and cortical bone (0.5–0.65 times the density of solid
titanium) (11). While they are preliminary, studies with
novel materials such as these titanium foams illustrate a
trend toward the development of materials that better
mimic the properties of the native tissue they are designed
to replace.
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Figure 3. Photographs of stainless steel (a), cobalt–chromium (b), and titanium alloy (Ti6Al4V) (c)
hip implants. (All three photographs are used with permission from the Department of Materials at
Queen Mary University of London.)



Other Metals. Besides stainless steel, cobalt alloys, and
titanium alloys, there exist other examples of metals used
as biomaterials. Some examples include nitinol, a single-
phase nickel/titanium shape memory alloy, tantalum, a
very dense, chemically inert, weak, but fatigue-resistant
metal, and platinum, a very expensive metal used by itself
or with iridum as a corrosion-resistant electrical conductor
for electrode applications. Nitinol stents (e.g., that seen in
Fig. 4) (12) and drug-eluting nitinol stents used for cardi-
ovascular applications recently have seen enormous med-
ical and commercial success. Indeed, metallic stents have
significantly changed the way coronary blockages are trea-
ted (4,5,9).

Ceramics

Of the major types of materials used as biomaterials,
ceramics have not been used as frequently as metals,
polymers, or composites. However, ceramics continue to
enjoy widespread use in certain bone-related applications
(e.g., dentistry and joint replacement surgeries), due to
their high compressive strength, high degree of hardness,
excellent biocompatibility, superior tribological properties,
and chemical inertness. Although they are very strong in
compression, ceramics are susceptible to mechanical and
thermal loading, have lower tensile strengths relative to
other materials, and are very brittle in tension; this brit-
tleness limits potential biomaterials applications.

Ceramics consist of a network of metal and nonmetal
ions, with the general structure XmYn, arranged in a
repeating structure. This structure depends on the relative
size of the ions as well as the number of counterions needed
to balance total charge. For example, if m¼n¼ 1, and both
ions are approximately the same size, then the structure
would be of a simple cubic nature (e.g., CsCl or CsI); if the
anion is much larger than the cation, then typically, a face
centered cubic (fcc) structure would emerge (e.g., ZnS or
CdS). If m¼ 2 and n¼ 3, as is the case with oxide ceramics
(e.g., Al2O3), then a hexagonal closed pack structure would
often result (13).

Ceramics used as biomaterials can be classified by
processing–manufacturing methods, by chemical reactiv-
ity, or by ionic composition. Regarding chemical reactivity,
ceramics can be bioinert, bioactive, or bioresorbable. Bio-

inert or nonresorbable ceramics are either porous or non-
porous and are essentially not affected by the environment
at the implant site. Bioactive or reactive ceramics are
designed with specific surface properties that are intended
to react with the local host environment and to elicit a
desired tissue response. Bioresorbable ceramics dissolve
over some prescribed period of time in vivo mediated by
physiochemical processes. If one considers the application
of bone replacement, then there would be about four ways
for ceramics to interact with and attach to bone. First, a
nonporous, inert ceramic material could be attached via
glues, surface irregularities, or press-filling methods. Sec-
ond, a porous, inert ceramic could be designed to have an
optimal pore size, which promotes direct mechanical
attachment of bone through bone ingrowth. Third, a non-
porous, inert ceramic with a reactive surface could direct
bone attachment via chemical bonding. Fourth, a nonpor-
ous or porous, resorbable ceramic could eventually be
replaced by bone. When describing real examples of cera-
mics used as biomaterials, it is more useful to classify the
ceramics based on ionic composition. This type of classifi-
cation reveals a few major bioceramic groups: oxide cera-
mics, multiple oxides of calcium and phosphorus, glasses
and glass ceramics, and carbon.

Oxide Ceramics. As their name implies, oxide ceramics
consist of oxygen bound to a metallic species. Oxide cera-
mics are chemically inert, but can be nonporous or porous.
One example of a nonporous oxide ceramic used as a bio-
material is aluminum oxide, Al2O3. Highly pure aluminum
oxide (F 603 as designated by ASTM International), or
alumina, has high corrosion resistance, good biocompat-
ibility, high wear resistance, and good mechanical proper-
ties due to high density and small grain size. Aluminum
oxide has been manufactured as an acetabular cup for total
hip replacement. In comparison with metal or ultrahigh
molecular weight polyethylene, Al2O3 provides better tri-
bological properties by greatly decreasing friction within
the joint and substantially increasing wear resistance.
Recently, the FDA approved ceramic on ceramic hip repla-
cements made from alumina and marketed by companies
such as Wright Medical Technology and Stryker Osteonics.
This ceramic on ceramic design is very resistant to wear
and results in a much smaller amount of wear debris than
traditional metal–polymer joints. With better wear proper-
ties and longer useful lifespan, ceramic on ceramic hip
replacements likely will provide an attractive alternative
to other biomaterial options, especially for younger pati-
ents that need better long-term solutions for joint replace-
ments (4,5,9).

Ceramic oxides can also be porous. In bone formation,
these pores are useful for allowing bone ingrowth, which
will stabilize the mechanical properties of the implant
without sacrificing the chemical inertness of the ceramic
material. In general, there are three ways to make a
porous ceramic oxide. First, a soluble metal or salt can
be mixed with the ceramic and etched away. Second, a
foaming agent that evolves gases during heating (e.g.,
calcium carbonate) can be mixed with the ceramic powder
prior to firing. Third, the microstructure of corals can be
used as a template to create a ceramic with a high degree
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Figure 4. A photograph of the SMARTeR nitinol stent developed
by the Cordis Corporation. (Reprinted from Ref. 12, with permis-
sion from Royal College of Radiologists.)



of interconnectivity and uniform pore size. In this third
approach, coral is machined into the desired shape. Then,
the coral is heated up to drive off carbon dioxide. The
remaining calcium oxide provides a scaffold around which
the ceramic material is deposited. After firing, the calcium
oxide can be dissolved using hydrochloric acid. This dis-
solved calcium oxide will leave behind a very uniform and
highly interconnected porous structure. Interestingly, the
type of coral used will affect the pore size of the resulting
ceramic. For example, if the genus Porites is used, then
the pore size will range from 140 to 160mm; the genus
Goniopora will result in a pore size of 200–1000mm (5).
Porous ceramics do have many advantages for bone
ingrowth, especially since the porous structure more clo-
sely mimics that of cancellous bone (see Fig. 5). However,
the porous structure does result in a loss of strength and a
tremendous increase in surface area that interacts with
an in vivo saline environment.

Multiple Oxides of Calcium and Phosphorus. Aside from
many types of proteins, the extracellular environment of
bone contains a large concentration of organic mineral
deposits known as hydroxyapatite. Chemically, hydro-
xyapatite generally has the following composition:
Ca10(PO4)6(OH)2. Since hydroxyapatite is a naturally
occurring ceramic produced by osteoblasts, it seemed rea-
sonable to apply hydroxyapatite as filler or as a coating to
allow better integration with existing bone. Coatings of
hydroxyapatite have been applied (usually by plasma
spraying) to metallic implants used in applications requir-
ing bone ingrowth to provide a tight fit between bone and
the implanted device, to minimize loosening over time, and
to provide some measure of isolation from the foreign body
response. Although hydroxyapatite is the most commonly
used bioceramic containing calcium and phosphorus, there
do exist other forms of calcium and phosphorus oxides
including tricalcium phosphate, Ca3(PO4)2, and octacal-
cium phosphate, Ca8H2PO4�5H2O (4,5,9,14).

Glasses and Glass Ceramics. Just as in the case of
traditional glass, glass ceramics used as biomaterials con-
tain large amounts of silica, SiO2. Glass ceramics are
formed using controlled crystallization techniques during

which silica is cooled down at rate slow enough to allow the
formation of a hexagonal crystal structure with small,
crystalline grains (�1mm) surrounded by an amorphous
phase. Bioactive glass ceramics have been studied as
biomaterials because they can attach directly to tissue
via chemical bonds, they have a low thermal coefficient
of expansion, they have good compressive mechanical
strength, the mechanical strength of the glass–tissue inter-
face is close to that of tissue, and they resist scratching and
abrasion. Unfortunately, as with all ceramics, bioactive
glasses are very brittle. Two well-known examples of com-
mercially available glass ceramics include Bioglass, which
consists of SiO2, Na2O, CaO, and P2O5, and Ceravital,
which contains SiO2, Na2O, CaO, P2O5, K2O, and MgO.
Relative to traditional soda lime glass, bioactive glass
ceramics contain lower amounts of SiO2 and higher
amounts of Na2O and CaO. The high ratio of CaO to
P2O5 in bioactive ceramics allows the rapid formation of
a hydroxycarbonate apatite (HCA) layer at alkaline pH.
For example, a 50 nm layer of HCA can form from Bioglass
45S5 after 1 h. The release of calcium, phosphorus, and
sodium ions from bioactive ceramics also allows the for-
mation of a water-rich gel near the ceramic surface. This
cationic-rich environment creates a locally alkaline pH
that helps to form HCA layers and provide areas of adhe-
sion for biological molecules and cells (4,5,9).

Carbon. Processed carbon has been used in biomater-
ials applications as a bioceramic coating. Although carbon
can exist in several forms (e.g., graphite, diamond), bio-
ceramic carbons consist primarily of low temperature iso-
tropic (LTI) and ultralow temperature isotropic (ULTI)
carbon. This form of carbon is synthesized through the
pyrolysis of hydrocarbon gases resulting in the deposition
of isotropic carbon in a layer � 4 mm thick. Advantages to
LTI and ULTI carbon include high strength, an elastic
modulus close to that of bone, resistance to fatigue com-
pared with other materials, excellent resistance to throm-
bosis, superior tribological properties, and excellent bond
strength with metallic substances. The LTI carbon has
been used as a coating for heart valves; however, applica-
tions remain limited primarily to coatings due to proces-
sing methods (4,5,9).
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Figure 5. Photographs of (a) a
cross-section of human cancellous
bone and (b) coral of the genus
Porites. These images illustrate
how biologically derived materials
(e.g., coral) can be used as scaffolds
to create ceramic biomaterials that
mimic the structure and porosity of
natural bone. (Both photographs are
used with permission from Biocoral,
Inc.)



Polymers

Since the early to mid-twentieth century, the discovery of
organic polymerization schemes and the advent of new
polymeric species have fueled an incredible interest in the
research of biomaterials. The popularity of polymers as
potential biomaterials likely stems from the fact that
polymers exist in a seemingly endless variety, can be
easily fabricated into many forms, can be chemically mod-
ified or synthesized with chemically reactive moieties that
interact with biological molecules or living tissues and
cells, and can have physical properties that resemble that
of natural tissues. Some disadvantages to polymeric bio-
materials include relatively low moduli, instability follow-
ing certain forms of sterilization, lot-to-lot variability, a
lack of well-defined standards related to manufacturing,
processing, and evaluating, and, for some polymers,
hydrolytic instability, the need to add potentially toxic
polymerization catalysts, and tissue biocompatibility of
both the polymer and potential degradation byproducts.
There also exist some characteristics of polymers that can
be advantageous or disadvantageous depending on the
application and type of polymer. Some of these character-
istics include polymer degradation, chemical reactivity,
polymer crystallinity, and viscoelastic behavior. Early
examples of polymeric biomaterials included nylon for
sutures and cellulose for kidney dialysis membranes,
but more recent developments in the design of polymeric
biomaterials are leading the field of biomaterials to
embrace cellular and tissue interactions in order to
directly induce tissue repair or regeneration.

Polymers consist of an organic backbone from which
other pendant molecules extend. As their name implies,
polymers consist of repeating units of one or more ‘‘mers’’.
For example, polyethylene consists of repeating units of
ethylene; nylon is comprised of repeating units of a diamine
and a diacid. In general, polymers used as biomaterials are
made in one of two ways: condensation or addition reac-
tions. In condensation reactions, two precursors are com-
bined to form larger molecules by eliminating a small
molecule (e.g., water). Examples of condensation polymeric
biomaterials include nylon, poly(ethylene terephthalate)
(Dacron), poly(lactic acid), poly(glycolic acid), and polyur-
ethane. In addition to synthetic polymers, biological poly-
mers (e.g., cellulose and proteins) are formed through
condensation-like polymerization mechanisms. The other
major polymerization mechanism used to synthesize poly-
mers is addition polymerization. In addition polymeriza-
tion, an initiator or catalyst (e.g., free radical, heat, light, or
certain ions) is used to promote a rapid polymerization
reaction involving unsaturated bonds. Unlike condensa-
tion reactions, addition polymerization does not result in
small molecular byproducts. Furthermore, polymers can be
formed using only one type of monomer or a combination of
several monomers susceptible to free radical initiation and
propagation. Some examples of addition reaction polymeric
biomaterials include polyethylene, poly(ethylene glycol)
(PEG), poly(N-isopropylacrlyamide), and poly(hydroxyethyl
methacrylate) (PHEMA). The chemical structure of var-
ious synthetic and natural polymers used as biomaterials
are shown in Figs. 6a and b (15).

The properties of polymers are affected greatly by
chemical composition and molecular weight. In general,
as polymer chains become longer, their mobility decreases,
but their strength and thermal stability increases. The
tacticity and size of pendant chains off the backbone will
affect temperature-dependent physical properties. For
example, small side groups that are regularly oriented
in an isotactic or syndiotactic arrangement will allow the
polymer to crystallize much more readily than a polymer
containing an atactic arrangement of bulky side groups.
The crystalline and glass transition temperatures of poly-
mers will affect properties (e.g., stiffness, mechanical mod-
uli, and thermal stability) in vivo and will consequently
influence the potential application and utility of the poly-
mer system as a biomaterial. When the functionality of a
monomer exceeds two, then the polymer will become
branched upon polymerization. If a sufficient number of
these high functionality monomers exist within the mate-
rial, then the main chains of the polymer will become
chemically cross-linked. Cross-linked polymers can be
much stronger and more rigid than noncross-linked poly-
mers. However, like linear and branched polymers, cross-
linked polymers can be designed such that they degrade
through hydrolytic or enzymatic mechanisms.

Due to their weaker moduli compared with that of
metals or ceramics, polymers are not often used in load-
bearing biomaterial applications. One exception to this
observation is the example of ultrahigh molecular weight
polyethylene (UHMWPE), which has a molecular weight
� 2,000,000 g�mol�1 and has a higher modulus of elasticity
than high or low density polyethylene. Additionally,
UHMWPE is tough and ductile and demonstrates good
wear properties and low friction. As a result, UHMWPE
has been used extensively in the manufacturing of acet-
abular cups for total hip replacements. As an acetabular
cup, UHMWPE is used in conjunction with metallic
femoral stems to act as a load-bearing, low wear and
friction interface. Some drawbacks to using UHMWPE
include water absorption, cyclic fatigue, and a somewhat
significant creep rate (4,5,9). Part of the problems sur-
rounding UHMWPE involves its lower elastic modulus
(�1–2 GPa) relative to bone (�12 GPa) and metallic
implants (�100–200 GPa)

Polymers in Sutures. One of the first widespread uses of
polymers as biomaterials involved sutures. In particular,
polyamides and polyesters are among the most common
suture materials. Nylons, an example of a polyamide, have
an increased fiber strength due to a high degree of crystal-
linity resulting from interchain hydrogen bonding between
atoms of the amide group. Nylon can be attacked by
proteolytic enzymes in vivo and can absorb water. As a
result, nylon has been used more as a short-term bio-
material. Polyester sutures, such as poly(glycolic acid),
poly(lactic acid), and poly(lactic-co-glycolic acid) are readily
degraded through hydrolytic mechanisms in vivo. Since
one side chain of lactic acid contains a bulky hydrophobic
methyl group (relative to the hydrogen side group of gly-
colic acid), polyesters comprised principally of lactic acid
degrade at a rate slower than that of polyesters consisting
mostly of glycolic acid. The degradation rate of copolymers
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Figure 6. (a) Chemical schematics representing synthetic polymers used as biomaterials. The
structures represent polyethylene (1), polytetrafluoroethylene (2), poly(vinyl alcohol) (3), poly(di-
methyl siloxane) (4), poly(N-isopropylacrylamide) (5), polyanhydride (6), poly(ethylene terephtha-
late) (7), poly(methyl methacrylate) (8), poly(hydroxyethyl methacrylate) (9), poly(glycolic acid) (10),
poly(lactic acid) (11), poly(lactic-co-glycolic acid) (12), poly(ethylene oxide) (13), and poly(e-capro-
lactone) (14). (Adopted from Ref. 15 with permission from Elsevier.) (b) Chemical schematics
representing naturally derived polymers used as biomaterials. The structures represent alginate
(15), chondroitin-6-sulfate (16), chitosan (17), hyaluronan (18), collagen (19), polylysine (20), dextran
(21), and heparin (22). (Reprinted from Ref. 15 with permission from Elsevier.)



of glycolic and lactic acid can be tailored based on the
relative molar ratios of each monomer. Although the local
pH of degrading polyesters can cause local inflammation
concerns, the degradation byproducts of glycolic and lactic
acid can be readily cleared through existing biochemical
pathways. As a result, polyester sutures are commonly
used within the body in applications where removal of
sutures would warrant an invasive procedure (4,5,16).

Polymers in Cardiovascular Applications. Poly(ethylene
terephalate) (Dacron) and expanded polytetrafluoroethy-
lene (Teflon) have been used for decades as vascular grafts.
An example of a Teflon vascular graft is shown in Fig. 7.
Both of these polymers have excellent burst strengths and
can be sutured directly to existing vasculature. For appli-
cations involving large diameter vascular grafts (> 6 mm),
these two materials have worked well. However, neointi-
mal hyperplasia and thrombus formation severely limit the
patency of all known polymeric materials used for small
diameter vascular grafts (17). Most current strategies to
improve vascular graft patency involves chemically mod-
ifying the polymers used as vascular grafts to include the
anticoagulant heparin, endothelial binding peptide analo-
gues, and growth factors to stimulate endothelialization
and minimize proliferation of smooth muscle into the
lumen of the graft (15,18).

Polymers for Tissue Engineering. For many in vivo
applications, researchers continue to evaluate a variety
of polymeric biomaterials. Some more recent additions to
the repertoire of biomaterials include naturally derived or
recombinantly produced biological polymers. As an exam-
ple, in the case of articular cartilage repair, it is evident
that many types of polymers can be designed, modified,
or combined with other materials to create new genera-
tions of biomaterials that promote healing and/or restore
biological function. For example, synthetic polymers, such
as poly(vinyl alcohol) (PVA), PMMA, poly(hydroxyethyl
methacrylate), poly(N-isopropylacrylamide), polyethylene,
poly(lactic acid), poly(glycolic acid), poly(lactic-co-glycolic

acid), and poly(ethylene glycol) and naturally derived poly-
mers (e.g., alginate, agarose, chitosan, hyaluornic acid,
collagen, and fibrin) have been studied extensively with
and without biochemical modifications to replace cartilage
function or to promote neocartilage formation (15,19,20).
These and other polymeric biomaterials have been used
in studies related to liver, nerve, cardiovascular, bone,
ophthalmic, skin, and pancreatic repair or restoration
(15,21).

Hydrogels. As the name implies, hydrogels are polymer
networks that contain large amounts of water (up to or
> 90% water). As a result, hydrogels generally are hydro-
philic materials, although, the presence of hydrophobic
domains within the hydrogel backbone can enhance
mechanical properties. To avoid dissolution into the aqu-
eous phase, the polymeric component of the hydrogel must
contain cross-links. The majority of hydrogel systems use
chemical cross-links, such as covalent bonds to create a
three-dimensional (3D) network; however, some hydrogels
exist that rely on physical interactions to maintain gel
integrity.

The high water content of hydrogels provides many
benefits. First, of all the materials within materials
science, the physical and mechanical properties of hydro-
gels most closely resemble those of biological tissue. Due to
their polymeric content, hydrogels exhibit viscoelastic
behavior. The elastic modulus, G’, of many gel compositions
reaches 1 MPa, but some hydrogels can be as strong as
20 MPa. These mechanical properties match well with
those reported for many tissues. Second, the large presence
of water within hydrogels can limit nonspecific interactions
within the body, can shield the polymer from leukocytes
and can decrease frictional effects at the site of implanta-
tion. Third, the relatively low concentration of polymer
within the hydrogel can result in materials with higher
porosities. Consequently, it is possible not only for cells to
migrate within the hydrogel structure, but also for nutri-
ents and waste products to diffuse into and out of the gel
structure (15,22,23).

In addition to high water content, hydrogels possess
other characteristics that are beneficial for biomedical
applications. For example, chemical composition of poly-
mers used in hydrogel formulations is amenable to chemi-
cal modification of the backbone and/or side group
structures. These polymer derivatives allow the incorpora-
tion of various gelation chemistries, degradation rates and
biologically active molecules. Although not a complete list,
some of the polymers used as biomaterial hydrogels include
poly(ethylene glycol), PVA, poly(hydroxyethyl methacry-
late) PHEMA, poly(N-isopropylacrylamide), poly(vinyl
pyrrolidone), dextran, alginate, chitosan, and collagen.
These hydrogels, in addition to many others, are currently
being explored as materials for use in cartilage, skin, liver,
nerve, muscle, cardiovascular, and bone tissue engineering
applications.

Poly(ethylene glycol). One of the most widely studied
hydrogel materials is PEG, which contains repeats of the
monomer CH2CH2O and exhibits a large radius of hydra-
tion due to its high hydrophilicity. As a result, PEG
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Figure 7. A photograph of a Carboflo vascular graft made out
of expanded polytetrafluoroethylene (ePTFE) impregnated with
carbon and marketed by Bard Peripheral Vascular, Inc.



can avoid detection by the body, and often is coupled to
pharmaceuticals or other molecules to extend circulation
half-life within the body. Of all the materials used in
biomedical research, few polymers have better biocompat-
ibility properties than PEG. Also, the chemical structure
of PEG is fairly stable within aqueous environments,
although hydrolytic degradation can occur. Furthermore,
removal of PEG from the body is not a major concern since
PEG, with a molecular weight < 20,000 g�mol�1, can be
cleared readily by the kidneys. Traditionally, PEG hydro-
gels have been cross-linked through chemical initiators,
however, other work has shown that photoinitiators can be
used to gel PEG in situ. Recently, more attention has
focused on the use of star PEG, which contain a central
core out of which proceeds several linear PEG arms. Con-
sequently, these materials offer improved control over
mechanical properties and biological interactions since
each molecule of polymer contains many more potential
sites for cross-linking or for incorporating biologically
active molecules. Cell adhesion peptides, polysaccharides,
and polysaccharide ligands have all been coupled to var-
ious PEG molecules and studied as biomaterials (15,23,24).

Acrylics. One of the greatest success stories involving
polymeric biomaterials involves PMMA and PHEMA.
Many polymers have not yet been approved by the FDA.
However, many polymers of the acrylic family (e.g., PMMA
used for bone cement and intraocular lenses) were grand-
fathered into the Medical Device Amendments of 1976 as
approved materials. The PHEMA polymer allows for suffi-
cient gas exchange, and both PHEMA and PMMA have
excellent optical properties and a good degree of hydration.
As a result, intraocular lenses, hard, and soft contact lenses
(see Fig. 8) made in whole or in part from these polymers
are commercially available (3,5). Even though contact
lenses only touch the eye on one side, the polymers
that comprise the contact lenses are still bathed in tears
and are therefore subject to protein deposition. This pro-
tein deposition can cause eye irritation and lead to contact
lens failure if the contacts are not properly cleaned. With

the development of disposable contact lenses, however, the
problem of protein buildup can be minimized since the
useful lifespan of each contact lens does not have to extend
very long.

Biomimetic Materials. Recently, the field of biomater-
ials has started to incorporate features found within
mechanisms involved in biomolecular assembly and inter-
action (24). These biomimetic materials show great pro-
mise since assembly is directed through biological affinity,
recognition and/or interactions. As a result, these materi-
als often have properties more similar to those of natural
materials. Biomimetic materials exist as polymer scaffolds
and hydrogels, but can also consist of ceramic and metallic
materials machined or chemically modified to mimic por-
ous structure of tissue (e.g., bone). Further elucidation of
mechanisms responsible for biological self-assembly most
likely will lead to improved biomaterials that are capable of
interacting very specifically with an environment contain-
ing cells, tissue, or ECM molecules. In addition, many
researchers are borrowing biological concepts to provide
appropriate signals for cellular proliferation or differentia-
tion and to deliver pharmaceuticals in a much more con-
trolled manner. The scanning electron micrograph (SEM)
shown in Fig. 9 illustrates a biologically oriented approach
of using a biomaterial like chitosan–collagen as a scaffold
on which cells can adhere (25).

Drug Delivery. Applications involving biomaterials
have evolved from those focused on mostly structural
requirements to those combining multiple design consid-
erations including structure, mechanics, degradation, and
drug delivery. The latest trend in biomaterials design is to
promote healing, repair, or regeneration via the delivery of
pharmaceutical agents, drugs, or growth factors. There
exist many examples of biomaterials used as delivery
vehicles or as drugs (22); however, many of these examples
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Figure 8. A photograph of a disposable contact lens made from
PHEMA.

Figure 9. A SEM showing chondrocytes (denoted by white arr-
ows) attached to a biomaterial scaffold comprised of chitosan-based
hyaluoronic acid hybrid polymer fibers. (Reprinted from Ref. 25
with permission from Elsevier.)



are just beginning to transition from research materials
into commercially available products. One example of a
commercially available drug delivery biomaterial is known
as Gliadel, made by Guilford Pharmaceuticals. Gliadel
wafers consist of a polyanhydride polymer loaded with
carmustine, a chemotherapeutic drug. This system is
intended as a treatment for malignant gliomas. Following
removal of the tumor, the Gliadel wafers are added to the
cavity and allowed to degrade and release the carmustine
in order to kill remaining tumor cells. In addition to cancer
treatments, biomaterials as drug delivery vehicles have
been extensively employed in cardiovascular applications.
Recently, FDA approval was granted to several types
of drug eluting metallic stents. Among these include the
Sirolimus-eluting CYPHER stent manufactured by the
Cordis Corporation, the TAXUS Express2 Paclitaxel-eluting
stent manufactured by the Boston Scientific Corporation.
The purpose behind releasing the drugs from the stents is
to decrease the occurrence of restenosis, or the renarrowing
of vessels treated by the stent. As a result of the drug
delivery aspect of the system, the stents are expected to
have better long-term viability. Several more examples of
drug delivery and biomaterial hybrid systems exist; how-
ever, a comprehensive review of biomaterials as drug
delivery systems is beyond the scope of this article. It is
important to note that more interest and attention have
been given to modify biomaterials so that the material is
more integrally involved in interacting with and manip-
ulating organ and tissue biology.

FACTORS CONTRIBUTING TO BIOMATERIAL FAILURE

Although there exists a multitude of commercially avail-
able and successful metallic, ceramic, and polymeric bio-
materials, biomaterials have and will continue to fail. The
human body is a very hostile environment for synthetic and
natural materials. In some instances, like orthopedic appli-
cations, it is much easier to understand why materials can
fail since no material can survive cyclical loading indefi-
nitely without showing signs of fatigue or wear. However,
for most biomaterial failures, the exact reason for failure is
still not well understood. Some factors contributing to the
failure of a biomaterial include corrosion, wear, degrada-
tion, and biological interactions.

Corrosion

By weight, more than one-half of the human body consists
of water. As a result, all implanted biomaterials will
encounter an aqueous environment. Moreover, this aqu-
eous environment is also very saline due to the presence of
a relatively large concentration of extracellular salts. The
aqueous and saline conditions of physiological solutions
create favorable conditions for metallic corrosion. Corro-
sion involves oxidation and reduction reactions between a
metal, ions, and species (e.g., dissolved oxygen). In fact, the
lowest free energy state of many metals in and oxygenated
and hydrated environment is an oxide. Most corrosion
reactions are electrochemical. For example, if zinc metal
is placed in an acidic environment (e.g., hydrochloric acid),

hydrogen gas will evolve as the zinc become cationic and
binds to chloride ions. The actual reaction consists of two
half reactions. In the first reaction, zinc metal is oxidized to
a Zn2þ state; the second reaction involves the reduction of
hydrogen ions to hydrogen gas. During this process, the
newly formed metal ions diffuse into solution. Both the
oxidation and reduction reactions must occur at the same
time to avoid charge buildup within the material. This
process occurs at the surface and exposed pore of metals,
and, in an attempt to passivate the surface to avoid this
process, corrosion resistant oxides have been incorporated
into an implant surface (13). Care must be taken, however,
to ensure that the protective oxide coating is not damaged
during processing, packaging, or surgical procedure.

In addition to oxidative corrosion, bimetallic or galvanic
corrosion is a concern with implants composed of more than
one type of metal, such as alloys with mixing defects and
implants containing parts made from distinct metals. Gal-
vanic corrosion can occur because all metals have a differ-
ent tendency to corrode. If two distinct metals are in
contact with one another through a conductive medium,
oxidation of one metal will occur while reduction of the
other occurs. In both oxidative corrosion and bimetallic
corrosion, bits of metal, metal ions, and oxidative debris
can enter the surrounding tissue and even travel to distant
body parts. This can result in inflammation and even in
metal toxicity.

Wear

In addition to corrosion, metal, as well as other materials
can wear as a result of friction. For example, in hip
implants, the acetabular cup is in contact with the ball
of the metal or ceramic stem. Every time a movement
occurs within the joint, rubbing between the ball and
cup occurs and small wear particles of metal and polymer
are left behind (see Fig. 10). More often than not, the
particles are shed from the softer surface (e.g., ultrahigh
molecular weight polyethylene); however, metal particles
are also produced. The particles range in size from
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Figure 10. A photograph of some worn biomaterials. Examples in
this photograph include screws, a femoral head replacement, and a
polyethylene acetabular cup. (Used with permission from the
Department of Materials at Queen Mary University of London.)



nanometers to microns with the smaller particles able to
enter the lymph fluid and travel to distant parts of the
body. The small particles increase the surface area of the
material, and this increased surface area can result in
increased corrosion (5,13). Thus, wear can lead to deleter-
ious effects (e.g., corrosion), described above, and inflam-
mation, as will be discussed below.

Degradation

Although not affected by corrosion, certain bioactive cera-
mics and polymers are susceptible to degradation. In the
case of bioactive ceramics, however, this process is rela-
tively slow compared with the potential rate of bone regen-
eration. For polymers, degradation can occur via hydrolytic
or, in some cases, enzymatic mechanisms. The chemical
structures of both polyamides and polyesters lend them-
selves toward enzymatic degradation. For polyesters,
acidic or alkaline conditions will lead to a deesterification
reaction that will eventually destroy the backbone of the
polymer. The degradation rate varies greatly depending on
the composition of the polymer. For example, within the
body, poly(lactic acid) will degrade over many months to
years, but poly(glycolic acid) can degrade over a few days
or weeks. The degradation rate of polyamides is slower
than that of polyesters, but is still an important design
consideration when choosing a polymeric biomaterial for a
specific application. For applications (e.g., sutures), degra-
dation of the material is a beneficial property since the
sutures only need to remain in place for a few days to weeks
until the native tissue heals. For applications needing a
material with a longer lifespan, degradation poses a larger
problem.

Increasingly, degradable polymers or polymers with
degradable cross-links are being studied as biomaterials.
This interest in degradable systems stems largely from
more current research involving tissue engineering and
drug delivery (15,16,22,24,26,27). The philosophy of tissue
engineering holds that the polymeric biomaterial acts as a
scaffold with or without viable cells or biological molecules
to promote tissue ingrowth. As cells proliferate and
migrate within these scaffolds and begin to create new
tissue, the material can and should degrade to leave,
ultimately, regenerated or repaired tissue in its place.
One of the engineering design constraints, therefore, is
to balance the rate of degradation with that of tissue
ingrowth. If the biomaterial degrades too rapidly and
the newly formed tissue cannot provide the necessary
mechanical support, then the biomaterial will have failed.
At the same time, if the biomaterial degrades too slowly,
then the process of tissue ingrowth may become inhibited
or may not occur at all. To this end, more recent research
has attempted to include enzymatically sensitive cross-
links, usually made from synthetic peptide analogues of
enzyme substrates, within polymer networks. Instead of
relying upon relatively uncontrolled hydrolytic degrada-
tion, the polymeric biomaterial would degrade at a rate
controlled by migrating cells. Thus, the cells themselves
could degrade the material and produce new tissue in a
much more controlled and physiologically relevant
manner.

Biological Interactions

Most modern biomaterials are intended to come into direct
contact with living tissue and biological fluids. This inter-
action often makes the biomaterial a target for the pro-
tective mechanisms within the body. These protective
mechanisms include protein adsorption, hemostasis,
inflammation and the foreign body response, and the
immune response. Although it has been well established
that all types of tissue-contacting biomaterials invoke some
degree of biological response, it has only been during the
past decade or so when investigations have revealed that
all implanted tissue-containing biomaterials invoke an
almost identical inflammatory and foreign body response
regardless of whether the biomaterial is of metallic, cera-
mic, polymeric, or composite origin. Although future
research in the field of biomaterials aims to better under-
stand and to eventually mitigate the biological interactions
that currently result in the failure of many biomaterials,
the following biological responses remain of great impor-
tance when considering the design and potential applica-
tions of any biomaterial. In fact, most current obstacles
related to the design of biomaterials involve the interaction
of biomaterials with the body and the reaction of the body to
biomaterials. As a result, current biomaterial research
trends aim to provide an environment that allows the body
to invade, remodel, and degrade the implanted material
(23,27,28).

Protein Adsorption. As soon as a biomaterial comes into
contact with biological fluid (e.g., blood) the material
becomes coated with adsorbed proteins. This adsorption
is very rapid and is based primarily on noncovalent inter-
actions between various hydrophilic and hydrophobic
domains within the adsorbed proteins and the surface of
the implanted biomaterial. Initially, the composition of the
protein layer depends on the relative concentration of
various proteins within the biological fluid. Certain pro-
teins (e.g., albumin) are very abundant in serum and will
initially be found abundantly in the adsorbed protein layer.
However, over time the adsorbed protein layer will change
its composition as proteins with higher affinities for the
surface of the material, but lower serum concentrations
will displace proteins with lower affinities and higher
serum concentrations. This rearrangement and equilibra-
tion of the protein layer is known as the Vroman effect.
When biomaterials become coated with proteins, surround-
ing cells no longer see the surface of the material. Instead,
they see a layer of serum-soluble proteins. Increasingly,
biomaterials design has focused on optimizing surface
chemistries and incorporating selective reactive domains
that will promote a specific biological response. In reality,
these engineered surfaces become masked by a nonspecific
protein layer, and it is this protein layer that drives the
biological response to an implanted biomaterial. Some
successful examples of surface modifications aimed at
reducing nonspecific protein adsorption involve the use
of nonfouling hydrophilic polymers (e.g., PEG and dex-
tran), the pretreatment of the biomaterial with a specific
protein, and the replacement of certain chemically reactive
functional groups with others. Time, however, remains the
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largest obstacle with any of these surface treatments.
Often, surface treatments will only function for a limited
time before serum and other extracellular proteins
becomes adsorbed. Once adsorbed, proteins can undergo
conformational changes that expose cryptic sites, allow
autoactivation, or that influence the behavior of other
proteins or cells (5,6,18).

Blood Contact. Direct contact with blood is a major
concern of all biomaterials regardless of whether or not
they were designed for cardiovascular applications. During
surgical implantation, blood vessels are broken, which
results in an increased probability that the biomaterial
will contact blood. Although exact mechanisms remain
unclear, serum proteins (e.g., Factor XII, Factor XI, plasma
prekallikrein, and high molecular weight kininogen) inter-
act to initiate contact activation of the coagulation cascade
through the intrinsic pathway. This calcium- and platelet-
dependent cyclic network involves the activation of throm-
bin, which ultimately cleaves specific protein domains
within fibrinogen and Factor XIII. Activated Factor XIIIa
and fibrinogen then react to form a cross-linked fibrin clot.
The formation of blood clots as well as the activation of
various serum proteins and platelets can lead to local
inflammation. Recent approaches have attempted to pas-
sivate the blood contact response of implanted biomaterials
by incorporating heparin or other antithrombotic agents on
the biomaterial surface (5,6,18).

Inflammation and the Foreign Body Response. The
human body is well equipped to handle injuries that affect
hemostasis. During trauma, proteins within blood can
initiate a relatively large biological response lasting days,
weeks, and even months. Initially, the area around a
trauma site, including the implantation of a biomaterial,
becomes inflamed. Inflammation is a normal process
involved with healing that is characterized by four major
events: swelling, pain, redness, and heat. The vasculature
around an injury will become leaky to allow extravasation
of various leukocytes (e.g., neutrophils and macrophages).
With the presence of cytokines and other growth factors,
leukocytes, primarily macrophages, are stimulated to
remove bacteria and foreign material. Macrophages also

recruit fibroblasts and other cells to the injury site to aid in
healing by forming granulation tissue. Over the course of
several days or weeks, this initial granulation tissue is
remodeled and replaced with restored, functional tissue or,
more commonly, scar tissue (Fig. 11).

In the case of implanted biomaterials, the implantation
site is the injury site and will become inflamed. As a result,
macrophages will be recruited to the site and attempt to
remove the ‘‘foreign’’ biomaterial. Unlike smaller injuries,
macrophages are unable to remove biomaterials through
phagocytosis. When they become frustrated, macrophages
will fuse together to form foreign body giant cells. These
foreign body giant cells can secrete superoxides and free
radicals, which can damage biomaterials, but these cells
usually cannot completely remove the foreign biomaterial.
In the event that the body cannot eliminate a foreign object
through phagocytosis, activated macrophages and foreign
body giant cells remain around the implant and can pro-
mote a chronic localized area of inflammation. Remaining
fibroblasts and other cells around the biomaterial then will
begin to secrete a layer of avascular collagen around the
biomaterial to effectively encapsulate it and wall it off from
the rest of the body (5,6,18). Although the function of some
biomaterials is not affected by this foreign body response,
biomaterials ranging from sensors to orthopedic implants
to soft tissue replacements are adversely affected by this
biological reaction. To date, it is not known how to mini-
mize or eliminate an inflammation or foreign body reaction.
However, a great deal of research is attempting to create
biomaterials that do not evoke a tremendous inflammatory
response or that degrade in a way that allows the restora-
tion or repair of native tissue without the adverse affects of
chronic inflammation.

Immune Response. The innate and adaptive immune
responses of the body also pose a challenge for biomaterials
designed for long-term applications. Increasingly, new
biomaterials have attempted to incorporate cellular com-
ponents in an attempt to create new tissues in vitro or to
seed materials with autologous, allogeneic, or xenogenic
cells, including stem cells, to promote tissue repair.
Unfortunately, the adaptive immune response will actively
eliminate allogeneic or xenogenic cell types. As a result,
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Figure 11. A schematic representing the temporal events involved in acute and chronic inflam-
mation as well as the foreign body response. (Adopted from Anderson et al. as found in Ref. 5.)



biomaterials have been designed to act as barriers that
limit lymphocyte activation. Often, cells are encapsulated
in microspheres made from various polymers or layers of
polymers. For example, pancreatic Islets of Langerhans
from animal and human donors have been encapsulated
within polymers [e.g., polysulfones, poly(N-isopropylacryl-
amide)] and alginates, to provide an immunoisolated envir-
onment that still retains enough permeability to allow for
the diffusion of insulin. One of the major complications of
this type of biomaterials design is to balance the creation of
volume within the microsphere to accommodate enough
Islets to allow for sufficient insulin production with the
need to provide appropriate diffusion rates so that the cells
within the center of the microsphere remain viable.
As more polymeric biomaterials incorporate or consist of
peptide and protein motifs, there remains a concern as to
whether or not these motifs might elicit an adaptive
immune response. Even if protein domains derived from
human proteins are incorporated into biomaterials, these
domains might not be presented the same way to lympho-
cytes. As a result, the body may start producing antibodies
against these domains, which might also lead to certain
forms of autoimmune diseases (29).

Although the adaptive immune system is playing an
increasingly important role in the rejection of new types of
biomaterials, the innate immune system remains a very
large threat to the success of a biomaterial. As mentioned
above, proteins bind to biomaterials upon implantation.
One of the most abundant proteins within the blood is the
complement protein C3. Within the blood, C3 can sponta-
neously hydrolyze to form an active convertase complex,
which can cleave C3 into C3a and C3b. Although C3b is
rapidly inactivated within the blood, it can remain active if
it binds to a surface (e.g., a biomaterial). As a result, the
alternative pathway of the complement system can be acti-
vated very rapidly leading to formation of membrane-
attack complexes but more importantly, the formation of
the soluble anaphylotoxins C3a, C4a, and C5a. These
anaphylotoxins induce smooth muscle contraction,
increase vascular permeability, recruit phagocytic cells,
and promote opsonization by phagocytic cells. These
phagocytic cells (e.g., macrophages) have receptors recog-
nizing C3b. As a result, macrophages will attempt to engulf
the C3b-coated biomaterial. When this fails, the macro-
phages will form foreign body giant cells, and the body will
attempt to encapsulate the biomaterial in a manner similar
to that described above for the inflammation and foreign
body response (29). Overall, all of the above mentioned
biological responses can affect the performance of any
biomaterial, and active biomaterials research is striving
not only to better understand the mechanisms of inflam-
mation, protein adsorption, hemostasis, and innate and
adaptive immune responses, but also to develop strategies
to minimize, eliminate, evade, or alter adverse biological
responses to materials.

BIOCOMPATIBILITY

Since biomaterials are intended for direct contact with
biologically viable tissue, all biomaterials need to possess

some degree of biocompatibility. In a manner similar to
that of the term biomaterials, the term biocompatibility
has experienced many changing definitions over the past
several decades. Initially, biocompatibility implied that the
biomaterial remained inert to its surroundings in order to
refrain from being toxic, carcinogenic, or allergenic. As the
definition of biomaterials evolved to include biologically
derived materials and molecules, the term biocompatibility
needed to encompass these changes. In 1987, David
Williams suggested that biocompatibility is ‘‘the ability
of a material to perform with an appropriate host response
in a specific application’’ (30). Although there does not yet
exist a universal consensus with regard to the definition
of the term biocompatibility, the definition proposed
by Williams provides enough generality to serve as an
adequate and accurate description of biocompatibility.

Instead of remaining inert, biomaterials are becoming
increasingly reliant on biochemical reactions and physio-
logical processes in order to serve a useful function. In some
cases (e.g., in the case of bone plates and artificial joints),
biomaterials can remain inert and still provide satisfactory
performance. In other instances (e.g., drug delivery vehi-
cles), tissue engineering applications, and in vivo organ
replacement therapies, biomaterials not only need to
actively minimize or adapt to the surrounding biological
responses (e.g., inflammation and foreign body responses),
but also need to depend on interactions with surrounding
tissues and cells in order to provide a useful function
(15,22,24–27). In addition, the performance of traditionally
inert biomaterials is being enhanced by incorporating che-
mical or mechanical modifications that interact with biol-
ogy at the cellular level. For example, the bone-contacting
surfaces of metallic femoral stems, for hip replacement,
have been modified to contain bioactive ceramic porous
networks or hydroxyapatite crystal networks. These cera-
mic networks allow better osteointegration of the implant
with the host tissue and, in some cases, eliminate the need
to use bone sealants (e.g., PMMA).

Obviously, if a successful biomaterial needs to show
some level of biocompatibility, then there must exist var-
ious testing conditions and manufacturing standards to
establish safety controls. Organizations [e.g., ASTM Inter-
national and the International Organization for Standar-
dization (ISO)] do have guidelines and standards for the
testing and evaluation of biomaterial biocompatibility.
These regulations include tests include the measuring of
cytotoxicity, sensitization, skin irritation, intracutaneous
reactivity, acute systemic toxicity, genotoxicity, macro-
scopic and microscopic evaluation of implanted materials
and devices, hemocompatibility, subchronic and chronic
toxicity, carcinogenicity, the effect of degradation bypro-
ducts, and the effect of sterilization (31). For many of these
paramenters, the associated standards dictate the size and
shape of the material to be tested, appropriate in vitro
testing procedures and analysis schemes, and relevant
testing and evaluation protocols for in vivo experimenta-
tion. Although standards related to the manufacturing and
performance of some biomaterials exist, there remains a
lack of uniform biocompatibility testing standards for new
classes of biomaterials that rely heavily upon cellular and
tissue interactions or that contain biologically active
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molecules. New developments in biologically active bioma-
terials have resulted in not only nonuniform approaches to
biocompatibility testing, but also confusions related to the
regulatory classification of new types of biomaterials.

FUTURE DIRECTIONS

As more information becomes available regarding bio-
logical responses to materials, mechanisms that control
embryonic development and early wound healing, and
matrix biology, materials will be designed to more ade-
quately address, promote or inhibit biological responses as
needed. As a result, the field of biomaterials will not only
incorporate principles from materials science and engi-
neering, but also rely increasingly upon design constraints
governed by biology (see Fig. 12). Recent trends in bioma-
terial research show an increased emphasis in designing
materials that better match the biological environment
with respect to mechanics and biological signals. Materials
promote cell attachment using biologically derived signals,
degrade through relevant enzymatic degradation and
release and store bioactive factors using methods derived
from biology. Continued adaptation of materials to more
appropriately interact with the living system will result in
devices that work with the body to promote tissue regen-
eration and healing.
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Figure 12. An illustration depicting the various engineering and
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INTRODUCTION

During the last century, there has been a revolution in
orthopedics with a shift in emphasis from palliative treat-
ment of infection in bone to interventional treatment of
chronic age-related ailments. The evolution of stable
metallic fixation devices, and the systematic development

of reliable total joint prostheses were critical to this revolu-
tion in health care. Two alternative pathways of treatment
for patients with chronic bone and joint defects are now
possible: (1) transplantation or (2) implantation. Figure 1
shows how approaches to tissue repair have changed and
how we think they need to develop.

At present the ‘‘gold standard’’ for the clinical repair of
large bone defects is the harvesting of the patient’s tissue
from a donor site and transplanting it to a host site, often
maintaining blood supply. This type of tissue graft (an
autograft) has limitations; limited availability, morbidity
at the donor site, tendency toward resorption, and a com-
promise in biomechanical properties compared to the host
tissue.

A partial solution to some of these limitations is use of
transplant tissue from a human donor, a homograft, either
as a living transplant (heart, heart-lung, kidney, liver,
retina) or from cadavers (freeze-dried bone). Availability,
the requirement for lifetime use of immunosuppressant
drugs, the concern for viral or prion contamination, ethical,
and religious concerns all limit the use of homografts.

The first organ transplant (homograft) was carried out
in Harvard in 1954. In the United States alone, there are
now >80,000 organs needed for transplantation at one
time, only a quarter of which will be found. The shortage
of donors increases every year.

A third option for tissue replacement is provided by
transplants (living or nonliving) from other species called
heterografts or xenografts. Nonliving, chemically treated
xenografts are routinely used as heart valve replacements
(porcine) with �50% survivability after 10 years. Bovine
bone grafts are still in use, but concern of transmission of
prions (disease transmission) is growing.

The second line of attack in the revolution to replace
tissues was the development of manmade materials to
interface with living, host tissues (e.g., implants or pros-
theses made from biomaterials). There are important
advantages of implants over transplants, including
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availability, reproducibility, and reliability. Failure rate of
the materials used in most prostheses are very low, at
< 0.01% (1). As a result, survivability of orthopedic
implants such as the Charnley low friction metal–poly-
ethylene total hip replacement is very high up to 15 years
(2).

Many implants in use today continue to suffer from
problems of interfacial stability with host tissues, biome-
chanical mismatch of elastic moduli, production of wear
debris, and maintenance of a stable blood supply. These
problems lead to accelerated wear rates, loosening and
fracture of the bone, interface or device that become worse
as the patient ages (3). Repair of failed devices, called
revision surgery, also becomes more difficult as the patient
ages due to decreased quality of bone, reduced mobility,
and poorer circulation of blood. In addition, all present day
orthopedic implants lack two of the most critical charac-
teristics of living tissues: (1) ability to self-repair; and (2)
ability to modify their structure and properties in response
to environmental factors such as mechanical load. The
consequences of these limitations are profound. All
implants have limited lifetimes. Many years of research
and development have led to only marginal improvements
in the survivability of orthopedic implants for >15years.

Ideally, artifical implants or devices should be designed
to stimulate and guide cells in the body to regenerate
tissues and organs to a healthy and natural state. We need
to shift our thinking toward regenerative medicine (Fig. 1)
(4).

BIOCERAMICS AS MEDICAL DEVICES

A bioceramic is a ceramic that can be implanted into a
patient without causing a toxic response. Bioceramics can
be classified into three categories; resorbable (e.g., trical-
cium phosphate), bioactive (e.g., bioactive glass, hydroxya-
patite), and nearly inert materials (e.g., alumina and
zirconia) (5). A bioactive material is defined as a material
that elicits a specific biological response at the interface of
the material, which results in a formation of a bond
between the tissue and that material (6). Bioceramics
can be polycrystalline (alumina or hydroxyapatite), bioac-
tive glass, bioactive glass–ceramic (apatite/ wollastonite,
A/W), or used in bioactive composites such as polyethy-
lene–hydroxyapatite.

This article begins with examples of successful biocera-
mics used clinically that improve the length and quality of
life for patients. Developments of porous bioceramic and
composite scaffolds for tissue engineering applications are
then discussed. The article ends by discussing how bioac-
tive ceramics may be the future of regenerative medicine
due to their potential for guiding tissue regeneration by
stimulating cells at the genetic level (Fig. 1).

NEARLY INERT BIOCERAMICS

High density, high purity a-alumina (Al2O3) was the first
bioceramic widely used clinically, as the articulating sur-
faces of the ball and socket joints of total hip replacements
because of its combination of low friction, high wear

resistance, excellent corrosion resistance, good biocompat-
ibility, and high strength (7). The physical properties of
alumina depend on the grain size. Medical grade alumina
exhibits an average grain size <4 mm, a compressive
strength of 4.5 GPa and a Young’s modulus of 400 GPa
(8). Other clinical applications of Al2O3 include bone
screws, jaw and maxillofacial reconstructions, middle ear
bone substitutions, and dental implants.

Zirconia is a bioinert ceramic that has higher flexural
strength and fracture toughness and a lower Young’s
modulus than alumina. Zirconia may therefore be suitable
for bearing surfaces in total hip prostheses, however, there
are concerns over the wear rate and radioactivity of the
material in the body (9).

When an almost inert implant is implanted into soft or
hard tissue, a nonadherent fibrous capsule surrounds the
implant. If the implant is loaded such that interfacial
movement can occur, the fibrous capsule can become sev-
eral hundred micrometers thick and cause loosening of the
implant, which will eventually lead to clinical failure (8).

An improved interface between nearly inert implants
and tissue can be achieved by using an implant containing
pores in excess of 100 mm in diameter. The fibrous con-
nective (scar) tissue grows into these pores and anchors the
implant in place. This technique is termed ‘‘biological
fixation’’ (10). Viable bone requires pores of > 200 mm.
However, connective tissue still allows some movement
of the prothesis, which will increase with age and cause
bone resorption.

THE CHALLENGE FOR BIOCERAMICS

Bone is a natural composite of collagen (type I) fibers,
noncollagenous proteins, and mineralized bone. It is a rigid
material that exhibits a hierarchical structure with an
outer layer of dense cortical bone and an internal structure
of porous cancellous and trabecular (spongy) bone. Trabe-
cular bone is orientated spongy bone that is found at the
end of long bones and in vertebras (11). This structure
provides excellent mechanical properties: cortical bone
exhibits a compressive strength of 100–230 MPa and a
Young’s modulus of 7–30 GPa; cancellous bone exhibits a
compressive strength of 2–12 MPa and a Young’s modulus
of 0.05–0.5 GPa (8). Bone is generated by cells called
osteoblasts and resorbed by cells called osteoclasts, which
remodel the bone in response to external stimuli such as
mechanical load (11). In order to regenerate bone, the
implant should exhibit a Young’s modulus similar to that
of the bone. If the modulus of the implant is higher than the
bone then stress shielding can occur, where the stem
supports the total load. If this occurs, osteoclasts resorb
bone from the implant interface (12). An example of this is
the use of alumina as in total hip replacements. Alumina
exhibits a modulus 10–50 times higher than cortical bone.
If the modulus of the implant is substantially lower than
the bone, the implant is unlikely to be able to withstand the
loading environment and will fracture.

Ceramics have the potential to prevent stress-shielding
and have many properties that can aid bone regeneration
(8). Therefore, we will concentrate on the use of bioceramics
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in orthopedics, but will also describe adaption for soft
tissue applications.

Osteoporosis is a condition where the density and
strength of the trabecular bone decreases (13), due to
osteoblasts becoming progressively less active and the pore
walls (trabeculae) in the internal spongy bone are reduced
in thickness and number causing spinal problems, hip
fracture, and subsequent hip replacement operations.

The challenge for bioceramics is to replace old, deterior-
ating bone with a material that can function for as long as
is needed, which may be > 20 years. There are two options
to satisfy increasing needs for orthopedic repair in the new
millennium: (1) improve implant survivability by 10–20
years; or (2) develop alternative devices that can regener-
ate tissues to their natural form and function. Decades of
research have not been able to achieve the first, discussion
of the second, the application of bioactive bioceramics, and
their role in regenerative medicine, particularly in bone
regeneration follows.

RESORBABLE BIOCERAMICS

Tricalcium phosphate (TCP) resorbs on contact with body
fluid. Resorbable materials are designed to dissolve at the
same rate that a tissue grows, so that they eventually are
totally replaced by the natural host tissue. However,
matching the resorption rate of TCP with bone growth is
difficult and since TCP ceramics exhibit low mechanical
strength, so they cannot be used in load bearing applica-
tions (14).

THE BIOACTIVE ALTERNATIVE

During the last decade, considerable attention has been
directed toward the use of bioceramic implants with bioac-
tive fixation, where bioactive fixation is defined as inter-
facial bonding of an implant to tissue by means of formation
of a biologically active hydroxyapatite layer on the surface
of the implant. This layer bonds to the biological apatite in
bone (8).

An important advantage of bioactive fixation is that a
bioactive bond forms at the implant–bone interface with a
strength equal to, or greater than, bone after 3–6 months.
The level of bioactivity of a specific material can be related
to the time taken for > 50% of the interface to bond to bone
(t0.5bb) (15);

Bioactivity index; IB ¼ 100=t0:5bb ð1Þ

Materials exhibiting an IB value > 8 (class A), will bond to
both soft and hard tissue. Materials with an IB value < 8
(class B), but > 0, will bond only to bone. Biological fixation
is capable of withstanding more-complex stress states than
implants that only achieve morphological fixation, that is
surface fixation to roughness (15). There are a number of
bioactive bioceramics.

SYNTHETIC HYDROXYAPATITE

Synthetic hydroxyapatite (HA) Ca10(PO4)6(OH)2 has
been developed to match the biological apatite in bone.

Biological apatite, although similar, exhibits different stoi-
chiometry, composition, and crystallinity to pure HA. Bio-
logical apatites are usually calcium deficient and carbonate
substituted (primarily for phosphate groups) (16). Hydro-
xyapatite is a class B bioactive material, that is, it bonds
only to bone and promotes bone growth along its surface
(osteoconduction). The mechanism for bone bonding
involves the development of a cellular bone matrix on
the surface of the HA, producing an electron dense band
3–5 mm wide. Collagen bundles appear between this area
and the cells. On contact with body fluid, a dissolution–
precipitation process occurs at the HA surface resulting in
the formation of carbonated apatite microcrystals, which
are similar to biological HA and are incorporated into the
collagen. As the site matures, collagen fibrils mineralize
and the interfacial layer decreases in thickness as crystal-
lites of the growing bone align with those of the implant.
Commercial production methods for synthetic HA usually
involve a dropwise addition of phosphoric acid to a stirring
suspension of calcium hydroxide in water, which causes an
apatite precipitate to form. Ammonia is added to keep the
pH very alkaline and to ensure formation of HA when the
precipitate is sintered at 1250 8C. Commercial dense HA
exhibits a compressive strength in excess of 400 MPa and a
Young’s modulus of 12 GPa. There are many clinical appli-
cations for HA implants including the repair of bony defects
and tooth root replacement (16).

Hydroxyapatite has also been used as a plasma-sprayed
coating on porous metallic implants in total hip replace-
ments, allowing a bond to form between the bone and the
implant (17). Initial bone ingrowth is more rapid than
uncoated porous metallic implants, but the long-term sur-
vivability of the implants will not be known until after 10-
year follow-up clinical trails have been completed.

BIOACTIVE GLASSES

Bioactive glasses are class A bioactive materials (IB value
> 8) that bond to soft and hard tissue and are osteoconduc-
tive, which means that bioactive glass implants stimulate
bone formation on the implant away from the host bone–
implant interface (15). Bioactive glasses undergo surface
dissolution in a physiological environment in order to form
a hydroxycarbonate apatite (HCA) layer. This is very
similar to the carbonate-substituted apatite in bone. The
higher the solubility of a bioactive glass, the more pro-
nounced is the effect of bone tissue growth. The structures
of bioactive glasses are based on a cross-linked silica net-
work modified by cations. The original bioactive glasses
were developed by Hench and colleagues in the early 1970s
(18) and were produced using conventional glass melt-
processing techniques with a composition of 45S5, 46.1%
SiO2, 24.4% NaO, 26.9% CaO, and 2.6% P2O5, in mol
percent. This composition was given the name Bioglass.

MECHANISM OF BIOACTIVITY OF BIOACTIVE GLASSES

When a glass reacts with an aqueous solution, both
chemical and structural kinetic changes occur as a function
of time within the glass surface (8). Accumulation of
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dissolution products causes both the chemical composition
and pH of solution to change. The formation of HCA on
bioactive glasses and the release of soluble silica to the
surrounding tissue are key factors in the rapid bonding of
these glasses to tissue and the stimulation of tissue growth.

There are 11 stages in process of complete bonding of
bioactive glass to bone. Stages 1–5 are chemical; stages 6–
11 are biological (4,15);

1. Rapid exchange of Naþ and Ca2þ with Hþ or H3Oþ

from solution (diffusion controlled with a t1/2 depen-
dence, causing hydrolysis of the silica groups, which
creates silanols;

Si�O�NaþþHþþOH�!Si�OHþþNaþðaqÞ þOH�

The pH of the solution increases as a result of Hþ ions
in the solution being replaced by cations.

2. The cation exchange increases the hydoxyl concen-
tration of the solution, which leads to attack of the
silica glass network. Soluble silica is lost in the form of
Si(OH)4 to the solution, resulting from the breaking of
Si–O–Si bonds and the continued formation of Si–OH
(silanols) at the glass solution interface:

Si�O�Siþ H2O!Si�OHþ OH�Si

This stage is an interface-controlled reaction with a
t1.0 dependance.

3. Condensation and repolymerization of a SiO2-rich
layer on the surface, depleted in alkalis and alkali
earth cations:

4. Migration of Ca2þ and PO4
3� groups to the surface

through the SiO2-rich layer, forming a CaO–P2O5-
rich film on top of the SiO2-rich layer, followed by
growth of the amorphous CaO–P2O5-rich film by
incorporation of soluble calcium and phosphates from
solution.

5. Crystallization of the amorphous CaO–P2O5 film by
incorporation of OH� and CO3

2� anions from solution
to form a mixed-HCA layer.

6. Adsorption and desorption of biological growth fac-
tors, in the HCA layer (continues throughout the
process) to activate differentiation of stem cells.

7. Action of macrophages to remove debris from the site.

8. Attachment of stem cells on the bioactive surface.

9. Differentiation of stem cells to form bone growing
cells, such as osteoblasts.

10. Generation of extra cellular matrix by the osteoblasts

to form bone.

11. Crystallization of inorganic calcium phosphate

matrix to enclose bone cells in a living composite
structure.

Interfacial bonding occurs with bone because of the biolo-
gical equivalence of the inorganic portion of bone and the
growing HCA layer on the bioactive implant. For soft
tissues, the collagen fibrils are chemisorbed on the porous
SiO2-rich layer via electrostatic, ionic and/or hydrogen
bonding, and HCA is precipitated and crystallized on the
collagen fiber and glass surfaces.

Reaction stages one and two are responsible for the
dissolution of a bioactive glass, and therefore greatly influ-
ence the rate of HCA formation. Studies have shown that
the leaching of silicon and sodium to solution, from melt-
derived bioactive glasses, is initially rapid, following a
parabolic relationship with time for the first 6 h of reaction,
then stabilizes, following a linear dependence on time,
which agree with the dissolution kinetics of soda lime–
silica glasses:

Q ¼ Ktg for total diffusion; or more generally ð2Þ

Q ¼ atg þ bt for total diffusion and selective leaching ð3Þ

where Q is the quantity of alkali ions from the glass, t is the
duration of experiment, a,b are empirically determined
constants, K is the reaction rate constant, assuming con-
stant glass area and temperature, and g¼ 1/2 (for stage 1)
or 1 (for stage 2); as t!0 g¼ 1/2, as t!1 g¼ 1
(19).

Phosphorous and calcium contents of the solution follow
a similar parabolic trend over the first few hours, after
which they decrease, corresponding with the formation of
the Ca–P-rich film (stage 4). The pH change of the solution
mirrors dissolution rates. An initial rapid increase of pH is
a result of ion exchange of cations such as Naþ from the
glass with Hþ from solution during the first minutes of
reaction at the bioactive glass surface. As release rate of
cations decreases, the solution pH value tends toward a
constant value.

For bioactive implants, it is necessary to control the
solubility (dissolution rate) of the material. A low solubility
material is needed if the implant is designed to have a long
life, for example, a coating on orthopedic metals, such as
synthetic hydroxyapatite on a titanium alloy femoral stem.
A high solubility implant is required if it is designed to aid
bone formation, such as 45S5 Bioglass powders for bone
graft augmentation. A fundamental understanding of fac-
tors influencing solubility and bioreactivity is required
when developing new materials for in situ tissue regenera-
tion and tissue engineering.

FACTORS AFFECTING THE DISSOLUTION AND
BIOACTIVITY OF GLASSES

Many factors affect the dissolution rate, and therefore
bioactivity of bioactive glasses. The composition, initial
pH, ionic concentration, and temperature of the aqu-
eous environment have a large effect on the dissolution
of the glass. The presence of proteins in the solution has
been found to reduce dissolution rates due to the adsorp-
tion of serum proteins onto the surface of the bioactive
glass, which form a barrier to nucleation of the HCA
layer (19).

A change in geometry and surface texture of an implant
will generally mean a change in the surface area/solution
volume ratio (SA/V). An increase in the SA/V generally
causes an increase in the dissolution rate, as the amount of
surface exposed to solution for ion exchange increases. An
increase in SA/V can be caused by a decrease in particle size
or by an increase in surface roughness or porosity (19). A
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similar effect occurs if the volume of surrounding solution
increases (20).

If silicate glasses are considered to be inorganic poly-
mers of silicon cross-linked by oxygen, the network con-
nectivity is defined as the average number of cross-linking
bonds for elements other than oxygen that form the back-
bone of a silicate glass network. The network connectivity
can be used to predict solubility (21). Calculation of net-
work connectivity is based on the relative numbers of
network forming oxide species (those that contribute to
cross-linking or bridging) and network-modifiers (nonbrid-
ging) present. Silicate structural units in a glass of low
network connectivity are probably of low molecular mass
and capable of going into solution. Consequently, glass
solubility increases as network connectivity is reduced.
The network connectivity can be used to predict bioactivity.
Crystallization of a glass inhibits its bioactive properties,
because ion exchange is inhibited by crystalline phases,
and interferes with network connectivity.

Slight deviations in glass composition can radically alter
the dissolution kinetics and the basic mechanisms of bond-
ing. It is widely accepted that increasing silica content of
melt-derived glass decreases dissolution rates by reducing
the availability of modifier ions such as Ca2þ and HPO4� to
the solution and the inhibiting development of a silica-gel
layer on the surface. The result is the reduction and
eventual elimination of the bioactivity of the melt-derived
bioactive glasses as the silica content approaches 60%. The
addition of multivalent cations, such as alumina, stabilizes
the glass structure by eliminating nonbridging oxygen
bonds reducing the rate of break-up of the silica network
and reducing the rate of HCA formation. Melt-derived
glasses with > 60 mol% silica are not bioactive. In order
to obtain bioactivity at silica levels > 60 mol%, the sol–gel
process is used, which is a novel processing technique for
the synthesis of tertiary bioactive glasses.

CLINICAL APPLICATIONS OF MELT-DERIVED BIOACTIVE
GLASSES

Bioactive glasses have been used for >15 years to replace
the small bones of the middle ear (ossicles) damaged by
chronic infection (22). The glass bonds to the soft tissue of
the eardrum and to the remaining bone of the stapes
footplate, anchoring both ends of the implant without
the formation of fibrous (scar) tissue.

In 1993, particulate bioactive glass, 45S5 Bioglass was
cleared in the United States for clinical use as a bone graft
material for the repair of periodontal osseous defects (Peri-
oglas, USBiomaterials Alachua, Florida). The glass powder
is inserted into the cavities in the bone between the tooth
and the periodontal membrane and the tooth, which have
eroded due to periodontitis. New bone is rapidly formed
around the particles restoring the anchorage of the tooth in
place (23). Since 1993, numerous oral and maxillofacial
clinical studies have been conducted to expand the use of
this material. More than 2,000,000 reconstructive sur-
geries in the jaw have been done using Perioglas. The
same material has been used by several orthopedic sur-
geons to fill a variety of osseous defects and for clinical use

in orthopedics, now termed NovaBone, it is now approved
for clinical use worldwide.

GLASS-CERAMICS

Bioactive glasses and sintered HA do not have mechanical
properties as high as that of cortical bone. Kokubo et al.
(24) developed dense apatite/ wollastonite (A/W) glass-
ceramics by heating crushed quenched melt-derived glass
(MgO 4.6, CaO 44.7, SiO2 34.0, P2O5 6.2, CaF2 0.5 wt%) to
1050 8C at a rate of 5 8C �min. Oxyapatite (38 wt%) and b-
wollastonite (34 wt%) precipitated and were homoge-
neously dispersed in a glassy matrix (28 wt%). A/W
glass-ceramic (Cerabone) has a compressive strength of
1080 MPa and a Young’s modulus of 118 GPa, an order of
magnitude higher than cortical bone. On contact with body
fluid, the A/W glass-ceramic forms a surface layer of car-
bonated apatite (HCA) similar to biological apatite. The
release of calcium to solution causes a hydrated silica layer
to form on the glass phase, providing nucleation sites for
the HCA layer. Figure 2 shows how A/W glass-ceramics
bond to bone more rapidly than sintered HA, but less
rapidly than Bioglass. The A/W glass-ceramics are not
resorbable, but due to the high compressive strengths A/
W glass-ceramics are used as replacement vertebrae, iliac
prostheses and in a granular form as bone defect fillers.

SOL–GEL-DERIVED BIOACTIVE GLASSES

Until the late 1980s, bioactive glasses were generally melt-
derived, with the majority of research aimed at the 45S5
Bioglass composition (46.1% SiO2, 24.4% NaO, 26.9% CaO,
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Figure 2. Graph of rate of bone ingrowth into the spaces between
bioactive ceramic particles (diameters 300–500 mm) as a function
of implantation time for Bioglass (BG), A/ W glass–ceramics (A/ W)
and sintered hydroxyapatite (s-HA).



and 2.6% P2O5, in mol%) and apatite-wollastanite (A/W)
glass-ceramics. The recognition that the silica gel layer
plays a role in HCA nucleation and crystallization led to the
development of the bioactive three component CaO–P2O5–
SiO2 sol–gel-derived glasses by Li et al. (25).

A sol is a dispersion of colloidal particles (solid particles
with diameters 1–100 nm) in a liquid. A gel is an inter-
connected, rigid network of polymeric chains with average
lengths > 1 mm in a continuous fluid phase and pores of
submicrometer dimensions.

There are three methods that are used to produce sol–
gel monoliths (26):

1. Network growth of discrete colloidal powders in solu-
tion.

2. Simultaneous hydrolysis and polycondensation of
alkoxide or nitrate precursors, followed by hypercri-
tical point drying of gels.

3. Simultaneous hydrolysis and polycondensation of
alkoxide precursors, followed by ageing and drying
under ambient conditions.

The pore liquid is removed from the three-dimensional
(3D) network as a gas phase. A gel is defined as dried when
the physically absorbed water is completely evacuated.
This occurs between 100 and 180 8C. Homogeneous gel–
glasses are only obtained when a sol–gel method using
alkoxide precursors is employed (i.e., methods 2 or 3).

Liquid alkoxide precursors, such as Si(OR)4, where R is
CH3, C2H5, and so on, are mixed with a solvent (usually
water) and a catalyst. Tetraethylorthosilicate (TEOS) and
tetramethylorthosilicate (TMOS) are the alkoxide precur-
sors most commonly used for sol–gel derived silica. Hydro-
lysis and condensation (aqueous and alcoholic) reactions
follow, forming a 3D SiO2 network of continuous Si–O–Si
links that span throughout the solvent medium. When
sufficient interconnected Si–O–Si bonds are formed in a
region, they respond cooperatively as a sol. A silica network
is formed by the condensation reactions and the sol
becomes a gel when it becomes rigid and it can support
a stress elastically. The gel point is characterized by a steep
increase in elastic and viscous moduli. A highly intercon-
nected 3D gel network is obtained, composed of (SiO4)4

tetrahedra bonded either to neighboring silica tetrahedra
via bridging oxygen (BO) bonds or by Si–O–Ca or Si–O–P
nonbridging (NBO) bonds. The gel consists of interpene-
trating solid and liquid phases: the liquid (a byproduct of
the polycondensation reactions) prevents the solid network
from collapsing and the solid network prevents the liquid
from escaping. The gel is aged at �60 8C to allow cross-
linking of silica species and further network formation. The
liquid is then removed from the interconnected pore net-
work by evaporation of the solvent at elevated temperature
to form a ‘‘xerogel’’. During this stage, the gel network
undergoes considerable shrinkage and weight loss. This
stage is critical in obtaining crack-free bodies as large
capillary stresses can develop due to solvent evaporation
through the pore network. To prevent cracking, the
drying process must be controlled by decreasing liquid
surface energy, by controlling the rates of hydrolysis and

condensation using the precursors, and controlling the
thermal drying conditions carefully. Extending the ageing
time can help prevent cracking during drying (27). How-
ever, even under optimum conditions it is difficult to
produce multicomponent crack-free silica-based glasses
with diameters in excess of 10 mm.

Dried xerogels have a very large concentration of
silanols on the surface of the pores, which renders them
chemically unstable at room temperature. The gel is
stabilized by sintering at > 500 8C, which removes che-
mically active surface groups (such as silanols or trisi-
loxane rings) from the pore network, so that the surface
does not rehydroxylate in use. Thermal methods are
most common, but chemical methods, involving repla-
cing silanols with more hydrophobic and less reactive
species are also possible.

In multicomponent systems, the stabilization process
also decomposes other species in the gel such a nitrates or
organics. In this thesis nitrates are present after drying.
Such species are a source of inhomogeneity and are biolo-
gically toxic. Pure Ca(NO3)2 decomposes at 561 8C, there-
fore thermal stabilization must be carried out above this
temperature.

Sol–gel derived bioactive glasses exhibit a mesoporous
texture, that is, pores with diameters in the range 2–50 nm
that are inherent to the sol–gel process. The textural
properties of the glass are affected by each stage of the
sol–gel process, that is, temperature, sol composition, age-
ing, drying rate, and stabilization temperatures and rates.

Advantages of Sol–Gel-Derived Glasses

There are several advantages of a sol–gel-derived glass
over a melt-derived glass, which are important for biome-
dical applications. Sol–gel-derived glasses have (26):

1. Lower processing temperatures (600–700 8C for gel–
glasses compared to 1100–1300 8C for melt-derived
glasses).

2. The potential of improved purity, required for opti-
mal bioactivity due to low processing temperatures
and high silica and low alkali content.

3. Improved homogeneity.

4. Wider compositions can be used (up to 90 mol% SiO2)
while maintaining bioactivity.

5. Better control of bioactivity by changing composition
or microstructure.

6. Structural variation can be produced without com-
positional changes by control of hydrolysis and poly-
condensation reactions during synthesis.

7. A greater ease of powder production.

8. Interconnected nanometer scale porosity that can be
varied to control dissolution kinetics or be impreg-
nated with biologically active phases such as growth
factors.

9. A higher bioactivity due to the textural porosity (SA/
V ratio two orders of magnitude higher than melt-
derived glasses).

10. Gel–glasses are resorbable and the resorption rate
can be controlled by controlling the mesoporosity.
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11. Can be foamed to provide interconnected pores of
10–200 mm, mimicking the architecture of trabecu-
lar bone.

The mechanism for HCA formation on bioactive gel–
glasses follows most of the same 11 stages as those for
melt-derived glasses except that dissolution rates are much
higher due to the mesoporous texture which creates a
higher SA/ V ratio, increasing the area of surface exposed
for cation exchange (stage 1) and silica network break-up
(stage 2). There are also more sites available for HCA layer
formation (19).

FEATURES OF CLASS A BIOACTIVE MATERIALS

An important feature of Class A bioactive materials is that
they are osteoproductive as well as osteoconductive. In
contrast, Class B bioactive materials exhibit only osteocon-
ductivity, defined as the characteristic of bone growth and
bonding along a surface. Dense synthetic HA ceramic
implants exhibit Class B bioactivity. Osteoproduction
occurs when bone proliferates on the surfaces of a material
due to enhanced osteoblast activity. Enhanced prolifera-
tion and differentiation of osteoprogenitor cells, stimulated
by slow resorption of the Class A bioactive particles, are
responsible for osteoproduction.

Is Bioactive Fixation the Solution?

During the last decade, it has been assumed that improved
interfacial stability achieved with bioactive fixation would
improve implant survivability. Clinical trials have shown
this to often not be the case. Replacement of the roots of
extracted teeth with dense HA ceramic cones to preserve
the edentulous alveolar ridge of denture wearers resulted
in generally <50% survived at only 5 years. Early use of
HA-coated orthopedic implants seldom survived 10 years
> 85% figure for cemented total hip prostheses (1). How-
ever, long-term success rates of bioactive HA coatings have
improved during the last decade due to greater control of
the coating process. The survivability of HA coated femoral
stems is now equivalent at 10 years to cemented pros-
theses. It will take another 5 years to know if survivability
is superior when HA coatings are used.

Why is bioactive fixation not a panacea to hip implant
survivability? There are three primary reasons: (1) metal-
lic prostheses with a bioactive coating still have a mis-
match in mechanical properties with host bone, and
therefore less than optimal biomechanical and bioelectric
stimuli, at the bonded interface; (2) the bioactive bonded
interface is unable to remodel in response to applied load;
and (3) use of bioactive materials does not solve the pro-
blem of osteolysis due to wear debris generated from the
polyethylene cups. Use of alumina–alumina bearing sur-
faces eliminates most wear debris from total hip pros-
theses, but increases the cost of the prosthesis by 200–
300%. For younger patients the cost is acceptable, but for
the general population it often is considered to be too
expensive.

Most biomaterials in use today and the prostheses made
from the materials have evolved from trial and error

experiments. Optimal biochemical and biomechanical fea-
tures that match living tissues have not been achieved, so it
also is not surprising that long-term implant survivability
has not been improved very much during the last 15 years.

THE BIOCOMPOSITES ALTERNATIVE

Bone is a natural composite of collagen fibers (polymer) and
mineral (ceramic). Therefore to create an implant that
mimics the mechanical properties of bone, a composite
should provide high toughness, tensile strength, fatigue
resistance, and flexibility while maintaining modulus simi-
lar to bone. Biocomposites are being developed to eliminate
elastic modulus mismatch and stress shielding of bone.
Two approaches have been tried. Bioinert composites, such
as carbon–carbon fiber composite materials, are routinely
used in aerospace and automotive applications. These
lightweight, strong, and low modulus materials would
seem to offer great potential for load-bearing orthopedic
devices. However, delamination can occur under cyclic
loading that releases carbon fibers into the interfacial
tissues. The carbon fibers can give rise to a chronic inflam-
matory response. Thus, bioinert composites are not widely
used and are unlikely to be a fruitful direction for devel-
opment in the next decade.

BIOACTIVE COMPOSITES

The second approach is to make a bioactive composite that
does not degrade, such as pioneered by at the IRC in
Biomedical Materials, University of London. Bonfield
and co-workers (28) increased the stiffness of a biocompa-
tible polymer (polyethylene) from 1 to 8 GPa by adding a
secondary phase with higher modulus (HA). The compres-
sive strength of the composite, now called HAPEX, was
26 MPa. Addition of HA also meant that the composite
would also bond to bone. Applications for HAPEX have
included ossicular replacement prostheses and the repair
of orbital floors in the eye socket. Ideally, it is possible to
match the properties of both cancellous and cortical bone,
although this is seldom achieved by the biocomposites
available today. A challenge for the next decade is to use
advanced materials processing technology to improve the
interfacial bonding between the phases and reduce the size
of the second-phase particles, thereby increasing the
strength and fracture toughness of these new materials.

Another option is to use a resorbable polymer matrix for
a biocomposite that will be replaced with mineralizing bone
as the load on the device is increased. Work in this area is in
progress, but it is difficult to maintain structural integrity
as resorption occurs. The tissue engineering alternative is
based upon this concept (29). Further details on biomedical
composites can be found in a review by Thompson and
Hench (30).

A NEW REVOLUTION IN ORTHOPEDICS?

We suggest that the orthopedics revolution of the last 30
years, the revolution of replacement of tissues by trans-
plants and implants, has run its course. It has led to a
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remarkable increase in the quality of life for millions of
patients; total joint prostheses provide excellent perfor-
mance and survivability for 15–20 years. Prostheses will
still be the treatment of choice for many years to come for
patients of 70 years or older. However, continuing the same
approach of the last century; that is, modification of implant
materials and designs is not likely to reach a goal of 25–30
years implant survivability, an increasing need of our age-
ing population. We need a change in emphasis in orthopedic
materials research; in fact, we need a new revolution.

BIOCERAMICS IN REGENERATIVE MEDICINE

The challenge for the next millennium in bioceramics and
biomedical materials in general is to shift the emphasis of
research toward assisting or enhancing the body’s own
reparative capacity. We must recognize that within our
cells lies the genetic information needed to replicate or
repair any tissue. We need to learn how to activate the
genes to initiate repair at the right site.

Our goal of regeneration of tissues should involve the
restoration of metabolic and biochemical behavior at the
defect site, which would lead to restoration of biomecha-
nical performance, by means of restoration of the tissue
structure leading to restoration of physiological function.

The concept requires that we develop biomaterials that
behave in a manner equivalent to an autograft, that is,
what we seek is a regenerative allograft or scaffold. This is
a great challenge. However, the time is ripe for such a
revolution in thinking and priorities. Regenerative medi-
cine encompasses many fields. We concentrate here on the
use of bioceramics in tissue engineering and regeneration
applications that require scaffolds to promote tissue repair.
Tissue regeneration techniques involve the use of a scaffold
that can be implanted into a defect to guide and stimulate
tissue regrowth in situ. The scaffold should resorb as the
tissue grows, leaving no trace. In tissue engineering appli-
cations, the scaffolds are seeded with cells in vitro to
produce the basis of a tissue before implantation; cells
extracted from a patient, seeded on a scaffold of the desired
architecture and the replacement tissue grown in the
laboratory, ready for implantation. The use of the patient’s
own cells from the same patient would eliminate any
chance of immunorejection (31).

GENETIC CONTROL BY BIOACTIVE MATERIALS

We have now discovered the genes involved in phenotype
expression and bone and joint morphogenesis, and thus are
on the way toward learning the correct combination of
extracellular and intracellular chemical concentration gra-
dients, cellular attachment complexes, and other stimuli
required to activate tissue regeneration in situ. Professor
Julia Polak’s group at the Imperial College London Centre
for Tissue Engineering and Regenerative Medicine has
recently shown that seven families of genes are up- and
down-regulated by bioactive glass extracts during prolif-
eration and differentiation of primary human osteoblasts
in vitro (32). These findings should make it possible
to design a new generation of bioactive materials for

regeneration of bone. The significant new finding is that
low levels of dissolution of the bioactive glass particles in
the physiological environment exert a genetic control over
osteoblast cell cycle and rapid expression of genes that
regulate osteogenesis and the production of growth factors.

Xynos et al. (33) showed that within 48 h a group of
genes was activated including genes encoding nuclear
transcription factors and potent growth factors. These
results were obtained using cultures of human osteoblasts,
obtained from excised femoral heads of patients (50–70
years) undergoing total hip arthroplasy.

In particular, insulin-like growth factor (IGF) II, IGF-
binding proteins, and proteases that cleave IGF-II from
their binding proteins were identified (34). The activation
of numerous early response genes and synthesis of growth
factors was shown to modulate the cell cycle response of
osteoblasts to the bioactive glasses and their ionic dissolu-
tion products. These results indicate that bioactive glasses
enchance osteogenesis through a direct control over genes
that regulate cell cycle induction and progression. How-
ever, these molecular biological results also confirm that
the osteoprogenitor cells must be in a chemical environ-
ment suitable for passing checkpoints in the cell cycle
toward the synthesis and mitosis phases. Only a select
number of cells from a population are capable of dividing
and becoming mature osteoblasts. The others are switched
into apoptosis and cell death. The number of progenitor
cells capable of being stimulated by a bioactive medium
decreases as a patient ages, which may account for the time
delay in formation of new bone in augmented sites.

Enormous advances have been made in developmental
biology, genetic engineering, cellular and tissue engineer-
ing, imaging and diagnosis, and in microoptical and micro-
mechanical surgery and repair. Few of these advances
have, as yet, been incorporated with the molecular design
of new biomaterials. This must be a high priority for the
next two decades of research. However, for large defects a
scaffold is required to guide tissue regeneration in 3D.
Ideally, the scaffold should also release active agents that
can also stimulate the cells within the tissue.

AN IDEAL SCAFFOLD

An ideal scaffold is one that mimics the extracellular
matrix of the tissue that is to be replaced so that it can
act as a 3D template on which cells attach, multiply,
migrate, and function. The criteria for an ideal scaffold
for bone regeneration are that it (35,36):

1. Is made from a material that is biocompatible (i.e.,
not cytotoxic).

2. Acts as template for tissue growth in 3D.

3. Has an interconnected macroporous network con-
taining pores with diameters in excess of 100 mm
for cell penetration, tissue ingrowth and vasculariza-
tion, and nutrient delivery to the center of the regen-
erating tissue on implantation.

4. Bonds to the host tissue without the formation of scar
tissue (i.e., is made from an bioactive and osteocon-
ductive–osteoproductive material).
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5. Exhibits a surface texture that promotes cell adhe-
sion, adsorption of biological metabolites.

6. Influences the genes in the bone generating cells to
enable efficient cell differentiation and proliferation.

7. Resorbs at the same rate as the tissue is regenerated,
with degradation products that are nontoxic and that
can be easily be excreted by the body, for example, via
the respiratory or urinary systems. Is made from a
processing technique that can produce irregular
shapes to match that of the defect in the patient.
Has the potential to be commercially producible to
the required ISO (International Standards Organi-
zation) or FDA (Food and Drug Administration)
standards.

8. Can be sterilized and maintained as a sterile product
to the patient.

9. Can be produced economically to be covered by
national and/ or private healthcare insurances.

For in situ bone regeneration applications, the mechanical
properties of the scaffold are also critical and the modulus
and elastic strength the scaffold should be similar to that of
the natural bone. However, for tissue engineering applica-
tions only the mechanical properties of the final tissue
engineered construct are critical (36).

TYPES OF BIOCERAMIC SCAFFOLD

Many types of porous bioceramics have been developed and
are reviewed in Ref. (37). The simplest way to generate
porous scaffolds from ceramics such as HA or TCP is to
sinter particles. Particles are usually mixed with a wetting
solution, such as poly(vinyl alcohol), and compacted by cold
isostatic pressing to form a ‘‘green’’ body, which is sintered
(heated to �1200 8C) to improve mechanical properties.
Porosity can be increased by adding fillers such as sucrose
to the powder and the wetting solution, which burnout on
sintering. Komlev et al. (38) produced porous HA scaffolds
with interconnected interparticle pore diameters of �100
mm, and a tensile strength of �0.9 MPa by sintering HA
spheres 500 mm in diameter.

Other techniques include adding a combustible organic
material to a ceramic powder burned away during sinter-
ing leaving closed pores; freeze drying where ice crystals
are formed in ceramic slurries and then sublimation of the
ice leaves pores; polymer foam replication where the cera-
mic slurry is poured into a polymer foam, which is then
burnt out on sintering leaving a pore network. Most of
these techniques produced porous ceramics that were not
suitable for tissue engineering applications. Typical pro-
blems were either that the pore diameters were too low, the
pores were closed, the pore distributions were very hetero-
geneous or mechanical strengths were very low.

Recently, rapid prototyping has been adapted for pro-
ducing scaffolds with controlled and homogeneous inter-
connected porosity (39). Rapid prototyping is a generic
term for a processing technique that produces materials
in a shape determined by CAD (computer aided design)
software on a computer. Such materials are usually built
up layer-by-layer using a liquid phase or slurry of the

material that cures or sets on contact with a substrate.
Specific techniques include stereolithography, selective
laser sintering, fused deposition modeling and ink-jet
printing. It is a challenge to apply these techniques to
direct processing of bioactive ceramic scaffolds.

Perhaps the most successful technique for synthesis of
porous HA that could be produced in any size of shape, with
interconnected macropore diameters in excess of 100 mm is
the gel-casting process.

GEL-CASTING OF HA

In the gel-casting of HA, aqueous suspensions of HA par-
ticles, dispersing agents, and organic monomers (6 wt%
acrylate/diene) are foamed. The organic monomers must be
water soluble and retain a high reactivity. Foaming is the
incorporation of air into a ceramic to produce a porous
material. Once the slurry has foamed, in situ polymeriza-
tion of the monomers is initiated and cross-linking occurs,
forming a 3D polymeric network (gel), which produces
strong green bodies. Foaming is achieved by vigorous
agitation at 900 rpm with the addition of a surfactant
(Tergitol TMN10; polyethylene glycol trimethylnonyl
ether) under a nitrogen atmosphere (40). Surfactants are
macromolecules composed of two parts, one hydrophobic
and one hydrophilic. Owing to this configuration, surfac-
tants tend to adsorb onto gas–liquid interfaces with the
hydrophobic part being expelled from the solvent and a
hydrophilic part remaining in contact with the liquid. This
behavior lowers the surface tension of the gas–liquid inter-
faces, making the foam films thermodynamically stable,
which would otherwise collapse in the absence of surfac-
tant (41). Once stable bubble formation is achieved, the
polymerization process is initiated using ammonium per-
sulphate and a catalyst (TEMED, N,N,N0,N0-tetramethy-
lethylenediamine) and the viscous foam is cast into moulds
immediately prior to gelation. The surfactant stabilises the
air bubbles until gelation provides permanent stability
(40).

The porous green bodies are then sintered to provide
mechanical strength and to burnout the organic solvents.
Foam volume (and hence porosity) can be controlled by the
surfactant concentration in the slurry. The materials
produced exhibited interconnected pores of maximum dia-
meter of 100–200 mm, which is ideal for tissue engineering
applications.

The gel-cast HA scaffolds satisfy many of the criteria of
the ideal scaffold, however, the criteria of controlled resorb-
ability and genetic stimulation are not fulfilled. A bioactive
glass scaffold would fulfil these criteria and also be able to
bond to soft tissue. However, producing a 3D macroporous
scaffold from a glass is difficult.

POROUS MELT-DERIVED BIOACTIVE GLASSES

Theoretically, the gel-casting process could be applied to
melt-derived bioactive glass powders. However, such
glasses undergo surface reactions on contact with solutions
to produce an HCA surface layer and it is desirable to control
the reaction before a scaffold is ready for clinical use.
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Livingston et al. (42) produced a simple sintered scaffold
by mixing 45S5 melt-derived bioactive glass (Bioglass)
powders, with a particle size range of 38–75 mm, with
20.2 wt% camphor (C10H16O) particles, with particle size
range of 210–350 mm. The mixture was dry pressed at 350
MPa and heat treated at 640 8C for 30 min. The camphor
decomposed to leave porous Bioglass blocks. Macropores
were in the region of 200–300mm in diameter, however, the
total porosity was just 21% as there were large distances
between pores.

Yuan et al. (43) produced similar scaffolds by foaming
Bioglass 45S5 powder with a dilute H2O2 solution and
sintered at 1000 8C for 2 h to produce a porous glass–
ceramic. The pores were irregular in shape and relatively
few in number, implying that interconnectivity was poor,
but pore diameters were in the range 100–600 mm. The
pores appeared to be more like orientated channels run-
ning through the glass, rather than an interconnected
network. The samples were implanted into the muscle of
dogs and were found for the first time to be osteoinductive.
Bone was formed directly on the solid surface and on the
surface of crystal layers that formed in the inner pores.
Osteogenic cells were observed to aggregate near the
material surface and secrete bone matrix, which then
calcified to form bone. However, although the implants
had a porosity of �30% only 3% bone was formed. It seems
that creating interconnected pore networks in bioactive
glasses by sintering is not practical at the present time,
although sol–gel derived bioactive glasses may do so.

SOL–GEL DERIVED BIOACTIVE GLASS FOAMS:
AN IDEAL SCAFFOLD?

The foaming process has also been applied to sol–gel
derived bioactive glasses (44). The resulting scaffolds exhi-
bit the majority of the criteria for an ideal scaffold.

Figure 3 shows an scanning electron microscopy (SEM)
micrograph of a typical foam of the 70S30C composition
(70 mol% SiO2, 30 mol% CaO). The scaffolds have a

hierarchical pore structure similar to that of trabecular
bone, with interconnected macropores with diameters in
excess of 100 mm and a textural porosity with diameters in
range 10–20 nm (mesopores), which are inherent to the
sol–gel process. The scaffolds have the potential to guide
tissue growth, with the interconnected macropores pro-
viding channels for cell migration, tissue ingrowth, nutri-
ent delivery, and eventually vascularisation (blood vessel
ingrowth throughout the regenerated tissue). The meso-
porous texture enhances the resorbability and biaoctivity
of the scaffolds and provides nucleation points for the
HCA layer and sites for cell attachment for anchorage
dependant cells such as osteoblasts. The bioactive glass
composition contributes high bioactivity, controlled
resorbability, and the potential for the ionic dissolution
products (Si and Ca) to stimulate the genes in bone cells to
enhance bone regeneration.

Figure 4 shows a flow chart of the sol–gel foaming
process. Sol–gel precursors [e.g., tetraethoxyl orthosilicate
(TEOS, Si(OC2H5)4] are mixed in deionized water in the
presence of an acidic hydrolysis catalyst. Simultaneous
hydrolysis and polycondensation reactions occur beginning
with the formation of a silica network. Viscosity of the sol
increases as the condensation reaction continues and the
network grows. Other alkoxides–salts can be added to
introduce network modifiers (e.g., CaO species). On com-
pletion of hydrolysis, the sol is foamed by vigorous agitation
with the addition of a surfactant. A gelling agent [hydro-
fluoric acid (HF), a catalyst for polycondensation] is added
to induce a rapid increase in viscosity and reduce the
gelling time.

The surfactant stabilized the bubbles that were formed
by air entrapment during the early stages of foaming by
lowering the surface tension of the solution. As viscosity
rapidly increased and the gelling point was approached,
the solution was cast into airtight moulds. The gelling
point is the point at which the meniscus of the foamed sol
does not move, even if the mold is tilted. Casting must
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Figure 3. An SEM micrograph of a sol–gel derived bioactive glass
foam scaffold.

Sol-preparation from a mixture of alkoxides
(HNO3, TEOS, Ca(NO3)2)

Mixed in stoichiometric proportions depending on glass
composition required

Ageing at 60 °C
Drying at 130 °C

Thermal stabilization at 600−800 °C

Sol + gelling agent + surfactant.
Foaming by vigorous agitation as viscosity increases

Pouring of foamed mixture into moulds.

Completion of gelation

 

Figure 4. Flow chart of the sol–gel foaming process.



take place immediately prior to the gelation point. The
gelation process provided permanent stabilization for the
bubbles.

A foam scaffold is produced that sits in the liquid
mixture of water and alcohol (pore liquor) produced as a
byproduct of the polycondensation reaction. The foams are
then subjected to the thermal treatments of ageing, drying,
and stabilization. Ageing is done at 60 8C, leaving the foam
immersed in its pore liquor. Ageing allows further cross-
linking of the silica network and a thickening of the pore
walls. Pore coarsening also occurs when larger pores grow
at the expense of smaller ones.

Drying involves the evaporation of the pore liquor,
which is critical and must be carried out under very care-
fully controlled conditions to prevent cracking under capil-
lary pressure. Silica-based glasses that only contain the
textural mesopores cannot be produced as monoliths with
diameters in excess of 10 mm due to the high capillary
stresses during drying. The formation of interconnected
pore channels with large diameters allows efficient eva-
poration of the pore liquor; therefore very large crack-free
scaffolds (in excess of 100 mm diameter) can be made.
Thermal stabilization is carried out (again under carefully
controlled heating regimes) at a minimum of 600 8C to
ensure removal of silanol and nitrate groups from the glass.

The variables in each stage of the foaming process affect
the final structure and properties of the foams (45,46). The
percentage and pore volume of the textural mesopores can
be controlled by the glass composition and the alkoxide:
water ratio in initial sol preparation. Therefore the resorb-
ability and bioactivity of the scaffolds can be easily con-
trolled. The macropore diameters are little affected until
the sintering temperature increases >800 8C. However, the
glass composition, the foaming temperature, the surfac-
tant concentration and type, the gelling agent concentra-
tion heavily affect the macropore diameters, and
interconnectivity, which are vital for tissue engineering
applications.

Three compositions have been successfully foamed; the
tertiary 58S (60 mol% SiO2, 36 mol% CaO, 4 mol% P2O5),
the binary 70S30C (70 mol% SiO2, 30 mol% CaO) composi-
tion, and 100S silica. The binary composition 70S30C (70
mol% SiO2, 30 mol% CaO) has been found to be the most
suitable to the foaming process, producing crack-free foams
scaffolds with porosities in the range 60–95% (depending
on the other variables in the process). Macropores were
homogeneously distributed with diameters up of up to
600 mm and modal interconnected pore diameters of up
to 150 mm.

Due to the nature of the sol–gel process the scaffolds can
be produced in many shapes, which are determined simply
by the shape of the casting mould. The scaffolds can be
produced from various compositions of gel-derived glasses.
All foam compositions can be easily cut to a required shape.
Figure 5 shows foams produced in various shapes.

The only criterion not addressed is the matching of
mechanical properties of the scaffolds to bone for in situ
bone regeneration applications. The compressive strength
of the foams (�2.5 MPa for 70S30C foams sintered at
800 8C) is less than that of trabecular bone (�10 MPa).
However, the mechanical properties of these foams should

be sufficient for tissue engineering applications, where
bone would be grown on a scaffold in the laboratory before
implantation. Work on improving the mechanical proper-
ties is ongoing.

BIOLOGICAL RESPONSES TO SOL–GEL DERIVED
BIOACTIVE GLASSES

The biological response to bioactive gel–glasses made from
the CaO–P2O5–SiO2 system provides evidence that bone
regeneration is feasible. An important factor for future
research is that the structure and chemistry of bioactive
gel–glasses can be tailored at a molecular level by varying
the composition (such as SiO2 content) or the thermal or
environmental processing history. The compositional
range for Class A bioactive behavior is considerably
extended for the bioactive gel–glasses over Class A bioac-
tive glasses and glass–ceramics made by standard high
temperature melting or hot pressing. Thus, gel–glasses
offer several new degrees of freedom over the influence
of cellular differentiation and tissue proliferation. This
enhanced biomolecular control will be vital in developing
the matrices and scaffolds for engineering of tissues and for
the in vivo regenerative allograft stimulation of tissue
repair.

Evidence of the regenerative capacity of bioactive gel–
glasses powders is based on a comparison of the rates of
proliferation of trabecular bone in a rabbit femoral defect
(47). Melt-derived Class A 45S5 bioactive glass particles
exhibit substantially greater rates of trabecular bone
growth and a greater final quantity of bone than Class B
synthetic HA ceramic or bioactive glass–ceramic particles.
The restored trabecular bone has a morphological struc-
ture equivalent to the normal host bone after 6 weeks;
however, the regenerated bone still contains some of
the larger (> 90 mm) bioactive glass particles. Wheeler
et al. (48) showed that the use of bioactive gel–glass parti-
cles in the same animal model produces an even faster rate
of trabecular bone regeneration with no residual gel–glass
particles of either the 58S or 77S composition. The gel–
glass particles resorb more rapidly during proliferation of
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Figure 5. Sol–gel derived bioactive glass scaffolds. (Courtesy of
Dr. P. Sepulveda.)



trabecular bone. Thus, the criteria of a regenerative allo-
graft cited above appear to have been met. Recent results of
in vivo subperiosteum implantation of 58S foams on the
calvaria of New Zealand rabbits (49) showed that bone
regeneration occurred more rapidly for 58S foams com-
pared to 58S powder and that the regeneration was in line
with that produced by compacted melt-derived Bioglass
powders that are available commercially as Perioglas and
Novabone.

SOFT TISSUE ENGINEERING

The interactions between cells and surfaces play a major
biological role in cellular behavior. Cellular interactions
with artificial surfaces are mediated through adsorbed
proteins. A common strategy in tissue engineering is to
modify the biomaterial surface selectively to interact with a
cell through biomolecular recognition events. Adsorbed
bioactive peptides can allow cell attachment on biomater-
ials, and allow 3D structures modified with these peptides
to preferentially induce tissue formation consistent with
the cell-type seeded, either on or within the device (50). The
surface of the gel-derived foams has been modified with
organic groups and proteins to create scaffolds that have
potential for lung tissue engineering (50,51). If cells can
recognize the proteins adsorbed on the surface of a bioma-
terial they can attach to it and start to differentiate, induc-
ing tissue regeneration. However, if cells do not recognize
the proteins, an immunogenic response may result, initi-
ating a chronic inflammation that can lead to failure of the
device. Besides promoting cell-surface recognition, bioac-
tive peptides can be used to control or promote many
aspects of cell physiology, such as adhesion, spreading,
activation, migration, proliferation, and differentiation.

Three-dimensional scaffolds have been produced that
allow the incorporation and release of biologically active
proteins to stimulate cell function. Laminin was adsorbed on
the textured surfaces of binary 70S30C (70 mol% SiO2–30
mol% CaO) and ternary 58S (60 mol% SiO2–36 mol% CaO–4
mol% P2O5) sol–gel derived bioactive foams. The covalent
bonds between the binding sites of the protein and the
ligands on the scaffolds surface do not denaturate the
protein. In vitro studies show that the foams modified with
chemical groups and coated with laminin maintained bioac-
tivity, as demonstrated by the formation of the (HCA) layer
formed on the surface of the foams on exposure to simulated
body fluid (SBF). Sustained and controlled release from the
scaffolds over a 30-day period was achieved. The laminin
release from the bioactive foams followed the dissolution
rate of the material network. These findings suggest that
bioactive foams have the potential to act as scaffolds for soft
tissue engineering with a controlled release of proteins that
can induce tissue formation or regeneration.

The way that proteins or other bioactive peptides inter-
act with surfaces can alter their biological functionality. In
order to achieve full functionality, peptides have to adsorb
specifically. They also must maintain conformation in
order to remain functional biologically. Chemical groups,
such as amine and mercaptan groups, are known to control
the ability of surfaces to interact with proteins (51). In

addition, these chemical groups can allow protein–surface
interactions to occur such that the active domains of the
protein can be oriented outward, where they can be maxi-
mally effective in triggering biospecific processes. Cell
cultures of mouse lung epithelial cells (MLE-12) on mod-
ified 58S foam scaffolds showed that cells attached and
proliferated best on 58S foam modified with amine groups
(using aminepropyltriethoxysilane, APTS) and coated with
laminin (52).

SUMMARY

During the last century, a revolution in orthopedics occurred
that has led to a remarkably improved quality of life for
millions of aged patients. Specially developed bioceramics
were a critical component of this revolution. However, survi-
val of prostheses appears to be limited to �20 years. We
conclude that a shift in emphasis from replacement of tissues
to regeneration of tissues should be the challenge for ortho-
pedic materials in the new millennium. The emphasis should
be on the use of materials to activate the body’s own repair
mechanisms, that is, regenerative allografts. This concept
will combine the understanding of tissue growth at a mole-
cular biological level with the molecular design of a new
generation of bioactive scaffolds that stimulate genes to
activate the proliferation and differentiation of osteoprogeni-
tor cells and enhance rapid formation of extracellular matrix
and growth of new bone in situ. The economic and personal
benefits of in situ regenerative repair of the skeleton on
younger patients will be profound.
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INTRODUCTION

Inorganic, elemental carbon is one of the oldest, and yet
newest, biomaterials. Carbon utilization began with pre-
historic human’s use of charcoal and continues today with a
variety of applications exploiting the physicochemical,
adsorptive, structural, and biocompatible properties of
different forms of carbon. To date, the most important
carbon biomaterials have been the isotropic pyrolytic car-
bons (PyC), produced in a fluidized bed, for use as struc-
tural blood contacting components for heart valve
prostheses and for small joint orthopedic prostheses.
Adsorptive properties of activated carbons also find wide-
spread use for the removal of toxins from the body either by
direct ingestion, dialysis, or by plasmapherisis.

Other carbons, such as carbon fibers and glassy carbons
have been proposed for use in a variety of structural implants,
but because of limited strength and durability, have not been
generally accepted. However, carbon fibers and glassy car-
bons are used as electrodes and electronic components in
biomedical analytical devices. Diamond-like coatings have
been proposed to provide enhanced wear resistance for large
orthopedic components, but this technology is still under
development. For the future, carbon holds a central focus
in nanotechnology with investigations into the use of full-
erenes and carbon nanotubes as means of imaging and
manipulating nanoscale bioactive molecules, as selective
markers, and perhaps as inhibitors to virulent organisms
such as the human immunodeficiency virus (HIV).

Elemental carbon is allotropic, meaning that it can exist
in two or more forms (1). There are at least two perfectly
crystalline allotropic forms: graphite and diamond, and a
myriad of intermediate, imperfectly crystalline, amor-
phous structures (2). This diversity in structure leads to
considerable variability in physical and mechanical prop-
erties ranging from graphite, one of the softest materials,
to diamond, the hardest material known to human. Thus,

carbon rather than being a single material is actually a
spectrum of materials (3). For this reason, it is necessary to
qualify the use of the term carbon as designating a generic
material with a carbon elemental composition. A specific
carbon material must then be qualified with a description
of it’s structure.

In general, most of the pure carbons are biocompatible in
that they are bioinert, do not provoke thrombosis, hemoly-
sis, inflammatory response, nor activate the complement
system (4). Furthermore pure carbons are biostable: toxic
products are not generated and the materials retain their
properties. However, just because a candidate material is a
carbon does not mean that its particular microstructure and
properties are appropriate for the desired application. For
example, structural applications such as cardiovascular and
orthopedic prostheses require strength, fatigue resistance,
wear resistance, low friction and durability, in addition to
tissue compatibility (3). Not all carbons have the appropri-
ate properties needed for structural use.

In order to appreciate the medically important carbons,
some of the various forms of elemental carbon, their synth-
esis, structure, and properties will be presented and briefly
discussed. We will then return to the important carbon
biomaterials, discuss their utilization, and conclude with
speculations as future directions.

BACKGROUND

Structure of Carbons

Diversity in carbon arises from the electronic configuration:
1s22s22p2;3P, which allows the formation of a number of
hybridized atomic orbitals that share four valence electrons
to form covalent bonds with directional properties. On the
basis of bond structures that arise from the hybridized
orbital bonds, carbon compounds are classed as aliphatic
and as aromatic (5). Originally, aliphatic meant ‘‘fatty’’ and
aromatic meant ‘‘fragrant’’, but these descriptions no longer
have any real significance. Aliphatic compounds are further
subdivided into alkane, alkenes, alkynes, and cyclic alipha-
tic. Aromatic compounds are benzenes and compounds that
resemble benzene in chemical behavior. With a few excep-
tions, organic compounds of medical importance tend to be
aromatic or benzene-like. Details of electronic structure
beyond that given here may be found in standard chemistry
and organic chemistry textbooks (1,5).

Naturally Occurring Carbons

Diamond. Diamond is the ultimate polycyclic aliphatic
system, but is not a hydrocarbon; rather, it is one of the
allotropic forms of elemental carbon. In the diamond allo-
tropic structure, one s and three p orbitals undergo hybri-
dization to form the sp3 orbital that has tetrahedral
symmetry. This symmetry allows covalent bonds to connect
each carbon atom with four others. Bond angles are 109.5 8
and the carbon–carbon bond length is 0.154 nm. Each
carbon is bonded to the original plus three others and this
structure propagates throughout the entire crystal forming
one giant isotropic molecule of covalently bonded carbons
(1,2), as shown in Fig. 1. The diamond crystallographic
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structure can be visualized as a repetition of the six-carbon
cyclohexane ‘‘chair’’ configuration. Because of the large
number covalent bonds with an interlocking isotropic
orientation, the structure is very rigid. A large amount
of energy is required to deform the crystal, hence diamond
is the hardest material known.

Graphite. Where diamond is the ultimate polycyclic ali-
phatic system, graphite is the ultimate polycyclic aromatic
system. Graphite has a layered structure consisting of planar
arrays in which each carbon atom is bonded by two single
bonds and one double bond with its three nearest neighbors.
Where diamond can be visualized as a repeated cyclohexane
chair, graphite is visualized as a repeated six-carbon benzene
ring structure. Within a single plane, each carbon is bonded
with a single atomic distance of 0.142 nm to its three nearest
neighbors by sp2 orbitals with hexagonal symmetry and 120 8
bond angles (1). Three of the four valence electrons are used
to form these regular covalent s (sigma) bonds, which forms
the basal planes of hexagonal covalently bonded atoms as
shown in Fig. 2. A single basal layer of the hexagonal carbons
is known as a graphene structure.

The fourth p (pi) electron resonates between valence
structures in overlapping p orbitals forming p bond donut-
shaped electron clouds with one lying above and one below
and perpendicular to the plane of the s bonded carbons (2).
Successive layers of the hexagonal carbons are held
together at a distance of 0.34 nm by weak van der Waals
forces or by interactions between the p orbitals of the
adjacent layers (6,7). Thus the graphite structure is highly
anisotropic, consisting of stacked parallel planes of strong
covalent in-plane bonded carbons with the planes held
together by much weaker van der Waals type forces.
Because of weak interlayer forces, the layers are easily
separated, which accounts for softness and lubricity of
graphite. These weak interlayer forces also account for
(a) the tendency of graphitic materials to fracture along

planes, (b) the formation of interstitial compounds; and (c)
the lubricating, compressive, and many other properties of
graphite (2,6).

Amorphous Carbons. There are many cystallographi-
cally disordered forms of carbon with structures that are
intermediate between those of graphite and diamond. The
majority tends to be imperfectly layered graphene, turbos-
tratic, and randomly oriented structures (2). X-ray diffrac-
tion patterns for amorphous carbons are broad and diffuse
because of the small crystallite size, imperfections, and a
turbostratic structure (2). In turbostratic structures, there
is order within the graphene planes (denoted as a and b),
but no order between planes (denoted as c direction) as
shown in Fig. 3. Crystallographic defects such as lattice
vacancies, kinked or warped layer planes, and possible
aliphatic bonds tend to increase the turbostratic layer
spacing relative to graphite and inhibit the ability of the
layer planes to slip easily as occurs in graphite (2). Like
graphite, there is strong in plane covalent bonding, but,
because the ability of the planes to slip past one another is
inhibited, the materials are much harder and stronger
than graphite. Turbostratic carbons occur in a spectrum
of amorphous ranging through mixed-amorphous struc-
tures and include materials such as soot, pitch, and coals.

Fullerenes. The recently discovered fullerenes (2,8,9)
can occur naturally as a constituent of soot. Fullerenes
are hollow cage-like structures that can be imagined as
graphene sheets that have been folded or rolled into a ball
or cylindrical tube. However, the structures are actually
formed by the reassociation of individual carbon atoms
rather than a folding or rolling of a graphene structure.
The most famous fullerene is the � 1 nm diameter C60
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Figure 1. Crystallographic structure of diamond with tetrahedral
bond angles of 109.58 and bond lengths of 0.154 nm. The unit cell
with a length of 0.358 nm is shown by the dashed lines. The
spheres represent the location of the atoms and not size.
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Figure 2. Crystallographic structure of graphite. Basal planes a
and b contain the hexagonal covalently bonded carbons with bond
angles of 1208 and bond lengths of 0.142 nm. Because of sp2 co-
ordination, each basal plane is shifted one atomic position relative
to one another. The successive basal planes are separated by
0.34 nm in the c direction. The distances 0.246 and 0.67 nm are
the dimensions of the graphite hexagonal close-packed unit cell.



(60 carbon) buckministerfullerene (bucky ball) with a trun-
cated icosahedron structure that resembles a European
football. Because the structure is reminiscent of the geo-
desic dome designed by the architect Buckminister Fuller,
the proposed structure was named after him (8).

Geometrically, the bucky ball has a repeating structure
that consists of a pentagon surrounded by five hexagons
(see Fig. 4). In order to wrap into a nonplanar ball, the
graphitic p orbitals must assume an angle of 101.6 8 rela-
tive to the plane of the C bonds rather than 90 8 for graphite
(9). There are a number of other possible carbon number
ball structures, but the smallest sizes are thought to be
limited to C60 and C70 by the molecular strain induced at
the edge-sharing pentagons. Although remarkably stable,
C60 can photodisassociate when pulsed with laser light and
loose carbon C2 pairs down to �C32, where it explodes into
open fragments because of strain energy (10).

Metals can also be inserted into the buckyball cage
simply by conducting fullerene synthesis in the presence
of metals (11). Such internally substituted endohedral
fullerenes are fancifully called ‘‘dopyballs’’ for doped full-
erenes (12) and denoted as MaCn, where Ma is the metal
and Cn the carbon complex. ‘‘Fullerite’’ refers to a solid-
state association of individual C60 molecules, named by
analogy to graphite, in which the bucky balls assume a
face-centered cubic (fcc) crystallographic structure with
lattice constant a¼ 1.417 nm (13). Treatment of
fullerite with 3 equiv of alkali metal, A3C60, makes it a
super conductor at room temperature (14), whereas treat-
ment with 6 equiv of alkali metal, A6C60, makes it an
insulator.

An excellent introduction to fullerenes by Bleeke and
Frey, Department of Chemistry, Washington University, St.
Louis, MO, is available on the Internet at http://www.che-
mistry.wustl.edu/̃edudev/Fullerene/fullerene.html (15).

Nanotubes. Although most likely synthetic, because of
the basic fullerene structure, nanotubes will be discussed

here. A nanotube consists of a single graphene sheet SWNT
(single-wall nanotube) or multiple concentric graphene
sheets MWNT (multiwall nanotube) rolled into a cylind-
rical tube (16). In MWNT, the nested concentric cylinders
are separated by the � 0.34–0.36 nm graphite layer sepa-
ration distance.

There are several different wrapping symmetries to give
chiral, zigzag or arm chair nanotubes and the tubes may be
end capped by a bucky ball half-sphere. Lengths range
from well> 1mm and diameters range from 1 nm for SWNT
to 50 nm for MWNT. A zigzag SWNT is shown in Fig. 5.
Additional information regarding nanotubes can be found
at Tomanek’s laboratory, at the University of Michigan. A
very informative web page dedicated to nanotubes (17) is at
http://www.pa.msu.edu/cmp/csc/nanotube.html.
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Figure 3. Turbostratic amorphous structure.

Figure 4. A surface view of a C60 structure, buckministerfuller-
ene (buckyball), with an �1 nm diameter, is shown.



Synthetic Carbons

Carbon structures can be synthesized through a variety of
processes. Because these processes define the resulting
materials, both will be presented together. The most impor-
tant synthesis processes include carbonization or pyrolysis
and graphitization (2). Carbonization is a thermal process
in which an organic precursor is converted into an all
carbon residue with the diffusion of non-carbon volatile
compounds to the atmosphere (2,6). The resulting all-car-
bon residue is known as a coke or a char.

Coke is a graphitizable carbon and chars are nongra-
phitizing (2). Cokes and chars are amorphous, lacking long-
range crystallographic structure (turbostratic), with the
degree of structure dependant on the precursor and the
particular carbonization process. A coke may then be gra-
phitized. In graphitization, residual non-carbon impurities
are removed and the turbostratic structure is converted
into a well-ordered graphite crystallographic structure by
heating to high temperatures (6). A char, when graphitized
retains its disordered turbostratic structure (2).

Synthetic Graphites. These carbons are prepared by
grinding or milling a solid precursor material (coke) into
fine particles, binding with a material such as coal tar
pitch, and then molding into shape (2,6). The resulting
material is then carbonized baked and graphitized. Typical
milled grain sizes may range from 1 mm up to � 1 cm. The
mixture of filler and binding may be doped or impregnated
with the addition of non-carbon elements such as tungsten.
The final properties of the molded graphite depend on the
degree of graphitization and the grain size (6). Other

important parameters are porosity, anisotropy, and den-
sity (6). One synthetic graphite used in medical devices,
POCO AXF 5Q, has a grain size of 5 mm, a pore size of 0.6
mm, and a 23% volume total porosity. This particular
graphite grade is often mixed with 10% by weight fine
powdered tungsten before molding and baking to confer
radio opacity (6).

Viterous, Glassy Carbons. Carbonization of certain poly-
mer chars produces glassy carbons. These materials are
amorphous, turbostratic, and thought to contain some sp3

character in addition to sp2(2). Precursors are polymers
such as phenolformaldehyde, poly(furfuryl alcohol) and
poly(vinyl alcohol). Shapes are attained by carbonization
in molds and are limited to � 7 mm thickness because of
volumetric shrinkage (� 50%) and the need for gases gen-
erated during carbonization to diffuse out and not nucleate
bubbles (18). The resulting material is hard, brittle, and
difficult to machine.

Carbon Fibers. Thomas Edison produced the first carbon
fiber in 1879 as a filament of an incandescent lamp and the
first patent was issued in 1892 (2,3). Hiram Maxim
received a process patent for the production of carbon fibers
in 1899 (3). However, prior to the 1950s carbon fibers were
of marginal strength and used primarily for their electrical
properties.

Carbon fibers are highly oriented, small (with diameters
on the order of 7 mm), crystalline filaments that are pre-
pared by carbonization of polymeric filament precursors
and sequential heat treatment. There are three classes of
fibers based on the precursor material: PAN (polyacryloni-
trile), rayon, and pitch (2). Other precursors and processes
exist, but have not been as successful commercially (3). In
general, fibers are classified according to structure and
degree of crystallite orientation (2): high modulus (345 GPa
and above), intermediate modulus (275 GPa), and low
modulus (205 GPa and below). Structures are turbostratic
and can contain mixed sp2 and sp3 bonding (2). Because of
their small volume, tensile strengths can be quite high, on
the order of 1000–7000 MPa.

Chemical Vapor Deposited (CVD) Carbons. Carboniza-
tion of a gaseous or liquid precursor such as gaseous
hydrocarbons produces a material known as pyrolytic car-
bon or pyrolytic graphite (2). Thermal decomposition of
hydrocarbons produces carbon free radicals in the vapor
phase, which can then polymerize to form coatings on
exposed surfaces. Common precursor hydrocarbons are
methane, propane, and acetylene. The resulting turbostra-
tic pyrolytic carbons can be isotropic or anisotropic depend-
ing on the pyrolysis reaction conditions (19). The coating
process can be prolonged so as to produce structural com-
ponents for heart valve and orthopedic prostheses with
coating thickness on the order of 1 mm.

The pyrolytic carbons for medical applications are
formed by CVD processes in fluidized-bed reactors (20).
Propane is the precursor gas and an inert gas such as
nitrogen or helium provides the levitation needed to flui-
dize a bed of small refractory particles. Graphite preformed
substrates (e.g., POCO AXF 5Q) suspended in the fluidized
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Figure 5. A short section of SWNT with a zigzag chiral symmetry
is shown. The arrow indicates the long axis of the tube and bonds
on the forward wall are more heavily drawn. Like the buckyball,
this SWNT has a diameter of �1 nm.



bed are coated with the pyrolytic carbon (20). The resulting
coating structures are turbostratic and isotropic with very
small randomly oriented crystallites: These crystallites
will henceforth be designated as isotropic fluidized-bed
pyrolytic carbons. Nonfluidized-bed CVD reactors tend to
produce a highly anisotropic coating with column-like,
(columnar) crystallites or laminar structures with the
basal planes oriented parallel to the deposition surface
(2,19).

Highly Oriented Pyrolytic Graphite (HOPG). Columnar
and laminar pyrolytic carbons when annealed > 2700 8C
are reordered, the turbostratic imperfections disappear
and the resulting structure closely approaches the ideal
graphite structure with an angular spread of the crystallite
c axes of < 1 8 (2).

Vapor-Phase Carbons. Carbon CVD coatings formed
from solid precursors carbonized by vaporization are con-
sidered vapor-deposited coatings (VPC). Precursors can be
graphite or vitreous carbon vaporized by heating to high
temperature at low pressure to generate the carbon free
radicals. This technique produces line-of-sight coatings of
nanometer and micrometer level thickness. The VPC coat-
ings tend to be turbostratic and amorphous (3).

Diamond-Like Carbon. Diamond-like carbon coatings
containing mixed sp3 and sp2 bonds can be prepared by
physical vapor deposition (PVD). These PVD methods pro-
duce carbon free radicals by ion beam sputtering, or laser
or glow discharge of solid carbon targets. There are also
mixed PVD/CVD methods such as plasma or ion beam
deposition from hydrocarbon gas precursors (2).

Activation. Activated carbons have large surface areas
and large pore volumes that lend to a unique adsorption

capability (21). Activation is a thermal or chemical treat-
ment that increases adsorption capability. The mechan-
isms for adsorption are complex and include physical and
chemical interactions between the carbon surface and the
sorbed substances. Activity includes (a) adsorption, (b)
mechanical filtration, (c) ion exchange, and (d) surface
oxidation (22). Of these, adsorption and surface oxidation
are the most important for medical applications. Incom-
pletely bonded basal plane carbons as occur at crystal edges
exposed at the surface, as well as defects, are chemically
active and can chemisorb substances, particularly oxidiz-
ing gases such as carbon monoxide and carbon dioxide (23).
Surface oxidation involves the chemisorbance of atmo-
spheric oxygen and further reaction of the sorbed oxygen
with other substances (24). Physical adsorbance occurs
because of charge interactions, and chemical adsorbance
occurs because of reactions between the adsorbant and
adsorbate (24).

Any high carbon material can be ‘‘activated’’ by various
oxidizing thermal and chemical processes that increase
porosity and active surface area, which increases the abil-
ity for chemisorption (25). A char is formed and then
treated chemically or physically to generate pores and
the surface oxidized (21). Surface oxide complexes such
as phenols, lactones, carbonyls, carboxylic acids, and qui-
nones form that have a strong affinity for adsorbing many
substances such as toxins or impurities (26). Carbon fibers
may be activated in order to enhance the ability to bind
with a matrix material when used as a filler.

PROPERTIES

Representative physical and mechanical properties of the
carbon allotropes are summarized in Table 1 (2,3,27).
Materials included span the spectrum from natural dia-
mond to natural graphite. There is considerable variability
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Table 1. Representative Mechanical and Physical Properties for Carbon Allotrophs

Property
Natural

Diamond
Amorphous
Carbons HOPG

Natural
Graphite

Density, g � cm�3 3.5–3.53 1.45–2.1 2.25–2.65 2.25
Young’s modulus, GPa 700–1200 17–31 20 4.8
Hardness, mohs 10 2–5 1–2
Hardness, DPH 500 g 150–(>230)
Flexural strength, MPa 175–520 80 (c) 120 (ab)
Compressive yield strength, MPa 8680–16530 700–900 100
Fracture toughness, MPa �m1/2 3.4 0.5–1.67
Poisson’s ratio 0.1–0.29 0.2–0.28
Wear resistance Excellent Poor to excellent Poor Poor
Electrical resistivity, V�cm 2700 0.15–0.25 (c)

3.5�10�5–4.5�10�5(ab)
0.006

Magnetic susceptibility,� 106

emu/mol
�5.9 �6

Melting point, 8C 3550 3650 3652–3697
(sublimes)

Boiling point, 8C 4827 4220
CTE linear, (208C)mm � (m�8C)�1 1.18 2.6–6.5 �0.1 (ab) 20 (c) 0.6 (ab) 4.3 (c)
Heat capacity, J/g�8C 0.4715 0.69
Thermal conductivity, W � (m�K)�1 2000 4.6–6.3 16–20 (ab) 0.8 (c) 19.6 (ab) 0.0573 (c)

aValues from Matweb.com and from Refs. (2,3).



in properties depending on the structure, anisotropy, and
crystallinity, particularly in the amorphous carbons. Phy-
sical properties such as resistivity, coefficient of thermal
expansion, thermal conductivity, and tensile strength (28)
show profound sensitivity to direction in the graphitic
materials. This anisotropy is most easily seen in HOPG
by comparing the ab direction, parallel to the s-bonded
basal plane, to the perpendicular c direction. For example,
the resistivity drops for HOPG because of the mobility of
the p-electron clouds in the ab direction relative to the c
direction (2). Diamond, with full covalent bonding, is an
insulator.

Thermal conductivity, which occurs by lattice vibration,
is related to a mean-free-path length for wave scattering.
Little scattering occurs in the near-perfect graphite crystal
basal plane, so the scattering path length and thermal
conductivity are high in the ab direction. In the c direction,
thermal conductivity is much lower because the amplitude
of lattice vibration is considerably lower than for the ab
direction (2). Thermal expansion is related to the intera-
tomic spacing of the carbon atoms, bond strength, and
vibration. As temperature increases, the atoms vibrate
and the mean interatomic spacing increases. For weak
bonding in the c direction, the interatomic vibrational
amplitude and dimensional changes are larger than for
the strongly bonded ab direction (2). The CTE values are
stated for room temperature to � 200 8C; the negative
values shown in Table 1 are possibly due to internal
stresses and become positive at higher temperatures.
Large anisotropic differences in CTE can result in large
internal stresses and possible structural problems with
heating and cooling over large temperature differences.

BIOCOMPATIBILITY

Pyrolytic carbons used in heart valve and orthopedic pros-
theses have a successful clinical experience as long-term
implant materials for blood and skeletal tissue contact
(3,29–31). These isotropic, fluidized-bed, pyrolytic carbons
that were originated at General Atomics in the 1960s
demonstrate negligible reactions in the standard Tripar-
tite and ISO 10993-1 type biocompatibility tests. Results
from such tests are given below in Table 2 (20). This
material is so nonreactive that it has been proposed as a
negative control for these tests. However, the surface is not
totally inert and is capable of adsorption and desorption of
a variety of substances including protein (32–39). The
mechanism for biocompatibility is yet poorly understood,

but probably consists of a complex, interdependent, and
time-dependent series of interactions between the proteins
and the carbon surface (32).

Because of the similarity in surface sp2 and sp3 char-
acter among the various pure carbons, most can be
expected to have the tissue compatibility and biostability
to perform well in these biocompatibility tests also. Vitr-
eous carbons (40), activated carbons, and diamond-like
coatings (41) are known to exhibit tissue compatibility,
likewise the fullerenes will probably be found tissue com-
patible. As an extreme example, in testing the safety of an
activated charcoal for hemoperfusion, Hill (42) introduced
finely ground charcoal suspensions into the blood stream of
rats in varying concentrations up to 20 mg/kg charcoal and
observed no differences in survival or growth relative to
controls over a 2-year observation period.

A reasonable working definition for biocompatibility has
been given by Williams (43) as, ‘‘The ability of a material to
perform with an appropriate response in a specific applica-
tion’’. The important point here is that while many carbons
provoke a minimal biological reaction, ‘‘the specific appli-
cation’’ demands a complete set of mechanical and physical
properties, in addition to basic cell compatibility. Because
there are a number of possible microstructures, each with
different properties, a given carbon will probably not have
the entire set of properties needed for a specific application.
Historically, the clinically successful isotropic, fluidized-
bed, pyrolytic carbons required extensive development and
tailoring to achieve the set of mechanical and physical
properties needed for long-term cardiovascular and ortho-
pedic applications (20,30–32).

Blood compatible glassy carbons, for example, are often
proposed for use in heart valves. However, glassy carbons
were evaluated in the early 1970s as a replacement for the
polymer Delrin in Bjork–Shiley valve occluders and actu-
ally found to have inferior wear resistance and durability
relative to the polymer (44). Thus, the fact that a material
is carbon, a turbostratic carbon, or a pyrolytic carbon and is
cell compatible, does not justify its use in a long-term
implant devices (3,32,33). The entire range of physical
and mechanical properties as dictated by the intended
application are required.

MEDICAL APPLICATIONS

Activated Charcoal–Activated Carbons

Charcoal, the residue from burnt organic matter, was
probably one of the first materials used for medical and
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Table 2. Biological Testing of Pure PyC

Test description Protocol Results

Klingman maximization ISO/CD 10993-10 Grade 1; not significant
Rabit pyrogen ISO/ DIS 10993-11 Nonpyrogenic
Intracutaneous injection ISO 10993-10 Negligible irritant
Systemic injection ANSI/AAMI/ISO 10993-11 Negative—same as controls
Salmonella typhimurium Reverse mutation assay ISO 10993-3 Nonmutagenic
Physiochemical USP XXIII, 1995 Exceeds standards
Hemolysis–rabbit blood ISO 10993-4/NIH 77-1294 Nonhemolytic
Elution test, L929 mammalian cell culture ISO 10993-5, USP XXIII, 1995 Noncytotoxic



biocompatible applications. Prehistoric humans knew that
pulverized charcoal could be placed under the skin indefi-
nitely without ill effects, thus allowing decorative tattoos
(45). Because granulated charcoal has an active surface
area, it can adsorb toxins when ingested. Likewise, char-
coal has long been used to clear water and other foods. The
ancient Egyptians first recorded the medical use of char-
coal � 1500 BC (21). During the 1800s, the first formal
scientific studies of charcoal as an antidote to treat human
poisoning appeared in Europe and The United States. In
some of these studies, the researchers demonstrated char-
coals effectiveness by personally ingesting charcoal along
with an otherwise fatal dose of strychnine or arsenic (21).
Activation was discovered � 1900 and activated charcoals
were used as the sorbant in World War I gas masks (21).

Today’s activated carbons or activated charcoals are
derived from a number of precursor organic materials
ranging from coal, wood, coconut shells, and bone. Chars
are prepared by pyrolyzing the starting organic material
using heat in the absence of oxygen. The char is then
activated by treatment with chemicals or steam. Activated
carbon has remarkable adsorptive properties that vary
with the starting material and activation process. Common
active surface areas are on the order of 1000–2000 m2/g.
Prior to the discovery of activation processes, charcoals
were naturally oxidized by exposure to the atmosphere and
moisture, as in charcoal, or oxidized in a more controlled
activating process (46).

Orally administered activated carbon applications
include use as an antidote to poisoning and to drug over-
doses, where it acts at the primary site of drug adsorption
in the small intestine. There are no contraindications for
patients with intact GI tracts. There are numerous advan-
tages and few disadvantages. One of the main disadvan-
tages is that it is unpleasant for the health care
professional to use because it can be messy, staining walls,
floors, clothing, and so on. It may also be unpleasant to
swallow because of a gritty texture (46).

There are extracorporal, parenteral, methods such as
hemoperfusion, hemofilteration, and plasmapheresis
where activated carbon is used to remove toxins from a
patient’s blood. The patient’s heparinized blood is passed
via an arterial outflow catheter into an extracorporal filter
cartridge containing the activated carbon and then
returned to the patient via a venous catheter. These tech-
niques are effective when there is laboratory confirmation
of lethal toxin concentrations in the blood and for poorly
dialyzable and nondialyzable substances (47).

Pyrolytic Carbons

Isotropic, fluidized-bed PyCs, appropriate for cardiovas-
cular applications originated at General Atomics in the
late 1960s as a cooperative effort between an engineer,
Jack Bokros, working with pyrolytic carbons as coatings
for nuclear fuel particles and a surgeon, Vincent Gott,
who was searching for thromboresistant materials for
cardiovascular applications (48). Together, they tailored
a specific fluidized-bed, isotropic pyrolytic carbon alloy
with the biocompatibility, strength and durability
needed for long-term structural applications in the

cardiovascular system. The original material was a
patented silicon-alloyed pyrolytic carbon given the
tradename ‘‘Pyrolite’’ (20).

In the early 1960s, heart valve prostheses constructed
from polymers and metal were prone to early failure from
wear, thrombosis, and reactions with the biological envir-
onment. Prosthesis lifetimes were limited to several years
because of wear in one or more of the valve components.
Incorporation of PyC as a replacement for the polymeric
valve components successfully eliminated wear as an
early failure mechanism. Subsequently, in most valve
designs, metallic materials were replaced with PyC also
(20,29–33,49).

During the 1970s and 1980s Pyrolite was only available
from a single source until the original patents expired.
Since that time, several other sources have appeared with
copies of the original silicon-alloyed General Atomics mate-
rial. In the early 1990s, the Bokros group revisited the
synthesis methods and found that with the then available
technology for process control, that a pure carbon pyrolytic
carbon could be made with better mechanical properties
and potentially better biocompatibility than the original
silicon-alloyed Pyrolite (20). This new pure isotropic, flui-
dized-bed, pyrolytic carbon material was patented and
named On-X carbon. On-X carbon is currently utilized in
mechanical heart valves and in small joint orthopedic
applications.

These PyC materials are turbostratic in structure and
isotropic with fine randomly oriented crystallite sizes on
the order 2.5–4.0 nm and c layer spacing of � 0.348 nm
(50–52). Implants are prepared by depositing the hydro-
carbon gas precursor coating in a fluidized bed on to a
preformed graphite substrate to a thickness of � 0.5 mm
(29–32,53). The coatings then may be ground and polished
if desired and subjected to a proprietary process that
minimizes the degree of surface chemisorbed oxygen.

Some of the mechanical and physical properties of the
pure and silicon-alloyed PyC materials appropriate for use
in long-term implants are given Table 3 (3,20). A typical
glassy carbon and a fine-grained synthetic graphite are
also included for comparison. The PyC flexural strength,
fatigue, and wear resistance provide adequate structural
integrity for a variety of implant applications. The density
is low enough to allow components to be actuated by
flowing blood. Relative to orthopedic applications, Young’s
modulus is in the range reported for bone (54,55), which
allows for compliance matching and minimizes stress
shielding at the prosthesis bone interface. The PyC
strain-to-failure is low relative to ductile metals and
polymers; but it is high relative to ceramics. Because
PyC is a nearly ideal linear elastic material, component
design requires the consideration of brittle material design
principals. Certain properties such as strength vary with
the effective stressed volume, or stressed area as predicted
by Weibull theory (56). Table 3 strength levels were mea-
sured for specimens tested in four-point bending, third-
point loading (57) with an effective stressed volume of
1.93 mm3. The Weibull modulus for PyC is � 10 (57).

Fluidized-bed isotropic PyCs are remarkably fatigue
resistant. There is strong evidence for the existence of a
fatigue threshold that is very nearly the single cycle
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fracture strength (58–60). Paris-law fatigue crack propa-
gation rate exponents are high; on the order of 80 and da/
dN fatigue crack propagation testing displays clear evi-
dence of a fatigue crack propagation threshold (58–63).

Crystallographic mechanisms for fatigue crack initia-
tion and damage accumulation are not significant in the
PyC at ambient temperatures (59,61). There have been no
clear instances of fatigue failure in a clinical implant
during the accumulated 30-year experience (64). Less than
60 out of > 4 million implanted PyC components have
fractured (65), and these were caused by damage from
handling or cavitation (66–68).

The PyC wear resistance is excellent. Wear testing per-
formed in the 1970s identified titanium alloy, cobalt chro-
mium alloy, and PyC as low wear contact materials for use in
contact with PyC (69,70). This study determined that wear in
PyC occurred due to an abrasive mechanism and interpreted
wear resistance as approximately proportional to the ratio
H2/2E, where H is the Brinell hardness number and E is
Young’s modulus. This criteria is related to the amount of
elastic energy that can be stored in the wearing surface (70).
The greater the amount of stored energy, the greater the
wear resistance. Successful low wearing contact couples used
for mechanical heart valves include PyC against itself, cobalt
chromium alloy, and ELI titanium alloy.

Observed wear in retrieved PyC mechanical heart valve
prosthesis implant components utilizing PyC coupled with
cobalt chromium alloy is extremely low with PyC wear
mark depths of < 2 mm at durations of 17 years (71–73).
Wear in the cobalt chromium components was higher, 19
mm at 12 years (71–73). But, wear in the cobalt chromium
components was concentrated at fixed contact points
instead of being distributed over a large area as for the
PyC rotating disk. Wear depths in all PyC prostheses, with
fixed contact points are also low, < 3.5 mm at 13 years
(74,75). In contrast, the wear depths in valves utilizing
polymeric components such as the polyacetyl Delrin in
contact with cobalt chromium and titanium alloys are
much higher at 267 mm at 17 years (76). Incorporation
of PyC in heart valve prostheses has eliminated wear as a
failure mode (29,77).

The PyC is often used in contact with metals and
behaves as a noble metal in the galvanic series. Testing
using mixed potential corrosion theory and potentiostatic
polarization has determined that no detrimental effects
occur for PyC coupled with titanium or cobalt–chrome
alloys (78,79). Use of PyC with stainless steel alloys is
not recommended.

To date, PyC has been used in � 25 mechanical heart
valve prosthesis designs. One such design, the On-X valve,
by Medical Carbon Research Institute, http://www.mcritx.
com, is shown in Fig. 6.

Pyrolytic carbon has a good potential for orthopedic
applications because of advantages over metallic alloys
and polymers (3,30,31):

1. A modulus of elasticity similar to bone to minimize
stress shielding.

2. Excellent wear characteristics.

3. Excellent fatigue endurance.

4. Low coefficient of friction.

5. Excellent biocompatibility with bone and hard tissue.

6. Excellent biocompatibility with cartilage.

7. Fixation by direct bone apposition.

A brief comparison of PyC properties to those of con-
ventional/orthopedic implant materials is given in Table 4.
Pyrolytic carbon coatings for orthopedic implants can
reduce wear, wear particle generation, osteolysis aseptic
loosening, and thus extend implant useful lifetimes.
Furthermore, good PyC compatibility with bone and the
native joint capsule enables conservative hemiarthro-
plasty replacements as an alternative to total joint repla-
cement.

Cook et al. (80) studied hemijoint implants with a PyC
femoral head in the canine hip and observed a greater
potential for acetabular cartilage survival in PyC than for
cobalt–chromium–molybdenum alloy and titanium alloy
femoral heads. There were significantly lower levels of
gross acetabular wear, fibrillation, eburnation, glycosami-
noglycan loss, and subchondral bone change for PyC than
the metallic alloys.

Tian et al. (81) surveyed in vitro and clinical in vivo PyC
orthopedic implant studies conducted during the 1970s
through the early 1990s and concluded that PyC demon-
strated good biocompatibility and good function in clinical
applications.

A 10-year follow-up of PyC metacarpophalangeal (MCP)
finger joint replacements implanted in patients at the
Mayo Clinic, Rochester Minnesota (82) between 1979
and 1987, demonstrated excellent performance. Ascension
Orthopedics was able to use these results in part to justify a
FDA premarket approval application (PMA) for the semi-
constrained, uncemented MCP finger joint replacement,
PMA P000057, Nov. 2001.
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Table 3. Biomedical Fluidized-Bed Pyrolytic Carbon Properties

Property Pure PyC Typical Si-Alloyed PyC Typical Glassy Carbon POCO Graphite AXF-5Q

Flexural strength, MPa 493.7�12 407.7� 14.1 175 90
Young’s modulus, GPa 29.4� 0.4 30.5� 0.65 21 11
Strain-to-failure, % 1.58� 0.03 1.28� 0.03 0.95
Fracture toughness, MPa �Hm 1.68� 0.05 1.17� 0.17 0.5–0.7 1.5
Hardness, DPH, 500 g load 235.9� 3.3 287� 10 150 120
Density, g � cm�3 1.93� 0.01 2.12� 0.01 < 1.54 1.78
CTE, mm � cm�1 EC 6.5 6.1 7.9
Silicon content, % 0 6.58� 0.32 0 0
Wear resistance Excellent Excellent Poor Poor



Currently, Ascension Orthopedics, http://www.ascen-
sionortho.com, manufactures PyC prostheses for finger
joints: metacarpophalengeal (MCP) and proximal inter-
phalangeal (PIP) in addition to carpometacarpal (CMC)
thumb and an elbow radial head (RH) prostheses (see
Fig. 7). Because of the excellent PyC compatibility with
bone and cartilage, the CMC and radial head are used in
hemiarthroplasty directly contacting the native joint
capsule and bone. Fixation is by direct bone opposition
for all of the prostheses. To date, � 6500 Ascension
Orthopedics prostheses have been implanted. Another
company, Bioprofile, http://www.bio-profile.com, manufac-
tures hemiarthroplasty PyC prostheses for the wrist: sca-
poid, scapho-trapezo-trapezoid, trapezium bone, capitate
head, and an elbow radial head.

Glassy carbons have been proposed as an attractive low
cost alternative for a variety of orthopedic and cardiovas-
cular devices (3). However, because of relatively low
strength and poor wear resistance it has not been generally
accepted as a suitable material for long-term critical
implants. An example of poor glassy carbon durability
when used for heart valve components was cited earlier
in the text (44).

Carbon fibers are popular as high strength fillers for
polymers and other material composites and have been
proposed for use in tendon and ligament replacements in
addition to orthopedic and dental implants (83–86). Spinal
interbody fusion cages using PEEK and carbon fibers (86)
are an example of an orthopedic application. However, the
ultimate properties of the implant depend largely upon the
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Figure 6. On-X prosthetic heart valves manufactured by Medical Carbon Research Institute from
the elementally pure, fluidized-bed isotropic pyrolytic carbon, On-X carbon. The valves consist of a
central flow circular orifice with two semicircular occluder disks. A polymeric sewing cuff is used to
attach the valve to the annulus tissue. Aortic and mitral valves with two different sewing cuff
designs each are shown.

Table 4. Material Properties of Orthopedic Materials

Property Unit PyC Al2O3 TZP CoCrMo UHMWPE

Density g � cm�3 1.93 3.98 6.05 8.52 0.95
Bend strength MPa 494 595 1000 690, uts 20
Young’s modulus, E GPa 29.4 400 150 226 1.17
Hardness, H HV 236a 2400 1200 496 NA
Fracture toughness, K1c MN �m�3/2 1.68 5 7
Elongation at failure % 2 0.15 1 >300
Poisson’s ratio 0.28 0.2 0.2 0.3

H2/2Eb 7.6 12.2 1.8

aThe hardness value for PyC is a hybrid definition that represents the indentation length at a 500 g load with a diamond penetrant indentor. Because PyC

elastically completely recovers the microhardness indentation a replica material such as a cellulose acetate coating, or a thin copper tape is used to ‘‘record’’ the

fully recovered indentation length. Although unusual, this operational definition for hardness is a common practice used throughout the PyC heart valve

industry.
b
Approximate values, there are no exact conversions.



matrix in which the carbon fibers are included and the
geometry and orientation of the fiber inclusions (3).

Diamond-like carbon (DLC) coatings may find use as
low friction, wear resistant surfaces for joint articulating
surfaces in orthopedic implants (87,88). However, the coat-
ing thickness is limited to the micrometer level; the tech-
nology is still in development and ultimately may not be
competitive with the newer ceramic joint replacement
materials.

Buckyballs (fullerenes) and carbon nanotubes are cage-
like structures that suggest use as a means to encapsulate
and selectively deliver molecules to tissues. Because of
their nanometer dimensions, fullerenes can potentially
travel throughout the body. Some current biomedical appli-
cations under study involve functionalizing fullerenes with

a number of substances including DNA and peptides that
can specifically target, mark, or interfere with active sites
on enzymes and perhaps inhibit virulent organisms such as
the human immunodeficiency virus (89–93). They may also
be used to selectively block ion channels on membranes
(94). Fullerenes are synthesized by CVD and PVD techni-
ques and can have a variety of novel properties depending
on preparation. Currently, there are production difficulties
with separation and isolation of fullerenes from the rest
of soot-like materials that can occur during synthesis.
However, bulk separation methods have been developed
and some commercial sources have appeared. See http://
www. chemistry.wustl.edu/�edudev/Fullerene/fullerene.
html#index and http://www.pa.msu.edu/cmp/csc/nano-
tube. html. There is a wealth of information available on
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the Internet that is readily accessed. Medical applications
of fullerenes are currently a topic of intense interest and
activity and hold much promise for future developments.

CONCLUSION

Uses of carbon as a biomaterial range from burnt toast, as
mother’s first aid remedy for suspected poisoning, to the
newly discovered fullerene nanomaterials as a possible
means to treat disease on a molecular level. The most
successful and widespread medical applications have been
the use of activated carbons for detoxification and the use of
the General Atomics family of isotropic, fluidized-bed,
pyrolytic carbons for structural components of long-term
critical implants. However, the successful biomedical
application of carbon requires an understanding that car-
bon is a spectrum of materials with wide variations in
structure and properties. While a given carbon may be
biocompatible, it may not have the mechanical and physi-
cal properties needed for the intended application.

As for the future, additional applications of the biome-
dical PyC materials to orthopedic applications in larger
joints and in the spine can be expected, especially if suc-
cessful long-term hemiarthroplasty devices can be demon-
strated. New cardiovascular devices can be expected, such
as components for venous shunts and venous valves. The
most exciting new developments will probably occur in
nanotechnology with the creation of functional, fullerene
type, materials, devices, and systems through control of
matter at the scale of 1–100 nm, and the exploitation of
novel properties and phenomena at the same scale.
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INTRODUCTION

Many materials suffer degradation with time when
exposed to aggressive chemical environments within the
human body. In metallic biomaterials, degradation results
from electrochemical corrosion. Ceramic and polymeric
biomaterials may undergo physical or chemical deteriora-
tion processes. In addition, mechanical forces may act to
increase damage by wear, abrasion, or environment-
induced cracking processes.

Corrosion of implants, dental restorations, and other
objects placed in the human body may result in degrada-
tion of function as a result of loss of mass, decrease in
mechanical integrity, or deterioration of aesthetic quali-
ties. The associated release of corrosion products and the
flow of the corrosion currents also may cause inflammation,
allergic reactions, local necrosis, and many other health
problems.

For electronic conductors (e.g., metals), corrosive inter-
action with ionically conducting liquids (e.g, body fluids) is
almost always electrochemical. The degradation of metals
is due to an oxidation process that involves the loss of
electrons. This process involves a change from a metallic
state to an ionic state, in which the ions dissolve or form
nonmetallic solid products. For the process to continue, the
released electrons must be consumed in a complementary
reduction, which usually involves species present in the
biological environment (e.g., hydrogen ions or dissolved
oxygen). The reaction resulting in oxidation is usually
called an anodic process and reaction resulting in reduction
is usually called a cathodic process. The metal is referred to
as an electrode, and the liquid environment is referred to as
an electrolyte.

For many metals, the most important environmental
variables are the concentrations of chloride ions, hydrogen
ions, and dissolved oxygen. In many human body fluids, the
chloride ion concentration varies in a relatively narrow
range near 0.1 mol�L�1; however, it may be variable (e.g.,
urine) or lower (e.g., saliva) in certain body fluids. The
hydrogen ion concentration is expressed as a pH value and
is near neutral (pH¼ 7) for plasma, interstitial fluid, bile,
and saliva; however, it is more variable (pH¼ 4–8) in urine
and very low (pH¼ 1–3) in gastric juice (1). The chloride
concentration and pH are most important factors deter-
mining the rate of oxidation because of their effect on
protective oxide passivating films on metals. The dissolved
oxygen concentration affects mainly the cathodic process.
The usual range of partial pressure of oxygen in body fluids
is �40–100 mmHg (5.33–13.33 kPa) (1–3).
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For electrochemical oxidation to cause clinically rele-
vant degradation of a material, the electrochemical reac-
tion must be energetically possible (thermodynamics) and
the reaction rate must be appreciable (kinetics). Oxidation
of nickel, for example,

Ni!Ni2þ þ 2e� ð1Þ

will proceed in the indicated direction if the potential of
the electrode on which the reaction occurs is higher (more
positive or less negative) than the equilibrium potential
for a given electrolyte, and is a function of the energy
change involved. The equilibrium potential also depends
on temperature, pressure, and activity (� concentration)
of ions. The values of potentials for reactions between
metals and their ions in water are given under standard
conditions (temperature 25 8C, pressure 1 atm, and
activity of ions equal to 1) and are written in the form of
materials reduction. These values, known as standard
single electrode potentials, are listed in the so-called
electrochemical or electromotive (EM) series (1). Noble
metals, which have no tendency to dissolve in water have
positive standard single-electrode potentials. On the other
hand, active metals with a high tendency to react with
water exhibit negative potentials.

While the potential of the anodic process must be above
the equilibrium potential for the reaction to proceed as
oxidation, for the cathodic process the electrode potential
must be below (more negative or less positive) the equili-
brium potential for net reduction to occur. For reduction of
hydrogen ions,

2Hþ þ 2e� ¼ H2 ð2Þ

the equilibrium potential at normal body temperature
(37 8C) and pH 7.4 (blood or interstitial fluids) is �0.455 V
(SHE) (�0.697 V, SCE), while the equilibrium potential of
the other likely cathodic reaction,

O2 þ 4 Hþ þ 4e� ¼ 2 H2O ð3Þ

is �0.753 V (SHE) (0.511 V, SCE) at 40 mmHg (5.33 kPa)
of oxygen partial pressure. Although reaction 3 is
more sluggish than reaction 2, for most metals in the
human body the electrode potential of reaction 3 is
above the equilibrium potential of the hydrogen reaction
2, and reduction of oxygen is the dominant cathodic
process.

In spontaneous electrochemical corrosion, at least two
reactions occur simultaneously. At least one reaction
occurs in the direction of oxidation, and at least one reac-
tion occurs in the direction of reduction. Each reaction has
its own equilibrium potential, and this potential difference
results in a current flow, as the electrons released in
oxidation flow to the sites of reduction and are consumed
there. In the absence of a significant electrical resistance in
the current path between the reaction sites, a common
potential is established, which is known as mixed potential
or corrosion potential (Ecorr). At this potential, both reac-
tions produce the same current in opposite directions in
order to preserve electrical neutrality. The value of the
oxidation current, which is equal to the absolute value of
the reduction current, per unit area at this potential is

known as the corrosion current density (icorr). The oxida-
tion and reduction reactions may be distributed uniformly
on the same metal surface; however, there are often some
regions of the biomaterial surface that are more favorable
for oxidation and other regions that are more favorable for
reduction. As a result, either local anodic and cathodic
areas or completely separate anodes and cathodes are
formed.

The corrosion rate (mass of metal oxidized per unit area
and time) is proportional to the corrosion current density.
The conversion is given by the Faraday’s law, which states
that an electric charge of 96,485 C is required to convert 1
equiv weight of the metal into ions, or vice versa. The shift
of the potential of a reaction from the equilibrium value to
the corrosion potential is called polarization by the flow of
the current. The resulting current flowing at corrosion
potential depends on the way the current of each reaction
varies with the potential. If the current is controlled by the
activation energy barrier for the reaction at the electrode
surface, then the reaction rate increases exponentially
with increasing potential for oxidation reactions and
decreases exponentially with increasing potential for
reduction reactions. The activation energy controlled cur-
rent typically increases or decreases ten times for a poten-
tial change of �50–150 mV. At high reaction rates, the
current may become limited by the transport of reaction
species to or from the electrodes; eventually, the corrosion
process may become completely controlled by diffusion and
independent of potential.

The vast majority of uses for metallic biomaterials in the
human body are successful due to the phenomenon of
passivity. In a passive state, these metals become covered
with thin, protective films of stable, poorly soluble oxides or
hydroxides when exposed to an aqueous electrolyte. Once
this passivating film forms, the current density drops to a
very low value and becomes much less dependent on the
potential. The variation of the reaction current density
with the potential can be illustrated in a polarization
diagram. A schematic diagram in Fig. 1 shows some of
the main reactions in corrosion and relevant parameters. A
straight-line relationship in a semilogarithmic (E vs. log I)
diagram indicates that an activation energy-controlled
reaction is occurring. This electrochemical activity is
known as Tafel behavior, and the slopes of the lines
(�50–150 mV per 10-fold change in the current or current
density) are equal to the values of the Tafel constants.
When the oxidation reaction of the metal shows this rela-
tionship at the corrosion potential, it indicates that the
metal is actively corroding. If a metal forms a passivating
film when the potential exceeds a critical value in the active
corrosion region, then the current density drops from a
value called the critical current density for passivation
(icrp) at a primary passivation potential (Epp) to a low
current density in the passive state (ip). This behavior is
illustrated schematically in Fig. 2. For an electrode to
maintain a stable passive state, the intersection of the
oxidation (anodic) and reduction (cathodic) lines must
occur in the region of passivity.

The polarization characteristics of a biomaterial can be
experimentally determined using a device called a poten-
tiostat, which maintains the sample potential at a set value
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versus a reference electrode by passing current between
the sample and an auxiliary counterelectrode. A scan
generator can be used to vary the controlled potential over
a range of interest, and the E–i relationship can be deter-
mined. The relationship of main interest is usually the
oxidation rate as a function of the potential, which can be
depicted in an anodic polarization diagram. Since only a
net current (difference between the absolute values of the
oxidation and reduction currents) can be measured, the
experimental polarization curve shows a value approach-
ing zero at the intersection of the anodic and cathodic
polarization curves.

Experimental anodic polarization curves for passivating
metals and alloys often do not exhibit the passivation peak

shown in Fig. 2, either because the metal forms an oxide in
the electrolyte without undergoing active dissolution or
because an oxide film already has formed as a result of
exposure to air. More importantly for human body fluids
and other chloride-containing electrolytes, the region
of passivity is often limited by a localized passivation
breakdown above a critical breakdown potential (Eb).
When a breakdown occurs, intensive oxidation takes place
within localized regions on the biomaterial surface, result-
ing in sometimes significant pit formation. In an experi-
mental anodic polarization diagram, breakdown appears
as a sharp increase in the measured current above the
critical breakdown potential. Because of the destructive
nature of surface pitting, the determination of critical
breakdown potential is one of the most important ways
of assessing the suitability of novel metallic biomaterials
for use in medical devices.

The high current density in active pits is due to the
absence of a passivating film, which results from local
chemical and electrochemical reactions that change the
electrolyte to become highly acidic and depleted in dis-
solved oxygen. A similar corrosion mechanism may occur in
interstices known as crevices, where the transport of spe-
cies to and from the localized corrosion cell is difficult. This
process, known as crevice corrosion, does not require a
potential exceeding the critical breakdown potential for the
initiation of corrosion. Both pit and crevice corrosion cells
may repassivate if the potential is lowered below a value
needed for maintenance of a high oxidation rate on the bare
(nonpassivated) metal surface. The potential below which
active pits repassivate is called the repassivation or protec-
tion potential (Ep). The concept of a protection potential
also applies to crevice corrosion. Experimentally, repassi-
vation can be studied by reversing the anodic polarization
scan and recording the potential at which the current
returns to a passive state value (Fig. 3). Repassivation
can also be examined by initiating pitting or crevice corro-
sion and lowering the potential in steps until the current
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Figure 1. Schematic polarization diagram showing oxidation
(anodic) and reduction (cathodic) reactions of a corrosion process,
for reactions controlled by activation energy and by mass transport
(diffusion). In this figure, ea and ec refer to equilibrium potentials of
the anodic and cathodic process, respectively, ioa and ioc refer to
exchange current densities, Ecorr refers to mixed corrosion poten-
tial, and iL refers to limiting current density.

Figure 2. Schematic polarization diagram, sho-
wing a transition from active to passive state
and a breakdown of passivity. In this figure, icrp

refers to critical current density for passivation,
ip refers to current density in the passive state,
Epp refers to primary passivation potential, and
Eb refers to breakdown potential.



shows low values that decrease with time (standard test
methods F2129 and F746, respectively, ASTM 2005) (4).
The difficulty in finding a reliable protection potential
value is due to the fact that the ease of repassivation
depends on the extent of pitting or crevice corrosion
damage that has occurred before the potential drop.

For some polyvalent metals (e.g., chromium), soluble
species (e.g., CrO4

2�) become thermodynamically stable as
the valence changes (e.g., from 3 to 6 in chromium) at
potentials above those for a stable oxide. This process may
result in another region of active dissolution at high poten-
tials in a phenomenon known as transpassivity.

When corrosion is relatively uniform throughout the
biomaterial, the most important corrosion parameter is
the average corrosion rate. For biomaterials with very
low corrosion rates, the average corrosion rate is mostly
determined by sensitive electrochemical techniques. The
average corrosion current density (icorr ) is usually deter-
mined either from the results of the polarization scan by
extrapolating the anodic and cathodic lines to the corrosion
potential or from calculating the value of the polarization
resistance. The polarization resistance (Rp) is defined as
the slope of the polarization curve at zero current density
½Rp ¼ ðdE=dinÞin¼0
, in which in is the net (measured) cur-
rent density.

When two or more dissimilar metals are placed in con-
tact within an electrolyte, their interaction may cause
galvanic corrosion. The oxidation degradation is enhanced
for the metal with the lower individual corrosion potential,
which becomes the anode of the cell. It is polarized towards
a higher potential at the other electrode, which becomes
the cathode. Since the oxidation current increase on the
anode must be balanced by an identical reduction current
increase on the cathode, a combination of a small anode
with a large cathode is more detrimental than the reverse
situation, since a larger increase in the oxidation current
density is produced. In practical situations, resistance in
the current path between the electrodes often reduces the
galvanic effect. Differences in the concentrations of reac-
tion species at different regions on the metal surface may

result in a potential difference, which leads to additional
polarization. An increase in the oxidation current density,
a difference in the equilibrium potentials, and a flow of
current may result. Differences in concentrations of hydro-
gen ions, dissolved metal ions, or dissolved oxygen may
result in concentration cell corrosion.

Metal parts subjected to mechanical loading in a corro-
sive environment may fail by environment-induced crack-
ing (EIC). Stress corrosion cracking (SCC) may occur in
some biomaterials when they are subjected to static load-
ing under certain environmental conditions. Corrosion
fatigue (CF) may result from variable loading in reactive
environments. When the failure can be attributed to
the entry of hydrogen atoms into the metal, the phenom-
enon is referred to as hydrogen induced cracking (HIC).
Environment-induced cracking may be caused by complex
combinations of mechanical, chemical, and electrochemical
forces; however, the exact mechanisms of this behavior are
subject to significant controversy. In these cases, mechan-
ical factors may play important roles in crack propogation.

Intergranular corrosion occurs when dissolution is con-
fined to a narrow region along the grain boundaries. This
process is either due to precipitation of corrosion suscep-
tible phases or due to depletion in elements that provide
corrosion protection along the boundaries, which is caused
by precipitation of phases rich in those elements. Some
stainless steel and nickel-chromium alloys may be sensi-
tized due to precipitation of chromium-rich carbides along
grain boundaries when heated to a specific temperature
range. Sensitization is normally prevented from occurring
in stainless steels currently used in medical devices, which
contain very low amounts of carbon.

Passivating films may also be mechanically destroyed
in wear- , abrasion- , erosion- , and fretting-corrosion pro-
cesses. Wear-corrosion involves materials in a friction
contact that exhibit substantial relative movement. Fret-
ting occurs in situations in which there are only small
relative movements between materials that are essen-
tially fixed with respect to one another. The resulting wear
debris may cause abrasion–corrosion behavior. Wear-cor-
rosion may occur in artificial joints, including the metal
ball of a hip joint in contact with the polyethylene cup.
Fretting may take place between the ball and the stem of
multicomponent hip implants. In both forms of corrosion,
the narrow gap between contacting surfaces creates cre-
vice conditions. In addition, the destructive effect of fric-
tion and abrasion on the protective surface film is
superimposed on the corrosion mechanism in the crevice
cell. Erosion corrosion may occur on devices exposed to
rapidly flowing fluids, including the surfaces of artificial
heart valves.

A wide variety of metals and alloys have been used in
medical devices. The three most commonly used alloys are
stainless steel, cobalt alloys, and titanium alloys (5). Type
316 LVM (low carbon, vacuum-melted) stainless steel is
less corrosion resistant than cobalt or titanium alloys, and
it is most often used for temporary implants (5–8). This
material is referred to as an austenitic steel, because it
contains an iron carbide phase called austenite (g-iron).
Implant-grade steel has a nominal composition of
18% chromium, 14% nickel, and 2.5% molybdenum; the
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Figure 3. Schematic experimental cyclic polarization diagram for
a passivating electrode, showing passivity breakdown and repas-
sivation after potential scan reversal. In this figure, Eprot refers to
protection (repassivation) potential.



compositional limits and properties are specified by ASTM
standards F 138 and F 139 for wrought steel and F 745 for
cast steel (ASTM, 2005) (4). Chromium serves to improve
corrosion resistance through the formation of a highly
protective surface film rich in chromium oxide. Implant-
grade steel has a low carbon content in order to prevent
sensitization and intergranular corrosion. Alloying with -
molybdenum further improves the resistance, especially to
crevice corrosion and pitting. Nickel serves to stabilize the
face-centered cubic (fcc) structure. On the other hand,
manganese sulfide inclusions, which contribute to initia-
tion of pitting, are minimized.

The corrosion resistance of stainless steel greatly
depends on the surface conditions, and stainless steel
implants are almost always electropolished and prepassi-
vated by exposure to nitric acid (standard practice F86,
ASTM 2005) (4). The breakdown potential is usually
around 0.4 V (SCE), with a large hysteresis loop and a
low protection potential (9). Considering that the potential
in the human body is not likely to exceed about 0.5 V (SCE)
(see Eq. 3 and its equilibrium potential), a well polished
and passivated 361 LVM stainless steel is not very suscep-
tible to pitting in the human body, especially for unshielded
and undisturbed implant surfaces. Once localized attack is
initiated, however, repassivation is difficult. As a result,
stainless steel implants are very susceptible to crevice
corrosion, especially when the crevice situation is com-
bined with destruction of the surface film (e.g., fretting
of bone plates under the screw heads). Small single
component stainless steel implants, such as balloon-
expandable vascular stents, that are made of high purity
precursor materials and are subjected to a high quality
surface treatment and inspection can achieve a breakdown
potential in excess of 0.8 V (SCE); these materials are
considered very resistant to localized corrosion (10). Stain-
less steel bars [containing 22% chromium 12.5% nickel , 5%
manganese, and 2.5% molybdenum (ASTM F 1586)] and
wires [containing 22% chromium, 12.5% nickel, 5% man-
ganese, and 2.5% molybdenum (ASTM F 1314)] strength-
ened with nitrogen have shown a higher breakdown
potential than ASTM F 138 steel (4).

Vitallium and other cobalt–chromium alloys were devel-
oped as a corrosion resistant, high strength alternative to
stainless steel alloys. These materials were first used in
dentistry, and were later introduced to orthopedics and
other surgical specialties. The cast cobalt–chromium alloy
most commonly used in medical devices (ASTM F 75)
contains 28% chromium and 6% molybdenum (4). This
alloy was found to be suitable for investment casting into
intricate shapes. In addition, it exhibited very good corro-
sion and excellent wear resistance; however, it possessed
low ductility. Alloys with slightly modified compositions
were later developed for forgings (ASTM F 799) and
wrought bars, rods, and wire (ASTM F 1537) (4). Alloy
F75 has shown corrosion resistance superior to stainless
steel in the human body. Laboratory studies reported a
breakdown potential of 0.5 V (SCE) and protection poten-
tial of 0.4 V (SCE) (6,7,9,11). These properties have made it
possible to use cobalt–chromium alloys for permanent
implants. Cobalt–chromium alloys with porous surfaces
have been used for bone ingrowth, although they have

been superseded by even more crevice corrosion resistant
and biocompatible titanium alloys. The excellent corrosion
resistance of cobalt–chromium alloys can be attributed to a
high chromium content and a protective surface film of
chromium oxide. Concerns have been raised, however,
regarding the release of biologically active hexavalent
chromium ions (12). Other cobalt-based wrought surgical
alloys include F90 (Co-Cr-W-Ni), F563 (Co-Ni-Cr-Mo-W-
Fe), F563 (Co-Ni-Cr-Mo-W-Fe), F1058 (Co-Cr-Ni-Mo),
and F688 (Co-Ni-Cr-Mo) (4). These alloys provide good to
excellent corrosion behavior and a variety of mechanical
properties, which depend on thermomechanical treatment.
However, there is some concern regarding metal ion
release in these alloys, which contain high nickel concen-
trations.

Titanium and titanium alloys have been used in
orthopedic implants and other medical devices since the
1960s. Their popularity has rapidly increased because they
possess high corrosion resistance, adequate mechanical
properties, and relatively benign degradation products.
Although titanium is thermodynamically one of the least
stable structural metals in air and water, it acquires high
resistance to corrosion due to a very protective titanium
oxide film. Unalloyed titanium (ASTM F67 and F1341) and
titanium-6 % aluminum, 4 % vanadium alloy (ASTM F136
and F1472 for wrought alloy and F1108 for castings) are
commonly used in orthopedic prostheses (4). These materi-
als exhibit a breakdown potential in body fluid substitutes
well above the physiological range of potentials (several
volts vs. SHE). In addition, they readily repassivate in
biological fluids, which makes them highly resistant to
pitting and crevice corrosion. The high crevice corrosion
resistance and biocompatibility of titanium alloys have
made it possible to create porous titanium surfaces that
allow for bone ingrowth and cementless fixation of
implants.

One shortcoming of titanium and titanium alloys is
their relatively poor wear resistance (5). Since resistance
to corrosion depends on the integrity of the protective oxide
film, wear-corrosion remains a problem for titanium alloy
prostheses. Surface treatments (including nitrogen diffu-
sion hardening, nitrogen ion implantation, and thin-film
deposition) may be used to provide more wear-resistant
articulating surfaces. Another solution to titanium wear
involves the use of multicomponent implants (e.g.,
implants that contain smooth surfaces made of cobalt–
chromium alloy for articulating components and porous
surfaces made out of titanium alloy for bone ingrowth and
biological fixation). However, fretting corrosion may occur
as a result of micromovement at the taper joints between
the components, which may destroy the surface passivat-
ing films and increase overall corrosion rates (13–15). In
spite of the very successful use of the Ti-6Al-4V alloy
orthopedic implants, some concern remains regarding
the possible toxicity of the aluminum and vanadium com-
ponents within this alloy. A variety of vanadium-free or
aluminum- , and vanadium-free alloys have been devel-
oped, including Ti-15Sn-4Nb-2Ta-0.2Pd, Ti-12Mo-6Zr-2Fe
(TMZF), Ti-15Mo, and Ti-13Nb-13Zr (5). Ti-12Mo-6Zr-2Fe
(TMZF) and Ti-13Nb-13Zr alloys exhibit lower elastic
moduli and higher tensile properties. The alloying
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elements also form highly protective oxides, which contri-
bute to the excellent corrosion resistance of these materials
(16).

An equiatomic nickel–titanium alloy (Nitinol) has
received considerable interest as an implant material
because of its shape memory and pseudoelasticity proper-
ties, the latter resulting in a very low apparent elastic
modulus. This superelastic behavior has allowed the devel-
opment of self-expandable vascular stents, bendable
eyeglass frames, orthodontic dental archwire, and intra-
cranial aneurysm clips. Several studies have shown good
biocompatibility of Nitinol; however, clinical failures have
also been reported (17–19). Laboratory studies have shown
a wide variety of performance, with resistance to the break-
down of passivity ranging from poor to excellent (20–22).
Resistance to the initiation of pitting critically depends on
the surface conditions. A surface film that consists mostly
of titanium oxide results in a high resistance to pitting;
however, the presence of elemental nickel or nickel oxide
reduces the breakdown potential. In addition, recent
studies have shown that strained nickel–titanium alloy
exhibits significant improved corrosion resistance over
as-prepared materials. Other conditions that may affect
corrosion resistance include surface roughness, the pre-
sence of inclusions, and the concentration of intermetallic
species (23).

Another group of biomaterials is used in restorative
dentistry and orthodontics. Materials for restorative den-
tistry must not only meet corrosion, wear, and compat-
ibility considerations described earlier, but also satisfy
aesthetic requirements and must have the capacity to be
either precisely cast into intricate shapes or used to directly
fill a prepared cavity in a tooth. Dental cast alloys can be
roughly divided into three major groups of high noble
alloys, seminoble alloys, and base alloys. The high noble
alloys include those with a high percentage of gold or other
noble metals (e.g., platinum), and derive their corrosion
resistance mainly from a low thermodynamic tendency to
react with the environment. Seminoble alloys often have
complex compositions, and either possess a relatively low
noble metal content or contain a significant concentration
of silver. These materials possess a higher thermodynamic
tendency to react than high noble alloys; however, their
kinetics of aqueous corrosion in saliva is sufficiently slow,
and allows these materials to provide adequate corrosion
resistance under biological conditions. The main corrosion
concern for seminoble alloys is their tendency to react with
sulfur in food and drinks and form dark metallic sulfide
film, resulting in the loss of aesthetic quality. Base dental
cast alloys include cast titanium, titanium alloys, and
nickel–chromium alloys. These materials lack the aes-
thetic qualities of noble alloys; however, they are resistant
to sulfide tarnishing. Nickel–chromium alloys exhibit pas-
sivation behavior and some susceptibility to pitting and
crevice corrosion. Cast titanium and titanium alloys exhi-
bit highly protective passive films and high resistance to
chloride corrosion; however, they demonstrate some sus-
ceptibility to fluoride attack, which is of some concern due
to the prophylactic use of fluoride rinses and gels. Direct-
filling metallic materials include unalloyed gold and dental
amalgams, which are alloys of mercury, silver, tin, copper,

and some other minor elements. Dental amalgams have a
higher thermodynamic tendency for reaction with the oral
environment than noble and seminoble cast dental alloys.
In addition, these materials receive weaker protection by
passivating surface films than implant alloys. However,
these materials have shown adequate long-term clinical
corrosion resistance. This property has been greatly
improved by the transition from low copper amalgams,
which contain a corrosion susceptible Sn–Hg structural
phase, to high copper amalgams, which contain a more
corrosion resistant Sn–Cu phase. Low copper amalgams
exhibit breakdown of passivity and suffer from selective
corrosion of the tin–mercury phase, which penetrates and
weakens the structure. On the other hand, high copper
amalgams do not show breakdown in laboratory testing
and have demonstrated better clinical performance. The
use of dental amalgam in dentistry has been on the decline
as a result of concerns regarding the release of small
amounts of toxic mercury and due to improvements in
the performance of nonmetallic dental composites. Recent
reviews on dental alloys and their corrosion behavior can
be found in Refs. (24) and (25). Materials for orthodontic
applications include cobalt–chromium alloys, titanium
alloys, nickel–titanium alloys, which exhibit similar
corrosion behavior in dental applications and medical
applications.

Ceramic materials were first used in medical devices in
the early 1970s. These materials are either crystalline or
amorphous, and contain atoms linked by highly directional
ionic bonds. Alumina (Al2O3) and zirconia (ZrO2) exhibit
high passivation tendencies and resistance to breakdown
properties. These materials exhibit better corrosion resis-
tance, hardness, stiffness, wear resistance, and biocompat-
ibility properties than metal alloys. Zirconia and alumina
used in medical devices exhibit full-densities and uni-
formly controlled small grain sizes (<5mm) (26). Full-den-
sity ceramics are used in medical devices, because voids
may increase stresses and degrade mechanical properties.
Ceramics containing uniform small grains are used in
order to minimize internal stresses from thermal contrac-
tion. In addition, ceramics with small grain sizes exhibit
enhanced wear, hardness, and strength properties
(27–31). Typical material combinations for ceramic hip
prostheses include ceramic-on-ceramic; ceramic-on-metal;
and ceramic-on-polymer wear couples.

A ceramic coating material that may provide corrosion
resistance to an orthopedic prosthesis is diamond-like
carbon (DLC). Diamond-like carbon refers to amorphous
carbon materials that contain some component of sp3-
hybridized atoms. Nano- or microcrystalline graphite
regions may also be present within the amorphous matrix.
Hydrogen-free diamond-like carbon exhibits atomic num-
ber densities >3.19 g atom�cm�3. Hydrogenated diamond-
like carbon (HDLC) contains up to 30 atomic percent
hydrogen and up to 10 atomic percent oxygen within
CH3 and OCH3 inclusions, which are surrounded by an
amorphous carbon matrix. The density of hydrogenated
coatings rarely exceeds 2.2 g�cm�3. Hydogenated or
hydrogen-free diamond-like carbon coatings may provide
a medical device with an atomically smooth, low friction,
wear resistant, corrosion resistant hermetic seal
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between the bulk biomaterial, and the surrounding tissues.
Tiainen demonstrated extremely low corrosion rates for
diamondlike carbon-coated metals (32). The hydrogen-free
diamond-like carbon coated-cobalt–chromium–molybde-
num alloy and cobalt–chromium–molybdenum alloy were
placed in saline solution equivalent to placement in body
fluid for 2 years at a temperature of 37 8C. The DLC-coated
cobalt–chromium–molybdenum alloy exhibited 105 lower
corrosion rate than cobalt–chromium–molybdenum alloy.
Similarly, the corrosion rate of DLC-coated titanium–
aluminum-vanadium alloy in saline solution has been
shown to be extremely low.

Bioactive ceramic materials, which develop a highly
adherent interface with bony tissue, have been developed
for several medical and dental applications, including coat-
ings for promoting bone ingrowth, grouting agents for hip
arthroplasty, and replacements for autologous bone grafts.
The most commonly used bioactive ceramics include
hydroxyapatite, Ca10(PO4)6(OH)2, tricalcium phosphate,
Ca3(PO4)2, and Na2OCaOP2O5SiO2 glasses (e.g., Bioglass).
These materials undergo chemical–biochemical processes,
which are dependent on several material properties. For
example, 45S5 Bioglass, which contains 45 wt% SiO2 and
5:1 CaO:P2O5 ratio, forms SiOH bonds, hydrated silica gel,
hydroxyl carbonate apatite layer, matrix, and bone at the
material/tissue interface. Materials with high (>60 mol%)
SiO2, low CaO/P2O5 ratios, and additions of Al2O3, ZrO2, or
TiO2 are not highly reactive in aqueous media, and do not
demonstrate bonding to bone. For example, Bioglass degra-
dation is highly dependent on composition. The dissolution
behavior of calcium phosphate ceramics depends on their
composition, crystallinity, and processing parameters. For
example, materials with larger surface areas (e.g., pow-
ders) and smaller grain sizes resorb more rapidly due to
preferential degradation at grain boundaries. Phase is
another important factor, with alpha-tricalcium phosphate
and beta-tricalcium phosphate degrading more slowly than
hydroxyapatite. Hydrated forms of calcium phosphate are
more soluble than nonhydrated forms. In addition, ionic
substitutions affect resorption rate; CO3

2�, Mg2þ, and Sr2þ

increase and F� decreases biodegradation. Finally, low pH
conditions seen in infection and inflammation can result in
locally active dissolution processes.

Polymers used in medicine include polyethylene, poly-
(methyl methacrylate), poly(dimethylsiloxane), poly(tetra-
fluoroethylene), and poly(ethyleneterephylate). These
structures contain primarily covalent atomic bonds, and
many undergo several in vivo degradation processes.
Water, oxygen, and lipids may be absorbed by the polymer,
which may result in local swelling. Polyamides avidly absorb
lipids and undergo a stress-cracking process known as craz-
ing; these materialsmayswell up to five volume percent, and
can serve as locking inserts for screws. Desorption (leaching)
of low molecular weight species can occur due to release of
species remaining from fabrication or from chain scission
processes, including free radical depolymerization and
hydrolysis. Hydrolytic- and enzymatic-based degradation
processes are also possible. Wettability also has a prominent
effect on the degradation rate of polymers. Degradation of
hydrophilic polymers occurs by surface recession, and may
resemble uniform corrosion of metals. Hydrophobic poly-

mers may absorb water and other polar species. As a result,
the amorphous regions may dissolve preferentially to crys-
talline ones, increasing the surface area and the effective
dissolution rate. A process similar to inter-granular corro-
sion may result, with abrupt loss of integrity and small
particle release.

WEAR

Wear is the loss of material as debris when two materials
slide against one another, which may result in abrasion,
burnishing, delamination, pitting, scratching, or embed-
ding of debris. The study of wear, friction, and lubrication
was integrated in a 1966 British Department of Education
and Science report into a new branch of science known as
tribology. The term biotribology was coined in 1973 by
Dowson to describe wear, friction, and lubrication in bio-
logical systems (33). Over the past 30 years, biotribologists
have considered the wear properties of orthopedic, dental,
cardiovascular, ophthalmic, and urologic devices, includ-
ing artificial joints, dental restorations, artificial vessels,
prosthetic heart valves, and urinary catheters.

Much of biotribology research has focused on orthopedic
prostheses, including devices that replace the function of
the hip, knee, shoulder, and finger joints. Hip prostheses
have provided control of pain and restoration of function for
patients with hip disease or trauma, including osteoarthri-
tis, rheumatoid arthritis, osteonecrosis, posttraumatic
arthritis, ankylosing spondylitis, bone tumors, and hip
fractures. Polymers, metals, ceramics, and composites
have been used on the bearing surfaces of orthopedic
prostheses. At present, there are three material combina-
tions used in hip prostheses: a metallic head articulating
with a polymeric acetabular ceramic cup; a metallic head
articulating with a metallic acetabular metallic cup; a
ceramic head articulating with a ceramic acetabular poly-
meric cup.

Osteolysis and aseptic loosening (loosening in the
absence of infection) are the major causes of hip prosthesis
failure. In 1994, the National Institutes of Health con-
cluded that the major issues limiting hip prosthesis life-
time include the long-term fixation of the acetabular
component, biological response due to wear debris, and
problems related to revision surgery (34). Although pro-
blems with acetabular fixation have been significantly
reduced in the intervening years, wear and the biological
response to wear debris remain major problems that reduce
the longevity of hip prostheses.

Wear may affect the longevity and the function of hip
and other orthopedic prostheses. Clinical practices,
patient-specific factors, design considerations, materials
parameters, and tissue-biomaterial interaction all play
significant roles in determining implant wear rates (35).
The complex interaction between these parameters makes
it difficult to determine a relationship between the in vitro
properties of biomaterials and the in vivo wear perfor-
mance for joint prostheses. For example, particles pro-
duced by wear may excite both local and systemic
inflammatory responses. In addition, the function of pros-
theses may be affected by the shape changes that are
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caused by uneven wear of surfaces. More effective colla-
boration among clinicians, material scientists, and biolo-
gists is necessary to understand the underlying biological,
chemical, mechanical, and patient related parameters
associated with wear of prostheses.

Wear may occur via adhesive, abrasive, fatigue, or
corrosive mechanisms (30–33). The wear process for a
given medical device is usually a combination of these
mechanisms; however, one mechanism often plays a domi-
nant role. The most important wear mechanism in ortho-
pedic prostheses is adhesive wear. Adhesive wear is caused
by adhesive forces that occur at the junction between rough
surfaces. Adhesive wear may occur at asperities, or regions
of unevenness, on opposing surfaces. Extremely large local
stresses and cold welding processes may occur at the
junctions between materials. Material may be transferred
from one surface to the other as a result of relative motion
at the junction. The transferred fragments may be either
temporarily or permanently attached to the counterface
surface. During this process, the volume of wear material
produced is proportional to both the sliding distance acting
on the device and the load. The volume of wear materials
produced is also inversely proportional to the hardness of
the material. For acetabular hip and tibial knee pros-
theses, adhesive wear is dependent on the large-strain
deformation of polyethylene. For acetabular components
under multiaxial loading conditions, plastic strain is
locally accumulated until a critical strain is reached. Adhe-
sive wear and submicron wear particle release occurs if this
critical value is exceeded (30). Although adhesive wear is
the most commonly occurring wear mechanism, it is also
the most difficult one to prevent.

Abrasive wear takes place when a harder material
ploughs into the surface of a softer material, resulting in
the removal of material and the formation of depressions
on the surface of the softer material. In general, materials
that possess higher hardness values exhibit greater resis-
tance to abrasive wear; however, the relationship between
resistance to abrasive wear and hardness is not directly
proportional. Abrasive wear is called two-body wear when
asperities on one surface plough into and cause abrasion on
the counterface surface (36). For example, hip prosthesis
simulator testing has shown a positive correlation between
the surface roughness of the metallic femoral head and the
amount of wear damage to the polyethylene acetabular
cup. Isolated scratches on a metallic counterface may also
participate in abrasive wear. Three-body wear can also
occur if hard, loose particles grind between two opposing
surfaces that possess similar hardness values. These loose
particles may arise from the material surfaces or from the
immediate environment, and may become either trapped
between the sliding surfaces or embedded within one of the
surfaces. For example, metal, polymer, or tissue (e.g., bone)
particles embedded in a polyethylene-bearing surface may
act to produce third-body wear in orthopedic prostheses.
The overall rate of abrasive wear in polyethylene, metal,
and ceramic orthopedic prosthesis components depends
both on the surface roughness of the materials and the
presence of hard third-body particles.

Fatigue wear is caused by the fracture of materials
that results from cyclical loading (fatigue) processes.

Surface cracks created by fatigue may lead to the
generation of wear particles. Cracks deeper within the
biomaterial may generate larger particles, in a process
known as microcracking. This process typically occurs in
metal components; however, has been observed in other
materials (e.g., polyethylene) as well. Corrosive wear
results from chemical or electrochemical reactions at a
wear surface. For example, metals may react with oxygen
at a wear surface (oxidation). The resulting oxide may
have a lower shear strength than the underlying metal,
and may exhibit a more rapid wear rate than the surround-
ing material. The rate of corrosive wear is governed by the
reactivity of the biomaterial, the chemical properties of the
implant site, and the mechanical activity of the medical
device.

A film or layer of lubricant between the two bearing
surfaces can serve to reduce frictional forces and wear.
Lubrication can be divided into three regimes: full film
(hydrodynamic) lubrication, boundary lubrication, and
mixed lubrication. In full film lubrication, the sliding sur-
faces are entirely separated by a lubricant film that is
greater in thickness than the roughness of the surfaces.
In boundary lubrication, the surfaces are separated by an
incomplete lubricant film, which does not prevent contact
by asperities on the surfaces. A mixed lubrication is the one
that encompasses aspects of full film and boundary lubri-
cation, in which a region of the two surfaces exhibits
boundary lubrication, and the remainder exhibits full film
lubrication. The healthy synovial joint provides a low
wear and low friction environment, which may exhibit
combination of these lubrication modes. Under normal
conditions, the hip, knee, and shoulder joints exhibit full
film lubrication, in which the two opposing surfaces are
entirely separated by a lubricant film of synovial fluid,
which carries the load of the joint.

Wear testing is an important consideration during the
development of novel biomaterials and medical devices.
Any changes in biomaterial or implant design parameters,
including composition, processing, and finishing, should be
accompanied by studies that confirm that these changes
provide either equivalent or improved wear performance to
the implant under clinical conditions. As mentioned ear-
lier, asperities on the contact surfaces generally have a
significant effect on overall wear performance. In addition,
wear has been described as an accumulative process,
because overall wear behavior is highly dependent on
the material and testing history. An isolated event during
a wear test (e.g., the presence of a third-body wear particle)
may have a significant impact on the behavior that is
observed.

Wear can be assessed in several ways, including which
involve changes in shape (dimensions), size, weight of the
implant, weight of the debris, or location of radioactive
tracers (37). A standard parameter, known as a wear
factor, can be used to estimate the wear effects obtained
from different wear tests. The wear factor (K) is defined as

K ¼ V=LX ð4Þ

in which V is the volume of wear (mm3), L is the applied
load (N), and X is the sliding distance (m). Many
parameters can influence the results of wear testing,
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including test lubricants, test duration, sliding velocity,
contact area, alignment, and vibration.

Wear studies fall under three broad categories: (a)
screening studies that involve testing of materials with
simple geometries under well-controlled conditions; (b)
simulator studies that involve testing of partial or com-
plete prostheses; and (c) in vivo and retrieval studies of
complete implanted devices. Screening studies may pro-
vide a basis for comparing novel materials against estab-
lished materials; however, they can only provide
estimations for wear of medical device components.
Screening studies involve four general types of geome-
tries: (1) pin-on-disk; (2) crossed cylinder; (3) journal
bearing; and (4) spherical or ball and socket bearing.
Geometries (3) and (4) are most similar to those encoun-
tered in orthopedic protheses (Fig. 4) (35). Simulator
studies can be used to assess biomaterials and compare
the wear characteristics of materials within a medical
device. Various design and material combinations can
be examined prior to animal studies and the clinical trials.
Clinical assessments and implant retrieval studies also
provide useful information for improving biomaterials,
medical device design, and manufacturing protocols.

Much of current biotribology research focuses on the
relationship between wear performance and biomaterial
properties, including composition, processing, and finish-
ing. However, other parameters have significant impact on
the wear performance of the prostheses, including surgical
and patient factors. The wear performance of polymer,
metal, and ceramic biomaterials is discussed below.

Ultrahigh molecular weight polyethylene is commonly
used in load-bearing components of total joint prostheses
(38–45). The use of a polyethylene/cobalt–chromium wear
couple in orthopedic prosthesis was first advocated by
Charnley. In many contemporary total hip prosthesis
designs, an ultrahigh molecular weight polyethylene acet-
abular cup slides against a cobalt–chromium alloy femoral
ball. Significant numbers of submicron-sized ultrahigh

molecular weight polyethylene wear particles are com-
monly released from these prostheses with each movement
of the joint. These particles may remain in the synovial
fluid that serves to lubricate the joint (and contribute to
third-body wear), embed in prosthesis surfaces, or enter
lymphatic circulation. Immune cells (e.g., macrophages)
may identify these particles as foreign materials and initi-
ate an inflammatory response, which can lead to rapid bone
loss (osteolysis), prosthesis loosening, or bone fracture (39).
The volume and size of wear particles are critical factors
that affect macrophage activation (40). These biological
and physical effects of ultra-high molecular weight poly-
ethylene wear particles are presently the leading cause of
long term failure for metal-on-polyethylene hip prostheses
(41,42).

Several mechanisms have been proposed to describe
wear of ultrahigh molecular weight polyethylene prosthe-
sis components. The wear mechanism of ultrahigh mole-
cular weight polyethylene in hip prostheses has been
described by Jasty et al. (43). They found that ultrahigh
molecular weight polyethylene surfaces of retrieved
implants contained numerous elongated fibrils, which
were indicative of large strain deformation. This plastic
deformation resulted from strain hardening of the mate-
rial in the sliding direction and weakening of the material
in the transverse direction. Once strain deformation of the
surface has occurred, the surface will fragment during the
relative motion, and micron- and submicron-sized wear
particles will be released. Subsurface cracking, pitting,
and delamination caused by oxidative embrittlement and
subsurface stresses are responsible for wear of ultra-high
molecular weight polyethylene tibial knee inserts.

The wear resistance of ultrahigh molecular weight poly-
ethylene can be improved by reducing the plastic-strain
deformation and increasing the oxidization stability (30).
The large-strain plastic deformation of ultrahigh molecu-
lar weight polyethylene can be diminished by increasing
the number of covalent bonds between the long molecular
chains of the polymer, which reduces the mobility of the
polymer chain and minimizes the creep of the polymer.
This process can be achieved by chemical methods (e.g.,
silane reactions) or, more commonly, by exposing polyethy-
lene to ionizing radiation (46–50). Gamma-ray, e-beam, or
X-ray radiation is used to cleave C¼C and C¼H bonds in
polyethylene, which leads to the formation of species with
unpaired electrons (free radicals). If the carboncarbon bond
is cleaved (chain scission), the polymer molecular weight is
reduced. Cross-linking can occur if free radicals from sepa-
rate chains react with one another, and form an inter-chain
covalent bond. If cross-linking occurs as a result of recom-
bination by two radicals cleaved from C¼H bonds, it is
referred to as an H-type cross-link. If one of the free
radicals comes from the cleavage of the C¼C bond, it is
referred to as a Y-type cross-link. The Y-type cross-linking
process can increase the extent of polymer side chain
branching (51). The yield of cross-linking processes has
been estimated to be three times greater than the yield of
chain scission processes for radiation/ultrahigh molecular
weight polyethylene interaction. Cross-linking is most sig-
nificant in amorphous regions of ultrahigh molecular
weight polyethylene. An 83% reduction in wear rate has
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Figure 4. Schematic illustration of geometries in which wear
phenomena are likely to occur: (1) pin-on-disk; (2) crossed cylinder;
(3) journal bearing; and (4) ball-and-socket bearing (After
Ref. 31.)



been reported for ultrahigh molecular weight polyethylene
surfaces treated with 5 Mrad radiation (38).

However, not all of the free radicals recombine with
other free radicals. In crystalline regions, where the spatial
separation between free radicals is large, the residual free
radicals become trapped. These species are often confined
to the crystalline-amorphous interfaces (52,53). Residual
free radicals can cause long-term embrittlement through a
series of complex cascade reactions. The residual free
radicals first react with oxygen, leading to the formation
of oxygen-centered radicals. The oxygen-centered radicals
can take a hydrogen atom from a nearby chain to form a
hydroperoxide species and another free radical on a chain.
This additional free radical can repeat the process by
generating another hydroperoxide and forming another
free radical on a chain. These unstable species may decay
into carbonyl species after exposure to high temperatures
or after long periods of time, resulting in lower molecular
weights and recrystallization. These processes result in
increased stiffness, which is highly undesirable for biotri-
bological applications.

Significant research has been done on reducing the
concentration of residual free radicals and limiting the
brittleness of irradiated ultrahigh molecular weight poly-
ethylene. One cross-linking postprocessing treatment
involved annealing the polymer above its melting transi-
tion, which allowed the residual free radicals to be removed
through recombination reactions. The polymer recrystal-
lized on cooling; however, the covalent bonds obtained
during cross-linking were maintained. Unfortunately,
the ultrahigh molecular weight polyethylene exhibited
slightly lower crystallinity after this treatment. Another
treatment involved annealing the cross-linked polymer at a
temperature below the peak melting transition. One
advantage of this technique is that a greater degree of
crystallinity is retained; however, only a partial reduction
in the number of residual free radicals is achieved. Other
treatments for residual free radicals include irradiation at
room temperature followed by annealing at temperatures
below the melting transition; irradiation at room tempera-
ture with gamma or electron beams followed by melting; or
irradiation at high temperatures followed by melting (34).

The physical properties of the ultrahigh molecular
weight polyethylene can be significantly altered by cross-
linking and annealing treatments. The effect of these
treatments is dependent on the cross-linking parameters
(e.g., technique, radiation source, dose, temperature dur-
ing irradiation) and the annealing parameters (e.g.,
annealing temperature, annealing time). For example,
the ultimate elongation (<45%) and the work to failure
for ultrahigh molecular weight polyethylene are reduced as
the radiation dose level is increased. Large radiation doses
also reduce the yield strength (<30%) and the modulus
(<27%) of ultrahigh molecular weight polyethylene (34). In
addition, toughness decreases as the radiation dose level is
increased, since the energy absorption before failure
decreases as the chain mobility is reduced (54).

One alternative to the use of ultrahigh molecular weight
polyethylene involves the use of so-called metal-on-metal
prostheses, which contain two metallic load-bearing com-
ponents. The primary motivation for use of these implants

is friction; metal-on-metal bearings generate less frictional
torque during simulated gait than metal-on-polyethylene
bearings (55–59). A stainless steel metal-on-metal hip
prosthesis design was attempted by Wiles in 1938.
Cobalt–chromium alloy/cobalt–chromium alloy prostheses
designs were later developed by McKee and Watson-Ferrar
(55,56). Although many of these early cobalt–chromium
alloy metal-on-metal hip prostheses failed relatively soon
after implantation, others have remained in place for >20
years (35). These first-generation metal-on-metal pros-
theses were displaced by ultrahigh molecular weight poly-
ethylene/cobalt-chromium alloy prostheses in the 1970s
for several reasons, including seizure of the cast metal
surfaces (56). In the 1980s, second generation cobalt–
chromium alloy/cobalt–chromium alloy prostheses were
developed, which have again attracted interest from bio-
materials researchers and prosthesis manufacturers (58).
Earlier problems with seizing have been minimized
through the use of wrought alloys, which are prepared
using a thermal-mechanical forming process. Scholes et
al. recently demonstrated using a hip simulator system
that the mode of lubrication in metal-on-metal hip pros-
theses is strongly influenced by the diameter of the femoral
head and diameter clearance (42). In small diameter joints,
the wear rate increased as the diameter of the femoral head
was increased. These results were attributed to the devel-
opment of mixed lubrication in this system.

Alumina and zirconia have also been considered for use
in orthopedic prostheses. Alumina exhibits very high hard-
ness and elastic modulus values of 1900 kgf �mm�2 (Vick-
ers hardness) and 380 GPa, respectively (60). This material
is polished to provide an extremely smooth finish; surface
roughness values <0.005mm are routinely obtained. In
addition, alumina surfaces are hydrophilic and may pro-
vide prostheses with full film lubrication (35). Fracture
toughness and wear resistance can be improved by low-
ering grain size, increasing grain uniformity, increasing
purity, and lowering porosity.

Alumina prostheses have demonstrated wear rates
<1 mm�million�1 cycles during simulator testing (35). In
addition, the in vivo wear rate for early alumina-on-
alumina hip prostheses was shown to be as low as
1 mm�year (61). However, retrieval studies involving early
alumina-on-alumina hip prostheses found high rates of
wear on some prostheses. Microseparation of the head
and cup was shown to be responsible for this in vivo wear
behavior (62). Insley et al. examined alumina-on-alumina
prostheses with a laboratory simulator, and found that
many very small (�40 nm) and some large (100–3000 nm)
particles were generated under microseparation conditions
(35). Zirconia is harder than alumina, and is used to
fabricate smaller components that can withstand higher
stresses. Deformation-induced phase transformation has a
significant effect on the mechanical properties of zirconia
(63). The crystalline phase of a pure zirconium changes
from monoclinic to tetragonal during deformation, which is
accompanied by volume expansion of �3–4%. The addition
of either yttrium oxide (Y2O3) or magnesium oxide (MgO)
stabilizes the tetragonal phase at room temperature. How-
ever, aging can cause zirconia to return the more stable
monoclinic phase, and can limit the lifespan of zirconia
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prostheses (64,65). In addition, Sato et al. showed that the
tetragonal-monoclinic transformation on the surface of
zirconia prostheses can be promoted by the presence of
water molecules in the environment (66). The resulting
volume change can lead to the generation of surface
microcracks and an increase in surface roughness. The
failure of some zirconia prostheses has been attributed
to this microcracking process. Finally, in vivo fracture of
some zirconia prostheses has been attributed to variations
in sintering.

Thermal oxidation of zirconium alloys has also been used
to create biocompatible, corrosion- and wear-resistant sur-
faces for orthopedic prostheses (67). Wrought zirconium-
2.65 weight % niobium alloy contains a two-phase micro-
structure, which consists of elongated hexagonal alpha-
zirconium grains that are bordered by cubic beta-zirconium
grains. This material is oxidized for up to 8 h in air at
temperatures near 620 8C (the eutectoid temperature).
The resulting�5mm thick monoclinic ZrO2 surface contains
40 nm wide� 200 nm long grains that are arranged in a
brickwork pattern, which is resilient to grain pull-out and
lateral fracture. At the interface between the alloy and the
surface oxide, regions of unoxidized niobium in beta-zirco-
nium second-phase grains continue from the alloy into the
oxide and serve to anchor the oxide to the alloy. The out-
ermost portion of the oxide surface is burnished to create a
smooth bearing surface. The oxide surface provides excel-
lent wear behavior against polyethylene components, with
reduced wear particle generation and inflammation.

Diamond-like carbon coatings on orthopedic prostheses
can exhibit a wide range of elastic modulus and hardness
values, which can be correlated with the fraction of sp3-
hybridized atoms within the coating (68–71). Collins et al.
developed a relation between sp3 fraction and Vickers hard-
ness values for hydrogen-free diamond-like carbon coatings.
They found that an sp3 fraction of 10% corresponded to a
hardness value of 2000–3000 Hv, an sp3 fraction of 50%
corresponded to a hardness value of 7000-8000 Hv, and an
sp3 fraction of 100% corresponded to a hardness value of
10,000 Hv (72). Schneider et al. found that hydrogen-free
and diamond-like carbon films with sp3 fractions between
0 and 90% provided elastic modulus values between 300 and
800 GPa. In contrast, typical hardness and elastic modulus
values for hydrogenated diamond-like carbon films are <17
and <200 GPa, respectively (73).

The coefficients of friction values for diamond-like car-
bon coatings depend on ambient humidity, topology, and
sliding partner (74). The most important parameter deter-
mining the coefficient of friction for hydrogenated dia-
mond-like carbon thin films is relative humidity.
Friction values for hydrogenated diamond-like carbon
films can be as low as 0.01–0.3 in vacuum conditions,
but greatly increase under humid conditions due to incom-
plete formation of the graphitic transfer surface. This
variation in coefficient of friction values can be correlated
with hydrogen/carbon ratio in the precursor material. As
the hydrogen content in the precursor material increases,
the friction coefficient demonstrates a greater positive
correlation with ambient humidity. For example, hydro-
genated diamond-like carbon films produced from
hydrogen-diluted methane demonstrate lower friction coef-

ficients under high humidity conditions than other hydro-
genated diamond-like carbon films. On the other hand,
hydrogen-free diamond-like carbon thin films maintain
low friction coefficients (<0.1) under low and high humidity
conditions (75,76).

The combination of high hardness and low coefficient of
friction values allows diamond-like carbon coatings to
provide significant wear protection to a bulk implant mate-
rial (71). Hirvonen et al. found that the wear resistance of
diamond-like carbon coatings is superior to that of silicon
carbide, tungsten carbide–cobalt, silicon nitride, or alu-
mina by factors of 40, 60, 230, and 290, respectively (77).
Hydrogen-free diamond-like carbon thin films exhibit wear
rates of 10�9 mm3�N�1�m�1, these values are �100 times
lower than those for hydrogenated diamond-like carbon
thin films (10�7 mm3�N�1�m�1) under similar testing con-
ditions (78). Many diamond-like carbon substrate materi-
als are significantly softer than the diamond-like carbon
coatings; high contact pressures can initiate substrate
deformation and coating failure. Nitriding processes can
harden the substrate surface, reduce subsurface deforma-
tion, and extend diamond-like carbon coating lifetimes
(79).

The friction and wear properties of diamond-like
carbon-coated metal hip prostheses against diamond-like
carbon-coated polyethylene cups have been determined
using both screening and simulator techniques (80). For
example, Tiainen et al. demonstrated extremely low coeffi-
cients of friction for prostheses coated with hydrogen-free
diamond-like carbon using a pulsed arc discharge method.
They demonstrated coefficients of friction for diamond-like
carbon/diamond-like carbon and metal–metal pairs of 0.05
and 0.14, respectively. In addition, they found that wear
rate in the diamond-like carbon-coated metal/diamond-like
carbon-coated metal wear couple was 105–106 times lower
than that observed in conventional metal–polyethylene
and metal–metal wear couples. They also observed that
wear of polyethylene in the diamond-like carbon-coated
metal/ultrahigh molecular weight polyethylene wear cou-
ple was 10–600 times lower than that observed in conven-
tional metal/ultrahigh molecular weight polyethylene
wear couples. On the other hand, other investigators have
found little difference in wear rates between diamond-like
carbon-coated prosthesis materials and conventional pros-
thesis materials. For example, Sheeja et al. found little
difference in wear rates between cobalt-chromium–molyb-
denum alloy/ultrahigh molecular weight polyethylene
and multilayered diamond-like carbon-coated cobalt–
chromium–molybdenum alloy/ultrahigh molecular weight
polyethylene wear couples (81,82). The seemingly contra-
dictory results suggest other factors, such as use of
lubricant, may play a significant role in determining wear
rates (83–85). For example, physiologic lubricants may not
allow graphitic layers to form on the surfaces of the test
materials. In addition, diamond-like carbon coatings that
contain particulates and pits may increase adhesive wear
(86).

Adhesion of diamond-like carbon coatings is dependent on
several factors, including film stress, film–substrate chemical
bonding, and substrate topology (87,88). Large internal com-
pressive stresses (as high as 10 GPa) are typically observed in
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diamond-like carbon coatings. These stresses limit maximum
diamond-like carbon coating thickness to 0.1–0.2 mm and
prevent widespread medical use. Lifshitz et al. attributed
these stresses to subplantation (low energy subsurface
implantation) of carbon ions during coating formation (89).
They suggested that carbon ions with energies between 10
and 1000 eV undergo shallow implantation to depths of
1–10 nm during growth of diamond-like carbon coatings.
Carbon species are trapped in subsurface sites due to
restricted mobility, leading to the development of very large
internal compressive stresses.

Diamond-like carbon can be alloyed with metals in order
to reduce internal compressive stresses and promote spe-
cific biological responses (90,91). Diamond-like carbon–
metal composite coatings retain hardness and wear proper-
ties similar to those of unalloyed diamond-like carbon
films, and exhibit excellent adhesion to metal alloy sub-
strates (Fig. 5). The metal component can provide
additional biological functionality to the implant surface;
for example, silver has been shown to possess a wide
antimicrobial spectrum against a broad range of Gram-
negative bacteria (including Pseudomonas aeruginosa),
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Figure 5. Wear testing of diamond-
like carbon–metal composite coat-
ings using a linear tribometer
(screening wear test). (a) Wear track
of functionally gradient diamond-
like carbon–silver composite film
after 10,000 cycles, (b) Wear track
of functionally gradient diamond-
like carbon–titanium composite film
after 10,000 cycles.



Gram-positive bacteria (including methicillin-resistant
Staphylococcus aureus), fungi, viruses, and yeasts. Films
containing both silver and platinum may demonstrate
enhanced antimicrobial activity due to formation of a
galvanic couple that accelerates silver ion release. Narayan
et al. showed that diamond-like carbon–silver–platinum
nanocomposite films reduce bacterial colonization rates by
90% compared to uncoated silicon substrates (92).

Corrosion and wear are critical parameters that affect
overall success of a biomaterial or a medical device design.
The complicated interaction between material-, device-,
surgical-, patient-specific parameters has made it difficult
to predict clinical behavior of implanted medical devices. In
addition, the large variation in measurement techniques
for corrosion and wear has led problems in interpreting and
comparing the work performed in the biomaterials com-
munity. If these issues can be successfully resolved, sig-
nificant advances in these areas may be achieved in the
coming years.
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BIOMATERIALS FOR DENTISTRY
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INTRODUCTION

Gold has been used for dental purposes for at least 2500
years; the fabrication of gold crowns and bridgework flour-
ished in Etruria and Rome as early as 700–500 BC. Gold
leaf came into use during the fifteenth century for the
restoration of carious teeth. Restorative materials and
techniques continued to develop through the nineteenth
century including the use of waxes, fused porcelain, ‘‘silver
paste’’ amalgam, cements, vulcanite, the angle handpiece,
and a gold inlay casting machine. A rapid development in
materials and instrumentation has occurred since the
1950s, to include the high speed handpiece, steel and
diamond cutting instruments, adhesive techniques to
metal, ceramics, enamel and dentin, resin-based compo-

sites, glass ionomers, base-metal alloys for partial den-
tures, metal-ceramic systems, high-strength all ceramic
structures, and titanium alloys for dental implants. This
increasing complexity and body of knowledge has lead to
the establishment of uniform material standards and the
recognition of the science of dental materials as a distinct
and essential branch of dentistry.

Biomaterials are used in the oral cavity either to restore
function, comfort, or aesthetics caused by developmental
disorders, disease, or trauma. More elective procedures are
being requested and performed purely for aesthetic pur-
poses as the incidence of caries has dropped in certain
population groups and as patients have become more
aware of various restorative or cosmetic options. However,
the replacement of diseased tooth structure or missing
teeth accounts for the bulk of work in restorative dentistry.
The instruments and materials used in the surgical aspects
of oral, maxillofacial and periodontal surgery have much in
common with medicine. This article will focus on those
commonly used materials in the restoration of individual
teeth or the replacement of missing teeth.

Restorative materials include noble and base metal
alloys, resin-based composites (RBCs), glass ionomers,
ceramics, acrylics, and amalgam alloys. Techniques to
apply these materials include both direct and indirect
approaches. Materials or ‘‘fillings’’ can be directly placed
in a prepared cavity by the use of adhesives and/or reten-
tive-type preparations. Full or partial coverage crowns,
bridges, and dentures are fabricated indirectly by dental
laboratories or computer aided milling machines and then
attached or cemented into the mouth for the coverage of
missing or weakened tooth structure or the replacement of
missing teeth. Various forms of ceramic or metallic
implants can be placed into the upper or lower jaw bones
to serve as tooth root substitutes upon which a prosthesis is
attached to replace missing teeth. Auxiliary materials,
such as waxes, gypsum, and impression materials are also
utilized during clinical and laboratory steps but will not be
covered in this article.

DIRECTLY PLACED RESTORATIVE MATERIALS: ‘FILLINGS’

Amalgam

Dental amalgam has been very successfully used in
dentistry for 150 years and is one of the most technique
insensitive dental restorative materials available. Den-
tal amalgams are inexpensive and have demonstrated a
relatively long service life. The disadvantages of amal-
gam are the silver color and the presence of mercury. The
presence of mercury requires regulatory control of waste-
water effluent and has raised unsubstantiated health
concerns regarding mercury toxicity to the individual
patient.

Dental amalgam is a mixture of mercury and a solid
metal alloy of silver, tin, copper, and sometimes zinc,
palladium, indium, and selenium. Once the mercury and
alloy is mixed, the plastic mass is condensed into the
prepared cavity and carved to required form before hard-
ening. The alloy particles are microspheres of various sizes,
irregular lathe-cut particles or mixtures of the two. ‘‘High
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copper’’ alloys (13–30%) have essentially replaced the low
copper alloys of the past. These high copper alloys, along
with the addition of zinc for manufacturing procedures,
have improved early clinical strength, lowered creep, and
improved corrosion resistance. The mixing of mercury and
the alloy is referred to as trituration or amalgamation. A
surface reaction occurs between the alloy and liquid mer-
cury that binds the unreacted particles together by a
surrounding matrix of reaction products. Increasing the
copper content eliminates most of the weakest and most
corrosive phase (Sn7–8Hg) from the setting reaction.

After the carious lesion is removed, the plastic dental
amalgam is condensed into the prepared cavity before
hardening and subsequently retained by the mechanical
resistance and retention form of the surgically prepared
cavity. An adhesive liner is not required. The material
slowly corrodes and the corrosion products ‘‘self-seal’’ the
margin between tooth and amalgam, thereby protecting
the tooth from leakage of oral fluids and bacteria and their
byproducts. Dental amalgam is brittle and undergoes creep
at mouth temperature, which can lead to marginal or bulk
fracture and clinical failure. However, if the cavity is well
designed and the amalgam placed with technical compe-
tence, many years of service should be expected. A vast
number of studies have shown the safety and efficacy of
dental amalgam. When a dentist is faced with a patient’s
request to remove amalgam fillings due to a claimed med-
ical malady, the dentist is professionally obligated to
explain that the possibility of their medical condition(s)
being related to the presence of dental amalgam fillings is
extremely remote. These patients typically face a complex
problem with biological, psychological, and social compo-
nents unrelated to mercury intake.

Resin Composites

Modern day resin-based composites placed with dental
adhesives have replaced the silicates and acrylic resins
of the past and are now widely used throughout dentistry.
In addition to the treatment of decay and trauma, RBCs are
used in aesthetic or cosmetic dentistry procedures due to
their versatility and conservative nature. Discolored, mis-
shapen, or misaligned dentition can be aesthetically trea-
ted with cosmetic ‘‘bonding’’. The RBCs are composed of
four main components: (1) a continuous organic polymer
matrix, (2) a dispersion of inorganic filler particles, (3)
silane coupling agents to bind the filler particles with
the polymer matrix, and (4) an initiator–accelerator sys-
tem. They also contain various pigments for matching
tooth shades and ultraviolet (UV) absorbers to minimize
oxidative color changes. The two most common oligomers
are the dimethacrylates 2,2- bis[4(2-hydroxy-3-metharcy-
loyloxy-propyloxy)-phenyl] (bis-GMA) and urethane
dimethacrylate (UDMA). Diluents such as triethylene gly-
col dimethacrylate (TEGDMA) are added to reduce the
viscosity for the addition of filler and to obtain clinically
acceptable handling properties. The inorganic filler parti-
cles can be of borosilicate, lithium aluminum silicate,
barium aluminum silicate, strontium or zinc glasses,
quartz, or colloidal silica. The combination of relatively
larger glass or quartz particles and a significant addition of

colloidal silica are referred to as a ‘‘hybrid’’. A useful
classification method is by filler particle size (Table 1) with
minifill hybrids and microfills being the most popular
types. Recently, using a proprietary process, manufac-
turers have been able to produce a smaller average silica
particle size (0.02 mm) as compared with traditional micro-
fills (0.04 mm). Marketed as ‘‘nanofills’’, these smaller silica
particles are produced in a nondrying method thereby
avoiding agglomeration due to physical forces and thusly
enabling a higher degree of filler loading. The microfill
RBCs polish to the most enamel-like surface, but lack the
strength of the hybrids due to the lower filler volume.
Newer formulations of minifill hybrids can be used as
‘‘universal’’ RBCs possessing both the strength for poster-
ior chewing forces and acceptable surface finish for use in
aesthetic anterior regions. Clinical studies showed that the
long-term wear resistance of RBC restorations placed on
posterior teeth is still inferior to the dental amalgam
restorations.

Polymerization occurs through either a self-cured free
radical initiation when a peroxide–amine system is mixed
or through light-activated free radical initiation when a
diketone–amine system is exposed to blue light. The photo-
activator, most commonly camphoroquinone, is added in
small amounts, which forms a free radical when exposed to
467-nm blue light. Dual-cure varieties of RBCs are avail-
able as well. Halogen light-curing units are most commonly
used, but several other light curing units are currently
being marketed to include: plasma-arc, laser and light-
emitting diodes. To insure proper polymerization care
must be taken to match the unit’s spectral emission and
the RBCs spectral requirements. One aspect that all RBCs
currently share is 2–4% volumetric shrinkage of the con-
tinuous polymeric network upon polymerization. Shrink-
age induces residual stress that can disrupt the adhesive
bond between the RBC and the tooth structure, damage
enamel or the RBC. Incremental placement of light-cured
RBCs can help to reduce the net effect of this shrinkage
stress. Manufacturer’s are currently working to develop
no- or low shrinkage RBCs; several approaches are noted:
(1) addition of ring-opening monomers that expand upon
polymerization (spiroorthocarbonates, oxiranes, vinylcy-
clopropanes), (2) low shrinkage cyclopolymerizable di-
and multifunctional oligomers synthesized through the
reaction of acrylates and formaldehyde, and (3) the addi-
tion of strain-absorbing polybutadiene rubber polymer
adsorbed onto the fumed silica.

Variations in filler loading, viscosity, and polymeriza-
tion initiating systems allow RBCs to be used in a wide
variety of clinical situations, to include: sealants, cements,
crown core buildups, so-called flowables and packables,
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Table 1. Classification of Resin-Based Composites
by Filler Particle Size

Class Particle Size, mm Filler Loading, vol%

Macrofill >10 50–70
Midifill 1–10 50–70
Minifill 0.1–1 50–70
Microfill 0.01–0.1 20–50



provisional restorations, and in a variety of laboratory
processed RBCs for adhesive cementation as inlays, onlays,
crowns and veneers. Several manufacturer’s have pro-
moted fiber reinforced RBCs for use as bridges, as well,
but these lack convincing clinical data for their recom-
mended usage.

Glass Ionomers

Smith (1968) developed glass ionomer cements (GIC) by
combining the polyacrylic acid from polycarboxylate
cement, which is strongly adhesive to tooth structure,
and the aluminosilicate glass from the fluoride-containing
silicate cements. The GICs form a true chemical bond to the
tooth mineral (hydroxyapatite) by ionic bonding between
calcium and carboxylic ions and act as chemotherapeutic
agents in the treatment and prevention of dental caries
through the release of fluoride.

The GIC are composed of a basic ion-leachable alumi-
nosilicate glass powders that, upon exposure to water-
soluble homopolymer or copolymers of alkenoic acids, form
a matrix of continuous polysalts (polyalkenoates) sur-
rounded by partially solubilized glass filler particles. The
clinical placement technique must account for the rela-
tively slow-setting reaction and moisture sensitivity.
Fluoride easily passes in and out of the matrix without
any degradative effects due to the substitution of carboxyl
ions for fluoride within the salt matrix. Fluoride ‘‘rechar-
ging’’ has been clearly demonstrated in vitro to prevent the
demineralization of tooth structure at the margins adja-
cent to the GIC under an artificial caries challenge. In vivo
evidence is not as clearly demonstrated, but when evalu-
ating clinical data from high caries risk cohort populations
the anticariogenic effect of GIC is elucidated.

Since their development GIC has been modified in a
number of different ways to improve their clinical handling
properties and durability. A significant development was
the addition of water soluble monomers, for example,
HEMA, and the grafting of methacrylate side groups on
the polyacid polymer. By the addition of visible light
initiator–accelerator systems these resin-modified glass
ionomers (RMGI) can be command set with a light curing
unit while also self-curing through the acid–base reaction.
These improvements to the conventional GIC and RMGI
have made these materials widely used as restorative
materials. The self-adhesive and self-cure properties of
GIC, along with improvements in strength have allowed
these materials to be used in nontraditional field situations
without the luxuries of electricity or modern equipment.
Auxiliary personnel have been trained to remove caries
with sharp hand instruments with the cavity then
filled with a heavier filled GIC. This treatment has aided
thousands through a technique termed Atraumatic
Restorative Treatment or ‘‘ART’’. These materials are also
used as cements and liners.

Adhesives, Cements, and Liners

Adhesive dentistry has become increasingly important as
the use of dental amalgam and direct compacted gold foil
and cemented gold restorations has declined. Unlike dental
amalgam, RBCs require an adhesive liner for placement

and retention. A durable bond of RBCs to enamel can be
accomplished by first cleaning and demineralizing the sur-
face with a 30–40% phosphoric acid, followed by a poly-
merizable methacrylate monomer [bis(GMA), UDMA,
TEGDMA], which diffuses into the porosities created by
the acid etching. However, bonding to dentin is a much
greater challenge due to the compositional differences in
dentin relative to enamel and its extremely variable clin-
ical presentation. Dentin contains less inorganic compo-
nents and more organic components and water than
enamel. Dentin is made permeable by tubules that travel
from the dental pulp through the dentin to the coronal
enamel.

Similar to enamel, the dentin is treated with an acid
that removes any smear layer and exposes the collagen
fibers by demineralizing the surface. An adhesive primer
containing a hydrophilic solvent (water, acetone, ethanol,
or HEMA) and an amphipathic monomer (hydrophilic–
hydrophobic functionalities) then penetrates the exposed
collagen network. After the solvent is evaporated from the
primed surface, an adhesive monomer is applied that
attaches to the hydrophobic functionality of the primer
to create a wetted surface for subsequent copolymerization
with the RBC. This bonding process is also approached
with so-called ‘‘self-etch’’ adhesives. The initial acid appli-
cation is eliminated and a water-soluble acidic polymer is
included in the primer to simultaneously demineralize the
tooth surface while penetrating with the adhesive mono-
mers and oligomers. Regardless of the approach, the adhe-
sive liner penetrates into the exposed collagen network and
also partially into the dentinal tubules. The interdiffusion
of the synthetic adhesive polymer within the collagen net-
work forms a micromechanical bond and is commonly
referred to as a hybrid layer (Fig. 1). In the last 20 years,
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Figure 1. Scanning electron micrograph (SEM) image of a total-
etch three-step dental adhesive system applied to dentin. A¼
filled adhesive resin (ceramic filler particles visible within resin
matrix), HL¼hybrid layer (interdiffusion zone of adhesive poly-
mers and collagen network), T¼dentinal tubules, D¼ laboratory
demineralized dentin. Original magnification¼ 2000X, black
bar¼10 mm. (Photomicrograph courtesy of Marcos Vargas, Uni-
versity of Iowa College of Dentistry.)



dentin bonding has improved the clinical success of
adhesively placed restorations, but difficulties remain.
Completely penetrating the exposed collagen matrix with
the adhesive monomers can be hindered by the presence of
excess solvent, dentinal fluids, or by physical blockage of
the interpenetrating microchannels between collagen
fibrils. Even if the adhesive fully wets the dentin surface,
suboptimal polymerization may reduce bonding effective-
ness. This union of restorative material to enamel and
dentin is critical not only for retaining restorations in
place, but also for sealing the margin from the passage
of bacterial fluids, molecules, or ions. Leakage between the
interface of the dental restoration and the wall of the cavity
preparation has been associated with marginal discolora-
tion, secondary caries, and pulpal pathology.

Adhesive liners or bonding agents are also used in
conjunction with resin-based composite cements when
adhesively cementing crowns or other fixed appliances into
or onto prepared teeth. The ceramic elements or oxides of
the internal surface of dental porcelain–ceramic, metals,
and resin-based composite restorative materials are
mechanically or chemically roughened before applying a
silane coupling agent. The silane bonds to the ceramic
surface with both covalent and hydrogen-bonding protect-
ing from hydrolytic degradation while making the surface
hydrophobic and organophilic for resin cement wettability
and copolymerization. Self-adhesive cements include the
glass ionomer and polycarboxylate cements. Zinc phos-
phate and zinc oxide eugenol are nonadhesive cements
that act as mortar or a luting agent.

Additional uses of the above mentioned cements include
(1) cavity liners to achieve a physical barrier to bacteria
and their products and/or to provide a therapeutic effect,
such as fluoride release from glass ionomer or pulpal
obtundent with zinc oxide eugenol, (2) cavity bases to block
out undercuts in cavity preparations for indirect restora-
tions or for insulating the pulp from thermal changes, and
(3) temporary or provisional restorations. The beneficial
effects of adhesion to tooth structure and fluoride release
obtained from adhesive liners and glass ionomer materials
are rapidly replacing the traditional liner, base, and
cement materials, that is, zinc phosphate, polycarboxylate,
and zinc oxide eugenol.

PROSTHETIC RESTORATIVE MATERIALS:
CROWNS, BRIDGES, DENTURES

Metals and Alloys

Noble and base metal alloys are used for (1) crowns and
bridges with fused porcelain in esthetic areas, (2) inlays,
onlays, crowns, and bridges without porcelain veneering in
the posterior or nonaesthetic regions of the mouth, and (3)
partial and complete removable denture bases. Base
metals commonly used in dental alloys include, nickel,
chromium, copper, zinc, gallium, silver, indium, and tin.
Silver, a ‘‘precious’’ metal, is not considered a noble metal
in dentistry due to its corrosion in the oral cavity. The noble
metals utilized in dentistry are gold, platinum, palladium,
iridium, rhodium, and ruthenium. Cold-worked or wrought
noble and base alloys can be cast with or ‘‘soldered’’

(brazed) to cast structures as attachments or clasps to
removable partial dentures. High purity gold, being soft
and malleable, can be cohesively adapted in the form of
gold foil into small cavity preparations by careful conden-
sation techniques. This process develops adequate hard-
ness and physical properties through work hardening,
resulting in a clinically successful, long-lasting restoration.
However, the compacted gold foil restoration is becoming
increasingly uncommon due to the success of adhesively
bonded tooth colored restorations and the skill and time
required to properly place gold foil. Almost all fixed-dental
prostheses contained a minimum of 75% gold before the
dramatic increase in the price of gold after the United
States separated gold from monetary standards in 1969.
The increase in gold prices, and rise in palladium prices
three decades later, has lead to an increased use of alter-
native alloys containing base metals.

The lost wax technique became common in dentistry
after W.H. Taggart introduced his casting machine in 1907.
A wax pattern of the desired restoration is fabricated and
then invested in a ceramic material (casting investment),
which is subsequently heated to burn out the wax pattern,
that is ‘‘lost wax’’. A molten metal alloy is then cast into the
resultant space previously occupied by the wax. The
restoration is recovered, finished, and polished before
cementing or delivering to the patient. The investment
must be able to expand enough upon setting and heating
to compensate for the wax and metal shrinkage if a precise
fit is to be obtained.

Alloys should (1) produce no toxic, carcinogenic, or
allergic reactions; (2) resist corrosion and physical changes
in the oral environment; (3) possess physical properties,
that is, strength, fusing temperature, thermal conductiv-
ity, and coefficient of thermal expansion, appropriate for
the desired application; (4) be able to be fabricated in a
technically feasible manner; and (5) be available and rela-
tively inexpensive. The alloys used for metal-ceramic or
commonly termed porcelain-fused-to-metal (PFM) restora-
tions must possess a fusion temperature range that is
substantially higher (>100 8C) than the ceramic firing
temperature, have sufficient creep resistance at that tem-
perature, and have the ability to form a good bond between
its oxide surface and the ceramic veneer.

Wrought stainless steel alloys are used in orthodontic
brackets and wires, endodontic instruments, prefabricated
temporary crowns and space maintainers. In addition,
wrought cobalt–chromium–nickel, nickel–titanium, cop-
per–nickel–titanium, and beta-titanium alloys are also
used as orthodontic wires. Nickel–titanium and copper–
nickel–titanium orthodontic wires have a unique super-
elastic (pseuedoelastic) property that delivers a constant
low-level force over an extended range of deformation.
Nickel–titanium and copper–nickel–titanium alloys are
also the shape memory alloy (SMA), that is, they can be
deformed plastically below its transition temperature
range (TTR), then after heating through and above the
TTR, they will return to their original desired shape due to
a crystallographic transformation from martensitic phase
into austenitic phase. Titanium and titanium alloys, espe-
cially due to their thin stable oxide layers, are very impor-
tant endosseous dental implant materials and, with the
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recent refinement in casting techniques, can be used for
crowns, partial dentures and complete denture bases.

Ceramics

The first porcelain was developed in the T’ang Dynasty
from 618 to 906 AD and the first suggested use of porcelain
for dentistry was by Pierre Fauchard in France after the
porcelain formula was brought from China by a Jesuit
priest. Several developments followed but the current
approaches to ceramic-metal crowns and bridges occurred
from the 1950s–1960s. High-fusing alloys combined with
the development of low-fusing thermally compatible leuci-
tic porcelains permitted the fabrication of ceramic-metal
restorations. High expansion leucite was mixed with feld-
spar glass during manufacturing to refine the coefficient of
thermal expansion (a) creating a successful junction
between dental porcelain and metal. The combination of
which must be thermally compatible for fabrication and so
that the veneering materials surface is left in a residual
state of compression. The a of the veneering material is
generally � 0.5–1.0� 10�6 8C�1 lower than the core mate-
rial so that upon cooling the inner core will contract more
resulting in a residual compressive state resisting crack
formation and propagation of the relatively brittle veneer-
ing material.

Minor refinements have continued with metal–ceramic
systems, but more recently significant advances have
occurred in the area of ‘‘all-ceramic’’ systems, in which
the metal is replaced with a ceramic core upon which
veneering porcelain is fused. This eliminates the masking
of the metal with opaquing agents and greatly simplifies
the aesthetic technical procedures by the dental techni-
cian. However, more tooth structure may need to be
removed in preparation for the construction of these all-
ceramic restorations and their brittle nature does not yet
permit their function in long-span bridges.

Ceramic systems can be classified by their fusion tem-
perature, clinical usage, processing methods, or crystalline
phase. Table 2 lists some crystalline types used for the
three major applications of ceramics in dentistry: (1)
metal–ceramic crowns and fixed-partial dentures

(bridges); (2) all-ceramic crowns, inlays, onlays, veneers,
and shortspan bridges; and (3) denture teeth.

‘‘Porcelains’’ are composed of kaolin (clay), feldspar, and
quartz (flint), while the dental porcelains being quite simi-
lar, are fabricated from silica (SiO2), soda (NaO2), potash
(K2O), alumina (Al2O3), with the addition of pigments,
opacifiers and fluxes. Naturally occurring minerals such
as feldspar (K2O Al2O3 6SiO2), quartz, and nepheline
syenite have been utilized to provide these constituents.
The use of feldspar has lead to the term feldspathic
porcelain, however, feldspar is not necessarily present in
the final processed porcelain, nor is it essential to form
leucite, the major crystalline phase of the porcelain. Like
all dental ceramics, dental porcelain is composed of a glassy
(vitreous) matrix phase surrounding a dispersed crystal-
line phase. The glassy matrix, composing 75–85% of the
porcelain, is formed by heating the raw materials into a
glassy state then quenching. This pyrochemical reaction
produces a supercooled liquid of metastable equilibrium
that is quenched then ground into a fine powder. These fine
powders or frit can be reheated and will fuse at a lower
temperature with little pyroplastic flow giving increased
homogeneity, translucency, smoother texture, a lower
fusion temperature, and less shrinkage. The temperature
at which the surface glassy phase softens allowing the
fritted particles to coalesce without further pyrochemical
change is called sintering. These sintered dental porce-
lains, in general, will have little change in the physical,
chemical, or optical properties of the glassy matrix upon
repeated firings during the necessary steps of the restora-
tion fabrication. However, if improperly fired or over fired,
the dispersed leucite crystals can be altered leading to
reduced strength or porcelain–metal (core) thermal incom-
patibilities. During the fritting process the silica matrix is
disordered due to the rapid cooling from the molten state
and also by the addition of fluxes that break up the silica
tetrahedral network by occupying oxygen. These alkali
ions reduce the number of cross-linkages between the
silicon–oxygen tetrahedra by randomly occupying space
in the open network. The net effect of flux (LiO2, Na2O,
K2O, BaO, CaO, MgO, ZnO) addition is lower softening or
fusion temperature, decreased viscosity, production of
glassy phase, increased a, decreased strength, lowered
chemical resistance, increased risk of devitrification dur-
ing repeated firing cycles. The lower fusing temperatures
and increased a made possible the modern day metal–
ceramic systems. Three components of the porcelain to
metal bond are classically described: (1) mechanical inter-
locking through good wetting of the porcelain on the
roughened metal surface, (2) chemical physical bonding
between the oxides of the porcelain and the oxides on the
metal surface, and (3) a controlled mismatch in a leading to
residual compressive forces in the porcelain (described
earlier). Any of these may predominate depending on the
ceramic system.

Achieving superior esthetics, in general, is simplified by
having a ceramic core. However, strength, wear, fit, and
longevity must be proven in controlled clinical trials.
Increasing the strength of the ceramic core to perform
comparably to metal substructures is approached by
manipulating the crystalline phase for reinforcement.
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Table 2. Classification of Dental Ceramic Materials

Fabrication
Crystalline (dispersed)
Phase

Ceramic–Metal
(PFM)

Sintered Leucite (KAlSi2O6)

All-Ceramic Machined Alumina (Al2O3)
Feldspar (KAlSi3O8)
Mica (KMg2.5,Si4O10F2)

Slip-cast Alumina (Al2O3)
Spinel (MgAl2O4)
Zirconia (ZrO2)

Heat-pressed Leucite (KAlSi2O6)
Lithium disilicate

(Li2Si2O5)
Sintered Alumina (Al2O3)

Leucite (KAlSi2O6)
Denture Teeth Feldspar (KAlSi3O8)

aAdapted from Ref. (1) p. 553.



Techniques for fabricating all-ceramic systems include (1)
sintering with alumina-based, magnesia- based, and leu-
cite-reinforced ceramics; (2) heat-pressed techniques with
leucite-reinforced and lithium-disilicate-based ceramics;
(3) slip-casting with alumina-, spinel-, and zirconia-based
ceramics; and (4) the machining of manufactured ceramic
blocks available in several types of ceramic. One method
uses computer-aided designing/computer aided machining
(CAD/CAM) technology to fabricate inlays, onlays, veneers,
and crowns. An ‘‘optical’’ impression is obtained from the
prepared tooth with an optical scanner and the computer-
ized image of the restoration is designed by the computer
software. Subsequently, a ceramic block is machined in the
computer-controlled milling machine according to the
design and later cemented into or on the tooth by the
dentist.

Slip-cast all-ceramics are fabricated by a process very
similar to that used for the production of common objects
such as plumbing fixtures and beer steins. Successive
layers of ceramic slurry are applied to porous refractory
gypsum that draws in the water depositing a solid layer of
alumina on its surface. The ceramic buildup is dried then
sintered for 4 h at 1100 8C, the porous alumina coping is
then carved into the desired shape before infiltrating with a
slurry of lanthanum aluminosilicate glass by firing at
1120–1150 8C for 3–5 h. The resultant ceramic is a three-
dimensional (3D) interpenetrating network of alumina and
glass of high strength due to the presence of densely packed
alumina and low porosity. The excess glass is removed and
the core is subsequently veneered with a thermally com-
patible veneering ceramic. Improved translucency
(esthetics) can be obtained by glass infiltrating a core
composed of magnesium spinel and alumina. The stron-
gest slip-cast material currently available contains tetra-
gonal zirconia along with alumina and glass. When a load
is induced on the tetragonal zirconia it absorbs energy by
transforming into a monoclinic crystal form accompanied
by a volume increase of 3% in a crack arresting manner.
Flexural strengths (380–700 MPa) and fracture toughness
(2–7 MPa�m1/2) for these core materials are in the following
rank order: spinel< alumina< zirconia.

Prosthetic Resin Materials

Poly(methylmethacrylate) was introduced as a denture
base material in 1937 and in roughly a decade had virtually
replaced the use of vulcanite. Acrylic polymers also enjoy a
wide variety of uses in additional prosthetic applications,
such as, artificial denture teeth, provisional restorations
and temporary crowns, denture base repair, relining and
rebasing materials, and obturators for maxillofacial
defects.

Denture base materials are typically fabricated from
heat-cured poly(methylmethacrylate) and rubber-rein-
forced poly(methylmethacrylate) and perform surprisingly
well. These plastics are supplied in a powder liquid or gel
form. The 10 poly(methylmethacrylate) powder is modified
with ethyl, butyl, or other alkyl methacrylates for impact
resistance and contains benzoyl peroxide or diisobutylazo-
nitrile to initiate polymerization when mixed with the
liquid monomer. Pigments are added to obtain natural

tissue appearance, for example, mercuric sulfide, cadmium
sulfide, cadmium selenide, ferric oxide, or carbon black.
Various glasses, ceramics and polymer fibers have been
added as dispersed phases to various products in an
attempt to reinforce the acrylic polymers. The liquid com-
ponent is methyl methacrylate, modified with various
other monomers while including an inhibitor such as
hydroquinone to prevent premature polymerization for
adequate shelf life. The liquid of cold-, self-, or autocuring
resins contain tertiary amine or sulfinic acid chemical
accelerators to allow the polymerization of the monomer
at room temperature. Plasticizers for resilience and cross-
linkers for hardness and decreased solubility may also be
included. Denture base resins can also be fabricated
through pressure, heat and light-activated techniques with
compositional modifications for the various initiation reac-
tions and physical handling properties during fabrication.
A number of general requirements for denture base resins
are outlined in ANSI/ADA Specification No. 12 (ISO 1567)
providing guidance to dentists and dental manufacturers.

Denture teeth are also fabricated from acrylic and mod-
ified acrylic materials and are generally preferred over
porcelain denture teeth due to wear characteristics, pho-
netics and technical considerations during fabrication and
repair. Temporary or provisional restorations are also
fabricated from acrylic-based resins, placed during an
interim period in or over the coronal aspects of the tooth
while a crown or bridge is fabricated in the dental labora-
tory. Due to ease of fabrication and tooth-like appearance
these are much more popular than aluminum shells or
polycarbonate crowns that typically must be relined before
temporary cementation to the tooth.

Defects of the head and neck resulting from cancer
surgery, accidents and congenital deformities have been
corrected with a wide variety of maxillofacial resin materi-
als, including poly(methylmethacrylate), plasticized poly-
vinylchloride, polyurethane, heat- vulcanized and room
temperature-vulcanized (RTV) silicone and a whole host
of various other elastomers. It is important to use pros-
thetic resin materials with color stability, ease of fabrica-
tion, dimensional stability, edge strength, flexibility, low
thermal conductivity, biocompatibility, and surface texture
to achieve clinical success and patient acceptance. Sili-
cones are the most widely used materials for facial restora-
tions in the United States, with RTV Silicone MDX-4-4210,
possessing surface texture and hardness within the range
of human skin. The prosthesis can be held in place by tissue
undercuts, the patient’s glasses or dentures, medical grade
adhesives, magnetic attachment to endosseous implant-
retained metallic attachments or bars or through a combi-
nation of methods. A mold is made from an impression of
the defect upon which a prosthesis is fabricated and color
matched by mixing small amounts of pigments into the
elastomer. Surface coloration and texturing is completed
and the patient returns periodically for esthetic touchups
to achieve a lifelike match to the skin.

Implants

The surgical placement of endosseous dental implants to
support dental restorations has become a routine aspect of
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dental care enjoying a high success rate. Commercially
pure titanium (CpTi) and Ti-6Al-4V are the materials most
commonly used for endosseous dental implants. The stable
oxides surfaces formed on CpTi and Ti- 6Al-4V have proven
to successfully biointegrate with bone. The terms osseoin-
tegration and functional ankylosis are used to describe the
direct bone apposition on the implant surface giving evi-
dence to support a direct biochemical bonding (Fig. 2). The
clinical success of these implants depends not only on
osseointegration, but also the quantity, quality and dis-
tribution of bone at the implant site, the technical skill
during surgical placement, and the timing and degree of
mechanical loading under function. Many other factors
play a role but six biological and technical factors are
recognized as key to implant success: (1) implant surface
texture, (2) biocompatibility, (3) implant design, (4) host
tissue condition, (5) surgical technique, and (6) loading
conditions.

Lower success is observed in areas of the mouth that
may have less cancellous bone or thin cortical plates such
as the posterior regions of the maxilla. Therefore, attempts
are made to manipulate the osseous response to the
implant so that the bone quantity and quality at the
implant interface is optimized for the clinical require-
ments. This will not only help the routine implant but is
especially important for those patients with: (1) poor bone

quality, (2) heavy masticatory loading, and (3) the need for
multiple tooth replacement. Surgical procedures are also
utilized that enhance the osseous tissues at the intended
implant site by auto- or allo-grafting.

Implant surface modifications have been heavily inves-
tigated with every major manufacturer offering various
implant designs and surface textures. Two of the most
thoroughly investigated and successful surfaces are
machined titanium and titanium plasma-sprayed (TPS)
surface, with the latter significantly increasing the surface
area for bone contact. These rougher surfaces have been
shown to require higher forces to be removed from the bone
than do smoother surface implants and may allow: shorter
healing periods, the use of less invasive shorter implants
and may not require bicortical implant engagement.
Improving the bone adaptation through microretentive
mechanisms can be divided into those that attempt to
enhance the immigration of new bone through surface
topography, that is, osteoconduction, and those that
attempt to manipulate the type of cell response and growth
for new bone formation, that is, osteoinduction. Osteinduc-
tive methods also include the use of the implant as a
delivery device for biomolecules for the induction of the
desired response. A complex cascade of molecular and
cellular processes occur after the placement of the implant
into a surgical site, many of which are just now beginning
to be understood, leading to the possibility of implant-
mediated tissue engineering. Calcium phosphates or
‘‘hydroxyapatite’’ can also be coated on titanium implants
and have been documented to create a very intimate bone-
to-implant contact with a reduced healing period; however,
the long-term results are less favorable than that achieved
with TPS due to surface degradation and coating separa-
tion problems.

Macroretentive features are also part of the implant
design including: screw threads, solid body press-fit designs,
and sintered bead technology. These macroretentive fea-
tures are intended to improve initial implant stability and
enhanced bone ingrowth. Without the aid of a periodontal
ligament (present between the natural tooth root and bone)
the bone responds most favorable to compressive loading,
which must accounted for in the implant design.

The original guidelines for implant success have chan-
ged over time with an increased use of nonsubmerged (not
covered by the gum tissue) and single-staged surgical
techniques (immediate abutment placement). These
time- and cost-saving changes have come about after stu-
dies revealed similar end-results, in terms of ‘‘biological
width’’ (composed of junctional epithelial and connective
tissue attachment) and clinical survival rates. Considera-
tions such as these are blurring the distinction between the
clinical healing period (Phase I) and the functional period
(Phase II). Additionally, studies have shown similar clin-
ical predictability using both solely implant supported and
mixed tooth-implant-supported fixed partial dentures
(bridges), while the use of cemented rather than screw-
retained prostheses have reduced technique complications.

Abutments of either titanium or alumina, as compared
with those abutments of more ‘‘esthetic’’ quality, such as
gold alloys or dental porcelains, are most likely to
have favorable soft-tissue healing with formation of a
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Figure 2. Dental implant demonstrating osseointegration. I¼
implant, B¼bone. (Courtesy of John Keller, University of Iowa
College of Dentistry.)



physiological epithelial and connective tissue attachment
without subsequent bone resorption. Therefore, surgical
techniques to help hide the prosthesis-abutment in the
casual viewing region of a patient’s mouth by careful
peri-implant soft tissue manipulation with proven implant
materials is currently recommended.

As work continues to optimize the osteoconductive (pas-
sive) response to implant surfaces, research will also progress
toward predictable osteoinductive (active) responses. As hard
and soft tissue responses are optimized through surgical
protocols and biomaterial influences, healing phases will
be shortened, retention rates will be increased, and loading
capabilities will be improved, allowing the placement of
fewer, less invasive and less expensive implants for predict-
able long-term, implant supported prostheses.

SUMMARY

This article briefly reviewed those commonly used metal,
ceramic, polymer, and composite materials used in dentistry
for the restoration of individual teeth or the replacement of
missing teeth. Restorative materials include noble and base
metals, resin based composites, glass ionomers, ceramics,
acrylics, and amalgam alloys. These materials are either
directly placed into the prepared tooth cavity or cemented in
place after laboratory fabrication. An increasing number of
‘‘fillings’’ are retained by the use of dental adhesives. The
dentist, in consult with the patient, must take several
factors into consideration in the selection of restorative
materials, to include (1) chewing forces, (2) esthetic
demands’ (3) strength of remaining tooth structure, (4) diet,
(5) hygiene, and (6) cost. No one material type possesses all
the desired physical properties; therefore, several materials
are required for successful dental restoration.

Our population is living longer while retaining more of
their teeth. With the increased emphasis on preventive
dental care, increased awareness and the desire for health,
our population will require more partial and single tooth
restorations or replacements, especially in the area of root
caries and less of a need for removable partial dentures,
complete dentures and fixed bridges. Improvements in
adhesive dental procedures and direct placed tooth colored
resin-based composites will allow more conservative dental
care. The interplay of biomaterials and biomolecules may
also lead to the predictable regeneration of hard and soft
tissues, while tissue engineering may someday lead to the
induction of whole tooth regeneration.
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INTRODUCTION

Biomaterials are materials of synthetic as well as of natural
origin in contact with tissue or biological fluids, including
metals, ceramics, polymers, and composites. The main
advantages of polymeric biomaterials over ceramics and
metals are the variety of composition, properties and avail-
able forms (solid, hydrogel, and solution), and ease of fab-
rication into complex shapes (films, sheets, fibers, powders,
etc.) and structures because synthetic polymers are easily
tailored to specific applications. In addition, polymeric mate-
rials are much lighter than metals and ceramics. Since most
natural biomaterials are polymeric, mimicking the function
and/or structure of natural materials (e.g., skin) is more
easily achieved with polymers or polymeric composites than
metals and ceramics. As with other biomaterials, there are
some basic requirements for polymeric biomaterials. They
must be (1) nontoxic, for example, not causing carcinogen-
esis, pyrogenicity, hemolysis, sustained inflammation, and
allergy; (2) biocompatible, that is, not causing foreign body
reactions, such as complement activation, thrombus forma-
tion, collagenous tissue encapsulation, calcification, and
compatibality with the contact tissue in physical and
mechanical properties; (3) sterilizable with autoclave, dry
heating, ethylene oxide, gas plasma or g irradiation, or be
produced in a sterile fashion so no postmanufacture ster-
ilization is required (1a).

Synthetic polymers have been widely used in biomedical
devices, for example, hard and soft tissue implants, extra-
corporeal devices, drug delivery systems, and medical dis-
posable supplies. They exhibit diverse properties, ranging
from hydrophobic, non-water-absorbing materials (e.g.,
polyethylene, polypropylene, and polytetrafluoroethylene),
to hydrophilic, water-swelling hydrogels [e.g., poly(hydroxy-
ethyl methacrylate)], and to water-soluble materials [e.g.,
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poly(vinyl alcohol)] (2a). Biological polymers are obtained from
animals, plants, bacteria, or other living creatures. Their
remarkable advantages over synthetic polymers include their
excellent physiological activities. These activities include cel-
lular activity regulation (e.g., hyaluronic acid), selective cell
adhesion (e.g., collagen), and similar properties to natural
tissues (3). Most biopolymers are biodegradable, so they are
suitable for use in temporary medical devices, drug-delivery
systems, and tissue engineering scaffolds.

This section introduces the synthesis methods of generic
polymers, and the effect of composition and structure on
their properties. Following this, 13 groups of polymers that
have found wide biomedical application are reviewed and
their properties and uses are discussed.

POLYMERIZATION–SYNTHESIS

Polymers are long molecules made up of a large number of
simple repeating units. They are prepared from monomers
through a process called polymerization. Small monomer
molecules react chemically to form either linear chains or
three-dimensional (3D) networks. Conventionally polymer-
ization mechanisms are divided into two main categories:
condensation polymerization (also called step-growth poly-
merization) and addition polymerization (also called chain
polymerization).

Condensation or Step-Growth Polymerization

Condensation polymerization occurs between an organic
base (e.g., an alcohol and amine) and an organic acid
(e.g., carboxylic acid and acid chloride), and a small molecule
(e.g., water) is condensed out during the reaction. In a
condensation reaction to combine two monomers together
to form a dimer, each monomer molecule loses an atom or a
group of atoms at the reactive end, leading to the formation
of a covalent bond between the two molecules, while the
eliminated atoms bond with others to form small molecules.
The dimers can react with each other or with unreacted
monomers until finally a long molecule is generated. An
equilibrium exists between the reactants and products dur-
ing condensation polymerization. The condensate (e.g.,
water) should be removed to drive the reaction toward
the product direction. A high molecular weight product
can be obtained only after a sufficiently long reaction time.

The reaction between a diacid and a dialcohol to produce
an ester is a typical condensation polymerization example.

n HOOC��R1��COOHþ n HO��R2��OH!

HO½��OCR1COOR2��O	n��Hþ ð2n� 1ÞH2O

Some condensation polymers used as biomaterials are
given in Table 1. They are typically synthesized from
reactions of acids and alcohols to produce polyesters, reac-
tions of acids with amines to produce polyamides, or reac-
tions of alcohols or amines with isocyanates to produce
polyurethanes or polyurea, respectively.

Synthesis of biopolymers is very complicated, but typi-
cally involves enzyme-catalyzed condensation polyme-
rization occurring in animal or plant cells, or in
microorganisms via their metabolic pathways (4,5a).

Addition or Chain Polymerization

Addition polymerization occurs among small molecules
with double bonds. Polymer chains are formed by opening-
up double bonds of unsaturated monomer units and suc-
cessive addition to a growing chain with an active center.
No small molecule byproducts are formed during addition
polymerization. Consequently, the composition of the
repeating unit of the polymer is identical to that of its
monomer. Addition polymerization takes place in three
distinct steps: initiation, propagation, and termination.
Initiation occurs by an attack on the monomer molecule
by a free radical, a cation, an anion, or Ziegler–Natta cata-
lysts; accordingly, addition polymerization can be divided
into four types: free-radical polymerization, cationic poly-
merization, anionic polymerization, and coordination
polymerization. No matter how the reaction is initiated,
once a reactive center is created, many monomers are
added onto it and the molecule chain grows very large
within a few seconds or less, so the addition polymer size
(i.e., molecular weight) is independent of reaction time.
Unlike condensation polymerization, no dimer, trimer, or
other intermediates can be found in addition polymeriza-
tion. Polymerization of ethylene is a typical example of
addition polymerization.

n H2CCH2! ð��H2C��CH2��Þn
Typical addition polymers are listed in Table 2.
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Table 1. Typical Condensation Polymers

Polymer Repeat Unit

Polyurethane

O(CH2)xOC

O

NHRNHC

O

Silicone rubber

O Si

(CH3)3

(CH3)3

Polyamide
(Nylon 66)

(CH2)4C

O

NH(CH2)6 C

O

HN

Poly(ethylene
terephthalate)

C C

OO

OCH2CH2O

Polycarbonate

O C

CH3

CH3

O C

O

O

Polyacetal
CH2O

Polyglycolic
acid (PGA)

CCH2

O

O

Polylactic
acid (PLA)

CCH

O

O

CH3



The stereoregularity and branching of addition polymers
canbecontrolledthroughvaryingthetypeof initiatorandthe
reaction conditions (6). Inonic addition polymerization can
leadtosomecontrolof tacticityandastereoregularstructure.
Polymers produced through coordination polymerization
have a high degree of stereoregularity. The polyethylene
producedwithperoxide initiator ishighlybranched.Byusing
aZiegler–Natta catalyst, linear, highdensitypolyethyleneor
ultrahigh molecular weight polyethylene (UHMWPE) can be
obtained. Living free-radical polymerization is a newer form
of free-radicalpolymerization.Byusing rapid initiation, slow
propagation, and inhibition of termination and transfer
reactions, the molecular structure of polymers can be
precisely controlled. This method can be applied to vinyl
monomers to produce block, graft, star polymers, polymer
brushes, and many other architectures (5a,7).

Molecular Weight and Its Distribution

Almost all polymers consist of molecules (a.k.a., chains)
with a variety of lengths, so it is only possible to quote an
average value of molecular weight. The length of a poly-
mer molecule is represented by the degree of polymeriza-
tion (DP), which is equal to the number of repeat units in
the chain. The relationship between polymer molecular

weight (MW) and degree of polymerization can be
expressed as

MW of polmer ¼ DP�MW of repeating units

The number-average molecular weight (Mn) and weight-
average molecular weight (Mw) are the most commonly
used average values of molecular weight. The number
average molecular weight is defined as the sum of the
products of the molecular weight of each fraction (Mi)
multiplied by its mole fraction (xi) (Eq. 1), which can be
obtained using gel filtration chromatography, light scat-
tering, or ultracentrifugation. Whereas Mw is the sum of
the products of the MW of each fraction (Mi) multiplied by
its weight fraction (wi) (Eq. 2), which can be measured
with osmometry.

Mn ¼
X

xiMi ð1Þ

Mw ¼
X

wiMi ð2Þ

The ratio of Mw/Mn is defined as the polydispersity index
(PDI), representing the breadth of the molecular weight
distribution. When all the polymer chains have the same
length, the ratio is 1. A low polydispersity index is
necessary to control physical and mechanical properties
of polymers because the short chains usually present
when PDI is high degrade properties.

COMPOSITION, STRUCTURE, AND PROPERTIES

The structure and behavior of polymers is strongly tempera-
ture dependant. There are two major transition tempera-
tures for polymers: Tg and Tm. The glass-transition
temperature is a second-order transition temperature, asso-
ciated with the amorphous regions of polymers. It marks the
onset of significant molecular motion. Above Tg, polymers
soften, and become rubber-like and more easily deformed.
Below Tg, polymers become hard and brittle, and glass-like.
Applications of polymeric biomaterials are related with their
Tg values. For example, silicone rubber with a Tg of�127 8C
is soft and acts as an elastomer at 37 8C (human body
temperature), while poly(methyl methacrylate) (PMM) used
as bone cement with a Tg of 105 8C retains high strength,
stiffness, and creep resistance at 37 8C. The melting tem-
perature is associated with crystalline regions of polymers.
It is a first-order transition temperature. Above Tm, the
polymer is in a melt liquid state. Polymeric materials with
a low Tm value can be melt processed.

Polymer molecules can be linear, branched, or a cross-
linked network. Schematic representations are given in
Fig. 1. Based on their molecular structure and their
mechanical and thermal behavior, polymers are classified
into three major categories: thermoplastics, thermosets
and elastomers. They are discussed in detail respectively.

Thermoplastics

These polymers soften and harden reversibly with changes
in temperature. Both linear and branched polymers are
thermoplastic. The properties of thermoplastics can be
changed by controlling the following factors.
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Table 2. Typical Addition Polymers

Polymer Repeat Unit

Polyethylene
CH2CH2

Polypropylene

CHCH2

CH3

Polyvinyl chloride

CHCH2

Cl

Poly(terafluoroethylene) (Teflon)

CC

FF

F F

Poly(methyl methacrylate)

CCH2

CH3

COOCH3

Poly(vinyl alcohol)

CHCH2

OH

Poly(hydroxyethyl methacrylate)

CCH2

CH3

COOCH2CH2OH

Polystyrene
CHCH2



Molecular Weight. The molecular weight and its dis-
tribution have a great effect on the properties of thermo-
plastics. By increasing molecular weight, the polymer
chains become longer and more entangled, resulting in a
higher melting temperature and improved strength,
including resistance to creep (8a). The strength properties
increase with the molecular weight rapidly at first, but
level off after reaching a certain point. Uniform molecular
length is also important, because short molecules act as
plasticizers, which decrease the mechanical properties
of polymers. For example, ultrahigh molecular weight
polyethylene must have a high molecular weight (MW,
2–4� 106 g�mol�1) and narrow MW distribution (i.e., low
PDI) to obtain excellent mechanical properties for ortho-
pedic applications.

Chemical Composition. The changes in the com-
position of the backbone or side chains also affect the
properties of polymers. When atoms that can increase the
flexibility of polymer chains (e.g., O and S) are incorporated
into the carbon backbone, for example, polyethylene oxide
(CH2CH2O) (Tg: �41 8C; Tm: 69 8C), the glass transition
and melting temperatures will decrease. On the other
hand, the insertion of groups that stiffen the polymer
chains markedly raises the Tg and Tm and leads to higher
strength and stiffness, as seen in the case of polyethylene

terephthalate C C

OO

OCH2CH2O

(Tg: 60/85 8C; Tm: 280 8C).

The replacement of pendant hydrogen atoms in poly-
ethylene by other atoms also changes the polymer proper-
ties. Large atoms or groups (e.g., methyl groups in
polypropylene), hinder the rotation about the backbone,
resulting in higher Tg and Tm, strength, and stiffness.
Similar results are observed for the polymers with polar
pendant atoms or groups [e.g. poly(vinyl chloride), PVC].
van der Waals forces are enforced and even hydrogen bonds
may be formed among the chains of these polymers.

Branching. Branching prevents dense packing and
crystallization of the polymer chain, and thus reduces
the density, melting temperature, strength, and stiffness
of polymers. For example, branched low density polyethyl-
ene (LDPE) is much weaker than linear high density
polyethylene (HDPE).

Tacticity. When the repeat units of a polymer are
nonsymmetrical, the location of the side atoms or groups
also plays an important role in the structure and proper-

ties of the polymer. If all the side atoms or groups are on
one side of the main chain, the polymer is termed isotactic.
In a syndiotactic polymer, the side groups alternatively
appear on both sides of the chain. In both cases, the
polymer is stereoregular or stereotactic. Polymer chains
with stereoregularity are better able to crystallize, result-
ing in high Tm, stiffness and less solubility. In an atactic
polymer, side groups are randomly distributed along
the molecular chain. Atactic polymers give poor packing,
low density, low stiffness, and strength. A typical example of
the importance of tacticity is polypropylene. Isotactic and
syndiotactic polypropylene have a high Tm (176 8C for iso-
tactic, 150 8C for syndiotactic) and good mechanical proper-
ties. They are widely used as biomaterials, whereas
atactic propylene is an amorphous waxlike polymer without
any application in biomedical field (8b,9).

Copolymer. Copolymers contain two or more different
types of repeat units. According to the distribution of the
repeat units, they are divided into four types (Fig. 2).
Copolymers are synthesized to obtain the desirable combi-
nation of properties of simple homopolymers.

Temperature and Time. Amorphous thermoplastics
exhibit viscoelastic behavior, meaning that their properties
are time or temperature dependent. At low temperatures
or high rates of loading, the polymers behave in a brittle
manner. However, at high temperature or low rates, the
materials behave as a viscous liquid with chains easily
passing one another. The application temperature of most
biomaterials is 37 8C, which cannot be changed, but the
properties of the materials can be controlled by selecting
appropriate Tg.

Thermosets

Thermosets are highly cross-linked 3D molecular net-
works. High density cross-links between molecules restrict
the motion of the chains of thermosets, leading to a high Tg,
good strength, stiffness, and hardness, but poor ductility.
The hard and stiff thermosetting polymers find uses in
hard tissues (e.g., bone and teeth). Poly(carboxylic acid)
cross-linked with zinc is a hard and rigid cement used for
dental restorations (2a,10a). Epoxy resin is sometime used
to fill the cavities of the teeth and provide hardness.

Elastomers

Elastomers are lightly cross-linked macromolecular net-
works. The cross-linking can be covalent or physical. In
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Linear                        Branched                                 Network

Figure 1. Schematic representation of different types of polymer
molecules.

Figure 2. Four types of copolymers.



thermoplastic elastomers, the hard and tightly packed
domains with high Tg (e.g., the hard isocyanate segments
in polyurethane elastomer) act as physical cross-links.
The loose cross-links prevent viscous plastic deformation
while retaining large elastic deformation, so elastomers
can be easily stretched to high extension and will go back
to their original position on removal of the stress. To act as
a biomedical elastomer, a Tg much lower than 37 8C is
required, and the polymer should not easily crystallize.

POLYMERS USED AS BIOMATERIALS

Many polymers have been synthesized for biomedical
applications. This section just focuses on 13 groups of
polymers most commonly used in clinical practice. Each
part of the following deals with one polymer or one group of
polymers with similar structures. The synthesis, structure,
properties, and applications of these polymers will be dis-
cussed. Their trade names and related ASTM standards
are listed in Tables 3 and 4, respectively, while the thermal
and mechanical properties are summarized in Table 5.

Polyolefins

Polyolefins are a group of thermoplastics polymers derived
from simple olefins. The most important polyolefins are
polyethylene, polypropylene, and their copolymers.

Polyethylene. Commercially available polyethylene has
four major grades: LDPE, linear low density (LLDPE), high
density (HDPE), and UHMWPE. These materials have
good toughness and excellent chemical resistance, and
can be easily processed into products at low cost.

Low density polyethylene is produced through the free-
radical polymerization of ethylene gas at high pressure

(100–300 MPa) in the presence of peroxide initiator (5c).
The synthesis conditions lead to the highly branched struc-
ture, low density (0.915–0.935 g�cm�3) and crystallinity of
LDPE (11a). By using Ziegler–Natta catalyst, HDPE can be
synthesized at a low temperature (60–80 8C) and pressure
(�10 MPa). Unlike LDPE, HDPE is linear. The linearity
leads to good packing of the molecular chains, high crystal-
linity, and density (0.94–0.965 g�cm�3) of HDPE. The
LLDPE is produced by a low pressure process in the pre-
sence of metal catalysts. Up to 10% of a 1-alkene (e.g.,
butene-1, hexene-1, and octane) is used as the comonomer.
Unlike LDPE, the side chains of LLDPE are very short,
resulting in better properties than LDPE (12). All three
types of polyethylene can be melt-processed through extru-
sion or molding. The LDPE cannot withstand sterilization
temperatures, so only HDPE and LLDPE are used for
biomedical applications (2a). The HDPE is used in tubing
for catheters and drains, and in pharmaceutical bottles and
nonwoven fabrics. The LLDPE is frequently used for
pouches and bags due to its excellent puncture resistance.
Biocompatibility tests for PE used as human tissue contact
devices, short-term implantation of 30 days or less and
fluid transfer devices are given in ASTM F 639 (not applic-
able for UHMWPE).

When molecular weights of the linear polyethylene
obtained through Ziegler–Natta catalyst are > 1�
106g�mol�1, there is a sudden jump in the properties
(13). The melt viscosity becomes extremely high so that
the polyethylene cannot be processed with conventional
extrusion and injection molding. Also it is practically
insoluble in all solvents, so only sintering at high tem-
perature and pressure may be used to fabricate the
desired products. The polyethylene has excellent mechan-
ical properties and a very low coefficient of friction and
wear. It is termed UHMWPE. The UHMWPE, currently
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Table 3. Structures and Trade Names of Polymeric Biomaterials

Polymeric Biomaterials Structure Trade Names

Cross-Linked UHMWPE
UHMWPE Cross-Linked through
Radiation or Chemical Reactions

Crossfire (Stryker Howmedica Osteonics),
Marathon (DePuy Orthopaedics), and
Durasul (Sulzer Medica)

Polypropylene Linear macromolecules Prolene (Ethicon), Surgipro (Syneture)
PTFE Linear macromolecules, highly

crystalline
Teflon (DuPont)

Expanded PTFE PTFE with microporous structure GoreTex (Gore)
PMMA Atactic, linear macromolecules Plexiglas (Rohm & Haas), Lucite

(DuPont)
Polyurethane Thermoplastic segmented polyurethane

elastomers
Biomer (Ethicon), Pellethane

(Dow Chemical), Tecoflex (Thermedics)
Polyamide Linear macromolecules, strong

intermolecular hydrogen bonding
Nylon (DuPont)

PET Linear, stiff macromolecules Dacron (DuPont)
Polyacetal Closely packed, linear molecules Delrin (DuPont)
Poly(hydroxyethyl methacrylate) Hydrogel Hydron (Hydron Technologies)
PGA Biodegradable polymer Dexon (American Cyanamid)
PLGA Biodegradable polymer Vicryl (Ethicon)
Poly(ethylene oxide/propylene

oxide) copolymers
PEO-PPO-PEO triblock copolymer Pluronic F127 (BASF)

Hyaluronan Crosslinked hyaluronan Hyaluronan
with carboxyl groups esterified by alcohol

Hylan (Biomatrix)Hyaff
(Fidia Advanced Biopolymer)



used for fabrications of acetabular cups in hip replace-
ments (Fig. 3), tibial plateau and patellar surfaces in knee
replacements, sliding core in spinal disk replacements,
and glenoid components in shoulder replacements, has a
MW � 2–4� 106 g�mol�1. The property requirements of
UHMWPE for surgical implants are defined by ASTM
F648. Before 1995, g radiation in air was a standard
method to sterilize UHMWPE orthopedic implants. How-
ever, free radicals within UHMWPE from gamma radia-
tion caused oxidation and property degradation on shelf

aging and in vivo. By 1998, all of the major orthopedic
manufactures in the United States changed to use gamma
radiation in an inert or a reduced oxygen environment,
ethylene oxide, or gas plasma to sterilize UHMWPE (14).
Despite the recognized success of UHMWPE as loading
bearing surfaces in joint arthroplasties, UHMWPE wear
debris and associated osteolysis and loosening of implants
remains a major obstacle limiting the longevity of current
joint replacements. To further improve the wear resis-
tance, highly cross-linked UHMWPE is developed by
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Table 4. Polymeric Biomaterials and Related ASTM Standards

Polymer ASTM Standards Scope

Polyethylene F 639 Specifies requirements and physical/biological test methods for PE plastics used
in medical devices (not applicable to UHMWPE).

UHMWPE F 648 Specifies property requirements for UHMWPE powder and fabricated forms used
for surgical implants, such as joint implants.

PVC F 665 Classifies formulations of PVC plastics used for short-term biomedical application.
PTFE F 754 Specifies the performance of PTFE in sheet, tube and rod shapes used for surgical implants.
PMMA bone cement F 451

F 2118

Specifies composition, physical performance, packaging requirements, and biocompatibility
of acrylic bone cement.

Provides test methods to evaluate the fatigue properties of acrylic bone cement.
Polyurethane F 624 Provides guide to evaluate thermoplastic polyurethane in solid and solution forms for

biomedical applications.
Silicone rubbers F 2038

F 2042

Provides information about formulation and use of silicone elastomers, gels, and foams used
in medical applications.

Provides information about fabrication and processing of silicone elastomers, gels and
foams used in medical applications.

Polycarbonates F 997 Specifies requirements and test methods for polycarbonates used for medical devices.
Polyacetal F 1855 Specifies requirements and test methods for polyacetal used for medical devices.
L-PLA F 1925

F 1635
Specifies requirements for virgin poly(L-lactic-acid) resin used for surgical implants.
Defines testing methods to assess biodegradation rates and changes in material

and properties of poly(L-lactic-acid) resin and devices.

Table 5. Properties of Polymeric Biomaterialsa

Polymer Tg, 8C Tm, 8C Tensile Strength, MPa Tensile Modulus, GPa Elongation, %

Polyethylene
LDPE �120 115 7.6 0.096–0.26 150
HDPE �120 137 23–40 0.41–1.24 400–500
UHMWPE �120 130–145 30 1.1–2.0 300

Polypropylene �20 175 28–36 1.1–1.55 400–900
Polyvinyl chloride 80 180 40–50 2.4–4.1 2–80
Teflon 117 327 15–35 0.40 2–5
Poly(methyl methacrylate) 105 50–75 2.0–6.0 2–10
Polyurethane (elastomer) 23–58 400–600
Silicone rubbers �123

Soft 6.0 600
Hard 7.0 350

Polyamide
Nylon 6 50/100 270 70 0.7 300
Nylon 66 50 280 75 300

Poly(ethylene terephthalate) 60–85 280 50–70 3.0–4.0 30–300
Polycarbonate 150 230 65 2.4 110
Polyacetal �85 181 65–80 5.0–13.0 9.5–12
Poly(lactic acid)

L-PLA 54–59 159–178 28–50 1.2–3.0 2.0–6.0

DL-PLA 51 29 1.9 5.0

Poly(glycolic acid) 35 210
Collagen fibers 50–1000 1.0 10
Cellulose acetate 230 13–60 0.45–2.8 1.9–9.0

aRefs. 5b 9, 10c, and 17e.



cross-linking conventional UHMWPE through chemical
reactions, or through gamma or electron beam radiation.
Cross-linked UHMWPEs available on the market include
Crossfire (Stryker Howmedica Osteonics), Marathon
(DePuy Orthopaedics), and Durasul (Sulzer Medica).
Both research and clinical applications have demon-
strated that cross-linking dramatically reduces the wear
rate of UHMWPE (14).

Polypropylene. Like linear polyethylene, syndiotactic
and isotactic polypropylene are also polymerized through
Ziegler–Natta catalyst. Although polypropylene is similar
to polyethylene in structure, polypropylene has a lower
density � 0.90 g�cm�3 and a higher Tg (�12 8C) and Tm

(125–167 8C). The higher melting temperature makes
polypropylene suitable for autoclave sterilization (15).
The chemical resistance of polypropylene is similar to high
density polyethylene, while its stress-cracking resistance
and creep resistance is superior to that of polyethylene. It
has an exceptionally long flex life, and thus is used to make
integrally molded hinges in finger joint prostheses (11a).
Also as a suture material, polypropylene yarn (e.g., Prolene
from Ethicon, Surgipro from Syneture) has been used
clinically (2a,10b). It causes least fibroblastic response
compared with other nondegradeable suture materials
and does not lose strength after it is implanted.

Poly(vinyl chloride)

Poly(vinyl chloride) is a linear, atactic polymer synthesized
through free-radical polymerization. Due to the large
volume and high polarity of the chlorine atoms, it is diffi-
cult for the molecular chains to rotate and disentangle and
hydrogen bonds are formed between adjacent chains,
resulting in high strength and stiffness, and Tg (80 8C)
and Tm (180 8C) (10c). Pure PVC is hard and brittle, but
with the addition of plasticizers, it becomes soft and flex-
ible. In the medical formulations of PVC, di-2-ethylhex-
ylphthalate (DEHP or DOP) is used as a plasticizer.
Plasticized PVC is used in temporary blood storage bags,
catheters, cannulae, and dialysis devices. The PVC may
pose problems for long-term applications because of possi-

ble extraction of the plasticizer by body fluid. Standard
classification for vinyl chloride plastics used in biomedical
applications is provided by ASTM F665.

Poly(tetrafluoroethylene)

Poly(tetrafluoroethylene) (PTFE), commonly known as
Teflon (DuPont), is made from tetrafluoroethylene through
free-radical polymerization in the presence of excess of
water for removal of heat. The polymer is highly crystalline
(> 94% crystallinity, Tm 327 8C), dense (2.2 g�cm�2) and
insoluble in all common solvents. It is very stable both
thermally and chemically, and as a result it is very difficult
to process. The PTFE can only be sintered into products at
a temperature > 327 8C under pressure.

The PTFE has excellent lubricity, its coefficient of fric-
tion is very low (0.1), but it is not wear resistant, its
modulus of elasticity and tensile strength are very low,
and even more importantly it can not maintain shape very
well due to the cold-flow (5c). The use of Teflon as the
acetabular component material by Charnley (2b) in his total
hip replacement design 40 years ago caused a catastrophe.
All Teflon cups failed in vivo, requiring revision surgery.

Although not suitable for load bearing surfaces, PTFE
can be used for other biomedical applications because of its
excellent biocompatibility and stability. Standard specifi-
cations for the implantable PTFE are given in ASTM F754.
Expanded PTFE (ePTFE) vascular grafts, made by stretch-
ing paste-extruded PTFE tubes at a temperature <Tm and
then sintering, are soft microporous tubes (GoreTex). They
show good clinical results as medium diameter (5–11 mm)
vessel grafts, (e.g., femoral and popliteal artery replace-
ments) (10d,16a). However, intimal hyperplasia of smooth
muscle cells at the anastomosis frequently leads to their
failure. The ePTFE grafts are also popular in hemodialysis
as an interposition between radial artery and cubital vein.
However, thrombosis occurring at the graft venous ends
may be a concern (16b). The PTFE fabrics find applications
in heart valve prosthesis as suture ring (10b). Sheets or
films of PTFE or its composite with graphite are widely
used by plastic surgeons in reconstruction of the maxillo-
facial areas (10b). The PTFE tubes are used for middle ear
drain, while PTFE shunts are used to carry cerebral
spinal fluid from brain to venous in the treatment of
hydrocephalus.

Poly(methyl methacrylate)

The commercially important poly(methyl methacrylate)
(PMMA) is atactic, which is produced by free-radical poly-
merization of methyl methacrylate monomer (liquid) using
initiator, or thermal, or photochemical initiation. Because
of the bulky side chains, atactic PMMA is completely
amorphous (Tg: 105 8C) and has an excellent light trans-
parency (92% transmission) and a high index of refraction
(1.49). The transparent material is familiar as Plexiglas or
Lucite. For the same side group argument presented above,
the strength and stiffness of PMMA are also relatively
high. As a hard thermoplastic polymer, PMMA can be
easily formed into any desirable shapes by regular cast,
molding, or machining.
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Figure 3. A total joint replacement: (1) metal backing of acetab-
ular cup, (2) UHMWPE acetabular cup, (3) metallic femoral pros-
thesis.



Poly(methyl methacrylate) is highly biocompatible and
chemical resistant. It has been used in a variety of medical
applications including hard contact lenses and intraocular
lenses, membranes for blood dialysis, cranioplasty, bone
cement for joint prostheses fixation, dentures, and max-
illofacial implants.

The PMMA resin used for bone cement and dentures are
usually formulated from two components: prepolymerized
PMMA solid particles and the methyl methacrylate mono-
mer liquid. When the two components are mixed during a
clinical procedure, an easily moldable dough is obtained that
cures in � 10 min. The liquid monomer polymerizes by free-
radical reaction and binds the solid particles together. The
composition of a commercial bone cement product (Surgical
Simplex) is given in Table 6. Dibenzoyl peroxide is included
in the solid component to initiate polymerization of the
methyl methacrylate monomer. N, N-Dimethyl-p-toluidine
is an activator to promote self-curing of the monomer at
room temperature. Hydroquinone is added as an inhibitor to
prevent premature polymerization of the monomer during
storage. Barium sulfate (BaSO4) is a radioopacifier. The
methyl methacrylate–styrene copolymer is added to adjust
the mixing and handling characteristics (e.g., viscosity,
exotherm) of the cement. The physical and mechanical
properties of the cement can be controlled through changing
the composition and relative proportions of the components,
solid particle size and its molecular weight. The require-
ments for PMMA bone cement are given in ASTM F451. The
test methods for its fatigue performance are provided in
ASTM F2118.

The PMMA bone cement is inert (no bioactivity), and
the fatigue failure occurring at the cement-prosthesis
and the cement-bone is a main cause of implant loosening
(16c). New bioactive bone cements (BABCs) have been
developed to improve the bonding strength and

biochemical properties of PMMA bone cement (17a).
These BABCs consist of bioactive glass ceramic powder
(e.g., CaOMgOSiO2P2O5CaF2) and a bisphenol-A-glycidyl
dimethacrylate-based resin shown in Fig. 4.

Polyurethanes

Polyurethanes are a family of heterogeneous polymers
containing the urethane linkage (NHCOO) and frequently
the urethane groups are not the predominant functional
groups (5d,18). The most common method to synthesize
polyurethanes consists of two steps (Fig. 5). The first step
involves formation of an isocyanate terminated prepolymer
from polyester or polyether polyols and di- or higher iso-
cyanate. Subsequent reaction of the prepolymer with a
chain extender, usually a diol or diamine, produces a
multiblock copolymer. These two reactions are a step-
growth polymerization, but no condensed byproduct is
eliminated, so this type of polymerization is often referred
to as a polyaddition or rearrangement polymerization. Due
to the multiple choices in the chemistry and molecular
weight of the various components, polyurethanes exhibit
a broad range of physical properties: from hard and brittle
thermoset polymers, through thermoplastic elastomers, to
viscous materials. Thermoplastic segmented polyur-
ethanes usually are valuable in producing medical devices
(e.g., extruded blood tubing), while the cross-linked ones
have received more attention for long-term devices and
implants. The ASTM F624 provides test methods to evalu-
ate properties of thermoplastic polyurethanes.
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Figure 4. Chemical formula of bisphenol-A-glycidyl dimethacry-
late (a new bone cement).
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Figure 5. Two-step synthesis of polyurethane.

Table 6. Composition of PMMA Bone Cement (Surgical
Simplex)

Components Composition Amount, %

Powder (40 g in Polymethyl methacrylate 15.0 (w/o)a

a packet) Methyl methacrylate –styrene
copolymer

75.0 (w/o)

BaSO4 10.0 (w/o)
Dibenzoyl peroxide Trace

Liquid (20 mL in Methyl methacrylate 97.4 (v/o)b

an ampoule) N, N-Dimethyl-p-toluidine 2.6 (v/o)
Hydroquinone Trace

aw/o: weight percentage.
bv/o: volume percentage.



The isocyanates used for linear polyurethane elasto-
mers are aromatic diisocyanates [e.g., toluene diisocya-
nate (TDI) and 4,40-diphenylmethane diisocyanate
(MDI)], which comprise the hard segments of the thermo-
plastic elastomers with the chain extenders. The soft
segments of the elastomers are blocks of polyether polyols
(usually polyethylene glycol PEG) or polyester polyols.
These two types of segments tend to aggregate into different
domains, resulting in microphase separation with the hard
blocks acting as physical crosslinks in the thermoplastic
elastomer.

Polyurethane elastomers are good materials for use in
medical devices due to their good mechanical properties
and blood compatibility. The very high flexural endurance
of polyurethanes makes them major candidates for cardi-
ovascular implants. Biomer (Ethicon, NJ), Pellethane
(Dow Chemical, TX), and Tecoflex (Thermedics, MA) are
all polyurethanes under different trade names. They have
been widely used for cardiac guiding catheters, pacemaker
lead insulation, vascular prostheses, artificial heart assist
devices, blood tubing, and hollow fiber dialysers. Polyur-
ethanes are also used extensively for wound healing. Bio-
clusive (Johnson and Johnson Medical, Inc.) and Opsite
(Smith and Nephew) are two types of nonabsorbent wound
dressings made from polyurethane films.

Although these ether-based polyurethanes are stable
in vitro, environmental stress cracking after implanted
makes their long-term biostability questionable. The
microcracks caused by biological peroxidation of the ether
linkage not only weaken the materials, but also serve as
nucleation sites for thrombus formation (19a). To solve the
problem, polycarbonate-based polyurethanes have been
developed and investigated to provide an unsurpassed
combination of biostability, strength, flexibility, and ease
of manufacture.

Silicone Rubbers

The basic repeat unit of silicone rubbers is dimethyl
siloxane. They are made by vulcanization of silicone pre-
polymers or by ring-opening polymerization of octamethyl-
cyclotetrasiloxane. Silicone prepolymers are obtained by
the hydrolysis of dimethyldichlorosilane with water. The
hydrolysis product is dimethylsilanol, which is unstable
and condenses to low molecular weight silicone prepoly-
mers in the presence of hydrochloric acid (5d,12,17b)
(Fig. 6). Silicone prepolymers are also useful as silicone
oil. The vulcanization of the prepolymers can be performed
at room or at high temperature. Room temperature vulca-
nization silicone rubbers are available in two formats: one-
component or two-component. The one-component silicone
rubbers result from a reaction between atmospheric
moisture and a mixture of silicone prepolymers and cata-
lyst, whereas the two-component systems result from a
reaction between prepolymers and a cross-linker added to
initiate the reaction. In heat vulcanization, peroxides are

used to produce free radicals on heating that react with the
side groups of prepolymers to form cross-links. Several
copolymer silicone rubbers have been developed to meet
diverse biomedical applications. Copolymers made from
dimethyl siloxane and a small amount of methylvinyl
siloxane result in medium and hard grades of silicone
rubbers. Soft grades of silicone rubber are copolymers with
phenyl-methyl-siloxane. Requirements for medical grade
silicone gels and elastomers are provided in ASTM F2038
and F2042.

Silicone rubbers have many excellent properties, (e.g.,
extreme inertness, nonadhesion, high oxygen permeabil-
ity, thermal and oxidative stability, and high flexibility at
low temperature). A major disadvantage of silicone rubbers
is poor resistance to tearing. Silicone rubbers are one of the
widely used polymeric biomaterials in modern medicine.
Since Alfred Swanson introduced silicone rubber for small
flexible joints in 1960s, > 600,000 silicone rubber hinge or
end-bearing prostheses have been implanted to treat
arthritic conditions of finger and wrist joints. These silicone
implants are successful in relieving pain and restoring
motion of joints at initial stage, but their long-term dur-
ability and biocompatibility have been questioned. Silicone
microparticles from fragmentation or wear may cause
immune reactions (20a). The largest use of silicone rubber
and gel has been in breast augmentation and reconstruction
(19b). Gel bleed, calcified deposit, and autoimmune diseases
are concerns related to these gel-filled silicone rubber bag
implants. In the earliest prosthetic cage-and-ball heart
valves, silicone rubber was used for the ball, but uptake
of blood lipids by the silicone led to the swelling and fractur-
ing of the ball after several years of service. Presently,
silicone rubber is only used for the suture ring in biopros-
thetic heart valves (10d). Other medical applications of
silicone rubber include soft contact lenses, catheters and
drainage tubing, oxygenator membranes, wound dressings,
and facial implants.

Polyamides

Polyamides are known as nylons. They are divided into
two types: dyadic nylons and monadic nylons. The dyadic
nylons, (e.g., nylon 66 and nylon 610) are made through
condensation polymerization of diamine and dicarboxylic
acid or its derivatives (Fig. 7a). There are two numbers
following the name, the first for the number of carbon
atoms in the diamine and the second for that in the diacid.
The monadic nylons (e.g., nylon 6 and nylon 11) are made
through self-amidation of an amino acid or through ring-
opening polymerization of a cyclic lactam (Fig. 7b). The
single number following the name represents the number
of monomer carbon atoms. These polymers have high
crystallinity and very strong intermolecular hydrogen
bonding between amide groups. Thus, they have excellent
fiber forming properties, and the strength along the fiber
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direction is very high. The number and distribution of
amide groups play an important role in determining the
properties of nylons. Generally, the Tg and tensile proper-
ties increase with increasing the number of amide groups.
For example, nylon 66 is stronger than nylon 610 and
nylon 6 is stronger than nylon 11 (11a).

Nylon plastics are stiff and tough, and have a high
abrasion resistance; but they are sensitive to water. Water
adsorption reduces their strength and lowers their Tg. It is
the amorphous region of polyamide chains that is sensitive
to the attack of water. The greater the degree of crystal-
linity, the less the water adsorption. Nylons are used as
surgical sutures, components of dialysis devices, hypoder-
mic syringes, and intracardiac catheters.

Polyesters

Polyethylene Terephthalate. Polyethylene Terephtha-
late (PET) is known as Dacron. Commercially, it is man-
ufactured by ester interchange polymerization between
dimethyl terephthalate and excess glycol (1:1.7). The reac-
tion has two stages (5d,12) (Fig. 8). In the first stage,
methanol is displaced from dimethyl terephthalate by
glycol. In the second stage, the excess glycol is driven off
under vacuum. The polymer is semicrystalline with a Tm

value of 265 8C and a Tg value of 80–120 8C depending on
crystallinity. The PET fibers made from melt spinning
have high strength and good crease resistance, so they
are used as nondegradeable surgical sutures. Like PTFE,
PET is also hydrophobic and hydrolysis resistant. The
knitted or woven PET tubes are widely used for large
diameter (12–30 mm) and medium diameter (5–11 mm)
vascular grafts. However, Dacron graft devices are not

fully satisfactory. Thrombosis is a major problem. Another
drawback of Dacron grafts is the need for preclotting the
grafts with autologous blood before implantation to pre-
vent bleeding from their micropores (16a).

Polycarbonates. Bisphenol A polycarbonate is the only
commercially significant polycarbonate product, so this
material is often referred to as polycarbonate. It is pre-
pared either by the reaction of phosgene with bisphenol A,
or by ester interchange of a diphenyl carbonate with
bisphenol A (Fig. 9). Polycarbonate is a clear, tough mate-
rial. It has excellent mechanical and thermal properties
(Tg 150 8C). The high transparency and impact strength
make polycarbonate useful as lenses for eyeglasses and
safety glasses, and housings for oxygenators and heart–
lung bypass machines (2a). Requirements for medical
grade polycarbonates are given in ASTM F 997.

Polyacetal

Polyacetal, also called poly(oxymethylene) is known
as Delrin (DuPont). It is prepared from formaldehyde
in an inert hydrocarbon solvent along with an initiator
(ring-scission polymerization) (5d). The polymer has a high
melting temperature (184 8C) and low glass transition
temperature (�82 8C) (5b). It is lubricious, strong, and
has good dimensional stability, resistance to creep and
fatigue, high abrasion, and chemical resistance. A cement-
less polyacetal isoelastic femoral stem was introduced in
the early 1970s to solve two important problems in total hip
replacement (THR): stress shielding and cement disease.
The modulus of elasticity of polyacetal (� 5–13 GPa) is close
to that of bone, thus providing the condition of isoelasticity.
However, the prostheses were unsuccessful in clinical
practice due to high rate of loosening (20). The successful
use of polyacetal in medical devices includes use in the
valve disk in Penn State circulatory-assitant devices,
which is one of only two approved for heart replacement
by the U.S. Food and Drus admistration (FDA) (16d).
Specifications for polyacetal are given in ASTM F 1855.

Hydrogels

Hydrogels are 3D networks of hydroplilic polymers held
together by chemical or physical crosslinks. Typical meth-
ods to prepare hydrogels include irradiation, chemical
reactions, and physical association. Hydrogels have inher-
ently weak mechanical properties, so hydrophobic
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constituents are often incorporated to improve the mechan-
ical strength. The low interfacial tension with surrounding
biological fluids makes hydrogels desirable for nonfouling
surfaces (10c). Hydrogels tend to calcify under physiologi-
cal conditions, limiting the use of hydrogels as implantable
biomaterials (17c).

Poly(hydroxyethyl methacrylate) (PHEMA) is the most
frequently used hydrogel. It is a rigid acrylic polymer when
dry, but it takes up � 40% water when wet and changes
into an elastic gel. PHEMA hydrogel is transparent, and
thus is used for soft contact lens (17c). Other more hydro-
philic hydrogel monomers, such as methacrylic acid and 1-
vinyl-2-pyrrolidone, are often copolymerized with hydro-
xyethyl methacrylate to improve the oxygen permeability
coefficient and water adsorption of PHEMA hydrogel. This
hydrogel was also the first successfully used for wound
dressings under the trade name Hydron (17c).

Poly(vinyl alcohol) is a water-soluble polymer. Solutions
of PVA are used as ophthalmic lubricants and viscosity-
increasing agents. The solution thickens the natural film of
tears in eyes. Poly(vinyl alcohol) can crystallize even in its
highly hydrolyzed state, and thus it has a relatively
high tensile strength for a hydrogel. The PVA hydrogel
is a candidate material for artificial articular cartilage in
reconstructive joint surgery, and has been used for
releasing bovine serum albumin. Physically cross-linked
PVA hydrogels prepared by free-thaw processes have been
investigated for protein-releasing matrix (17c).

Other synthetic hydrogels of biomedical interest
include polyacrylamides, poly(N-vinyl-2-pyrrolidone),
poly(methacrylic acid), and poly(ethylene oxide).

Biodegradable Synthetic Polymers

The interest in biodegradable polymers has dramatically
increased in recent years, because these biomaterials do
not permanently leave residuals in the implantation site,
do not elicit permanent foreign-body reactions, and avoid
second surgeries in the case of temporary implants like
fracture fixation devices (10c,11b,17d). The major biome-

dical applications of biodegradable polymers include: tem-
porary scaffolding and barrier, drug delivery matrix, tissue
engineering scaffolds, and adhesives. Biodegradable poly-
mers are generally hydrophilic. They degrade either by
simple hydrolysis without enzyme catalysis or by enzy-
matic mechanisms. The degradation products should be
inert or a natural metabolite of the body (11b).

The most commercially successful biodegradable poly-
mers are polyglycolide (PGA), polylactide (PLA) and their
copolymer poly(glycolide-co-lactide) (PLGA). The polymers
PGA, PLA, and PLGA are a group of poly a-hydroxy acids
belonging to absorbable polyesters. They degrade by bulk
hydrolysis of their ester bonds. The hydrolysis byproduct of
PLA is lactic acid, which is a normal byproduct of anaerobic
metabolism in the human body (17e). The degradation of
PGA involves both hydrolytic scission and enzymatic
degradation, and the product is glycolic acid that can be
eliminated by the metabolic pathway as carbon dioxide and
water (1b).

Polylactide is prepared in the solid state through ring-
opening polymerization. It has four stereoisomers: D-PLA,
L-PLA, DL-PLA, and meso-PLA. The most frequently used
forms in biomedical practice are L-PLA, and DL-PLA (2c).
The L-PLA is a semicrystalline polymer with a Tm of 159–
178 8C and Tg of 54–59 8C (17e). Compared with other
biodegradable polymers, L-PLA exhibits high strength
and modulus, and a very slow biodegradation rate. It is
suitable for light load-bearing applications (e.g., orthopedic
fixation devices, vascular grafts, and surgical meshes).
Self-reinforced L-PLA bolts, screws, pins and anchors have
been used for bone fracture fixation (1b). The DL-PLA is an
amorphous polymer with a Tg of 51 8C. It degrades very
fast, and thus usually is used for drug delivery (11b). The
L-PLA polymer and its in vitro degradation tests are spe-
cified in ASTM F 1925 and F 1635, respectively.

Polyglycolide can be synthesized either by direct poly-
condensation of glycolic acid or by ring-opening polymer-
ization of the cyclic dimers of glycolic acid. Due to tight
molecular packing, PGA has a high melting point (225–
230 8C). Its Tg ranges from 35 to 40 8C. The PGA degrades
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faster than LPLA because it is more hydrophilic (11b) and
PGA can be melt spun into fibers and fabricated into
sutures, meshes, and surgical products. Dexon (American
Cyanamid) is a trade name of polyglycolide products. It has
been successfully used for wound closure and sutures
(10c,11b). The Properties and degradation rate of PLGA
can be controlled by varying the ratio of monomers. Vicryl
from Ethicon is a poly(glycolide-L-lactide) random copoly-
mer with 90:10 ratio of glycolide to lactide. It completely
degrades in vivo after 90 days, and has been successfully
used as surgical meshes and sutures, and for wound clo-
sure and drug delivery (10c,21b). Several other biodegrad-
able polymers have been developed and investigated for
drug delivery, tissue engineering, and medical devices
[e.g., polyorthoesters, poly(e-caprolactone), polydioxanone,
and polyanhydride] (11b).

The concern with PLA and PGA is that their degrada-
tion products (lactic acid and glycolic acid) may signifi-
cantly lower the local pH in a closed and less body-fluid-
buffered region, leading to irritation at the site of polymer
implant (11b).

Smart Polymers

Smart polymers are ‘‘polymers that respond with large
property changes to small physical or chemical stimuli’’
(22). The most common stimuli are pH values and tem-
peratures. Some polymers [e.g., poly(hydroxypropyl acry-
late), poly(N-isopropylacrylamide), and poly(ethylene
oxide/propylene oxide) copolymers] exhibit thermally
induced precipitation and have a lower critical solution
temperature (LCST). The polymers are soluble in water
below LCST, but precipitate sharply as temperature is
raised above LCST. Pluronic F127 (BASF, NJ) is a poly-
ethylene oxide–polypropylene oxide–polyethylene oxide
triblock copolymer with a LCST around the physiological
temperature. It is used for controlled release of drugs
including proteins and liposomes (23).

In general, pH-responsive hydrogels can be prepared
from polymers with ionizable groups (e.g., carboxyl, sulfo-
nic, amino, and phosphate groups). The pH change influ-
ences the ionization degree of the polymer to govern its
solubility in water. Lysozyme (a cationic protein) immobi-
lized within a hydrogel with phosphate groups is released
at pH 7.4 (enteric conditions), but is not released at pH 1.4
(gastric conditions), ensuring the drug is delivered to
the small intestines, and is not released in the stomach
(17f).

Besides drug delivery, smart polymers can be used for
sensors, chemical valves, mechanochemical actuators, spe-
cialized separation systems, and artificial muscles.

Biopolymers

Biopolymers are polymers of natural origin that can be
obtained from animals, plants, and microorganisms. They
are produced during the growth cycles of all organisms by
enzyme catalyzed stepwise polymerization rather than a
chain polymerization (5a). Biopolymers most frequently
used for medical applications are polysaccharides and
proteins.

Cellulose is a polysaccharide of plant origin. It is the
primary structural component of plant cell walls. The
molecular chain of cellulose is linear, consisting of D-glu-
cose residues linked by b(1-4) glycoside bonds (Fig. 10a).
The strongly hydrogen-bonded structure make cellulose
highly crystalline and exceptional in strength, but insolu-
ble in water and most organic solvents, and infusible. Ether
and ester derivatives of cellulose, such as cellulose acetate
and hydroxyethyl cellulose, have been developed to
improve its processability (24). Cellophane (regenerated
cellulose) semipermeable membrane was first used for
hemodialysis to remove blood waste in the 1960s, and it
is still in use today, but mostly in hollow fiber forms.
Cellulose acetate (di- and triacetate) membranes and
hollow fibers also find in hemodialysis. Hydroxy-
propylmethylcellulose is the most widely used hydrophilic
drug delivery matrix (17f). The matrix tablets can be
formed by compression, slugging, or wet granulation. Cel-
lulose and its derivatives are also used as wound dressings.

Hyaluronan (HA) is a natural mucopolysaccharide, pre-
sent in connective tissues of all vertebrates, which consists
of repeating disaccharides of N-acetylglucosamine and
glucuronic acid (Fig. 10b). Besides inherent biocompatibil-
ity, hyaluronan has some other unique properties: viscoe-
lasticity, hydrophilicity, lubricity, and biological activity
(regulator of cellular activity) (25). Unlike cellulose, hya-
luronan is soluble in water forming a viscous solution,
and it is biodegradable. Many derivatives have been devel-
oped to improve its residence time in water. Hylan (cross-
linked hyaluronan, Biomatrix) and Hyaff (hyaluronan
with carboxyl groups esterified by alcohol, Fidia Advanced
Biopolymer) are two groups of widely used and commer-
cialized hyaluronan derivatives. Native hyaluronan and
Hylan are used for viscosupplementation to treat arthritis,
viscoseparation to prevent adhesion and facilitate wound
healing after surgeries, and viscoaugmentation to correct
scars and facial wrinkles. Hyaff is widely used for wound
dressings as sheets, meshes, or nonwoven fleeces. Hyalur-
onan and its derivatives have also been investigated for
lubricious coatings of biomedical devices, control released
drug delivery and tissue engineering scaffolds (26).

Collagens are a family of structural fiber proteins present
in all animals (27). They are the most abundant proteins in
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Figure 10. Structure of polysaccharides: (a) cellulose, (b)
hyaluronan.
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vertebrates, widely distributed in pliant connective tissues
and tensile structures (e.g., tendon and ligament) as scaf-
folds to keep their shape, maintain integrity, and support
tensile stress. A collagen molecule is composed of three
polypeptide chains wound into a triple helix, stabilized by
interchain hydrogen bonds. They are subject to degradation
by lysozomal enzymes and collagenase. Glutaraldehyde and
carbodiimides can be used to crosslink collagens to improve
their mechanical properties (10c). Collagens are probably
the most common proteins used as biomaterials. They are
used in artificial skins, in soft tissue, and plastic surgery to
fill up tissue defects, in surgical sutures, vascular grafts,
and corneal replacements (11c).

POLYMERIC BIOMATERIALS EVALUATION

Bulk Characterization

Initial characterizations give information about the composi-
tion, structure, and physical and mechanical properties of the
investigated polymers to examine if the properties match the
specific application requirements, and the reproducibility of
batch-to-batch properties. Infrared (IR) spectroscopy and
nuclear magnetic resonance (NMR) are often used to analyze
the chemical composition and structures of polymers. Crys-
talline and multiphase structures are usually determined
using wide- (WAXS) or small-angle (SAXS) X-ray scattering,
or transmission electron microscopy (TEM). Differential
scanning calorimetry (DSC), and dynamic mechanical ana-
lysis (DMA) can provide thermal transition information of
polymers (e.g., Tm and Tg). Furthermore, DMA can provide
significant insight into the viscoelastic nature of the polymer.
The mechanical properties are determined using the stan-
dard ASTM methods. A second level of characterizations
needs to be made on the candidate materials to investigate
if sterilization and physiological environments’ exposure sig-
nificantly change their properties.

Surface Characterization

Biomaterials contact the body through their surface, and
thus the surface chemistry and topography determine the
host’s response to the materials. The surface chemistry of
polymers can be characterized with X-ray photoelectron
spectroscopy (XPS), attenuated total reflectance Fourier
transform infrared (ATR–FTIR) and secondary ion mass
spectroscopy (SIMS). Scanning electron microscopy (SEM)
and atomic force microscopy (AFM) are typical techniques
to determine the surface topography. A contact angle
goniometer is used to measure the wettability (i.e., hydro-
philicity) of surfaces.

Biocompatibility Assessment

Biocompatibility tests generally include two levels. The
first level tests are biosafety testing, while the second level
involves biofunctional testing (28). In biosafety tests, the
materials or their extracts are tested to see if they are toxic
to cultured cells, cause hemolysis or allergic responses,
induce heritable genetic alterations, or tissue necrosis after
animal implantation. Those materials passing the first

level tests need to be further inspected with the second
level tests. This level of testing focuses on the specific
functions of a medical device, in which the responses of
all the cell and tissue types contacting the device are
investigated with both in vitro and in vivo methods. The
functionality of the medical device is also tested during this
phase of testing, and changes in material can have sig-
nificant effects on functionality just as changes in medical
device design or function can have significant effects on the
biocompatibility of the material.
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INTRODUCTION

In the broadest of definitions, biomaterials are nonliving
materials that come into contact with biological systems.
The point of contact between the two different phases is at
the interface, or surface, of the material. It is quite common
for the surface of a material to have properties that are
not trivially related to the bulk of the material. These
differences can arise because of a number of processes, such
as surface segregation, surface reactions, contamination,
scratching, and phase separation. It should therefore be
recognized that the interactions between a biomaterial
and the biological medium and in turn, the physical and
chemical activity or stability of a medical device, can depend
critically upon the properties of the surface.

In general, materials selection for biomedical devices and
applications is based on a combination of physical properties,
manufacturability, and availability. In many cases, materials
are chosen because they have been used previously in medical
devices and as such, detailed records of in vivo behavior and
performance already exist. Due to the costs and time involved
with the testing of new materials to meet regulatory stan-
dards for safety and efficacy, relatively few materials are
currently used in the manufacture of biomedical devices. The
most common of these are titanium-based alloys, 316L stain-
less steels, ultrahigh molecular weight polyethylene
(UHMWPE), expanded poly(tetrafluoroethylene) (e-PFTE),
poly(ethylene terephthalate) (PET), poly(hydroxyethyl
methacrylate) (pHEMA), polyglycolic and lactic acids (PGA
and PLA), polystyrene, polyurethanes, hydroxyapatite, alu-
mina, and zirconia.

Of course, mechanical properties are only one of a
number of materials characteristics that may be required
for biomedical applications. Each biomedical application
may desire a range of properties that are directly influ-
enced by the nature of the surface. Specific characteristics
and modifications made to biomaterial surfaces include:

1. Orthopedic Devices

Improved wear resistance and frictional properties
for joints and bearing surfaces via cross-linking
of UHMWPE and the introduction of carbide,
nitride and crystalline structures on metallic
components.
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Bone conductive coatings for improved osseointe-
gration via implantation of specific chemical
species (e.g., Ca, P) into metals and deposition
of hydroxyapatite coatings

2. Cardiovascular Devices

Improved hemocompatibility via diamond-like car-
bon (DLC) coatings (e.g., mechanical heart valve
leaflets) and via the immobilization of biomole-
cules to promote epithelialization

Short- and long-term drug delivery via degradable
polymeric coatings (e.g., stents).

Polymeric barrier coatings to prevent transmission
of electrical signals and improve corrosion resis-
tance (e.g., pacemaker cases and leads).

3. Diagnostics, Sensors and in vitro Applications,

Reflective coatings for optical sensors.

Nonfouling coatings to prevent protein and cell
attachment and reduce background signal in
biological assays and sensors.

Oriented biomolecule immobilization for DNA, pro-
tein, and antibody arrays.

Topographical and chemical patterning of micro-
fluidic devices and sensors for the control of fluid
flow and chemical mixing.

4. Tissue Engineering

Improved cell proliferation and growth in culture
via oxidation of polystyrene to produce a hydro-
philic substrate (tissue culture polystyrene,
TCPS).

Immobilization of biological ligands for controlled
cell adhesion (e.g., RGD and other cell receptor
binding domains).

In this article, we intend to provide a broad overview of
the basic properties of surfaces, their interactions with
biological systems, and how surfaces can be changed to
suit particular biomaterial applications. Of particular
importance is the requirement for surface characterization.
As stated earlier, differences between surface and bulk
properties can arise via a number of different processes.
However they arise, it is important to ensure that the
surface properties of the material are verified before ascrib-
ing any biological effect to the material. To complete this
article, we provide an outline of the most commonly employed
surface characterization techniques and include references
to more detailed texts to aid the interested reader.

PROPERTIES OF SURFACES

One of the most important properties of a surface or inter-
face is that it exhibits free energy. This means that if the
surface was extended in some way so that it had a larger

area then work would have to be done. If this was not the
case, then for fluid interfaces at least, the surface could grow
without limit, eventually resulting in a homogenous mix-
ture. The existence of surface energy leads to a tendency for
surfaces to contract resulting in a higher pressure on the
inside of curved surfaces. Measuring the interfacial energy
between liquids and air is relatively trivial, as the surface
may be extended without producing a bulk strain. Thus the
energy required to extend an area of surface or, more
usually, the force of contraction normal to a length of surface
can be directly obtained. Liquid surface tensions scale with
the strength of intermolecular interactions in the bulk of the
liquid, so hydrocarbons typically have surface energies of
�25 mN �m�1, water has 72 mN �m�1 due to hydrogen
bonding and the metallic bonding in mercury results in a
surface energy of over 470 mN �m�1 (1).

In contrast, the surface energy of solids cannot be
obtained directly. There are, however, a variety of methods
of estimating it from a series of contact angle experiments
and it is found that the surface energies between solids and
air are very similar to those of analogous liquids. However,
for most biomaterial applications it is the solid–water
interfacial energy that is important. One should note that
‘‘low energy’’ hydrophobic surfaces typically have interfa-
cial energies with both air and water of � 30 mN �m�1.
Hydrophilic surfaces, such as clean glass or aluminium,
can have high surface energies in air, higher than
80 mN �m�1, but have negligibly small interfacial energies
with water. The difference between the air and water
interfacial energies for glass and aluminium is greater
than the surface energy of water, and hence water does
not form drops, but completely wets these materials. Pro-
tein adsorption, described in detail later, can be thought of
as being driven by the minimization of surface energy. A
comparison of the surface energies for hydrophilic and
hydrophobic materials gives an appreciation of the
strength and importance of the hydrophobic interaction,
described later, during this process.

Other properties of surfaces that are important are
chemistry, mechanical properties, and topology. In the
context of a biomaterial, the chemistry of a surface will
determine the initial interactions with proteins through
ionic, hydrogen bonding, and hydrophobic interactions as
well as the promotion of specific interactions by the pre-
sence of surface bound ligands. It is important to realize
that the surface chemistry of a material may bear little or
no resemblance to the bulk chemistry. In many cases, this
is due to the presence of thin layers of contaminants that
naturally accumulate on the surfaces of all materials. The
deliberate alteration of biomaterial surface chemistry is
carried out to enhance or inhibit certain properties, usually
the alteration of protein adsorption and cell attachment.
Whether the surface chemistry is a result of contamination
or modification, it is important to specifically characterize
the surface to ensure that correlations between biomaterial
chemistry and performance are correctly obtained. The
mechanical properties of a biomaterial surface are also
of some importance, particularly for cellular attachment.
It is generally found that cells attach more strongly to rigid
substrates and will migrate from soft-to-hard materials.
Note that the mechanical properties of some materials, in
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particular polymers, may be somewhat different at the
surface compared to the bulk. It has been observed, for
example, that the glass transition temperature of polymers
is reduced close to an interface. The topology of a surface is
also important as it defines the surface area of the inter-
face, and has been shown to influence cell behavior (2).

The Adsorption of Proteins at Surfaces

One of the most important events that occur in biomaterial
applications is the sequestration of proteins from solution
to the surface of the material. Proteins are polyamino acids
in which, for each protein, there is a predetermined and
specific sequence of amino acids. This sequence is termed
the primary structure of the protein. The secondary struc-
ture consists of a variety of common folding motifs, such as
a-helices andb-sheets. The tertiary structure of the protein
comprises the folding and packing of the secondary struc-
ture into a particular three-dimensional (3D) shape. For
most proteins, the tertiary structure creates unique, and
often rather small sites of activity that allow the protein to
function (e.g., cell-binding domains). In contrast, synthetic
macromolecules form random coils because they lack the
well-defined structure that allows the strong bonding that
occurs between different parts of the protein chain.

When one considers protein adsorption at interfaces, it is
common to draw analogies to the adsorption of synthetic
macromolecules. While these comparisons are extremely
useful, it is important to remember that proteins are capable
of site specific and highly selective binding, whereas syn-
thetic macromolecules in general are not. Examples of such
selective binding include the much utilized affinity of avidin
for biotin and the binding of antigens to antibodies. Protein
adsorption occurs primarily due to a number of intermole-
cular forces. These include ionic and hydrogen bonding and
the hydrophobic interaction (3). Although the ionic interac-
tion is rather strong in solid materials, in aqueous media it is
diminished due to strong ion–dipole interactions with water,
the high dielectric constant of water and the presence of
other solvated ions that cause a decrease in the effective
range of ionic interactions. Nevertheless, ionic interactions
are important at short ranges and can have a strong effect on
the rate of adsorption of proteins at surfaces. It is commonly
observed, for example, that a protein adsorbs most rapidly to
an uncharged surface when it is at its isoelectric point, that
is, when it is itself uncharged. The presence of a charged
interface can decrease or increase the rate of adsorption
depending on whether the protein has a like or an unlike
total charge. Furthermore, if the protein has a dipole
moment, then it may be possible to influence the orientation
of the protein upon adsorption at a charged surface.

Hydrogen bonding is a particularly strong example of a
dipole–dipole interaction. A hydrogen atom bound to an
electronegative element such as oxygen or nitrogen forms a
strong association with a lone pair of electrons on another
electronegative atom, which may be part of another mole-
cule. There is no great driving force for the formation of
hydrogen bonds in the presence of water, since water very
effectively makes such bonds. Without the generation of
highly specific geometries of complementary hydrogen
donors and acceptors, hydrogen bonding is almost certainly

not a major driving force for adsorption of proteins at
interfaces.

The ‘‘hydrophobic interaction’’ is something of a mis-
nomer, since the driving force is in fact the formation of
hydrogen bonds in water and not the attraction between
two hydrophobic species. Water cannot form hydrogen
bonds with regions of predominantly hydrocarbon species,
whether these are part of a protein or on a surface. The
result is that at such an interface water is in a state of
higher free energy than if the interface was not present.
Hydrocarbons thus tend to aggregate together to minimize
the area of contact between themselves and water and
lower the free energy of the system as a whole. These
interactions are critical to the folding of proteins, with
the interior of the protein generally consisting of hydro-
phobic amino acids and the exterior of hydrophilic amino
acids. It is undoubtedly also an important interaction in the
adsorption of proteins at interfaces. While the exterior
surface of most globular proteins contain few hydrophobic
sites, if the protein can unfold upon the surface (denature)
then many more such sites become available.

When a surface is exposed to a solution of a single
protein it is generally found that adsorption occurs rapidly
and in many cases is diffusion limited. It is usual for
adsorption to reach a maximum at a single layer with close
contact between adsorbed proteins. Following adsorption,
the rate of desorption from the surface is extremely slow.
Proteins cannot commonly be removed from surfaces sim-
ply by changing the protein solution for pure solvent.
However, if other proteins are present there may be
exchange between adsorbed and solvated proteins. This
includes self-exchange, as has been demonstrated by the
exchange of unlabelled proteins with their radiolabeled
analogues (4). Different proteins can have different affi-
nities for surfaces, so that one protein may adsorb initially
because it is in a high solution concentration, but at later
times be displaced by other proteins that have higher
affinity, but are in low concentrations. This effect is named
after Leo Vroman and the classic example is the adsorption
of proteins from serum that occurs in the order albumin,
fibrinogen, and high molecular weight kininogen. It is also
thought that immunoglobulin G adsorbs transiently
between albumin and fibrinogen (5). This exchange can
take place in a matter of seconds in pure serum, but may
take minutes or hours in diluted serum. It is also noted that
the amount of protein that can be exchanged in this man-
ner diminishes the longer the protein is in contact with the
surface. This indicates that the initial state of adsorption is
metastable and that some activation energy barrier needs
to be overcome for an adsorbed protein to reach a free
energy minimum. It is possible that this energy barrier
relates to the unfolding of tertiary or secondary structure
and represents a denaturation of the protein.

Although the precise details of protein adsorption are
unclear, it is generally agreed that the stability of adsorbed
protein layers derives from the large number of contact
points possible between a single protein molecule and a
surface. Although each individual contact may be weak and
temporarily displaced by smaller molecules the probability
of breaking enough bonds for the protein to actually desorb
is extremely small. The stability of an adsorbed layer is
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therefore related to both the strength of individual inter-
actions with the surface and the number of interactions.
One should expect on this basis that, neglecting the
detailed interactions and protein conformation, a high
molecular weight protein should displace a low molecular
weight protein because it is able to form more bonds to the
surface. It is instructive to note that this trend is at least
partially followed in the Vroman effect, the exception being
high molecular weight kininogen that has a slightly lower
molecular weight than fibrinogen.

Cell Behavior at Surfaces

In comparison with protein adsorption, the adhesion of
cells to a biomaterial surface is a rather slow process. In
standard cell culture, the adsorption and equilibration of
proteins at the surface will occur much more rapidly than
cellular attachment. The behavior of cells at a surface is
thought to be governed by the initial layer of protein. Cells
with surfaces via interactions of their transmembrane
proteins (e.g., integrins) with proteins in the extracellular
matrix. One approach to encourage cell adhesion is to
incorporate such specific sequences at the surface of the
biomaterial. A variety of suitable peptide sequences have
been reported. From fibronectin, the RGD sequence men-
tioned above and also REDV, which targets integrins found
in endothelial cells, but not blood platelets. Laminin con-
tains sequences such as YIGSR and SIKVAV, which may
be employed to encourage nerve cell growth (6).

If cell attachment and growth is to be discouraged, then
the biomaterial surface should adsorb as few proteins as
possible or only adsorb proteins that are not implicated in
cellular adhesion. In the first alternative, this is typically
achieved by using a hydrogel-like polymer layer, such as
grafted chains of polyethylene glycol. These highly
hydrated films provide few sites for protein attachment
and cell attachment is also strongly discouraged. It is
commonly observed that cells attach poorly to hydrophobic
surfaces; this may indicate that there is a selective adsorp-
tion of proteins that do not contain binding domains for
cells. The modification of surfaces to promote and inhibit
cell attachment is discussed later in this article.

Once a cell has formed attachment points at a surface it
will strengthen these by accumulating integrin receptors
in the vicinity of each site. These eventually form a focal
adhesion that acts as a connection between the actin
cytoskeleton of the cell and the surface. As these adhesive
contacts are made the cell spreads upon the surface and
will then enter the normal cell cycle. The formation of focal
adhesions is critical to the survival of the cell, without
sufficient spreading a cell will normally die. There are
proteins that trigger signals from the focal adhesion to
the cellular interior such as focal adhesion kinase, which
may be implicated in this decision making process.

The movement of mammalian cells is achieved by crawl-
ing. This involves the myosin driven contraction of actin
filaments in the cell to supply the mechanical power, the
detachment of focal adhesions at the trailing edge of the
cell and the formation of new adhesions at the leading edge
(7). Cells will generally move in the direction in which they
can make the largest number of focal adhesions. The sur-

face of a biomaterial can thus be tailored to concentrate
cells in particular locations.

SURFACE MODIFICATION

In many cases, surface characteristics can be modified by
designing the chemical constituents of the materials, for
example, surface segregating components in polymer
blends to alter frictional properties; or induced during
the manufacturing process, for example, the introduction
of topography via die and mould design. However, it is not
always possible or practical to use these approaches and
secondary processing capable of inducing specific surface
properties without detrimentally affecting the bulk char-
acteristics is often required.

In broad terms, surface modification techniques can be
divided into two categories: those that treat the existing
surface and those that result in the addition of a surface
coating. As shown in Table 1, there are a number of
different surface modification techniques that are currently
used in industry or applied to bioengineering research. In
this section, we give a brief overview of a number of these
techniques, discuss their advantages, and limitations and
give some specific examples of their application.

Plasma Treatment and Polymerization

Plasma-based modifications have been applied, with vary-
ing degrees of success, to biomaterials and biomedical
devices since the early 1960s. Also termed radio frequency
glow discharge (rfgd), the process involves the volatiliza-
tion of a liquid or gaseous ‘‘monomer’’ into an evacuated
process chamber. An electric field at rf is applied across the
vapor, ionizing a fraction of the molecules and generating
electrons, ions, free radicals, photons, and molecules in
both ground and excited states, within the gas plasma.
When the resultant reactive species impinge on a surface
within the plasma zone, they create reactive sites resulting
in alteration of the surface chemistry and properties.

There are two classes of glow discharge plasma mod-
ification, treatment and Polymerization. Plasma treatment
results in the introduction of chemical species or physical
changes to the surface of the material. Plasma treatments
are often used to etch polymeric, metallic and ceramic
surfaces, remove contaminants, and improve adhesion
and hydrophilicity (8). Chemical modifications resulting
from plasma treatments can also be used as an activation
step for graft polymerization. Plasma generated radicals
can be used to initiate polymerization of monomers in the
liquid or gas phase, resulting in surface -grafted polymer
layers. Typically ‘‘monomers’’ used for plasma treatment
include oxygen, argon, ammonia, air, and water.

Plasma Polymerization occurs when a plasma is struck
in an organic vapor and results in the deposition of a
polymeric film from the vapor phase. Excitation of the
monomer results in reactive species impinging on a surface
within the plasma zone creating reactive sites that are then
used for the covalent attachment of other species and
subsequent growth of a coating of controllable thickness
(typically tens of nanometers). A wide range of monomers
can be used to produce plasma polymer coatings suitable
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for biomaterials applications. Table 2 lists some of the most
common monomers and their applications. In general,
plasma polymers tend to be highly cross-linked and do
not reproduce the chemistry of the monomer. In the last
10 years, there has been increasing interest in the produc-
tion of plasma polymers with the functionality and specific
characteristics of their parent monomer. This can range
from simple systems for retaining more amine or acid func-
tionality in coatings (30) to more complex cases such as
optimizing the protein resistance of poly(ethylene oxide)-
like plasma polymers (31) or the production of thermally
responsive N-isopropylacrylamide (NIPPAm) surfaces (32).

A range of deposition parameters can be used to manip-
ulate the characteristics of a plasma polymer and encou-
rage coating properties that are commensurate with those
of a traditionally synthesized polymer. Lower deposition
powers, pulsing of the power supply, and copolymerization
have all been used to modify the coating properties
(30,33,34). The resulting materials have been shown to
retain higher monomer functionality and in some cases
specific physicochemical properties normally associated
with multi-step polymer grafted surfaces (32).

Ion Implantation and Ion-Beam Assisted Deposition

As is the case with plasma techniques discussed pre-
viously, the key difference between these two ion-based

surface modification techniques is that ion implantation is
a surface treatment while ion-beam assisted deposition
(IBAD), as the name suggests, results in a surface coating.
In both cases ionized species are produced via an ion source
and accelerated in an electric field to reach the surface with
kiloelectronvolt energies. Parameters affecting the process
include beam energy, dose, and current density as well as
the nature of the ion species (20).

In polymers, ion impacts and interactions induce
modifications of the macromolecular structure through
gas evolution, formation of double bonds, chain scissions,
and cross-linking over a thickness corresponding to the
penetration depth of the ions. Factors such as chain
scission and cross-linking obviously have diametrically
opposing effects on the properties of the polymeric sur-
face. Generally, manufacturers utilize ion-beam implan-
tation to increase cross-link density, a factor that can
improve wear properties at load bearing interfaces and
create polymers with improved chemical resistance. In
metals and ceramics, ion implantation can be used to
induce the formation of new surface phases, surface
disorder. The formation of hard-phase nitride, carbide,
and oxide precipitates via ion implantation has been
used to harden the surfaces of Ti and Ti alloy orthopedic
implants, improving their wear resistance (35). The
application of specific ion species such as nitrogen and
calcium enables the generation of specific chemical
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Table 2. Common Plasma Polymerization Monomers and the Coating Properties They Produce

Monomer Coating Properties and Applications

Organosilanes (silanes and disiloxanes) Thermal and chemical resistance
Specific electrical and optical properties

Fluorine (e.g.) and hydrocarbon (octadiene) containing Hydrophobic coatings
Chemical barrier coatings, non cell adhesive.

Acid containing (acrylic acid) Hydrophilic coatings
Amine containing (heptylamine, allylamine) Acid and amine functionality used for polymer and

biomolecule immobilization
Controlled cell attachment and growth

Ethylene oxide containing (glymes, diethylene glycol vinyl ether) Nonfouling coatings
Controlled protein and cell adhesion

Table 1. Methods and Applications of Surface Modification Commonly Used in Biomedical Devices

Method Application References

Plasma polymerization Organic and inorganic coatings for use as barrier coatings (thermal and chemical).
Improved abrasion resistance, electrical and optical properties. Control of chemical
functionality, cell and protein adhesion

8,9

Plasma treatment Introduction of chemical functionality, crosslinking of polymers for improved wear and
frictional properties

9,10

Plasma immersion or source
ion implantation (PIII)

Wear resistance and improved friction properties for metals ceramics and polymers.
Improved biocompatibility

11–13

Radiation techniques
[ultraviolet (UV), gamma
and laser irradiation]

Polymer grafting, introduction of topographical features and chemical functionality 14–17

Ion implantation Improved wear and friction properties. Implantation of specific elements can improve
cellular integration on polymers and metals

18–20

IBAD Enhanced cell and tissue compatibility, antimicrobial properties, friction, wear,
and chemical stability.

20–22

Polymer grafting Nonfouling and biomimetic surfaces. Control of hydrophilicity, introduction of
chemical functionality. Chemical, thermal, and biologically responsive coatings

23–25

Biomolecule immobilization Biomimetic surfaces, introduction of specific biological function and activity. 26–29



changes at the surface. The bone conductivity, corrosion
and wear resistance of Ti alloys have all been shown to
improve after calcium and phosphorous ion implantation
(35). On polymeric materials, nitrogen ion implantation
has been used to induce complex crosslinked surfaces
with increased solvent and wear resistance (36), while
the incorporation of silver (Ag) ions has been used to
impart antimicrobial properties on indwelling catheters
(21). Ion-beam assisted deposition, combines ion-beam
implantation with physical vapor deposition (PVD), pro-
ducing a low stress, uniform and adherent coating via
interactions of the ions from the beam with the coating
atoms (20). Ion-beam assisted deposition (IBAD) has
been used to produce a variety of metallic and inorganic
coatings on Co–Cr and Ti alloys, alumina, and UHMWPE
(37). Titanium alloy coatings have been produced on Co–
Cr components to improved cellular integration in ortho-
pedic applications (38) and bone conductivity has been
improved on a variety of metallic substrates with the
deposition of adherent hydroxyapatite coatings. Com-
mercially, IBAD is used to produce DLC coatings that
are chemically inert, optically transparent, have a low
friction coefficient, and are extremely hard. These DLC
coatings are used to treat the bearing surfaces of ortho-
pedic implants to improve wear and friction properties
and reduce the incidence of wear debris (39). On poly-
meric substrates, IBAD is used to produce adhesive
silver coatings for antimicrobial applications (40).

Plasma Immersion Ion Implantation

Plasma immersion ion implantation (PIII) has a critical
advantage over the standard ion implantation methods
discussed in the previous section: it is not a line of sight
technique, a factor that enables the modification of complex
shapes commonly found in biomedical applications. Unlike
ion implantation, PIII samples are pulse-biased to a high
negative potential relative to the chamber wall and sur-
rounded by high density plasma. Ions generated in the
plasma are accelerated across the sheath formed around
the samples and are implanted into the surface. Gaseous
plasmas can be induced using a variety of sources including
rf and microwave, and combining these gas plasmas with a
metallic plasma allows interface mixing that result in
metallic coatings with low intrinsic stress, significantly
reducing the risk of coating delamination (12). Plasma
immersion ion implantation has been used to surface mod-
ify skeletal prosthetic implants with Ti alloy coatings (for
cell recruitment) while maintaining the mechanical prop-
erties of the Co–Cr substrate (41) and to deposit carbon and
Ti–N coatings on both metals and polymers for improved
wear and scratch resistance (12).

Wet Chemical Techniques

There is a vast array of wet chemical techniques that can be
used to modify the surfaces of biomaterials. In their sim-
plest incarnation, wet chemical routes for surface modifi-
cation can involve the immersion of a device in a chemical
bath to adsorb polymer to the surface. The complexity of
the modification increases incrementally through the

grafting of polymers to form nonfouling and bioresponsive
coatings toward the construction of biomimetic surfaces
that attempt to imitate the outer surface of a cell and can
contain a range of lipids, proteins, and sugars.

Grafted polymer layers can be used to manipulate both
the physical and the chemical characteristics of a surface.
Grafting can be achieved via a number of routes including
covalent coupling, surface graft polymerization; surface
segregation and interpenetration of a substrate. One of
the most popular current applications is in the generation
of nonfouling surfaces via the immobilization of water-
soluble polymers like polyethylene oxide (PEO). While
there is considerable debate on the efficacy of these coating,
recent reviews on surface modification for nonfouling beha-
vior have detailed the critical roles of polymer molecular
weight, graft density, and residual charge on the perfor-
mance of these types of grafted polymer layers (23,42).

An alternative approach to polymer grafting is the self-
assembly of molecules to form monolayers. Self-assembled
monolayers (SAMs) can be formed spontaneously via a
range of specific molecule–surface interactions. Common
systems include alkane thiol on gold or silver and chlor-
osilanes on hydroxyl-terminated surfaces. By tailoring the
headgroup chemistry of the immobilized molecules, surface
can be designed with a range of properties. Commercially,
these systems are currently used as platforms for biosen-
sors and bioarray technologies (43). The well-defined nat-
ure of these systems has resulted in their extensive
application in research as model systems for protein and
cell–surface interaction studies (42).

Increasing focus on the development of coatings capable
of eliciting specific biological responses has seen a signifi-
cant research focus on the incorporation of peptide
sequences, particularly from the receptor-binding domains
of adhesion proteins, in order to promote cell adhesion
(6,27). In more general terms, there is significant interest
in the immobilization of a range of biomolecules. Array and
sensor technologies require antibody, protein, and DNA
immobilization, while the immobilized proteoglycans such
as heparin have been used to the modulate hemocompat-
ibility of biomedical devices (44). As illustrated in Fig. 1,
immobilization strategies for biomolecules can be as simple
as nonspecific adsorption or as complex as molecular
imprinting. The adsorption of biomolecules tends to result
in coatings with limited functionality as the molecules are
randomly oriented and tend to be desorbed from the sur-
face over time. Covalent immobilization can eliminate
problems associated with desorption, but there is often
little control over conformation or orientation and thus
activity of the biomolecule can be limited. The use of spacer
polymer chains or amino acid sequences between the sur-
face and the protein can reduce the denaturation of the
molecule. Examples of this type of approach are the site
specific modification of proteins with cysteine that enable
immobilization of the proteins in specific orientations on
gold (45). The success of strategies designed to present
biological ligands can also be maximized if the immobilized
molecule is coupled to a surface capable of preventing
nonspecific adsorption. In general terms, biological
response is influenced by the presentation, average density
and the spatial distribution of the immobilized molecule
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(1). One of the most challenging applications for wet che-
mical surface modification lies in the development of sur-
faces that borrow from structures observed in Nature.
Surfaces that mimic the structure of a cell wall are increas-
ingly sought for use in biosensors and as model systems to
further investigate cell, protein, and pharmaceutical inter-
actions. These systems generally consist of a lipid bilayer
that may containing a range of different lipids, transmem-
brane and membrane proteins, and in some cases oligo-
saccharides. Critically, these structures need to retain
their fluidity; molecules need to be able to move within
and through the structure in order to maintain their
activity and function. The most simple cell mimetic sur-
faces discussed in the literature have been based on trans-
ferring lipid bilayers onto glass substrates. Under these
conditions, a thin film of water lubricates the interface
between the glass and bilayer and allows free lateral
diffusion. These types of bilayers generally have poor
long-term stability, show limited transmembrane protein
activity, and cannot be transferred through the air–water
interface without disrupting the structure (46). An alter-
native approach lies in either the formation of hybrid
bilayers, where the inner leaflet is formed from alkane
thiol on gold (47), or the deposition of the lipids on a
polymer support (46). Hydrogel layers can also be used
and act as a hydrated cushion that is both a self-lubricating
and a spacer, creating an area for protein insertion without
affecting protein function. At present, there are a number

of commercial biosensors that utilize this type of techno-
logy for disease diagnosis (48).

SURFACE ANALYSIS

The study of surfaces and coatings is an advanced field and
ranges from the investigation of elementary chemical pro-
cesses on single crystals in ultrahigh vacuum (UHV) to the
analysis of rather more ‘‘dirty’’ and real surfaces in engi-
neering applications. The development of techniques sui-
table for surface science has a long history, the driving
force for which has only recently included attempting to
understand and control biomaterial surface interactions.
Table 3 details some of the more common surface analysis
techniques used today in the characterization of biomater-
ials. The physical principles of all the techniques commonly
employed today are well understood and have been for
many decades. Many of the approaches described here
have their origin in the study of elementary chemical
and physical processes, the semiconductor industry, and
from engineering disciplines.

When considering the choice of surface analytical tools,
it is important to appreciate the questions that require
answering. A single technique cannot generally provide a
complete picture of the surface characteristics. In this
section, a description of the some of the most commonly
used techniques is provided with reference to more detailed
and extensive reviews. It is important to note that the
techniques fall into two classes, those that operate inside a
vacuum and those that can directly probe the biomaterial–
water interface. While it is obviously preferable to use
those techniques that can perform under ambient condi-
tions, in general these techniques are either not as infor-
mative or not as surface sensitive as the vacuum
techniques. For this reason, the vacuum techniques are
commonly utilized to provide a detailed characterization,
but in doing so it must always be under the assumption
that the surface is the same in vacuum as it is under water.
This is a rather large assumption, particularly if the
material is able to reorganize itself relatively easily. The
surface energy change following immersion in water can be
rather large, as indicated above, and in mixed biomaterial
phases components that are absent at the surface in
vacuum may dominate when the material is immersed
in an aqueous environment. There is evidence for this kind
of surface reorientation in the contact angle hysteresis of
water on some polymers.

Hysteresis is the difference in contact angle between a
water contact line advancing or receding across a surface.
For some polymers, the advancing angle is high and the
receding angle is low, indicating that at the polymer–air
interface the polymer is hydrophobic and at the polymer–
water interface it is hydrophilic. As long as the surface is
flat and homogenous, this is evidence of surface reorgani-
zation. For some materials it is possible to reduce the rate
of reorganization by cooling. This is typically achieved by
hydrating the sample in air, and then freezing the sample
in liquid nitrogen prior to entry into the vacuum chamber.
The sample needs to be held at low temperature while the
ice on the surface sublimes and then vacuum techniques
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Figure 1. A range of immobilization strategies for biomolecules at
interfaces.



can be applied to the surface, which should not have
reorganized from the hydrated state (59).

Vacuum Techniques

Traditional surface analysis techniques are usually based
on ultrahigh vacuum instrumentation. One of the reasons
for this was that much of the initial interest in the field was
concentrated upon extremely clean and often highly reac-
tive surfaces. To maintain the surface in this state during
the analysis it is important to prevent undesired gas or
vapor molecules sticking to the surface and changing its
characteristics. This is only possible in ultrahigh vacuum
(<10�9 mbar or so). A second important reason is that to
study just the surface and eliminate contributions from the
bulk of the material it is necessary to use probe species that
strongly interact with matter, such as ions and electrons.
These cannot penetrate through more than a few atomic
layers, and hence provide highly surface sensitive informa-
tion. However, the detection of such species normally
requires that they travel a considerable distance from
the surface. At atmospheric pressure the average distance
traveled prior to interaction with gaseous species is too
short for the detection systems to work. A vacuum of,
typically, 10�7 mbar or better is required for the techniques
described here to operate. In addition, many of the compo-
nents necessary for the production and detection of probe
species can only be operated in vacuum; at atmospheric
pressure, they would be irreparably damaged. We will now
briefly describe some of the key surface analysis techniques
used in the characterization of biomaterials. More detailed
information and discussion on the interpretation of these
techniques can be found in books by Vickerman (54) and
Watts (51).

X-Ray Photoelectron Spectroscopy

During X-ray photoelectron spectroscopy (XPS) analysis,
the sample is illuminated with X rays of a particular energy

that causes electrons to be emitted from the sample. This
phenomenon is called the photoelectric effect and it is
generally found that an X-ray photon imparts all of its
energy to a single electron during the process. Since the
electrons are bound in orbitals of well-defined energy
(binding energy) that are characteristic of the material,
the outgoing electrons have a kinetic energy that is essen-
tially the difference between the photon and binding ener-
gies. For core level electrons, this binding energy is
characteristic of the nucleus to which the electron is closely
bound. Only those electrons that are generated close to the
surface can escape from the sample without loss of energy
due to inelastic collisions with other atoms. Thus, by
analyzing the number of electrons emitted from the surface
as a function of electron kinetic energy it becomes possible
to identify the elements present on, or near to, the material
surface. As long as the photon energy is significantly larger
than the binding energy of the electron, the probability of
generating a photoelectron from a core level is independent
of the chemical situation of the element. This means that it
is possible not only to identify the elements present but,
with appropriate sensitivity factors, quantify the relative
amounts of each element.

The chemical situation of the element may, however,
have an influence on the binding energy of the core level
electron. Chemical bonds to different elements may cause
some charge to accumulate on the element of interest, this
will directly affect the binding energy of the core electrons.
This change in the binding energy is termed the ‘‘chemical
shift’’ by analogy to nuclear magnetic resonance (NMR)
spectroscopy. The appearance of a chemical shift is extre-
mely useful in surface analysis as it can provide informa-
tion on how the various elements in the surface are bonded
to each other. Where the same element is in a range of
chemical environments it is often possible to deduce the
fraction of atoms in each environment by careful curve
fitting of the spectrum. An example of these types of
chemical shifts is illustrated in Fig. 2. In this case, there
are chemical shifts evident in a high resolution carbon 1s
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Table 3. Surface Analysis Techniques Used in the Characterization of Biomaterials

Technique Sampling Depth/Height (Spatial Resolution) Information Obtained References

Ultrahigh Vacuum
Static secondary ion mass spectrometry <5 nm (500 Å) Chemical 49,50

Spectroscopy and Imaging
X-ray photoelectron spectroscopy 2–10 nm (5 mm) Elemental, chemical 51

Spectroscopy and Imaging
Ambient Techniques
Attenuated total reflectance

Fourier transform
>100 nm (1 mm) Chemical 52

Infrared (ATR/FTIR) spectrometry
Contact angle measurement <1 nm (1 mm) Surface free energy, wettability 53
Atomic force microscopy (AFM) 54

Imaging Atomic¼20 mm Topography, coverage, atomic structure
Surface force measurement Å¼mm

Chemical, conformational, structural
Ellipsometry Å¼ 300 nm Layer thickness, adsorption kinetics 55,56
Streaming potential

measurements/electroosmosis
Not applicable Electrokinetics 57

Surface plasmon resonance �300 nm Adsorbed mass and adsorption kinetics 58



(C1s) spectrum due to the various chemical bonds present
in poly(hydroxyethylmethacrylate), pHEMA, a common
soft contact lens material.

The surface sensitivity of XPS is dependent on the angle
at which electrons are emitted from the sample. For
smooth, flat samples it is possible to enhance the surface
sensitivity by analyzing electrons which are emitted at a
grazing incidence from the sample. By collecting at a
number of different angles it is possible to obtain informa-
tion on the depth distribution of components close to
the material surface. This depth profiling capability is
particularly important when thin films and coatings of
< 10 nm thickness are being studied.

The XPS has been utilized to chemically characterize
biomaterials in four principal areas: identification and
characterization of the surface chemistry of bulk polymers;
characterization of surface specific modifications; charac-
terization of coatings; detection of biomolecules. Factors
that are commonly investigated using XPS include: surface
oxidation and reorientation of polymer segments; surface
segregation (blooming) of plasticizers, additives, and low
molecular weight fragments; adventitious contaminants
such as silicones and protein adsorption.

Secondary Ion Mass Spectrometry

The impact of a high kinetic energy (typically 1–100 keV)
ion, atom, or molecule causes material to be sputtered from
a surface. The origin of the vast majority of ejected species
is from the topmost layer of the sample. Therefore analysis
of the sputtered fragments can provide information on the
composition of the material surface. A small proportion of
the ejected atomic and molecular fragments are ionized,
these are called the secondary ions. Secondary ion mass
spectrometry (SIMS) is the application of mass spectro-
metry to the secondary ions. Note that SIMS is an ablative,
destructive technique and this can be used to advantage in

generating a depth profile of layered surfaces. The use of
SIMS for depth profiling is termed ‘‘dynamic’’ SIMS and is
most often employed in the study of layered materials in
which the elemental composition of the layers is of interest,
for example, doping levels in semiconductors. It is not
possible to obtain more detailed chemical information
using dynamic SIMS because of the damage induced by
the high energy primary ions. In contrast, ‘‘static’’ SIMS
employs a low density, low dose ion bombardment such
that the probability of two ion impacts occurring at the
same place on the sample is negligibly small (< 1013 ions �
cm�2). The mass spectrum then contains information that
is characteristic of the undamaged surface. This informa-
tion is particularly useful in the analysis of organic mate-
rials, when the normal rules of organic mass spectrometry
can be applied to the interpretation of SIMS data. Most
modern static SIMS instruments are based on time-of-
flight mass analyzers (TOF–SIMS), which have a far
greater combined sensitivity and mass resolution than
quadrupole or magnetic sector detectors. The probability
of ion generation is influenced by a daunting range of
factors and thus SIMS is regarded as a nonquantitative
technique. However, it is commonly found that in a range of
similar materials the characteristic ion intensities are
approximately proportional to the concentration of species
from which they are generated. With a suitable set of
calibration data it is then possible to use SIMS in a quan-
titative manner. The application of TOF–SIMS in the
analysis of biomaterials and biological interfaces has his-
torically revolved around the characterization of polymeric
interfaces. This has included the study of degradation
pathways for biodegradable polymers, the monitoring of
coating chemistries, detection of surface contamination
and surface chemical characterization of copolymer sys-
tems. The surface sensitivity of TOF–SIMS has lead to its
application in the detection and identification of biomole-
cules adsorbed at interfaces. The process is not without its
problems though as the largest ions detected from any
protein are the immonium ions (þNH2¼CHR) from each
amino acid (MW<200). As a result of this fragmentation,
the identification of proteins is often more like a jigsaw
puzzle, where the amino acid fragments have to be pieced
together using pattern recognition or multivariate analysis
techniques, to identify and quantify the parent molecules
(60). These types of statistical analysis are being increas-
ingly used to analyze, compare and reconstruct data col-
lected in TOF–SIMS.

In addition to spectroscopy, TOF–SIMS can be used in
an imaging mode to chemically map the surface of a
material. There is always a trade off between high special
resolution and high mass resolution, but with the advent of
liquid metal ion sources (e.g., Gaþ and Inþ), systems are
typically capable of spatial resolution of < 10 mm, while
retaining atomic mass resolution. As a result there is
increasing application of TOF–SIMS for the chemical ima-
ging of a range of biomaterial surfaces. Significantly,
developments in ion sources have shown that polyatomic
(e.g., Au3) and cluster ion (C60) sources can significantly
improve the molecular ion yield of both biological and
polymeric materials. With the development of integrated
freeze hydration stages for sample preparation, this has
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Figure 2. The XPS high resolution C1s spectrum of a HEMA
contact lens. The figure illustrates the various chemical shifts
associated with the chemical bonds in the polymer chain.



lead to increased activity in the application of TOF–SIMS
in the analysis of cell membranes and other hydrated
biological systems (49).

AMBIENT TECHNIQUES

Atomic Force Microscopy

Atomic force microscopy (AFM) can be utilized to charac-
terize surfaces via either an imaging or a spectroscopic
mode. There are two common methods of imaging utilized
in AFM, contact, and tapping mode. Both can be performed
in either air or liquid, a factor that makes AFM particularly
attractive in biomaterial research. In contact mode, the tip
is scraped across the surface, while in tapping mode, the tip
is in intermittent contact with the surface and as such,
there is limited substrate disturbance. As a result, tapping
mode AFM is more common for the characterization of
biomaterials and biological surfaces. Common applications
of AFM to biomaterial surfaces include: surface topography
and coating continuity assessment, measurement and
monitoring of coating thickness (see Fig. 3) and phase
imaging. The last application is an extension of tapping
mode imaging that gives nanometer-scale two-dimensional
(2D) information about surface structure. It can be used to
locate and characterize the distribution of discrete phases
within polymer blends such as polyurethane–urea, and a
range of other polymers of biological importance. There is
also considerable interest in using AFM to image the
surfaces of cells and biomolecules on surfaces (61,62).

Surface Force Measurements

The forces that act between particles and surfaces deter-
mine a wide range of interactions. They control the stabi-
lity of dispersions and emulsions; determine the adhesion
of colloids onto surfaces and the adsorption properties of
proteins and cells at surfaces. Surface force measurements
are used in variety of industries and increasingly there is
interest in the application of surface force analysis to
biomaterials. with the aim of characterizing protein–pro-
tein, cell–protein, protein–surface and cell–surface inter-
actions.

There are a number of techniques that can be used to
measure force interactions between surfaces. They are
divided into two classes based on the method used to
determine surface separation. Absolute surface separation
can only be determined using an interferometric technique
such as the surface force apparatus (SFA). These techni-
ques are limited by the need for a transparent substrate
and specific geometric configuration. In response, nonin-
terferometric techniques have been developed that can
employ a wider variety of substrates, and that rely on
indirect determination of the surface separation rather
than interferometry. One of these is AFM surface force
measurement.

Force measurements can be made with an AFM using
both a bare tip and a tip modified with a probe particle. If
the results from these measurements are to be quantita-
tive, knowledge of the radius of curvature for the probe or
tip is critical. While it is possible to measure the nominal

radius of a bare AFM tip, the indirect nature of the mea-
surement adds to the error associated with the resulting
force calculations (63). The Derjaguin approximation is
only valid when the radius is much larger than the surface
separation, which is not necessarily the case if an unmo-
dified tip is used. If a colloid probe is utilized, the radius of
curvature can be measured easily and accurately using
scanning electron microscope (SEM) or optical microscopy.

The zero surface separation for noninterferometric tech-
niques are set at the hard wall encountered when the two
surfaces are forced together. Termed the constant compli-
ance regime, this is the region of the force curve in which
the displacement of the colloid probe is linear with respect
to the surface motion. This assumption of hard wall contact
is an inherent limitation of these techniques, particularly if
the surface deforms or compresses under pressure, as is
often the case with polymer surfaces. The compression of a
polymer layer can have a number of effects on the force
curve. In the first instance, compression of a dense polymer
layer can result in a compliance line mimicking hard wall
contact, with a layer of compressed polymer between the
probe and the substrate. If the polymer is less densely
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Figure 3. The AFM tapping mode image of a 40 nm step between
coated and uncoated regions on a silicon wafer. The step is pro-
duced by masking a section of the sample surface prior to plasma
polymerization. Once the coating is deposited, the mask is removed
and surface imaged. This enables the plasma polymer thickness to
be measured with nm resolution. (Image courtesy of Dr. P.G.
Hartley, CSIRO Molecular Science, Australia.)



packed, the probe may displace the material, squeezing the
polymer out of the gap between the probe and the surface.
This results in discontinuities in the compliance region as
the force increases and the probe pushes through the
polymer layers (63). As a result, conclusions about absolute
layer thickness cannot be inferred from this data.

While XPS is able to characterize the chemistry of a
surface in the dry state, surface force measurements are
well suited to characterizing the intermolecular forces and
stability in a variety of environments. A number of studies
have investigated the surface force characteristics of rfgd
films, grafted polymer layers, and adsorbed protein films in
a variety of media (64). Other studies have used surface
force measurements to characterize the interactions of
polymer modified surfaces in an attempt to elucidate para-
meters that control the structure of the polymer layer (64).
Surface force techniques have been used to investigate the
effects of molecular weight, ionic strength, charge density,
and polymer concentration on the interaction forces of
adsorbed and grafted polymers layers. Increasingly, stra-
tegies to eliminate protein adsorption are based on the
characterization and modification of the surfaces and thus
the interaction forces that govern protein adsorption (65).
A number of theoretical studies have also used surface
force interactions as design parameters when modeling
polymer coatings capable of resisting protein adsorption
(66).

In addition to these standard modes of operation, by
chemically modifying the AFM cantilever it is possible to
map specific interactions between the tip and the surface.
Depending on the type of modification made to the canti-
lever, a range of interactions can be investigated. With a
cantilever modified with a receptor specific integrin,
dynamic force spectroscopy can be used to identify and
map receptor sites on a cell surface (67). By modifying the
cantilever with specific chemical functional groups, differ-
ences in frictional properties and the distribution of dif-
ferent phases can be probed where there is no
topographical variation (68).

Optical Techniques

The refractive index close to an interface can be measured
by a number of optical techniques. The two most commonly
employed for this purpose are surface plasmon resonance
(SPR) (58) and ellipsometry (55,56). Since proteins have a
higher refractive index (�1.55) than water (�1.33) it is
possible to monitor the amount of protein adsorption at an
interface through a measurement of the refractive index
and thickness of the adsorbed layer. These techniques have
found utility in a wide range of areas relevant to bioma-
terials research, such as the study of protein adsorption to
biomaterials. ligand–receptor interactions and the dissolu-
tion and swelling of polymers. The advantage over tradi-
tional approaches such as enzyme linked immunosorbent
assay (ELISA), fluorescent labeling or radiolabeling is that
the proteins under study do not have to be chemically
altered in any way.

The disadavantages of these techniques are that the
substrate must be flat and conform to a number of optical
requirements for the techniques. Additionally, these tech-

niques cannot directly distinguish between different pro-
teins, since all proteins have roughly equivalent optical
densities. To determine the identity of proteins adsorbed
from a mixed solution it is necessary to subsequently
expose the surface to antibodies specific to each protein
of interest. Binding of the antibody can be monitored as an
increase in the adsorbed layer thickness, however, this
approach is difficult to employ quantitatively as there
may be nonspecific and competitive adsorption of the anti-
body as well as a limited availability of binding sites on the
adsorbed target protein.

Surface Plasmon Resonance

A surface plasmon is a collective oscillation of electrons
that can be excited in certain metals such as silver and
gold. The frequency of this oscillation depends on the
refractive index of the dielectric material close to the metal
interface. If the metal is a thin film it is possible to excite
surface plasmons by reflecting light of a wavelength
greater than the thickness of the metal from the reverse
side of the film. The ability to cause this excitation depends
on the wavelength of light, the refractive index of the
material through which the light travels (which remains
constant in this geometry) and the angle of reflection.
When the conditions are correct, light is absorbed. In the
usual set up for surface plasmon resonance (SPR) instru-
ments the light undergoes total internal reflection at the
interface and the angle at which light is absorbed is mon-
itored. If there is a change in the refractive index close to
the interface then a corresponding shift in the angle at
which light is absorbed can be followed. The sensitivity of
SPR decreases exponentially in distance from the surface
with a decay length of the order of the wavelength of the
light. If the layer to be analysed is significantly smaller
than the decay length, which is usual for protein adsorp-
tion, then it can be assumed that any change in refractive
index is proportional to the mass of adsorbed protein.

Ellipsometry

When light is reflected at an oblique angle from a planar
surface it commonly undergoes a change in polarization.
By analyzing these changes, it is possible to infer both the
optical properties and thickness of thin films on the sur-
face. To obtain the most complete characterization, a large
number of different wavelengths of light or different angles
of incidence must be studied. The measured data is then
compared to the expected polarization changes calculated
from a model, and parameters in the model changed (such
as thickness or refractive index) to find a fit between the
two. The sensitivity of ellipsometry is comparable to SPR
(� 0.01/g�cm2), however, it is able to analyze comparatively
thick layers of material.

CONCLUSION

While materials selection for most biomedical devices needs
to be based upon bulk properties, in this article we have
provided a broad overview of the basic properties of surfaces,
and introduced some of the reasons why the surface proper-
ties may significantly 3 influence the efficacy of biomaterials
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and biomedical devices. Surface modification aims to tailor
the surface characteristics of a material for a specific appli-
cation without detrimentally affecting the bulk properties.
Throughout this article we have shown how a range of
physical, chemical, and biological modifications can be made
to surfaces and used to manipulate surface characteristics.
Finally, we discussed a range of highly sensitive surface
analytical methods that can be utilized to investigate both
the nature of an interface and its interactions with biological
environments. As is always the case with review articles of
this type, it is impossible to give detailed accounts of all of
the material being discussed. We have included a range of
references (Reading List) to aid the reader in further devel-
oping their understanding of each of the specific concepts
and techniques. Additionally, we have included a list of more
general references that cover many of the fundamental
concepts discussed within this article.
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INTRODUCTION

Tissue transplantation and synthetic devices have
been utilized in order to substitute the function of lost

354 BIOMATERIALS, TESTING AND STRUCTURAL PROPERTIES OF



or damaged hard tissue, such as bone and tooth.
Tissue transplants can be autologous, allogeneic, or xeno-
geneic. However, the use of autologous tissue involves
additional surgery and donor site morbidity while the
use of allogeneic or xenogeneic tissue involves the risks
of immune rejection and disease transmission. Therefore,
synthetic hard tissue implants are very necessary. Metals,
ceramics, composites, and even polymers are investigated
as candidates for the hard tissue replacements. For heavy
loaded applications, such as hip prostheses, metals (e.g.,
Ti–alloys, Co–Cr), and strong inert ceramics (e.g.,
alumina, zirconia) are extensively studied. Unfortunately,
various problems related to both the metallic materials
and the bioinert ceramics, for example, corrosion,
elastic modulus mismatch (stress concentration and
shielding), and bioinertness (only physical connection
with host) with metals, and brittle, elastic modulus mis-
match, and bioinertness with bioinert ceramics. For these
reasons, bioceramics are showing very promising results
in the high bioactivity and the formation of interfacial
chemical bond with host tissue, which was called osseoin-
tegration (1). So far, several bioactive ceramics have been
proposed for hard tissue replacements, hydroxyapatide
(HA) and bioactive glasses are the most acceptable mate-
rials for hard tissue applications (2). The advantages of
bioceramics over inert ceramics and metals allow for
developing better hard tissue replacements with the char-
acteristics of bioactive and elastic modulus more close to
that of bone (2). On the other hand, the mechanical proper-
ties of bioceramics are fairly poor when compared
with their replaced natural hard tissues. The poor
mechanical properties, especially inside the body aqueous
environments, limit their applications to only small,
unloaded, and low loaded implants, powders, coatings,
composites, porous scaffolds for tissue engineering, and
so on. Bioceramic coatings and porous scaffold are showing
the most promising results for the future hard tissue
replacements (3–5). There are various methods developed
to produce HA coatings (3–5). Among these techniques,
plasma spraying has widely been used. However, this
method is not applicable for deposition HA films onto a
porous substrate.

In order to obtain a bone substitute possessing both
desirable mechanical properties and bioactivity, two major
deposition routes in coating the bioactive HA on a highly
porous alumina substrate with the similar range of tensile
and compressive strength as natural bone were developed.
Coated reticulated bioactive substrates can provide the
needed mechanical strength for the replacement of the
bear-loading functions. The first one is a suspension
method in which the ceramic substrates are first coated
with a suspension containing the HA powder followed by a
sintering with an appropriate time–temperature cycle to
densify the HA coating. The second one is a synthesis route
or called thermal deposition.

The techniques of coating uniformly thin layers of
bioactive HA onto highly porous alumina substrate, the
structural properties, especially the interfaces between the
coating and the substrate, and the bioactive behavior of the
coated substrate in the simulated body fluid (SBF) will be
presented in this article.

MATERIALS AND METHODS

Reticulated alumina Al2O3 was used as the substrate
materials. Figure 1 is the gross morphology of the sub-
strate; and Fig. 2 is the cross-section showing the inter-
connected pores. The average size of the pores is 500mm,
which are large enough to allow the ingrowth of
bone tissue. Substrates were cleaned using ultrasonic
cleaner in acetone and dried at 100 8C before applying
the coating.

Suspension Method

The coating suspension was made up of finely milled
ceramic powders, an organic solvent, and a binder. The
binder was used to prevent the precipitation of particles
and to provide bonding strength to the coating after drying.
One important property of the suspension is its viscosity.
Specifically, when the porous substrate was immersed in
the coating suspension, the suspension must be fluid
enough to enter, fill, and uniformly coat the substrate
skeleton. Low viscosity could result in undesirable thin
films while highly viscous slurry would block the pore, thus
impairing the interconnectivity of the pores. The viscosity
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Figure 1. Cross-section of reticulated alumina substrate, show-
ing the interconnected porosity.

Figure 2. Cross-section of reticulated alumina substrate, show-
ing the interconnected porosity.



was controlled by the relative amount of solvent, binder,
and particles. The porous substrates were subsequently
immersed into the mixture. After the porous substrates
were completely infiltrated, they were spun briefly in a
high speed centrifuge for removal of excess solution.
Coated substrates were dried in an oven at 100 8C. The
dried specimens were heated in air to 400 8C for 1 h to
burn out the organic binder from suspension. During the
burnout process, a slow and controlled heating rate was
necessary to avoid bubbling in the coating. Then the sam-
ples were subject to sintering at different temperatures.
Two types of suspension were developed for coating. One
was prepared by suspending HA particles (300 mesh)
(Chemat Technology, Inc.) in an organic binder–solvent
system without glass sintering aid, glass frits. The other
was prepared by partially substitution of HA by sintering
aid, glass frits (65%), which have good adhesion to the
Al2O3 substrate and a weak reaction with HA during firing.
The glass frits used in this work were borosilicate glasses
containing � 75% of a mixture of SiO2 and B2O3, and 20
wt% alkali metal oxides. After melting, the glass was
quenched in water and ground in a ball mill into a glass
frit of the desired particle size (325 mesh).

Thermal Deposition

Mixing calcium 2-ethyl hexanoate with bis(2-ethyhexyl)
phosphite stoichiometrically in ethanol. The viscosity of
the solution was controlled by the quantity of ethanol
added. The mixture was stirred for 2 days at room tem-
perature. Then mixture was used to coat porous substrates.
The coating method used is the same as used in suspension
method described earlier. Coated substrates were air-dried
and calcinated up to 1000 8C at a heating rate of 2 8C/min.
Then the samples were subject to sintering at different
temperatures. For phase analysis purpose, the HA was
prepared in the powder form as well through same proce-
dures. Briefly, the solution was open to the air and stirred
to vaporize the solvent in chemical hood. Finally, a highly
viscous, translucent mixture was obtained and then sub-
ject to calcinations at desirable temperatures.

Mechanical strength measurements were carried out on
an Instron testing unit. Bars of the porous substrate
(5�5�60 mm3) were cut using a diamond saw. Tension
tests were performed in three-point bending. Compression
tests were made on cylinder-shaped sample of 10-mm
height and 23 mm diameter. X-ray diffraction (XRD),
Scanning electron microscopy (SEM) with an energy dis-

persive spectrometer (EDS) was utilized to study the coat-
ing structure, surface morphology, and the interface
structure. The coating bonding strength was measured
through tape test (ASTM D 3359), which was originally
designed for organic coatings on metallic substrates. This
method was used to find the relative bonding strength. All
the tests were performed on dense alumina substrates with
one or multilayer HA coatings. Permacel 670 tape (Perma-
cel) was used in the test. After removal from the coating,
the tape was examined under a light microscope. Sintering
process and chemical bonding of the sintering products
were examined using differential thermal analysis (DTA)
and Fourier transform infrared spectroscopy (FTIR).

The in vitro tests were conducted to evaluate the bioac-
tivity of the synthetic HA produced by thermal deposition
method (commercial HA as control). All the samples were
tested in the powder form (Table 1). Table 1 summarizes
the different treatments used to obtain a variety of crystal-
line structures in the materials; and also names the sam-
ples according to the treatment conditions, such as HA,
HA600, HA900, SHA700, SHA800, SHA900, No. 1, No. 2,
and No. 3. The HA sample group refers to commercial
hydroxyapatite samples. HA600 and HA 900 groups refer
to commercial HA samples treated for 30 min under 600
and 900 8C, respectively. The SHA700, SHA800, SHA900
conditions refer to synthesized HA using the thermal
deposition method described earlier and heated for 4 h
at 700, 800, and 900 8C, respectively. Sample No. 1, No. 2,
and No. 3 refer to commercial HA and are heat-treated at
700 8C for 3.5 h and with different specific surface area
(SSA). Sample No. 3 has the highest SSA; Sample No. 1 has
the lowest SSA; and Sample No. 2 is in the middle. The
simulated body fluid (SBF) solution that had ionic concen-
trations close to human blood plasma, as shown in Table 2,
was prepared by dissolving reagent grade NaCl, NaHCO3,
KCl, K2HPO4�3H2O, MgCl2�3H2O, CaCl2, and Na2SO4 in
ion-exchanged distilled water. The solution was buffered at
pH 7.4 with 1 M HCl and tris(hydroxymethyl) amino-
methane, (CH2OH)3CNH2 at 37 8C. Powders were
immersed into solution at 1 mg/mL ratio and maintained
at 37 8C at periods ranging from 15 min to 9 weeks. The
calcium concentrations in the solutions were measured by
inductively coupled plasma (ICP). Subsequent to immer-
sion, the solutions were vacuum filtered. The powders were
gently rinsed with alcohol, ion-exchanged distilled water
and then dried at room temperature. The surface micro-
structures before and after immersion of SBF solution were
analyzed via scanning electron microscope (SEM). Both
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Table 1. Sample Group Assignment

Sample Source and Treatment SSA, m2 � g�1

HA Commercial 63.02
HA600 HA heated at 600 8C, 30 min 40.92
HA900 HA heated at 900 8C, 30 min 17.45
SHA700 Synthesized HA heated at 700 8C, 4 h 15.19
SHA800 Synthesized HA heated at 800 8C, 4 h 1.49
SHA900 Synthesized HA heated at 900 8C, 4 h 1.23
No. 1 HA heated at 700 8C, 3.5 h, particle size: 40–100 mesh 24.38
No. 2 HA heated at 700 8C, 3.5 h, particle size: 100–200 mesh 25.70
No. 3 HA heated at 700 8C, 3.5 h, particle size: >200 mesh 27.02



XRD and FTIR determined the contents of the phases that
were present in the coatings. Measurements were obtained
on a Philips X-ray diffractometer with CuK-radiation at
35 kV and 23 mA.

RESULTS

Suspension Method

The phase diagram for anhydrous calcium phosphates
(Fig. 3) shows that the liquid phase appears at a tempera-
ture > 1500 8C, and presumably the induced liquid could
improve the bonding between HA and the Al2O3 substrate
during sintering. However, such as liquid-enhanced bond-
ing process was not experimentally observed. Meanwhile,
XRD analysis of the coating made from HA solution (with-
out glass additive) showed that HA was decomposed, and in
turn, the bioactivity of the coating was changed. A high
density of cracks was found to exist in the coating. The
adherence of the coating to the Al2O3 substrate was low
and the coating layer could be peeled off by scraping. These
results indicated that HA solution without sintering aid,
such as glass frits, was not suitable for this particular
application.

Using the sintering aid, glass frits, a well-bonded HA
coating was produced. Figures 4–6 are SEM photographs of
the surfaces and interfaces of the coatings made from
solution with glass frits. As is apparent from Figs. 5 and 6,
the glass–HA ceramic layer is firmly attached to the alu-
mina substrate. An average coating thickness is 15 mm.
The interfacial strength between the coating and the
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Figure 3. Phase diagram of the system CaO–P2O5, indicating the
appearance of the liquid phase at high temperatures.

Figure 4. The SEM photograph of the coated surface.

Table 2. Ionic Concentration of SBF in Comparison With Those of Human Blood Plasma

Concentration, mM

Naþ Kþ Ca2þ Mg2þ HCO3
� Cl� HPO4

2� SO4
�

Blood plasma 142.0 5.0 2.5 1.5 27.0 103.0 1.0 0.5
SBF 142.0 5.0 2.5 1.5 4.2 147.8 1.0 0.5

Figure 5. The SEM photograph of the coating interface for dense
alumina. The interface is indicated by arrows.

Figure 6. The SEM photograph of the coating interface for porous
alumina. The interface is indicated by arrows.



substrate depends on the adherence of the glass to the
Al2O3. Figure 7 is the aluminum compositional profile
across the interface. The data showed that the aluminum
concentration decreased when scanning from the substrate
to the outer surface of the coating. It was concluded that
aluminum ions diffused during sintering, and conse-
quently bonded the glass to the alumina substrate by ion
diffusion. This diffusion bonding is attributed to the for-
mation of a eutectic compound at the interface during the
sintering, and thus ensures the strong bonding between
the coating and the substrate.

The above results indicate that the development of glass
frits is essential for having an excellent adhesion of HA
coating to the alumina substrate. Great efforts were there-
fore made in the preparation of the glass frits. As a sinter-
ing aid, the glass must wet the substrate and HA, and its
melting point should be lower than the decomposing tem-
perature of HA (1300 8C). Furthermore, for successful coat-
ing, optimizing the coefficient of thermal expansion of the
glass to match the substrate is critical. It has been known
that the mismatch in expansion coefficients between the
coating and the substrate materials will give rise to inter-
facial stress that weakens the bonding strength or leads to
the cracking and spalling of the coating. The magnitude of
this stress is proportional to the difference between the
thermal expansion coefficients of the coating and the sub-
strate. The expansion coefficient of HA (13.3�10�6/8C) is
relatively higher than that of alumina (8.0�10�6/8C). The
expansion coefficient of the selected glass should then be an
intermediate one to reduce this difference. Another impor-
tant aspect of the glass is chemical durability. For biolo-
gical applications, it is essential for glass to be nontoxic and
stable in the body fluid. The dissolution of the glass will
lead to the degradation of the coating. The HA particles will
escape from the coating, and this will have an extremely
negative effect, such as interfacial loosening and tissue
inflammation, on the bone regeneration. The optimal prop-
erties of the glass can be achieved by adjusting the glass
compositions. The glass selected in this work was borosi-
licate glass. Its expansion coefficient is compatible with
that of Al2O3 substrate. No crack was found in the coating

(Fig. 4). The XRD pattern of the coating (Fig. 8) shows that
there is no negative reaction between the glass and HA.
Figure 8 is a typical HA diffraction pattern. Mechanical
properties of HA-coated reticulated alumina are � 7–10.35
MPa for compressive strength and 5–8 MPa for tensile
strength. Compared to previously reported porous materi-
als, such as porous HA (1.3 MPa for compressive strength
and 2.5 MPa for tensile strength) and coralline ceramic (5.8
MPa for compressive strength and 1.3 MPa for tensile
strength) (6), a substantial increase in strength was
obtained. These values are comparable to those of cancel-
lous bone (2–12 MPa for compressive strength and 10–20
for tensile strength) (2). Some much stronger substrate
materials, such as fiber reinforced composites, are excel-
lent candidates for the HA coating using the developed
approaches discussed in this article. The mechanical prop-
erties of the substrate can also be significantly improved by
other ceramics routes. In addition, after bone ingrowth, the
strength of the implant (bone composites) will be expected
to further increase by a factor of 2–7 as previously demon-
strated (7).

Thermal Deposition Method

Figure 9 shows the FTIR spectra of an unfired sample and
samples fired at 500, 600, 700, and 900 8C. According to
standard IR transmission spectra, peaks observed at 3573
and 631 cm�1 are assigned to OH stretching and librational
modes. Peaks �600 and 1100 cm�1 are due to the bending
and stretching modes of PO bonds in the phosphate groups
(8). These are characteristic peaks of HA. At a sintering
temperature of 500 8C, PO bonds formed, but hydroxyl
groups were not detected. Compared with the spectra of
the unfired sample, most organic groups were burned out
by this temperature. At 600 8C, all the characteristic lines
of HA were recorded, but some organic residual could still
be seen. At 700 8C and higher the peak positions match all
those of standard HA, and the organic groups were not
detectable.

Figure 10 shows the XRD spectra of HA sintered at
different temperatures in the range of 600–900 8C. The
results of the XRD are quite consistent with that of the
FTIR. The crystalline phase started to form at 600 8C, and
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all peaks were attributed to the HA phase. According to the
Scherrer equation,

Dð2uÞ ¼ Kl=D ð1Þ

where D is the crystallite dimension; K is the Scherer
constant (here K¼ 0.9); is the X-ray wavelength in ang-
stroms; D(2) is the true broadening of the diffraction peak
at half-maximum intensity. The crystallite size is inversely
proportional to the peak width. The broadening of peaks
was evident at lower sintering temperatures, indicating
the initial state of crystal formation. At higher sintering
temperatures, the sharpening of peaks evidenced the
growth of crystals. The peak shift could also be noted by
comparing it with the standard XRD spectra of HA. At
lower temperatures the shift was considerable, suggesting
great lattice distortion.

Monitoring the sintering process and the evolution of
chemical bonds is important in determining the bioactivity
of the sintered products. The material with more lattice
defects would be expected to be more reactive (2). This
assumption will be experimentally verified later in in vitro
tests. The high temperature and long sintering time will
result in well-crystallized products. Therefore, to enhance
the bioactivity, low temperature and short sintering time is
preferred. It is critical to find an optimal sintering proce-
dure so that the sintered HA is poorly crystallized but with
no organic residuals. The DTA profile (Fig. 11) shows that
burn-out of organic residuals occurs over the temperature
range of 300–350 8C. In the current work, the samples were
baked at 500 8C to burn out the organic groups. At this
temperature, the structure of the sample is amorphous and
most of the organic groups can be easily removed. This
procedure will be helpful in eliminating residual carbon in
the coating. Without this treatment, some organics could
be incorporated in the final crystal lattice. It was found that
the carbon disappeared at much lower temperatures than
those samples treated in a rapid sintering process because
most organic groups were not burned out at low tempera-
tures. Therefore, a higher temperature is needed to remove
them. However, the reactivity of HA is considerably
reduced. It should be noted that the removal of the organic
residue is not only related to the microstructure, but also to
the macrostate of the samples. For example, for a thick and
dense coating, a high temperature is needed to remove the
residual carbon.

The bonding strength between the HA coating and the
substrate was determined using the tape test. No peeling of
the coating film was observed for all samples, indicating a
strong bonding between the HA coating and the substrate.
Figure 12 is the SEM micrographs showing the surfaces of
the HA coating on dense alumina. As can be seen in this
figure, the coating is fairly porous, which contributes to the
bioactivity when immersed in SBF. Figure 13 is an SEM
image of HA-coated reticulated alumina with significant
open pores in the matrix. Figure 13b is the X-ray map
recorded with Ca Ka lines for coated porous alumina. As
can be seen in Fig. 13b, the distribution of calcium demon-
strated that HA is uniformly coated on the skeleton of the
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Figure 9. The FTIR spectra of HA-coated samples sintered for 4 h
at the temperature indicated (thermal deposition).

Figure 10. The XRD spectra of HA samples sintered at the
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substrate. Figure 14 is the SEM micrograph showing the
interface between the HA coating and the substrate. The
coating thickness was � 1 mm, which can also be altered by
a second or third coating.

Bioactivity Test

Due to bioactivity of HA, dissolution occurs after the sam-
ple is immersed in SBF. Consequently, some of the ele-
ments such as calcium in the solution are expected to
change. The elemental-concentration changes of calcium
in the SBF solution as a function of time are given in Figs.
15,16. As can be seen in Fig. 15, both HA and HA600 exhibit
an immediate uptake of the Ca concentration. Initially,
there is a high rate of ion uptake, suggesting the formation
of a new phase on the HA surface in supersaturated solu-
tion. After 24 h, with the depletion of supersaturation, the
reaction proceeds at a lower rate of uptake. For HA900,
there is an induction time of 60 min prior to a detectable
decrease in Ca concentration, and the initial rate of Ca
uptake is much lower than those of HA and HA600. The
SHA700 behaves similarly to HA and HA600 with a slow
reaction rate, as can be seen in Fig. 16. However, the
reaction behaviors of SHA800 and SHA900 significantly
differ from the HA samples. During the first hour, an
increase of Ca concentration was measured, indicating that
dissolution of SHA800 and SHA900 has surpassed the new

phase formation. Note that the rise in supersaturation for
SHA900 is greater than that for SHA800. The ion uptake
takes place after this initial dissolution. Another difference
between HA and SHA series is that the latter took longer to
reach the solid–solution equilibrium stage, clearly indicat-
ing a slower reaction rate in the HA series. These results
suggest that the dissolution and precipitation rates are
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Figure 12. The SEM photographs showing the coated surface for
a dense alumina substrate.

Figure 13. The SEM photographs showing (a) porous alumina
substrate and (b) an X-ray map recorded with Ca Ka lines.

Figure 14. The SEM photograph showing the interface between
the HA coating and the dense alumina substrate.



critically dependent on the crystal structures developed in
the HA samples.

Figure 17 represents the Ca concentration in the solu-
tion as a function of immersion time for samples Nos. 1, 2,
and 3. All these samples are commercial HA heat treated at
700 8C for 30 min. Therefore, these samples are of the same
structural crystallinity, but with different specific surface
areas. Sample No. 3 has the highest SSA; Sample No. 1 has
the lowest SSA; and Sample No. 2 is in the middle. They
were tested at a ratio of 1 mg �mL�1 SBF. It is apparent in
Fig. 17 that the rates of precipitation are highly dependent
on the surface area. From these kinetic curves, the initial

rate of precipitation, R0, was determined by the slope of the
first two data points. As shown in Fig. 18, there is a linear
relationship between the initial precipitation rate and the
surface area.

Figure 19 is a plot of Ca concentration versus immersion
time for HA, HA600, SHA800, and SHA900. Samples of
each group have been selected to have the same surface
area. As can be seen, the initial rates of HAs and SHAs
separate into two branches. The HA group exhibits an
initial gradual decrease, while that of SHA group increases
quite rapidly. However, as can also be seen in this figure,
calcium concentration of SHA800 initially increases, but
reaches a peak at 3 h, and thereafter decreases. In SHA900,
although with a different rate, the calcium concentration
always increases up to 9 h. Therefore, it can be concluded
that the specific surface area is not the only factor that
affects the reaction behavior of various HA samples. As
discussed later, the degree of crystillinity in fact plays an
even more important role in the reaction rates. The
SHA700 sample behaves similarly to HA and HA600 with
a slow reaction rate as can be seen in (Fig. 19). However,
the reaction behaviors of SHA800 and SHA900 signifi-
cantly differ from the HA samples. During the first hour,
an increase of Ca concentration was measured indicating
that dissolution of SHA800 and SHA900 has surpassed the
new phase formation. It is noted that the rise in super-
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Figure 15. The Ca concentration in SBF versus immersion time
for the HA group sintered at temperature indicated.
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saturation for SHA900 is greater than that for SHA800.
The ion uptake takes place after this initial dissolution.
Another difference between HA and SHA series is that the
latter took longer time to reach the solid–solution equili-
brium stage, clearly indicating a slower reaction rate in the
HA series. These results suggest that the dissolution and
precipitation rates are critically dependent on the crystal
structures developed in the HA samples.

Figures 20 and 21 are surfaces of SHA700 and SHA900
coatings after immersion in SBF for 1 week and 9 weeks,
respectively. As can be seen, the morphology of these two
surfaces is quite different. The SHA700 coating is fully
converted to flake shape with an average diameter of
1–10mm. The surface of the flakes exhibits fine, needle-
like structures within 1 week, which have been identified to
be HCA by IR analysis. For SHA900 coating, after 9 weeks
of immersion in SBF, a layer of precipitation has been
observed under high magnification, which is shown to be
amorphous or poorly crystallized new phase instead of
HCA.

Figure 22 shows the FTIR spectra of HA and SHA
samples after immersion in SBF at time periods up to 1
week. The absorption bands at 1460 cm�1 (high C¼O
region) and 872 cm�1 (low CO region) are characteristic
features of HCA (8). As can be seen from spectrum of HA
(Fig. 22a), these bands became significantly greater after
76 h of immersion indicating an increase in carbonate
content. A gradual reduction of the splitting of the major
PO4

3� absorption bands (1100–1000 and 600–550 cm�1)
with immersion time is also observed, suggesting the for-
mation of amorphous or fine, poorly crystallized new
phases. For HA900, a broad band appears in the high
energy C¼O region (Fig. 22b). However, the low energy
C¼O band at 872 cm�1 is not recorded. At the same time, a
gradual reduction of the splitting of the major PO4

3� bands
is observed, indicating again the formation of amorphous
or fine, poorly crystallized new phases. The HCA phase
cannot be identified from these weak bands, and it is likely
that some intermediate phases other than HCA have
formed. The HCA peaks have appeared in the spectra of
SHA700 within 7 days (Fig. 22c). A time-dependent
increase in the carbonate band intensities accompanied
by a reduction of splitting of the major PO4

3� bands is again
recorded. Similar changes have occurred in the spectra of
immersed SHA800 (Fig. 22d). However, no characteristic
HCA peaks are recorded for SHA900 up to 3 weeks, only a
broad band has appeared in the high energy C¼O region
(Fig. 22c). This trend seems to indicate that the reactivity
of HA is considerably reduced at higher temperatures.

DISCUSSION

Structural Effects

The results indicate that in vitro behavior of the HA coat-
ings is strongly affected by the structural characteristics
induced by heat treatment. The SBF used in this work
represents physiological ion concentration in human body,
and it is supersaturated with respect to HA. In this che-
mical environment, HA is the most stable phase among all
the calcium phosphate phases, thus the HCA formation is
thermodynamically possible. However, only HA, HA600,
and SHA700 have led to immediate Ca ions uptake. The
HA900, SHA800, and SHA900 samples show a partial
dissolution prior to precipitation. The difference in the
dissolution ability of the HA samples is not the only factor
in bioactivity. Figure 10 shows XRD spectra of HA sintered
at different temperatures in the range of 600–900 8C. The
structural evolution begins from an amorphous state in the
commercial HA. Crystalline phase started to form at
600 8C, and all peaks were attributed to the HA phase.
In addition, relative peak intensities are in agreement with
the expected values for HA. Therefore, it can be decided
that the structure consists primarily of crystalline HA, no
additional peaks were observed to appear at any firing
temperatures. However, the peak shift could be noted by
comparing with the standard XRD spectra of HA. At lower
temperatures, the shift was considerable suggesting great
lattice distortion. The breadth of the peaks was used as an
indicator of crystal dimension in the direction perpendi-
cular to the diffracting plane hkl. The crystal size D is

362 BIOMATERIALS, TESTING AND STRUCTURAL PROPERTIES OF

Figure 20. The SEM photograph showing the surface morphology
of the SHA700 immersed in SBF for 1 week.

Figure 21. The SEM photograph showing the surface morphology
of the SHA900 immersed in SBF for 9 weeks.



inversely proportional to the peak breadth according to the
Scherer equation. The contribution to the peak breadth
from instrumental broadening was determined to be
� 0.12 8C (0.002 rad), independent of 2u. This amount
subtracted from the total experimental width is the value
of true broadening, assuming the two contributions add
linearly. The peak breadth (D002) is given as a function of
temperature in (Fig. 23). It can be seen that the peak
breadth decreases with sintering temperature, indicating
that the crystal size increases with increasing sintering
temperature, from 600 to 900 8C. On the basis of above
analysis, the important difference with annealing tem-
perature was the size of the individual crystals and the
amount of crystal defects.

It is possible that the crystal growth rate is controlled by
more than one of the elementary rate controlling mechan-
isms. The rate controlling process can change depending on
particle size, solution concentration, and surface properties of
the crystallites. The mechanisms of crystal growth are
usually interpreted from measured reaction rates at different
driving forces or from the activation energies of reactions. It is
common practice to fit the data to an empirical rate law,
which is represented by simple empirical kinetics (9):

Rg ¼ kgssn ð2Þ

where kg is the rate constant for crystal growth, s is a
function of the total number of available growth sites, is the
degree of supersaturation, and n is the effective order of
reaction. A broad empirical test for growth mechanism can
be achieved from a logarithmic plot of Eq. 2. From the n

value, the probable mechanism can be deduced. It is
possible that the crystal growth rate is controlled by more
than one of the elementary rate controlling mechanisms
listed above. Under these circumstances, the rate-limiting
steps are dependent on the jump frequency of lattice ions:
(1) through the solution for mass transport control; (2) to
the crystal surface for adsorption control, or (3) along the
crystal surface or into a crystal lattice kink site for spiral
and polynuclear control. The rate controlling process can
change depending on particle size, solution concentration,
and surface properties of the crystallites. A broad empirical
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Figure 23. The X-ray diffraction peak breadth versus processing
temperature for the HA synthesized in this study.

Figure 22. The FTIR spectra of HA and SHA samples after immersion in SBF for the time indicated.



test for growth mechanism can be achieved by plotting the
data according to Eq. 2. An effective order reaction in the
range 0<n< 1.2, n� 2, or n> 2.5 indicates that the rate
controlling process is one of adsorption and /or mass
transport, surface spiral, or polynucleation, respectively
(9). Experimentally, it is found that the growth rates of the
calcium phosphates are insensitive to changes in fluid
dynamics indicating surface controlling mechanisms rather
than mass transport of ions to the crystal surfaces. A
dynamic fluid may effect the growth rate, but not in a
pronounced fashion. However, in our experiment, we found
the growth to be insensitive. But we have no comparison of
growth rates in both static and dynamic fluids.

Temperature Dependence of Activation Energy

Activation energies, obtained from experiments at different
temperatures, can be used to differentiate between volume
diffusion and surface controlled processes. The activation
energy for volume diffusion, reflecting the temperature
dependence of the diffusion coefficient, usually lies between
16 and 20 kJ �mol�1, while for a surface reaction the value
may be in excess of 35 kJ �mol�1. If a reaction has activation
energy of < 20 kJ �mol�1, it is safe to assume that it is
overwhelmingly controlled by volume diffusion. However,
if the activation energy is higher than 35 kJ �mol�1, it is
quite certain that an adsorption process predominates. In all
other cases, both adsorption and volume diffusion mechan-
isms may participate for a first-order reaction (10).

Figure 17 represents the Ca concentration in solutions as
a function of immersion time at different surface areas. These
samples were the same kind of powders to ensure that they
have the same crystal structure and surface morphology;
while the ratio of surface area to volume of SBF was different.
It is apparent in Fig. 17 that the rates of precipitation were
highly dependent on the surface area. Based on the empirical
kinetics in Eq. 2, to build a relationship between the reaction
rate Rg and surface area s, the degree of supersaturation s

should be kept at a constant value. The corresponding reac-
tion rates were calculated by a simple fitting procedure from
the above kinetic plots. As shown in Fig. 18, there was a
linear relationship between the precipitation rates and the
total surface area, which is in agreement with the above
empirical kinetics equation. This result also showed that
crystallization occurred only on the added seed materials
without any secondary nucleation or spontaneous precipita-
tion. Furthermore, the advantage of porous bioceramics over
dense bioceramics was proved by this relationship.

The initial precipitation rate was not used here because
of the following considerations. First, the empirical fitting
procedure used to calculate R0 is greatly affected by the
slower rates occurring after the initial fast stage of the
precipitation process. Thus, the fitting data could not
represent the true initial rate. Second, initial rate was a
complicated factor. Rapid adjustment of surface composi-
tion usually happened when the solids were introduced
into the growth or dissolution media. In the case of HA,
initial uptaking surges were observed, which might be
attributed to calcium ion adsorption. Therefore, consider-
able uncertainties can arise if too much emphasis is placed
upon initial rates of reaction.

Another point needed to be noted was that in this test, the
different surface areas were not originated from the distri-
bution of particle sizes, considering that different particle
sizes might bring in the factor of surface morphology, which
has great influence on the reaction rate. The effect of particle
size would be demonstrated later. In the current method, the
same powders were used, so that the factor of morphology
was eliminated and a linear relationship was obtained.

The particles of different sizes behaved differently
under the same surface area to volume (SA/V) test condi-
tions. When comparing the 40–100-mesh and < 200-mesh
particles at SA/V of 0.02 m2 �mL�1, it is apparent that the
Ca adsorption rate is slower for the smaller particles. This
may be attributed to physical differences such as the radius
of curvature and surface roughness.

Figure 19 is a plot of Ca concentration verses immersion
time for HA, HA600, and SHA800, SHA900. Samples of
each group were tested under the same SA/V ratio. As can
be seen, the initial rate of HA was greater than that of
HA600; the behavior of SHA800 differed from the one of
SHA900. Therefore, it is concluded that the specific surface
area is not the only reason that affects the reaction beha-
vior of various HA powders, the degree of crystallinity also
plays an important role in their reaction rates.

Chemical reactions, specifically in this case, the process
of nucleation and crystal growth from solution, is described
as an activated process with temperature, which is repre-
sented by the following relationship:

rate/ exp � Ea

kT

� �
ð3Þ

where Ea is the activation energy, so that reaction rate
increases exponentially with temperature increase. The
reaction rate constant K is related to temperature by an
Arrhenius equation:

K ¼ K0exp � Ea

kT

� �
ð4Þ

By keeping s at a constant value, plot lnR versus 1/T, the
slope of the curve will be Ea/k, and consequently Ea can be
calculated.

According to the procedures described above, the activa-
tion energy for HA, HA600, HA900, and SHA700 was calcu-
lated. The parameter s was selected at DCa¼�8mM for all
the reaction temperatures. The computed activation energy
was listed in Table 3. The above results showed that the
activation energy increased with the sintering tempera-
ture for HA powders. The activation energy of synthesized
HA700 was much higher than those of HA and HA600.

In Vitro Biochemistry Behavior of Hydroxyapatite

The formation of biological apatite on the surface of
implanted synthetic calcium phosphate ceramics goes

364 BIOMATERIALS, TESTING AND STRUCTURAL PROPERTIES OF

Table 3. Activation Energies for the Samples Indicated

Samples Activation energy, kJ �mol�1

HA 66.3
HA600 80.3
HA900 172.7

SHA700 130.4



through a sequence of chemical reactions. It has been
shown that the reaction rate in vitro appears to correlate
with the rate of apatite mineral formation in vivo.

Therefore, the laboratory observations can be projected
to the in vivo situation. The in vitro behavior of bioceramics
is determined by its stability at ambient and body tem-
peratures. Many factors have significant influence on their
stability, including the pH and supersaturation of the
solution, crystallinity, structure defects, and porosity of
the material (11,12). Driessens (13) showed that, among
the phases composed of calcium and phosphate, hydroxya-
patite is the most stable at room temperature when in
contact with SBF, which was used to represent the ionic
concentrations of plasma. Generally, SBF will initiate a
partial dissolution of the HA material causing the release
of Ca2þ, HPO4

2�, and PO4
3�, and increasing the super-

saturation of the microenvironment with respect to HA
phase that is stable in this environment. Following this
initial dissolution is the reprecipitation. Carbonate ions,
together with other electrolytes, which are from the biolo-
gical fluids, become incorporated in the new apatite micro-
crystals forming on the surfaces of the HA.

Since any clinical use of calcium phosphate bioceramics
involves contact with water, it is important to understand the
stability of HA in the presence of water at ambient tempera-
tures. As Driessens showed (13), there were only two classes
of calcium phosphate materials that were stable at room
temperature when in contact with aqueous solution. Tem-
perature, ionic strength, and pH are major parameters influ-
encing the stability of calcium phosphate. In the body,
temperature and ion strength are constant, therefore, the
pH value at the local tissue determines which form of calcium
phosphate is the most stable. At a pH < 4.2, the component
CaHPO4�2H2O was the most stable, while at higher pH
(> 4.2), HA was the stable phase. However, HA does not
form at the first place. Other mineral phases such as dical-
cium phosphate dihydrate (DCPD), octacalcium phosphate
(OCP), and amorphous tricalcium phosphate (TCP) form as
precursor phases that transform to HA.

Therefore, in this in vitro test, at biological pH value, only
HA or its precursor phase can be found in contact with SBF. It
is believed that synthetic HA ceramic surfaces can be trans-
formed to biological apatite through a set of reactions includ-
ing dissolution, precipitation, and ion exchange. Following
the introduction of HA to SBF, a partial dissolution of the
surface is initiated causing the release of Ca2þ, HPO4

2�, and
PO4

3�, which increases the supersaturation of the microen-
vironment with respect to the stable (HA) phase. Carbonated
apatite can form using the calcium and phosphate ions
released from partially dissolving ceramic HA and from
the biological fluids that contain other electrolytes, such as
CO3

2� and Mg2þ. These become incorporated in the new CO3-
apatite microcrystals forming on the surfaces of ceramic HA
crystals. The in vitro reactivity of HA is governed by a
number of factors, which can be considered from the two
aspects: in vitro environment and properties of HA material.

CONCLUSIONS

In order to produce highly strengthened porous bioactive
materials for bone substitutes, suspension method and

thermal deposition method, were employed to coat the
inner-pore surfaces of a porous ceramic substrate. A thin
layer of HA has been uniformly coated onto inner-pore
surfaces of reticulated alumina substrates. The in vitro
bioactivity of HA coatings was found to be strongly affected
by structure characteristics, which are a combination of
crystallinity and specific surface area. The bioactivity is
reduced at a higher degree of crystallinity, which is likely
related to the higher driving force for the formation of a
new phase, and the reaction rate was proportional to the
surface area. The surface morphology and HA treating
temperature also have a direct affect on the reaction rates
of the HA coatings. The calcium absorption rate is slower
for smaller particles; this could be attributed to physical
differences including radius of curvature and surface
roughness. The activation energy increased with the
heat-treatment temperature for HA powders.
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INTRODUCTION

Tissue engineering offers an alternative to whole organ
and tissue transplantation for diseased, failed, or abnor-
mally functioning organs. Millions suffer from end-stage
organ failure or tissue loss annually. In the United State
alone, at least 8 million surgical operations are carried out
each year at a total national healthcare cost exceeding
$400 billion annually (1–4). Approximately 500,000 coron-
ary artery bypass surgeries are conducted in the
United States annually (5). Autologous and allogenic
natural tissue, such as the saphenous vein or the internal
mammary artery, is generally used for coronary artery
replacement. The results have been favorable for these
procedures with patency rates generally ranging from
50–70%. Failures are caused by intimal thickening due
largely to adaptation of the vessel in response to increased
pressure and wall shear stress, compression, inadequate
graft diameter, and disjunction at the anastomosis. Also,
successful treatment has been limited by the poor per-
formance of the synthetic materials used, such as poly-
ethyleneterephthalate (PET, Dacron) and expanded
polytetrafluoroethylene (ePTFE, Gore-Tex), which are
used for tissue replacement due to plaguing problems
(6). For example, in cases of tumor resection in the head,
neck, and upper and lower extremities, as well as in cases
of trauma and congenital abnormalities, there are often
outline defects due to the loss of soft tissue, this tissue is
largely composed of subcutaneous adipose tissue (7). The
defects lead to abnormal cosmesis, affect the emotional
comfort of patients, and may impair function. A surgeon
would prefer to use an autologous adipose tissue to sculpt
contour deformities. Because mature adipose tissue does
not transplant effectively, numerous natural, synthetic,
and hybrid materials have been used to act as adipose
surrogates. Despite improved patient outcomes, the use of
many of these materials results in severe problems, such as
unpredictable outcomes, fibrous capsule contraction, aller-
gic reactions, suboptimum mechanical properties, distor-
tion, migration, and long-term resorption.

To offset the short supply of donor organs as well as the
problems caused by the poor biocompatibility of the bio-
materials used, a new hybridized method of ‘‘tissue engi-
neering’’, which combines both cells and biomaterials has
been introduced (8). To reconstruct new tissue by tissue
engineering, a triad of components are requried: (1) har-
vested and dissociated cells from the donor tissue including
nerve, liver, pancreas, cartilage, and bone as well as
embryonic stem, adult stem, or precursor cell; (2) scaffolds

made of biomaterials on which cells are attached and
cultured, then implanted at the desired site of the function-
ing tissue; (3) growth factors that promote and/or prevent
cell adhesion, proliferation, migration, and differentiation
by up-regulating or down-regulating the synthesis of pro-
tein, growth factors, and receptors (see Fig. 1). In a typical
application for cartilage regeneration, donor cartilage is
harvested from the patient and dissociated into individual
chondrocyte cells using enzymes as collagenase, and then
mass cultured in vitro. The chondrocyte cells are then
seeded onto a porous and synthetic biodegradable scaffold.
This cell–polymer structure is massively cultured in a
bioreactor. The abnormal tissue is removed and the cell–
polymer structure is then implanted in the patient. Finally,
the synthetic biodegradable scaffold resorbs into the body
and the chondrocyte cell produces collagen and glycosami-
noglycan as its own natural extracellular matrix (ECM),
which results in regenerated cartilage. This approach can
theoretically be applied to the manufacture of almost all
organs and tissues except for organs such as the brain (3).

In this section, a review is given of the biomaterials and
procedures used in the development of tissue-engineered
scaffolds, including: (1) natural and synthetic biomaterials,
(2) natural–synthetic hybrid scaffolds, (3) the fabrication
methods and techniques for scaffolds, (4) the required
physicochemical properties for scaffolds, and (5) cytokine-
released scaffolds.
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Figure 1. Tissue engineering triad. The combination of three key
elements, cells, biomaterials, and signaling molecules, results in
regenerated tissue-engineered neo-organs.
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The Importance of Scaffold Matrices in Tissue Engineering

Scaffolds play a very critical role in tissue engineering.
Scaffolds direct the growth (1) of cells seeded within the
porous structure of the scaffold, or (2) of cells migrating
from surrounding tissue. Most mammalian cell types are
anchorage dependent; the cells die if an adhesion substrate
is not provided. Scaffold matrices can be used to achieve
cell delivery with high loading and efficiency to specific
sites. Therefore, the scaffold must provide a suitable sub-
strate for cell attachment, cell proliferation, differentiated
function, and cell migration. The prerequisite physico-
chemical properties of scaffolds are (1) to support and
deliver the cells; (2) to induce, differentiate, and promote
conduit tissue growth; (3) to target the cell-adhesion sub-
strate, (4) to stimulate cellular response; (5) to create a
wound healing barrier; (6) to be biocompatible and biode-
gradable; (7) to have relatively easy processability and
malleability into the desired shapes; (8) to be highly porous
with large surface–volume; (9) to have mechanical strength
and dimensional stability; and (10) to have sterilizability
(9–16). Generally, three-dimensional (3D) porous scaffolds
can be fabricated from natural and synthetic polymers
(Fig. 2 shows these chemical structures), ceramics, metal,
and in a very few cases, composite biomaterials and cyto-
kine-releasing materials.

Natural Polymers

Many naturally occurring scaffolds can be used for tissue
engineering purposes. One such example is the ECM,
which is composed of very complex biomaterials and
controls cell function.For theECMused in tissueengineering,
natural and synthetic scaffolds are designed to mimic
specific function. The natural polymers used are alginate,
proteins, collagens (gelatin), fibrins, albumin, gluten, elas-
tin, fibroin, hyarulonic acid, cellulose, starch, chitosan
(chitin), sclerolucan, elsinan, pectin (pectinic acid), galac-
tan, curdlan, gellan, levan, emulsan, dextran, pullulan,
heparin, silk, chondroitin 6-sulfate, polyhydroxyalkano-
ates, and others. Much of the interest in these natural
polymers comes from their biocompatibility, relatively
abundance and commercial availability, and ease of pro-
cessing (17).

Alginate. Alginate (from seaweed) is composed of two
repeating monosaccharides: L-guluronic acid and D-man-
nuronic acid. Repeating strands of these monomers form
linear, water-soluble polysaccharides. Gelation occurs by
interaction of divalent cations (e.g., Ca2þ, Mg2þ) with
blocks of guluronic acid from different polysaccharide
chains (as shown in Fig. 3). From this gelation property,
the encapsulation of calcium alginate beads impregnated
with various pharmaceutics, cytokines, or cultured cells,
has been extensively investigated. Varying the preparation
conditions of the gelation can control structure and physi-
cochemical properties. Calcium alginate scaffolds do not
degrade by hydrolytic reaction, whereas they can be
degraded by a chelating agent such as ethyleneaminete-
traaceticacid (EDTA) or by an enzyme. Also, the diffusion

of calcium ions from an alginate gel can cause dissociation
between alginate chains, which results in a decrease of
mechanical strength over time. One of the disadvantages of
an alginate matrix is a potential immune response and the
lack of complete degradation, since alginate is produced in
the human body (10). For these reasons, the chemical
modification and incorporation of biological peptides, such
as Arg-Gly-Asp cell adhesion peptides, have been used to
improve the functionality and flexibility of natural scaf-
folds and their potential application (18).

Many researchers have studied the encapsulation of
chondrocytes. Growth plate chondrocytes, fetal chondro-
cytes, and mesenchymal stem cells derived from bone
marrow have been encapsulated in alginate (19). In each
system, the chondrocytes demonstrated a differentiated
phenotype, producing an ECM and retaining the cell mor-
phology of typical chondrocytes. In addition, novel hybrid
composites, such as alginate/agarose (a thermosensitive
polysaccharide), alginate/fibrin, alginate/collagen and
alginate/hyaruronic acid, and different gelling agents
(water, sucrose, sodium chloride, and calcium sulfate) were
investigated to optimize the advantages of each component
material for tissue engineered cartilage (20–22). It was
found that this hybrid material provides a reason why the
microenvironments of composite materials affect chondro-
genesis.

Collagen. At least 22 types of collagen exist in the
human body. Among these, collagen types I, II, and III
are the most abundant and ubiquitous. Conformation of
the collagen chain consists of triple helices that are packed
or processed into microfibrils. Molecularly, the three
repeating amino acid sequences, such as glycine, proline,
and hydroxyproline, form protein chains resulting in the
formation of a triple helix arrangement. Type I collagen is
the most abundant and is the major constituent of bone,
skin, ligament, and tendon, whereas type II collagen is the
collagen in cartilage. Collagen can promote cell adhesion as
demonstrated by the Asp-Gly-Glu-Ala peptide in type I
collagen, which functions as a cell-binding domain. Due to
the abundance and ready accessibility of these tissues, they
have been used frequently in the preparation of collagen
(23).

The purified collagen materials obtained from either
molecular or fibrillar technology are subjected to additional
processing to fabricate the materials into useful scaffold
types for specific tissue-engineered organs. Collagen can be
processed into several types such as membrane (film and
sheet), porous (sponge, felt, and fiber), gel, solution, fila-
mentous, tubular (membrane and sponge), and composite
matrix for the application of tissue repair, patches, bone
and cartilage repair, nerve regeneration, and vascular and
skin repair with/without cells (24). The Physicochemical
properties of collagen can be improved by the addition of a
variety of homogeneous and heterogeneous composites.
Homogeneous composites can be formed between ions,
peptides, proteins, and polysaccharides in a collagen
matrix by means of ionic and covalent bonding, entrap-
ment, entanglement, and coprecipitation. Heterogeneous
composites, such as collagen–synthetic polymers, col-
lagen–biological polymers, and collagen–ceramic hybrid
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Figure 2. Chemical structures of some commonly
used biodegradable and nondegradable polymers
in tissue engineering. (a) Synthetic nondegradable
polymers: (1). polyethylene, (2). poly(vinylidene f-
luoride), (3). polytetrafluoroethylene, (4). poly-
(ethylene oxide), (5). poly(vinyl alcohol), (6). poly-
(ethyleneterephthalate), (7). poly(butylenetere-
thphalate), (8). poly(methylmethacrylate), (9).
poly- (hydroxymethylmetacrylate), (10). poly(N-
isopropylacrylamide), (11). polypyrrole, (12).
poly(dimethyl siloxane), and (13). polyimides. (b)
Synthetic biodegradable polymers: (14). poly(gly-
colic acid), (15). poly(lactic acid), (16). poly(hydrox-
yalkanoate), (17). poly(lactide-co-glycolide), (18).
poly(e-caprolactone), (19). polyanhydride, (20).
polyphsphazene, (21). poly(orthoester), (22). poly-
(propylene fumarate), and (23). poly(dioxanone).
(c) Natural polymers: (24). alginate, (25). chondroi-
tin-6-sulfate, (26). chitosan, (27). hyarunonan,
(28). collagen, (29). polylysine, (30). dextran, and
(31). heparin. (d) PEO-based hydrogels: (32).
Pluronic, (33). Pluronic R, (34). Tetronic, and
(35). Tetronic R.
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polymers (collagen–nano-hydroxyapatite and collagen–
calcium phosphate) have been investigated for use in tis-
sue-engineered products (10).

Fibrin. Fibrin plays a major role during wound healing
as a hemostatic barrier to prevent bleeding and to support
a natural scaffold for fibroblasts. Actual polymerization is
triggered by the conversion of fibrinogen to fibrin monomer
by thrombin, and gelation occurs within 30–60 s. One
advantage of using fibrin in this manner is its ability to
completely fill the defect by gelling in situ. Fibrin sealant
composed of fibrinogen and thrombin in addition to anti-
fibronolytic agents has been used already in such surgical
applications as sealing lung tears, cerebral spinal fluid
leaks, and bleeding ulcers, because of its natural role in
wound healing. Fibrin sealant might be made from auto-
logous blood or from recombinant proteins (22). Fibrin gels
can degrade either through hydrolytic or proteolytic
means. Fibrinogen is commercially available from several
manufacturers, so the cost of the fabrication of fibrin gels is
relatively low. Recently, much work has been done to
develop fibrin as a potential tissue-engineered scaffold
matrix, especially for cartilage, which is formed from a
fibrin/chondrocyte construct. Biochemical and mechanical
analysis has demonstrated its cartilage-like properties. In
neural tissue engineering, fibrin modified the incorpora-
tion of bioactive peptide in fibrin gels (25). Also, fibrin/
hydroxyapatite hybrid composites have been investigated
to optimize the mechanical strength of tissue-engineered
subchondral bone substitutes.

Hyaluronan. Hyaluronic acid, a natural glycosaminogly-
cans polymer, can be found in abundance within cartila-
ginous ECM. It has some disadvantages in its natural form,
such as high water solubility, fast resorption, and fast
tissue clearance times, which are not conducive to bioma-
terials. To overcome these undesirable characteristics,

chemical modifications were made to increase biocompat-
ibility, tailor the degradation rate, control water solubility,
and to fit the mechanical property. To increase hydropho-
bicity, esterification was carried out to increase the hydro-
carbon content of the added alcohol, which resulted in
tailored degradation rates since hydrophobicity directly
influences hydration and the deesterification reaction
(10). Another approach, the condensation reaction between
the carboxylic group of unmodified hyaluronan molecules
with the hydroxyl group of other hyalunonic acid mole-
cules, was used to fabricate the sponge form. Then, bone
marrow-derived mesenchymal progenitor cells were
seeded to induce chondrogenesis and osteogenesis on this
scaffold. Results from animal studies indicate that mod-
ified hyaluronic acid can successfully support mesenchy-
mal stem cell proliferation and differentiation for
osteochondral application (15). Also, a sulfate reaction
on a hyaluronan gel created a variety of sulfate derivatives,
ranging from one-to-four sulfate groups per disaccharide
subunit. A crosslinking network hydrogel can be formed by
using diamines from individual hyaluronic acid chains.
Chondrocytes seeded on sulfated hyaluronic acid hydrogels
appear to have good cell compatibility with the tissue-
engineered cartilage. The benzyl ester hyaluronan products
HYAFF-11 and LaserSkin (Fidia Advanced Biopolymers,
FAB, Abano Terme, Italy) have been introduced to engineer
skin bilayers in vitro (26).

Chitosan. Chitosan, a polysaccharide derived from chitin,
is composed of a simple glucosamine monomer and has
physicochemical properties similar to many glycosaminogly-
cans. Chitosan is relatively biocompatible and biodegradable;
it does not evoke a strong immune response. It is relatively
cheap due to its abundance and good reactivity with diverse
methods of chemical processing. Chitin is typically extracted
from arthropod shells by means of acid–alkali treatment to
hydrolyze acetamido groups from the N-acetylglucosamine
resulting in the production chitosan. It has a molecular
weight of 800,000–1,500,000 g �mol�1 and dissolves
easier than the native chitin polymer (27). For its use in
the tissue-engineered cartilage, a 3D composite, such as a
chondroitin sulfate A/chitosan hydrogel scaffold, was pre-
pared. This hydrogel supported a differentiated phenotype
of seeded articular chondrocytes and type II collagen and
proteoglycan production (28). Also, the organic–inorganic
hybrid scaffold, used as a chitosan/tricalcium phosphate
scaffold, was fabricated for tissue-engineered bone. When
osteoblast cells collected from rat fetal calvary were seeded
onto a chitosan/tricalcium phosphate scaffold, the cells pro-
liferated in a multiplayer manner and deposited a miner-
alized matrix (29).

Agarose. Agarose is another type of marine source poly-
saccharide purified extract from sea creatures, such as
agar or agar-bearing algae. One of the unique properties
of agarose is the formation of a thermally reversible gel,
which starts to set at a concentration in excess of 0.1% at a
temperature � 40 8C and a gel melting temperature of
90 8C. Agarose gel is widely used in the electrophoresis
of proteins and nucleic acid. Its good gelling behavior could
make it a suitable injectable bone substitute and cell
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carrier matrix (17). Allogenic chondrocyte-seeded agarose
gels have been used as a model to repair osteochondral
defects in vivo. The repaired tissues were scored histolo-
gically based on the intensity and extent of the proteogly-
can and the type II collagen immunoassay, the structural
features of the various cartilaginous zones, integration
with host cartilage, and the morphological features and
arrangement of chondrocytic cells. The allogenic chondro-
cyte–agarose-grafted repairs had a higher semiquantita-
tive score than control grafts. These results showed a good
potential for use in tissue engineering (30). More detailed
studies, such as the in vivo mechanical properties, biocom-
patibility and toxicity, and the balance degradation and
synthesis kinetics of agarose-based tissue-engineered pro-
ducts, must be undertaken to further successful agarose
applications (31).

Small Intestine Submucosa. Porcine small intestine sub-
mucosa (SIS) is an important material for natural ECM
scaffolds (15). Many experiments have shown systemati-
cally that an acellular resorbable scaffold material, derived
from SIS, is rapidly resorbed, supports early and abundant
new blood vessel growth, and serves as a template for the
constructive remodeling of several body tissues including
musculoskeletal structures, skin, body wall, dura mater,
urinary bladder, and blood vessels (32). The SIS material
consists of a naturally occurring ECM, rich in components
that support angiogenesis, including fibronectin, glycosa-
minoglycans including heparin, several collagens (includ-
ing types I, III, IV, V, and VI), and angiogenic growth
factors such as basic fibroblast growth factor and vascular
endothelial cell growth factor (33). For these reasons, SIS
scaffolds have been successfully used to reconstruct the
urinary bladder, for vascular grafts, to reconstruct carti-
lage and bone alone or as a composite with synthetic
polymers and inorganic biomaterials (34).

Acellular Dermis. Acellular human skin, that is skin
removed of all cellular components, may be one of the most
significant ECMs. An acellular dermis can be seeded with
fibroblasts and keratinocytes to fabricate a dermal–epider-
mal composite for the regeneration of skin. AlloDerm (Life-
Cell, Branchburgh, NJ) is a typical commercialized
product, a split-thickness acellular allograft prepared from
human cadaver skin and cryopreserved for off-shelf use
(35). Alloderm has been successful in the treatment of burn
patients because of its nonantigenic dermal scaffold that
includes elastin, proteoglycan, and basement membrane.

Poly(hydroxyalkanoates). Poly(hydroxyalkanoates) are
entirely natural and are obtained from the microorganism
Alcaligen eutrophus as Gram-negative bacteria. The phy-
sical properties of polyhydroxybutyrate (PHB) are similar
to nondegradable polypropylene. Its copolymers with
hydroxyvalerate [poly(hydroxybutylate-co-hydrovalerate);
PHBV] have a modest range of mechanical properties and a
correspondingly modest range of chemical compositions for
monomers and processing conditions. Due to their good
processability, these polymers can be manufactured into
many forms, such as fibers, meshes, sponges, films, tubes,
and matrices through standard processing techniques.

The family of poly(hydroxyalkanoates) does not appear
to cause any acute inflammation, abscess formation, or
tissue necrosis in whethers in the form of nonporous disks
or cylinders, adjacent tissues (36). To optimize the mechan-
ical property of PHBV, organic–inorganic hybrid compo-
sites such as PHBV–hydroxyapatite were developed for the
tissue engineering of bone; hydroxyapatite promotes osteo-
conductive activity (13). Also, Schwann cell-seeded PHB
was applied to regenerate a nerve in the shape of a conduit
to guide and induce neonerve tissue at the nerve ends.
Good nerve regeneration in PHB conduits as compared to
nerve grafts was observed. The shape, mechanical
strength, porosity, thickness, and degradation rate of
PHB and its copolymers can be engineered.

Other Natural Polymers. Excluding those polymers dis-
cussed in the Natural Polymers section above, other nat-
ural polymers, are proteins, albumin, gluten, elastin,
fibroin, cellulose, starch, sclerolucan, elsinan, pectin
(pectinic acid), galactan, curdlan, gellan, levan, emulsan,
dextran, pullulan, heparin, silk, and chondroitin 6-sulfate.
Although they are not discussed here, these biopolymers
are of interest because of their unusual and useful func-
tional properties as well as their abundance. This group of
natural polymers are (1) biocompatible and nontoxic, (2)
easily processed as film and gel, (3) heat stable and thermal
processable over a broad temperature range, and (4) water
soluble (17). In vivo and in vitro experiments, and physi-
cochemical modifications should be performed in the near
future to promote the use of these natural polymers in
tissue-engineered scaffolds.

Synthetic Polymers

Natural polymers are not used more extensively because
they are expensive, differ from batch to batch, and there is
a possibility of cross-contamination from unknown viruses
or unwanted diseases due to their isolation from plant,
animal, and human tissue. Alternatively, synthetic poly-
meric biomaterials have easily controlled physicochemical
properties and quality, and no immunogenecity. Also, they
can be processed by various techniques and supplied con-
sistently in large quantities. To adjust the physical and
mechanical properties of a tissue-engineered scaffold at a
desired place in the human body, the molecular structure,
and molecular weight are adjusted during the synthetic
process. Synthetic polymers are largely divided two cate-
gories: biodegradable, and nonbiodegradable. Some non-
degradable polymers include poly(vinylalcohol) (PVA),
poly(hydroxylethylmethacryalte), and poly(N-isopropyla-
cryamide). Some synthetic degradable polymers are in
the family of poly(a-hydroxy ester)s, such as polyglycolide
(PGA), polylactide (PLA) and its copolymer poly(lactide-co-
glycolide) (PLGA), polyphosphazene, polyanhydride, poly(-
propylene fumarate), polycyanoacrylate, polycaprolactone,
polydioxanone and biodegradable polyurethanes.

Between these two polymers, synthetic biodegradable
polymers are preferred for use in tissue-engineered scaf-
folds because they have minimal chronic foreign body
reactions and they promote the formation of completely
natural tissue. That is, they can form a temporary scaffold
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for mechanical and biochemical support. More detailed
polymer fabrication methods are discussed in the section,
Scaffold Fabrication and Characterization.

Poly(a-Hydroxy Ester)s. The family of poly(a-hydroxy
acid)s, such as PGA, PLA, and its copolymer PLGA, are
among the few synthetic polymers approved for human
clinical use by the U.S. Food and Drug Administration
(FDA). These polymers are extensively used or tested as
scaffold materials, because they are as bioerodible with
good biocompatibility, have controllable biodegradability,
and relatively good processability (37). This family of
poly(a-hydroxy éster)s has been used for three decades:
PGA as a suture; PLA in bone plate, screw and reinforced
materials; and PLGA in surgical and drug delivery devices.
The safety of these materials has been prove for many
medical applications (38–47).

These polymers degrade by nonspecific hydrolytic scis-
sion of their ester bonds. Polyglycolide biodegrades by a
combination of hydrolytic scission and enzymatic (ester-
ase) action producing glycolic acid, which can either enter
the tricarboxylic acid (TCA) cycle or be excreted in urine
and eliminated as carbon dioxide and water. The hydro-
lysis of PLA yields lactic acid, which is a normal byproduct
of anaerobic metabolism in the human body and is incor-
porated in the TCA cycle to be excreted finally by the body
as carbon dioxide and water. With the addition of a methyl
group to glycolide, PLA is much more hydrophobic than the
highly crystalline PGA. As a result, PLA has a slower
degradation rate over a year’s time. The degradation time
of PLGA as a copolymer can be controlled from weeks to
over a year by varying the ratio of monomers, its molecular
weight, and the processing conditions. The synthetic meth-
ods and physicochemical properties, such as melting tem-
perature, glass transition temperature, tensile strength,
Young’s modulus, and elongation, were reviewed else-
where (48).

The mechanism of biodegradation of poly(a-hydroxy
acid)s is bulk degradation, which is characterized by a loss
in polymer molecular weight, while its mass is maintained.
Mass maintenance is useful for tissue-engineering appli-
cations that require a specific shape. However, a loss in
molecular weight causes a significant decrease in mechan-
ical properties. Degradation depends on its chemical his-
tory, porosity, crystallinity, steric hindrance, molecular
weight, water uptake, and pH. Degradable products, such
as lactic acid and glycolic acid, decrease the pH in the
surrounding tissue resulting in inflammation and poten-
tially poor tissue development. The PGA, PLA, and PLGA
scaffolds are applied for the regeneration of all tissue,
including skin, cartilage, blood vessel, nerve, liver, dura
mater, bone, and other tissue (10,12,17). For the appli-
cation of these polymers as scaffolds, the development
of fabrication methods for porous structures is also
important.

The hybrid structure of chondrocytes and fibroblast/
PGA fiber felts was successfully tested in the regeneration
of cartilage and skin, respectively (49). Also, porous PLGA
scaffolds with an average pore sizes of 150–300 or 500–
710mm were seeded with osteoblast cells, which resulted in
good bone generation. Composites of PLA/tricalcium phos-

phate and PLA/hydroxyapatite were attempted to induce
bone formation both in vitro and in vivo (13,50). Porous
PLA tubes with an inside diameter of 1.6 mm, are outside
diameter of 3.2 mm, and lengths of 12 mm, were implanted
into 12 mm gaps in the rat sciatic nerve model. Compared
to control grafts, both the number and density of axons
were significantly less for the tabulated implants. The PGA
tube was also tested for the regeneration of vascular grafts,
and showed good in vivo results.

To improve the physicochemical properties of poly(a-
hydroxy acid)s for use as scaffold materials, the chemical
modification of both end groups of PLA and PGA was
undertaken; the additional reaction of the moieties helps
to control the biological and/or physical properties of bio-
materials (17). For example, poly(lactic acid-co-lysine-co-
aspartic acid) (PLAL-ASP) was synthesized to add a cell
adhesion property. Similarly, a copolymer of lactide and
e-caprolactone was synthesized to improve the elastic
property of PLA. The PLA-poly(ethylene oxide) (PEO)
copolymers were synthesized to have the degradative
and mechanical properties of PLA and the biological con-
trol offered by PEO and its functionalization (51). One of
the unique characteristics of PLA-PEO block copolymers is
its temperature sensitivity. Because of the hydrophobicity
of PLA and hydrophilicity of PEO, the sol–gel property can
be applied to injectable cell carriers. Also, a nano-hybrid
composite with other materials has been developed for
application to all organs in the body.

Poly(vinyl Alcohol). Poly(vinyl alcohol) is synthesized
from poly(vinyl acetate) by saponification. The result is a
hydrogel that contains some water, which is similar to
cartilage. It is relatively biocompatible, swells with a large
amount of water, easily sterilized, and easily fabricated
and molded into desired shapes. It has a reactive pendant
alcohol group that can be modified by chemical cross-
linking, physical cross-linking, or by incorporating an
acrylate group, which results in improvement of its
mechanical properties. A typical commercialized PVA gel
is Salubria (Salumedica, Atlanta, GA), which was created by
completing a series of freeze–thaw cycles with PVA polymers
and 0.9% saline solution. By changing the ratio of PVA and
H2O, the molecular weight of PVA, and the quantity and
duration of the freeze–thaw cycles, the physical properties
of the PVA hydrogel can be controlled. Poly(vinyl alcohol)
has been used in cartilage regeneration; it has similar
mechanical properties needed in breast augmentation,
diaphragm replacement, and bone replacement (10). One
significant drawback is that it is not fully biodegradable
because of the lack of labile bonds within the polymer
backbone. So, it is recommended that low molecular weight
PVA,� 15,000 g �mol�1, which can be absorbed through the
kidney, might be applied to tissue-engineered scaffolds.

Polyanhydride. Polyanhydride is synthesized by the
reaction of diacids with anhydride to form acetyl anhydride
prepolymers. High molecular weight anhydrides are
synthesized from the anhydride prepolymer in a melt
condensation. Polyanhydrides are modified to increase
their physical properties by a reaction with imides (17).
A typical example of this is copolymerization with an
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aromatic imide monomer that results in the polyanhy-
dride-co-imide used in hard tissue engineering. To control
degradability and to enhance mechanical properties,
photo-crosslinkable functional groups were introduced by
the substituted methacrylate groups on polyanhydrides for
orthopedic tissue engineering (48,50). The degradation
mechanism of polyanhydrides is a highly predictable and
controlled, surface erosion whereas that of poly(a-hydroxy
ester) is bulk erosion. To optimize the degradation behavior
of anhydride-based copolymers, the polymer backbone
chemistry needs to be controlled to achieve a ratio of
monomer and molecular weight.

Poly(Propylene Fumarate). Poly(propylene fumarate)
and its copolymer, a biodegradable and unsaturated linear
polyester, were synthesized as potential scaffold biomater-
ials. The degradation mechanism is a hydrolytic chain
scission similar to poly(a-hydroxy ester). The mechanical
strength and degradable behaviors were controlled by
crosslinking with a vinyl monomer at the unsaturated
double bonds. The physical properties are enhanced by a
composite with degradable bioceramic b-tricalcium phos-
phate, which is used as injectable bone (52). Copolymeriza-
tion of propylene fumarate with ethylene glycol can be
made elastic with poly(propylene fumarate) and used as
a cardiovascular stent. New materials for propylene fuma-
rate polymers are continually being investigated through
copolymer synthesis, hybrid composites, and blends.

PEO and Its Derivatives. Poly(ethylene oxide) is one of
the most important and widely used polymers in biomedi-
cal applications because of its excellent biocompatibility
(51,53,54). It can be produced by anionic or cationic poly-
merization from ethylene oxide by initiators. Poly(ethylene
oxide) is used to coat materials used in medical devices to
prevent tissue and cell adhesion, as well as in the prepara-
tion of biologically relevant conjugates, and in induction
cell membrane fusion. These PEO hydrogels can be fabri-
cated by crosslinking reactions which gamma rays, elec-
tron beam irradiation, or chemical reactions. This hydrogel
can be used for drug delivery and tissue engineering.
Vigilon (C.R. Bard, Inc., Murray Hill, NJ) is a radiated
crosslinked, high molecular weight PEO, which swells with
water and is used as a wound-covering material. The
hydroxyl in the glycol end group is very active, making
it appropriate for chemical modification. The attachment of
bioactive molecules, such as cytokines and peptides to PEO
or poly(ethylene glycol) (PEG) promotes the efficient deliv-
ery of bioactive molecules. See the section, Cytokine
Release System for Tissue Engineering, for a more detailed
explanation.

To synthesize biodegradable PEO, block copolymeriza-
tion with PGA or PLA degradable units has been carried
out. The hydrogel can be polymerized into two- or three-
block copolymers such as PEO-PLA, PEO-PLA-PEO, and
PLA-PEO-PLA. For the biodegradable block, e-caprolac-
tone, d-valerolactone, and PLGA can be used (50). A char-
acteristic of this series of hydrogels is a temperature-
sensitive phenomena. A solid state at room temperature
changes to a gel state at body temperature. Hence, biode-
gradable hydrogels are very useful in injectable cell loading

scaffolds (55). After injection of the chondrocyte cell hybrid
structure and biodegradable hydrogels, the hydrogels
degrade in vivo and neocartilage tissue remains.

Also, the copolymers of PEO and poly(propylene oxide)
(PPO), including PPO-PEO-PPO or PEO-PPO-PEO block
copolymers, are the basis for the commercially available
Pluronics and Tetronics. Pluronics form a thermosensitive
gel by shrinking hydrophobic segments of the copolymer
PPO (54). The physicochemical property of the hydrogel
can be varied with the composition and structure of the
ratio of PPO and PEO. Some have been approved by the
FDA and EPA for use as food additives, pharmaceutical
ingredients, and agricultural products. Although the poly-
mer is not degraded by the body, the gels dissolve slowly
and the polymer is eventually cleared. Chondrocytes-
loaded Pluronics, when directly injected at the injured site
containing tissue-engineered cartilage, maintained its ori-
ginal shape in the developing neocartilage (56). Also, these
polymers are used in the treatment of burn patients and for
protein delivery. The advantages of these injectable hydro-
gels include: (1) no need for surgical intervention, (2) easy
pore-size manipulation, and (3) no need for complex shape
fobrication.

Polyphosphazene. Polyphossphazene consists of an inor-
ganic backbone of alternating single and double bonds
between phosphorous and nitrogen atoms, while most of
the polymer is made up of a carbon–carbon organic back-
bone (10,12,17). It has side groups that can react with other
functional groups which result in block or star polymers.
Biological and physical properties can be controlled by the
substitution of functional side groups. For example, the
rate of degradation can be varied by controlling the propor-
tion of hydrolytically labile side groups. The wettability
such as hydrophilicity, hydrophobicity, and amphiphili-
city, of polyphosphazene might be dependent on the prop-
erties of the side group. It can be made into films,
membranes, and hydrogels for scaffold applications by
cross-linking or grafting modifications (48). The cytocom-
patibility of highly porous polyphosphazene scaffolds offers
possibilities for skeletal tissue engineering. Also, the blend
of polyphosphazene with PLGA may be modified and its
miscibility and degradability determined (57).

Biodegradable Polyurethane. Polyurethane is one of the
most widely used polymeric biomaterials in biomedical
fields due to its unique physical properties, such as dur-
ability, elasticity, elastomer-like character, fatigue resis-
tance, compliance, and tolerance. Moreover, the reactivity
of the functional group of the polyurethane backbone
can be achieved by the attachment of biologically active
biomolecules and the adjustment of their hydrophilicity–
hydrophobicity (58). Recently, the synthesis of a new
generation of nontoxic biodegradable peptide-based poly-
urethanes was achieved. Typical biodegradable polyur-
ethane is composed of an amino acid-based hard segment
(such as lysine diisocyanate), a polyol soft segment (such as
a hydroxyl doner-like polyester), and sugar (59). Hence, the
degradation products of these nontoxic lysine diisocyanate-
based urethane polymers are nontoxic lysine and the
polyol. If the covalent bonding of various proteins, such
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as cytokines, growth factors, and peptides, are introduced
in the polymer backbone, the controlled release of the
bioactive molecules can be achieved in a degradable
manner using polyurethane scaffolds. The mechanisms
of degradation are hydrolysis, oxidation—both thermal,
and enzymatic. Both the chemistry and the composition
of soft and hard segments play an important role in the
degradability of polyurethane. Poly(urethane-urea)
matrices with lysine diisocyanate as the hard segment
and glucose, glycerol, or PEG as the soft segments have
been studied. In the application of biodegradable polyur-
ethane as a scaffold various types of cells, such as chon-
drocytes, bone marrow stromal cells, endothelial cells, and
osteoblast cells, were successfully adhered and prolifer-
ated. Also, toxicity, induction of a foreign body reaction,
and antibody formation were not observed in in vivo experi-
ments. The long-term safety and biocompatibility of biode-
gradable polyurethane must be continuously monitored for
use in tissue-engineered scaffold substrates.

Other Synthetic Polymers. Besides the synthetic poly-
mers already introduced in the above sections, many other
synthetic polymers, either degradable or nondegradable, are
being developed and tested to mimic the natural tissue and
wound-healing environment. Examples are poly(2-hydro-
xyethylmethacrylate) hydrogel, injectable poly(N-isopropy-
lacrylamide) hydrogel, and polyethylene for neocartilage;
poly(iminocarbonates) and tyrosine-based poly(iminocarbo-
nates) for bone and cornea; crosslinked collagen–PVA films
and an injectable biphasic calcium phosphate–methylhy-
droxypropylcellulose composite for bone regeneration
materials; a polyethylene oxide-co-polybutylene terephtha-
late for bone bonding; poly(orthoester) and its composites
with ceramics for tissue-engineered bone; synthesized con-
ducting polymer polypyrrole–hyaruronic acid composite
films for the stimulation of nerve regeneration; and pep-
tide-modified synthetic polymers for the stimulation of cell
and tissue.

It is very important for the design and synthesis of more
biodegradable and biocompatible scaffold biomaterials to
mimic the natural ECM in terms of bioactivity, mechanical
properties, and structures. The more biocompatible bioma-
terials tend to elicit less of an immune response and reduce
an inflammatory response at the implantation site.

Bioceramic Scaffolds

Bioceramic is a term used for biomaterials that are produced
by sintering or melting inorganic raw materials to create an
amorphous or a crystalline solid body that can be used as an
implant. Porous final products have been used mainly as
scaffolds. The components of ceramics are calcium, silica,
phosphorous, magnesium, potassium, and sodium. Biocera-
mics used in tissue engineering might be classified as non-
resorbable (relatively inert), bioactive, or surface active
(semi-inert), and biodegradable or resorbable (non-inert).
Alumina, zirconia, silicone nitride, and carbons are inert
bioceramics. Certain glass ceramics are dense hydroxyapa-
tites [9CaO �Ca(OH)2�3P2O5] and semi-inert (bioactive).
Calcium phosphates, aluminum–calcium–phosphates, cor-
alline, tricalcium phosphates (3CaO�P2O5), zinc-calcium-

phosphorous oxides, zinc-sulfate-calcium-phosphates,
ferric–calcium–phosphorous–oxides, and calcium alumi-
nates are resorbable ceramics (60). Among these biocera-
mics, synthetic apatite and calcium phosphate minerals,
coral-derived apatite, bioactive glass, and demineralized
bone particles are widely used in the hard tissue engineer-
ing area, hence, they will be discussed in this section.

Synthetic crystalline calcium phosphate can be crystal-
lized into salts such as hydroxyapatite and b-whitlockite,
depending on the Ca / P ratio. These salts are very tissue
compatible and are used as bone substitutes in a granular,
sponge form or as a solid block. The apatite formed with
calcium phosphate is considered to be closely related to the
mineral phase of bone and teeth. The chemical composition
of crystalline calcium phosphate is a mixture of
3CaO �P2O5, 9CaO �Ca(OH)2 � 3P2O5 and calcium pyropho-
sphate (4CaO �P2O5). The active exchange of ions occurs on
the surface and leads to the exchange composition of
minerals (9,61). When porous ceramic scaffolds were
implanted in the body, both with or without cells for
tissue-engineered bone, the delivery of some elements to
the new bone was at the interface between the materials
and the osteogenic cells.

Tricalcium phosphate is the rapidly resorbable calcium
phosphate ceramic resulting in resorption 10–20 times
faster than hydroxyapatite (13). Porous tricalcium phos-
phate may stimulate local osteoblasts for new bone forma-
tion. Injectable calcium phosphate cement containing b-
tricalcium phosphate, dibasic dicalcium phosphate, and
tricalcium phosphate monoxide, was investigated for the
treatment of distal radius fractures. Calcium sulfate hemi-
hydrate (plaster of Paris), as a synthetic graft material,
was also tested for tissue-engineered bone.

Coral-derived apatite (Interpore; Interpore interna-
tional, Irvine, CA) is a natural substance made by marine
vertebrate (62). The porous structure of coral, which is
structurally similar to bone, is a unique physicochemical
property that promotes its use as a scaffold matrix for bone.
The main component of natural coral is calcium carbonate
or aragonite, the metastable form of calcium carbonate.
This compound can be converted to hydroxyapatite by a
hydrothermal exchange process, which results in a mixture
of hydroxyapatites, 9CaO �Ca(OH)2 � 3P2O5, and fluoroapa-
tite, Ca5(PO4)3F. For tissue-engineered bone, the hybrid
structure of porous coral-derived scaffolds and mesenchy-
mal stem cells were demonstrated in vitro. The results
showed the differentiation of bone marrow derived from
stem cells to osteoblasts; successive mineralizations were
successfully accomplished (63).

Glass ceramics are polycrystalline materials manufac-
tured by controlled crystallization of glasses using nucle-
ating agents, such as small amounts of metallic agent Pt
groups, TiO2, ZrO2, and P2O5, which result in a fine-
grained ceramic that possesses excellent mechanical and
thermal properties (60,61). Typical bioglass ceramics
developed for implantations are SiO2-CaO-Na2O-P2O5

and Li2O-ZnO-SiO2 systems. These bioglass scaffolds are
suitable for inducing direct bonding with bone. Bonding to
bone is related to the composition of each component.

One significant natural bioactive material is the demi-
neralized bone particle, which is a powerful inducer of new
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bone growth (38,41). Demineralized bone particles contain
many kinds of osteogenic and chondrogenic cytokines such
as bone morphogenetic protein, and are widely used as
filling agent for bony defects. Because of their improved
availability through the tissue bank industry, deminera-
lized bone particles are widely used in clinical settings. To
achieve more optimal results in the application of demi-
neralized bone particles to tissue engineering, nanohybri-
dization with synthetic (PLGA/demineralized bone particle
hybrid scaffolds) and with natural organic compounds
(collagen/demineralized bone particle hybrid scaffolds),
has been carried out.

Porosity—the size of the mean diameter and the surface
area—is a critical factor for the growth and migration of
tissue into bioceramic scaffolds (60). Several methods have
been introduced to optimize the fabrication of porous cera-
mics, such as dip casting, starch consolidation, the poly-
meric sponge method, the foaming method, organic
additives, gel casting, slip casting, direct coagulation con-
solidation, hydrolysis-assisted solidification, and freezing
methods. Therefore, it is very important to choose an
appropriate method of preparation based on the physical
properties of the desired organs.

A CYTOKINE-RELEASE SYSTEM FOR TISSUE ENGINEERING

Growth factors, a type of cytokine, are polypeptides that
transmit signals to modulate cellular activity and tissue
development including cell patterning, motility, prolifera-
tion, aggregation, and gene expression. As in the develop-
ment of tissue-engineered organs, regeneration of
functional tissue requires maintenance of cell viability
and differentiated function, encouragement of cell prolif-
eration, modulation of the direction and speed of cell
migration, and regulation of cellular adhesion. For exam-
ple, transforming growth factor-b1 (TGF-b1) might be
required to induce osteogenesis and chondrogenesis from
bone marrow derived mesenchymal stem cells. Also, brain-
derived neurotrophic factor (BDNF) can be enhanced to
regenerate the spinal cord after injury. The easiest method
for the delivery of growth factor is injection near the site of
cell differentiation and proliferation (4). The most signifi-
cant problems associated with the direct injection method
are that the growth factors have a relatively short half-life,
have a relatively high molecular weight and size, display
very low tissue penetration, and have potential toxicity at
systemic levels (4,10,11,16).

A promising technique for the improvement of their
efficacy is to locally control the release of bioactive mole-
cules for a specified release period to promote impregnation
into a biomaterial scaffold. Through impregnation into the
scaffold carrier, protein structure and biological activity
can be stabilized to a certain extent, resulting in prolonging
the release time at the local site. The duration of cytokine
release from a scaffold can be controlled by the types of
biomaterials used, the loading amount of cytokine, the
formulation factors, and the fabrication process. The
release mechanisms are largely divided into three cate-
gories: (1) diffusion controlled, (2) degradation controlled,
and (3) solvent controlled. The mechanism of biodegrad-

able scaffold materials was regulated by degradation con-
trol, whereas that of the nondegradable material was
regulated by diffusion and/or solvent control. The desired
release pattern, such as a constant, pulsatile, and time
programed behavior over the specific site and injury can be
achieved by the appropriate combination of these mechan-
isms. Also, the cytokine-release system’s geometries and
configurations can be altered to produce the necessary
scaffold, tube, microsphere, injectable form or fiber
(46,51,54).

Figures 4–6 show the TGF-b1 loaded alginate bead and
the release pattern of TGF-b1 from alginate beads for the
chondrogenesis from bone marrow-derived mesenchymal
stem cells (64). The pore structure of 10 mm width and 100
mm length, was well suited to promote cell proliferation
(Fig. 4); TGF-b1 released at a near zero-order rate for 35
days (Fig. 5). By using the alginate bead with TGF-b1

delivery system, chondrogenesis was successfully attained,
as shown in Fig. 6.

To fabricate a new sustained delivery device for nerve
growth factor (NGF), we developed NGF-loaded biodegrad-
able PLGA films by a novel and simple sandwich solvent
casting method for possible applications in the central
nervous system (45). The release of NGF from the NGF-
loaded PLGA films was prolonged > 35 days with a zero-
order rate, without initial burst, and controlled by varia-
tion of different molecular weights and different NGF
loading amounts as shown in Fig. 7. After 7 days, NGF
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Figure 4. (a) Bone marrow-derived mesenchymal stem cells
impregnated TGF-b1 loaded alginate beads (original magnifica-
tions 40�), and (b) inner structure of alginate beads (original
magnifications 100�).



was released in a phosphate buffered saline solution (PBS;
pH 7.0) and rat pheochromocytoma (PC-12) cells were
cultured on the NGF-loaded PLGA film for 3 days. The
released NGF stimulated neurite sprouting in the cultured

PC-12 cells; the remaining NGF in the NGF/PLGA film at
378C for 7 days was still bioactive, as shown in Fig. 8. These
studies suggest that NGF-loaded PLGA sandwich film can
be released in the delivery system over the desired time
period, thus, it can be a useful neuronal growth culture
serving as a nerve contact guidance tube for applications in
neural tissue engineering.

One serious problem during the fabrication of cytokine-
loaded scaffolds is the denaturation and deactivation of
cytokines, which result in loss of biological activity (65,66).
Hence, the optimized method must be developed for sta-
bilized cytokine-release scaffolds. For example, the release
of NGF from a PLGA matrix was investigated using codis-
persants, such as polysaccharides (dextran) and proteins
(albumin and b-lactoglobulin), with different molecular
weights and charges. Negatively charged codispersants
stabilized NGF in the PLGA system. Similarly, albumin
stabilized epidermal growth factor (EGF) and heparin
stabilized other growth factors.

Another available emerging technology is the ‘‘tethering
of protein’’, that is, immobilization of protein on the surface
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Figure 5. Release pattern of TGF-b1 from TGF-b1 loaded alginate
beads; (&) 0.5 mg TGF-b1, (�) 0.5 mg TGF-b1 with heparin, (~) 1.0
mg TGF-b1, and (!) 1.0 mg TGF-b1 with heparin.

Figure 6. Safranin-O staining of chondrogenesis cells from bone
marrow-derived mesenchymal stemcells in alginate beads.
We can observe typical chondrocyte cells in alginate beads; (a)
0.5 mg �mL�1 TGF-b1, (b) 1.0 mg �mL�1 TGF-b1, (c) 0.5 mg �mL�1

TGF-b1 with heparin (d) 1.0 mg �mL�1 TGF-b1 with heparin, and
(e) control (without TGF-b1) (Original magnification 100�).
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Figure 7. (a) Release profiles and (b) logarithmic plot of release
rate for NGF from NGF-loaded PLGA films of 43,000 g/mol. (�) 25.4
ng, and (&) 50.9 ng NGF/cm2 PLGA.



of a scaffold matrix. Immobilization of insulin and trans-
ferrin to the poly(methylmetacrylate) films stimulates the
growth of fibroblast cells compared to the same concentra-
tions of soluble or physically adsorbed proteins (67). For the
enhancement of cytokine activity, the PEO chain was
applied as a short spacer between the surface of the scaffold
and the cytokine. Tethered EGF, immobilized to the scaf-
fold through the PEO chain, showed better DNA synthesis
or cell rounding compared to the physically adsorbed EGF
surface (68).

Conjugation of cytokine with an inert carrier prolongs
the short half-life of protein molecules. Inert carriers are
albumin, gelatin, dextran, and PEG. In PEGylation, PEG
conjugated cytokine is most widely used for the release.
This carrier appears to decrease the rate of cytokine
degradation, attenuate the immunological response, and
reduce clearance by the kidneys (69). Also, this PEGylated
cytokine can be impregnated into scaffold materials by
physical entrapment for sustained release. For example,
the NGF-conjugated dextran (70,000 g �mol�1) impregnated
polymeric device was implanted directly into the brain
of adult rats. Conjugated NGF could penetrate into
the brain tissue 8 times faster than the unconjugated
NGF. This conjugation method can be applied to the
delivery of proteins and peptides. Immobilized RGD (arginin-
glycine-aspartic acid) and YIGSR (tyrosin-leucineglycine-
serine-arginine), which are typical ECM proteins, can
enhance cell viability, function, and recombinant products
in the cell (70).

Gene-activating scaffolds are being designed to deliver
the targeted gene that results in the stimulation of specific
cellular responses at the molecular level (4,3,11). Modifica-
tion of bioactive molecules with resorbable biomaterial
systems obtain specific interactions with cell integrins
resulting in cell activation. These bioactive bioglasses
and macroporous scaffolds also can be designed to activate
genes that stimulate regeneration of living tissue (9). Gene
delivery would be accomplished by complexation with posi-
tively charged polymers, encapsulation, and gel by means
of the scaffold structure (51). Methods of gene delivery for
gene-activating scaffolds are almost the same methods as
for those with protein, drug, and peptides.

SCAFFOLD FABRICATION AND CHARACTERIZATION

Scaffold Fabrication Methods

Engineered scaffolds may enhance the functionalities of
cells and tissues to support the adhesion and growth of a
large number of cells because they provide a large surface
area and pore structure within a 3D structure. The pore
structure needs to provide enough space, permit cell sus-
pension, and allow penetration of the 3D structure. Also,
these porous structures help to promote ECM production,
transport nutrients from nutrient media, and excrete
waste products (10,12,15). Therefore, an adequate pore
size and a uniformly distributed, and an interconnected
pore structure, which allow for easy distribution of cells
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Figure 8. Effect of NGF released on neurites formation of PC-12 cells for 3-day cultivation on
control (a) PLGA, (b) 25.4 ng, and (c) 50.9 ng NGF/cm2 PLGA just after 7 days. There were total
medium changes (Molecular weight of PLGA; 83,000 g/mol, original magnification; 400�).



throughout the scaffold structure, are very important.
Scaffold structures are directly related to their fabrication
methods; over 20 methods have been proposed (10,71).

The most common and commercialized scaffold is the
PGA nonwoven sheet (Albany International Research Co.,
Mansfield, MA; porosity� 97%,� 1–5 mm thick); it is one of
the most tested scaffolds for tissue-engineered organs. To
stabilize dimensionally and provide mechanical integrity,
fiber-bonding technology was developed using heat and
PLGA or PLA solution spray coating methods (72).

Porogen leaching methods have been combined with
polymerization, solvent casting, gas foaming, or compres-
sion molding of natural and synthetic scaffolds biomaterials.
The leaching of pore-generating particles such as sodium
chloride crystal, sodium tartrate, and sodium citrate were
sieved using a molecular sieve (10,71). PLGA, PLA, collagen,
poly(orthoester), or SIS-impregnated PLGA scaffolds were
successfully fabricated into a biodegradable sponge struc-
ture by this method with > 93% porosity and a desired pore
size of 1000 mm. By using the solvent casting/particulate
leaching method, complex geometries, such as tube, nose,
and specific organ types (e.g., nano-composite hybrid scaf-
folds), could be fabricated by means of conventional
polymer-processing techniques, such as calendaring, extru-
sion, and injection. Complex geometry can be fabricated
from porous film lamination (33,39,42,47). The advantage
of this method is its easy control of porosity and geometry.
However, the disadvantages include: (1) the loss of water-
soluble biomolecules or cytokines during the leaching poro-
gen process, (2) the possibility that the remaining porogen
as a salt can be harmful to the cell culture, and (3) the
different geometry surface and cross-section that results.

The gas-foaming method consists of a solid scaffold matrix
exposured to a sudden expansion of CO2 gas under high
pressure, which results in the formation of a sponge structure
due to nucleation and expansion in a dissolved CO2 scaffold
matrix. The PLGA scaffolds with > 93% porosity and � 100
mm median pore size were developed by this method (71). A
significant advantage is that there is no loss of bioactive
molecules in the scaffold matrix, since there is no more need
for the leaching process and there is no residual organic
solvent. The disadvantage is the presence of a skimming film
layer on the scaffold surface, which results in a need for an
additional process to remove the skin layer.

The phase-separation method is divided into the freeze–
drying, freeze–thaw, freeze–immersion precipitation, and
emulsion freeze–drying techniques (37,72,73). Phase
separation by freeze–drying can be induced by the appro-
priate concentration of polymer solution obtained by rapid
freezing. Then, the used solvent is removed by freeze–
drying, leaving in porous structure made up of a portion
of the solvent. These can be collagen scaffolds with pores
� 50–150 mm; collagen–glycosaminoglycan blend scaffolds
with an average pore size � 90–120 mm; or chitosan scaf-
folds with a pore size � 1–250 mm, dependent on the
freezing conditions (71). Also, scaffold structures of syn-
thetic polymers, such as PLA or PLGA, have been success-
fully made much > 90% porosity and � 15–250 mm size by
this method. The freeze–thaw technique induces phase
separation between a solvent and a hydrophilic monomer
upon freezing, followed by the polymerization of the hydro-

philic monomer by means of ultraviolet (UV) irradiation
and removal of the solvent by thawing. This technique
leads to the formation of a macroporous hydrogel. A similar
method is the freeze–immersion precipitation technique.
The polymer solution is cooled, immersed in a nonsolvent,
and then the vaporized solvent leads to a porous scaffold
structure. Also, the emulsion freeze–drying method is used
to fabricate a porous structure. Mixtures of polymer solu-
tion and nonsolvent are thoroughly sonicated, freezed
quickly in liquid nitrogen at �198 8C, and then freeze–
dried, resulting in a sponge structure. The advantage of
these techniques is that they result in the loading of
hydrophilic or hydrophobic bioactive molecules, whereas
the disadvantages are relatively small pore sized scaffolds
with precise pore structures that are hard to control (73).

Nano-electrospinning of PGA, PLA, PLGA, caprolactone
copolymers, collagen, and elastin, has been extensively devel-
oped (74). For example, electrostatic processing can consis-
tently produce PGA fiber diameters 41 mm. By controlling
the pick-up of these fibers, the orientation and mechanical
properties can be tailored to the specific needs of the injured
site. Also, collagen electrospinning was performed utilizing
type I collagen dissolved in 1,1,1,3,3,3-hexafluoro-2-propanol
with a concentration of 0.083 g �mL�1. The optimally electro-
spun type I collagen nonwoven fabric appeared with
an average diameter of 100� 40 nm, which resulted in
biomimicking fibrous scaffolds.

Injectable gel scaffolds have also been reported
(10,16,51,54). An injectable, gelforming scaffold offers several
advantages: (1) it can fill any space based on its ability to flow;
(2) it can load various types of bioactive molecules and cells by
simple mixing; (3) it does not contain residual solvents that
may be present in a preformed scaffold; and (4) it does not
require a surgical procedure for placement. Typical examples
are thermosensitive gels such as Pluronics and PEG-PLGA-
PEG triblock copolymer, pH sensitive gels such as chitosan
and its derivates, an ionically cross-linked gel such as algi-
nate, and fibrin and hyaluronan gels, as well as others
previously introduced in the Natural Polymers section. In
the near future, multifunctional gels which are tissue-spe-
cific, have a very fast sol–gel transition, are fully degradable
over the necessary time period will be available.

Newly hybridized fabrication techniques such as
organic–inorganic and synthetic–natural techniques at
the nanosize level that biomimic, are also being developed
for use in engineered scaffolds.

Physicochemical Characterization of Scaffolds

For the successful achievement of 3D scaffolds, several
characterization methods are needed. These methods can be
divided into four categories. (1) Morphology—porosity, pore
size,andsurfacearea; (2)mechanicalproperties—compressive
and tensile strength; (3) bulk properties—degradation
and its relevant mechanical properties; and (4) surface
properties—surface energy, chemistry, and charge.

Porosity is defined as the fraction of the total volume
occupied by voids that appear as percentages. The most
widely used methods for the measurement of porosity are
mercury porosimetry, scanning electron microscopy
(SEM), and confocal laser microscopy.
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Mechanical properties are extremely important when
designing tissue-engineered products. Conventional testing
instruments can be used to determine the mechanical prop-
erties of a porous structure. Mechanical tests can be divided
into (1) creep tests, (2) stress–relaxation tests, (3) stress–
strain tests, and (4) dynamic mechanical tests. These test
methods are similar to those used for conventional bioma-
terials.

The rate of degradation of manufactured scaffolds is a
very important factor in the design of tissue-engineered
products. Ideally, the scaffold constructs provide mechan-
ical and biochemical supports until the entire tissue
regenerates, then the scaffold completely biodegrades at
a rate consistent with tissue generation. Immersion stu-
dies are commonly conducted to track the degradation of
the biodegradable matrix. Changes in weight loss and
molecular weight can be evaluated by the chemical bal-
ance of the matrix, by SEM, and by gel permeation chro-
matography. These results produce the mechanism of
biodegradation.

It is generally recognized that the adhesion and prolif-
eration of different types of cells on polymeric materials
depend largely on the materials’ surface characteristics,
such as wettability (hydrophilicity/hydrophobicity of sur-
face free energy), chemistry, charge, roughness, and rigid-
ity (37,40,41,44,45). The 3D aspects of tissue engineering
are more important for cell migration, proliferation, DNA/
RNA synthesis, and phenotype presentation on the scaffold
materials. Surface chemistry and charge can be analyzed
by electron scanning chemical analysis and streaming
potential, respectively. Also, wettability of the scaffold
surface can be measured by the contact angle using static
and dynamic methods.

SURFACE MODIFICATION OF SCAFFOLDS FOR THE
IMPROVEMENT OF BIOCOMPATIBILITY

As explained above, the surface properties of scaffold
materials are very important. For example, the hydropho-
bic surfaces of PLA, PGA, and PLGA possess high inter-
facial free energy in aqueous solutions, which tends to
unfavorably influence their cell, tissue, and blood compat-
ibility in the initial stage of contact. Moreover, it does not
allow the nutrient media to permeate into the center of the
scaffolds. For these reasons, a surface treatment is applied
by several methods: (1) chemical treatment using oxidants,
(2) physical treatment using glow discharge, and (3) a
blend with hydrophilic biomaterials or bioactive molecules.

The physicochemical treatment has been demonstrated
to improve the wetting property and hydrophilicity of
PLGA porous scaffolds fabricated by the emulsion
freeze–drying method (37,45). The chemical treatments
were 70% perchloric acid, 50% sulfuric acid, and 0.5 N
sodium hydroxide solution. The physical methods included
corona and plasma treatments generated by a radiofre-
quency glow discharge. After treatment, water contact
angles decreased (Fig. 9). The wetting property of
chemically treated PLGA scaffolds also ranked in the order
of perchloric acid, sulfuric acid, and sodium hydroxide
solution by blue dye intrusion experiment, whereas phy-

sical methods had no effect, as shown in Fig. 10. Thus, the
chemical treatment method may be useful in uniform cell
seeding into porous biodegradable PLGA scaffolds. Wett-
ability plays an important role in cell adhesion, spreading,
and growth on the PLGA surface, and the intrusion of
nutrient media into the PLGA scaffold.

Scaffolds impregnated with bioactive and hydrophilic
material might be better for cell proliferation, differentia-
tion, and migration due to cell stimulation. To give scaf-
folds new bioactive functionality from SIS powder as a
natural source, scaffolds consisting of porous SIS/PLA
and SIS/PLGA as a natural–synthetic composite, were
prepared by the solvent casting–salt leaching method for
use in tissue-engineered bone. A uniform distribution of
good interconnected pores from the surface-to-core region
was observed (pore size 40–500 mm), independent of the
SIS amount, by using the solvent casting–salt leaching
method. Porosities, specific pore areas as well as pore size
distribution were also similar. After the fabrication of SIS/
PLGA hybrid scaffolds, the wetting properties were greatly
improved resulting in more uniform cell seeding and dis-
tribution, as shown in Fig. 11. Five different scaffolds, a
PGA nonwoven mesh scaffold without glutaraldehyde (GA)
treatment, PLA scaffolds without and with GA treatment,
PLA/SIS scaffolds without and with GA treatment, were
implanted into the back of nude mouse to observe the effect
of SIS on the induction of cell proliferation by hematoxylin
and eosin using von Kossa staining, for 8 weeks. It was
observed that the effect of PLA/SIS scaffolds with GA
treatment on bone induction is stronger than PLA scaf-
folds, that is the effects of PLA/SIS scaffolds with GA
treatment >PLA/SIS scaffolds without GA treatment
>PGA nonwoven >PLA scaffolds only with GA treat-
ment¼PLA scaffolds only without GA treatment for
osteoinduction activity (Fig. 12).
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Figure 9. Changes of water contact angles after physicochemical
treatment. The significant decreasing of water contact angle, that
is, increased hydrophilicity, was observed.



STERILIZATION METHODS FOR SCAFFOLDS

The sterilizability of polymeric scaffold biomaterials is an
important property, since polymers have lower thermal
and chemical stability than other materials, such as cera-
mics and metals. Consequently, polymers are more difficult
to sterilize using conventional techniques. Commonly used
sterilization techniques are dry heat, autoclaving, radia-
tion, and ethylene oxide gas (EOG). In addition, plasma
glow discharge and electron beam sterilization recently
were proposed due to their convenience (6,75).

In dry heat sterilization, the temperature varies
between 160 and 190 8C. This temperature is above the
melting and softening temperatures of many linear poly-
mers, such as PLGA, resulting in the shrinking of the
scaffold dimension. The PLA scaffolds were sterilized at
129 8C for 60 s, resulting in a minimal change in tensile
properties. One of the significant problems was a decrease
in molecular weight, which might have an affect on the

degradation kinetics of the polymers. In the case of poly-
amide (Nylon) used as a nonbiodegradable polymer, oxida-
tion occurs at the dry sterilization temperature, even
though this is below its melting temperature. The only
polymers that can safely be dry sterilized are polytetra-
fluoroethylene (PTFE) and silicone rubber. However, cera-
mic and metallic scaffolds were safe in this temperature
range.

Steam sterilization (autoclaving) is performed under
high steam pressure at a relatively low temperature
(125–130 8C). However, if the polymer is subjected to attack
by water vapor, this method cannot be employed. The PVC,
polyacetals, PE (low density variety), and polyamides belong
to this category. In the poly(a-hydroxy ester) family, a trace
of water can deteriorate the PLGA backbone.

Chemical agents such as EOG and propylene oxide
gases, and phenolic and hypochloride solutions are used
widely for sterilizing all biomaterials, since they can be
used at relatively low temperatures. Chemical agents
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Figure 11. Wetting properties of SIS impreg-
nated PLGA scaffolds by red dye intrusion
methods. We observed the rapid penetration
of water into SIS/PLGA scaffolds compared to
the control PLGA scaffolds; (a) control PLGA,
(b) 40% SIS/PLGA, and (c) 160% SIS/PLGA
scaffolds.

Figure 10. Wetting properties of physico-
chemically treated porous PLGA scaffolds by
blue dye intrusion methods for 0.5, 1, 2, 4, 12,
and 24 h.



sometimes cause polymer deterioration even when sterili-
zation takes place at room temperature. However, the time
of exposure is relatively short (overnight), and most scaf-
folds can be sterilized with this method. The cold EOG
sterilization method is the most widely used, with condi-
tions of 358C and 95% humidity. While the hot EOG
method, which uses 608C and 95% humidity, can cause
shrinkage of the PLGA scaffold. One significant problem is
residual EOG, which is harmful on the surface and within
the polymer. Therefore, it is important that the scaffolds
are subjected to adequate degassing or aeration subse-
quent to EOG sterilization, so that the concentration of
residual EOG can be reduced to acceptable levels.

Radiation sterilization using isotopic 60Co can also dete-
riorate polymers, since at high dosages the polymer chains
can be dissociated or crosslinked according to the character-
istics of the chemical structures. At a 2.5 Mrad dose, the
tensile strength and molecular weight of PLGA decreases.
Also, there is a rapid decrease in the molecular weight of the
PGA nonwoven felt with increasing doses of radiation. It is
important to remember that the properties and useful life-
time of the PLGA implant can be significantly affected by
irradiation. In the case of polyethylene, it becomes a brittle
and hard material at doses as high as 25 Mrad; This is due to
a combination of random chain scission crosslinking. Poly-
propylene will often discolor during irradiation giving the
product an undesirable tint, but a more severe problem is
the embrittlement resulting in flange breakage, luer crack-

ing, and tip breakage. The physical properties continued to
deteriorate with time following irradiation.

Sterilization methods might significantly affect the phy-
sicochemical properties of the scaffold matrix. The specific
effects with various methods are determined by the kinds
of scaffold materials themselves, the scaffold preparation
methods, and the sterilization factors. It is essential that a
new standard for sterilizing scaffold devices be designed
and established.

CONCLUSIONS

Tissue engineering, including regenerative medicine in
recognition of its tremendous potential, has received a
revolutionary ‘‘research push.’’ As a result, there have been
many reports on the successful regeneration of tissues and
organs including skin, bone, cartilage, the peripheral and
central nerves, tendon, muscle, cornea, bladder and urethra,
and liver as well as composite systems like the human
phalanx and joint, using scaffold biomaterials from poly-
mers, ceramic, metal, composites and its hybrids. As pre-
viously emphasized, scaffold materials must contain a site of
cellular and molecular induction and adhesion, and must
allow for the migration and proliferation of cells through
porosity. They must also maintain strength, flexibility,
biostability, and biocompatibility to mimic a more natural,
3D environment. From this standpoint, control over a pre-
cise biochemical signal must be fostered by the combination
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Figure 12. Photomicrographs of von Kossa
and H&E histological sections of implanted
(a) PGA nonwoven, (b) PLA scaffold only with-
out GA treatment, (c) PLA scaffold only with
GA treatment, (d) SIS/PLA scaffold without
GA treatment, (e) SIS/PLA scaffold with GA
treatment, and (f) SIS/PLA scaffold with GA
treatment (H&E) (Original magnification
100�).



of a scaffold matrix and bioactive molecules including genes,
peptide molecules, and cytokines. Moreover, the combina-
tion of cells and redesigned bioactive scaffolds should
expand to a tissue level of hierarchy. To achieve this goal,
novel scaffold biomaterials, scaffold fabrication methods,
and characterization methods must be developed.
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INTRODUCTION

Normal human development spans a lifetime from infancy
to old age. Modern civilization is confronted with the
lengthening of that time and its effect on the individual
and society. Housing improvements, employment altera-
tions, labor saving devices, and modern medicine are but a
few of the factors protecting humanity from those instances
which previously shortened life. While many of the diffi-
cult, threatening experiences have been eliminated or
reduced in severity, problems remain to be solved. Con-
cerns for the quality of life as people become older include
maintaining self-sufficiency. Many solutions conflict with
beliefs generally termed ‘‘current wisdom’’ in areas, such as
training, dieting, exercising, and aging. While society ages,
the challenge for each individual is to strive to retain the
lowest ‘‘biological’’ age while their ‘‘chronological’’ birth-
days increase. The dilemma concerns the best way to
accomplish this task.

The main purpose of this article is to focus on the
biomechanical principles of movement, the scientific bases
of training and fitness, and the optimization of human
performance at any age. These are not just nonsense con-
cepts added to the quantities of known theories, but are
objectively quantifiable procedures that encompass our
understandings and can produce precise conclusions.
Mathematical principles and gravitational formulations
provide the cornerstones for optimizing human perfor-
mance. Biological, anatomical, physiological, and medical
discoveries are always under investigation, challenge, and
improvement and these findings will be incorporated into
many of the current theories. Figure 1 illustrates just part
of the anatomy and its complicated structure. The struggle
will continue among scientists to establish new principles
for revolutionizing the world of gerontology, diet, physical
fitness and training, and amplifying those factors neces-
sary for extending life not only in length, but also in
quality. Scientists with expertise in many different areas
will be addressing the problems associated with aging from
their specialized perspective.

In order to address the optimization of human movement
and performance, the underlying philosophical premise
metaphorically compares life with sport. The goal is that
everyone should be a gold medalist in their own body
regardless of age. Most people, however, do not achieve
their Gold Medal because their goals, potential, and/or
timing are uncoordinated or nonexistent. For example, an
individual may envision themselves as a tennis champion,
yet lack the requisite physical and physiological traits of the
greatest players. Given this situation, can a person’s poten-
tial be maximized? Achieving one’s maximum potential
necessitates tools applicable to everyone for improving their
performance, whether in tennis, fitness, overcoming physi-
cal handicaps, or fighting disease. Useful tools must be
based, however, on correct, substantive scientific principles.

SCIENTIFIC PRINCIPLES FOR QUANTIFYING MOTION

Human movement has fascinated humans for centuries
including some of the world’s greatest thinkers, such as
Leonardo da Vinci, Giovanni Borelli, Wilhelm Braune, and
others. Many questions posed by these stellar geniuses
have been or can be addressed by the relatively new area
of Biomechanics. Biomechanics is the study of the motion of
living things, primarily, and it has evolved from a fusion of
the classic disciplines of anatomy, physiology, physics, and
engineering. Bio refers to the biological portion, incorpor-
ating muscles, tendons, nerves, and so on, while mechanics
is associated with the engineering concepts based upon the
laws described by Sir Isaac Newton. Human bodies consist
of a set of levers that are powered by muscles. Quantifica-
tion of movements, whether human, animal, or inanimate
objects, can be treated within biomechanics according to
Newtonian equations. It may seem obvious, with the per-
fect vision of hind sight, that humans and their activities,
such as the wielding of tools (e.g., hammer, axe) or imple-
ments (e.g., baseball bat, golf club, discus), must obey the
constraints of gravitational bodies, just as bridges, build-
ings, and cars do. For some inexplicable reason, humans
and their activities had not been subjected to the appro-
priate engineering concepts that architects would use
when determining the weight of books to be housed in a
new library or engineers would apply to designing a bridge
to span a wide, yawning abyss. It was not until Newton’s
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apple fell again during the twentieth century that biome-
chanics was born.

Biomechanics, then, is built on a foundation of knowl-
edge and the application of the basic physical laws of
gravitational effects as well as those of anatomy, chemis-
try, physiology, and other human sciences. Early quanti-
fication efforts of human movement organized the body as a
system of mechanical links. Activities were recorded on
movie film that normally consisted of hundreds of frames
for each of the desired movement segment. Since each
frame of the activity had to be processed individually,
the task was excessively lengthy, tedious, and time inten-
sive. Figure 2 illustrates an abstract of todays sophisti-
cated coaching tools in athletics. The hand calculations of a
typical 16 segment biomechanical human required many
hours for each frame, necessitating either numerous assis-
tants or an individual investigator’s labor-of-love and,
frequently, both. Unfortunately, these calculations were
susceptible to numerical errors.

The introduction of large, main-frame computers
improved reliability and reasonableness of the results,
replacing much of the skepticism or distrust associated with
the manually computed findings. Computerization acceler-
ated the calculations of a total movement much more rapidly
than had been previously possible, but presented new diffi-
culties to overcome. Many of the early biomechanical pro-
grams were cumbersome, time intensive main-frame
endeavors with little appeal except to the obsessed, devotee
of computers, and movement assessment. However, even
these obstacles were conquered in the ever expanding com-
puterization era. The computerized hardware/software sys-
tem provides a means to objectively quantify the dynamic
components of movement in humans regardless of the nat-
ure of the event. Athletic events, gait analyses, job-related
actions as well as motion by inanimate objects, including
machine parts, air bags, and auto crash dummies are all
reasonable analytic candidates. Objectivity replaces mere
observation and supposition.

One of the most important aspects included in the Bio
portion of biomechanics is the musculoskeletal system.

Voluntary human movement is caused by muscular con-
tractions that move bones connected at joints. The neuro-
muscular system functions as a hierarchical system with
autonomic and basic, life sustaining operations, such as
heart rate and digestion, controlled at the lowest, noncog-
nitive levels and with increasing complexities and regula-
tory operations, such as combing the hair or kicking a ball,
controlled by centers that are further up the nervous
system. Interaction of the various control centers is regu-
lated through two fundamental techniques each governed
like a servosystem.

The first technique equips each level of decision making
with subprocessors that accept the commands from higher
levels as well as accounting for the inputs from local feed-
back and environmental information sensors. Thus, a des-
cending pyramid of processors is defined that can accept
general directives and execute them in the presence of
varying loads, stresses, and other perturbations. This type
of input–output control is used for multimodal processes,
such as maintaining balance while walking on an uneven
terrain, but would be inappropriate for executing deliber-
ate, volitional, complex tasks like the conductor using the
baton to coordinate the music of the performing musicians.

The second technique utilized by the brain to control
muscular contractions applies to the operation of higher
level systems that generate output strategies in relation to
behavioral goals. These tasks use information from certain
sensory inputs, including joint angle, muscle loading, and
muscular extension or flexion that are assessed, trans-
mitted to higher centers for computation, which then exe-
cutes the set of modified neural transmissions received.
Cognitive tasks requiring the type of informational input
that influences actions are the ones with which humans are
most familiar since job execution requires more thought
than breathing or standing upright. A frequently misun-
derstood concept is that limb movement is possible only
through contractions of individual muscle fibers. For most
cases of voluntary activity, muscles work in opposing pairs
with one set of muscles opening or extending the joint
(extensors) while the opposite muscle group closes or flexes
the joint. The degree of contraction is proportional to the
frequency of signals from the nerve as signaled from the
higher centers. Movement control is provided by a pro-
grammable mechanism so that when flexors contract, the
extensors relax, and vice versa. The motor integration
programmed generated in the higher, cognitive levels reg-
ulates not only the control of the muscle groups around a
joint, but also those necessary actions by other muscles and
limbs to redistribute weight, to counteract shifts in the
center of gravity.

One of the most important, but frequently misunder-
stood, concepts of the nervous system is the control and
regulation of coordinated movement. When a decision is
made to move a body segment, the prime muscles or
agonists receive a signal to contract. The electrical burst
stimulates the agonist muscular activity causing an accel-
eration of the segment in the desired direction. At the same
time, a smaller signal is transmitted to the opposite muscle
group, or antagonist, which causes it to function as a joint
stabilizer. With extremely rapid movements, the antago-
nist is frequently stimulated to slow the limb in time to
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protect the joint from injury. It is the strength and duration
of the electrical signal to both the agonist and antagonist
that govern the desired action. The movement of agonists
and antagonists, whether a cognitive process, such as
throwing a ball, or an acquired activity, such as postural
control, is controlled by the nervous system. Figure 3
illustrates a flowchart for the control system for movement.
Many ordinary voluntary human activities resulting from
agonist–antagonist muscular contraction are classified by
different terms, isotonic, variable resistance, and ballistic.
Slower movements, demonstrating smaller, more frequent,
electrical signal alterations, are intricately controlled by
both agonist and antagonist. These types of motion are
tracking movements.

One control mechanism available involves the process of
information channeled between the environment and the
musculature. Closed-loop control involves the use of feed-
back whereby differences between actual and desired pos-
ture are detected and subsequently corrected, whereas
open-loop control utilizes feed forward strategies that
involve the generation of a command based on prior experi-
ence rather than on feedback. Braitenberg and Onesto
(ARBIB) proposed a network for converting space into time
by providing that the position of an input would determine
the time of the output. This open loop system would trigger
a preset signal from the nervous system to the muscle
generating a known activity. Kicking a ball, walking,
throwing a baseball, swinging a golf club, and hand writing
are considered ballistic movements.

When a limb moves, a sophisticated chain of events
occurs before, during, and after the movement is com-
pleted. The fineness of control depends on the number of
muscle fibers innervated by each motor neuron. A motor
unit is generally defined as a single motor neuron and the
number of muscle fibers it innervates. Fine control is
achieved when a single motor neuron innervates just a
few fibers. Less fine control, as in many large muscle
groups, is attained when individual motor units innervate
hundreds or even thousands of fibers. The more neurons
there are, the finer the ability to maneuver, as with eye
movements or delicate hand manipulations. In contrast to
the high innervations ratio of the eye, the biceps of the arm
has a very low rate of nerve-to-muscle fiber resulting in
correspondingly more coarse movements.

While the amount of nervous innervations is important
when anticipating the precision of control, the manner of
interaction and timing between muscles, nerves, and
desired outcome is probably more important when evaluat-

ing performance. Recognizable actions elicit execution of
patterned, synchronous nervous activity. Frequently
repeated movements are usually performed crudely in the
beginning stages of learning, but become increasingly more
skilled with use and/or practice. Consider the common
activity of handwriting and the execution of one’s own
signature. The evolution from a child’s irregular, crude
printing to an adult’s recognizable, consistently repeatable
signature is normal. Eventually, the individual’s signature
begins to appear essentially the same every time and is
uniquely different from any other person. Not only can the
person execute handwritten signatures consistency, but can
use chalk to sign the name in large letters on a blackboard
producing a recognizably similar appearance. The indivi-
duality of the signature remains whether using the fine
control of the hand or recruiting the large shoulder and arm
muscles not normally required for the task. Reproduction of
recognizable movements occurs from preprogrammed con-
trol patterns stored in the brain and recruited as necessary.
Practicing a golf swing until it results in a 300 yard drive
down the middle of the fairway, getting the food-laden fork
from the plate into the mouth, and remembering how to ride
a bike after a 30 year hiatus illustrate learned behavior that
has become ‘‘automatic’’ with practice and can be recalled
from the brain’s storage for execution.

Volitional tasks require an integration of neurological,
physiological, biochemical, and mechanical components.
There are many options available when performing a task,
such as walking, but eventually, each person will develop a
pattern that will be recognizable as that skill, repeatable,
and with a certain uniqueness associated with that parti-
cular individual. Although any person’s movement could be
quantified with biomechanical applications and compared
to other performers in a similar group, for example, the
gold, silver, and bronze medalists in an Olympic event,
perhaps it will be the ability to compare one person to
themselves that will provide the most meaningful assis-
tance in the assault on aging.

There are many areas of daily living in which biome-
chanical analyses could be useful. Biomechanics could be
utilized to design a house or chair to suit the body or to lift
bigger, heavier objects with less strain. This science could
be useful in selecting the most appropriate athletic event
for children or for improving an adult’s performance. With
increasing international interest in competitive athletics,
it was inevitable that computers would be used for the
analysis of sports techniques. Computer calculations can
provide information that surpasses the limits of what the
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ment.

"Desired" course
of action from

"higher" centers

Feedback as to
current state

of system

Control Output

signal
Controller Controlled

system

Sensors



human eye can see and intuition can deduce. Human
judgment, however, is still critically important. As in busi-
ness and industry, where decisions are based ultimately
upon an executive’s experience and interpretive ability, the
coach or trainer is, and will remain, the ultimate decision
maker in athletic training. Rehabilitation and orthopedic
specialists can assess impaired movement relative to nor-
mal performance and/or apply computerized biomechani-
cal techniques to the possibilities of achieving the
restoration of normal activities. With the increase in the
population of older citizens, erotological applications will
increase. The computer should be regarded as one more
tool, however, complex, which can be skillfully used by
humans in order to achieve a desired end.

One factor that humans have lived with is change. The
environment in which we live is changing during every one
of the � 35 million min of our lives. The human body itself
changes from birth to maturity and from maturity to death.
The moment humans first picked up a stone to use as a tool,
the balance between humans and the environment was
altered. After that adaptation, the ways in which the
surrounding world changed resulted in different effects
and these were no longer regular or predictable. New
objects were created from things that otherwise would
have been discounted. These changes were made possible
by humans due to the invention of tools. The more tools
humans created, the faster was the rate of environmental
change. The rate of change due to tools has reached such a
magnitude that there is danger to the whole environment
and frequently to the people who use the tools, such as
occurred during the Industrial Revolution, as well as in our
own times with such problems as carpal tunnel syndrome.
Human beings seem to have become so infatuated with
their ability to invent things that they have concentrated
almost exclusively upon improving the efficiency, safety,
durability, cost, or aesthetic appeal of the device. It is ironic
that with all of the innovative development, little consid-
eration has been given to the most complex system with the
most sophisticated computer in the world: the human body.

When they talk about their physical goals in work or in
sports, people usually say they would like to do their best,
meaning, reach their maximum output. It is a matter of
achieving their absolute limit in speed, strength, endur-
ance or skill and combining the elements with accuracy.
This is no different than an athlete training for maximum
performance in the Olympic games. The difficulty with
focusing everything on maximum performance is that only
a single goal, getting the highest results—fastest, biggest,
quickest, longest, or most graceful—is considered a super-
lative or acceptable achievement. Maximums do not take
into consideration other aspects of body performance that
often prove to be just as important to the individual.
Emphasis upon the demands for maximum performance
is frequently portrayed with the thought that Winning isn’t
everything, it’s the only thing. Figure 4 illustrates todays
sophisticated biomechanical system to quantify human
performance.

Imagine for a moment a maximum performance in the
car industry—the perfect automobile. It is incredibly grace-
ful and the aerodynamic, functional lines make it a thing of
beauty. It accelerates from 0 to 60 miles � h�1 within a few

seconds. It brakes, corners, and steers with a fineness that
would permit a shortsighted 75-year old to compete at Le
Mans. The suspension is so smooth that a passenger can
pour liquids without spilling a drop. The car requires only
minimal maintenance while averaging 50 miles � gal�1 in
city driving. Best of all, it is the vehicle of the common man
at a price of $5000. If all that sounds impossible—it is.
Incorporating all of these maximums into a single auto-
mobile exceeds the ability of any designer or manufacturer.
Instead, the individual shopping for a car must choose the
attributes he or she feels are most important.

Therein lies the problem, some goals are partly, if not
wholly, incompatible with others. An automatic transmis-
sion uses more gas than a standard shift, but it does make
driving easier. Sleek aerodynamic lines add grace and
reduce drag, but they can also lessen head room. High
performance engines provide power, but require constant
care. The solution is a compromise, a willingness to make
tradeoffs.

This same spirit of compromise, of accepting something
less than a single maximum, should govern the operation of
the most important machine in our lives—our body. Reality
must be applied when comparing ourselves to Olympic
athletes or, with the progression of age, mimicking various
youthful physical activities. For example, there is no need
to have an endurance capacity equal to the current gold
medalist or the strength level equivalent to the World
heavyweight record holder. Likewise, senior citizens may
resist relinquishing their drivers’ licenses despite their
slower reaction times, poorer eyesight, and/or hearing,
as well as frequently suffering from some type of chronic
disease that may further reduce their strength, joint mobi-
lity, or even cognitive processes, such as memory or deci-
sion making.

Instead of a maximum, what most people really want
from their bodies is to optimize their performances and
lives. They seek the most efficient use of energy, of bodily
action consonant with productive output, health, and
enjoyment. Many people are beginning to appreciate that
certain types of exercise add to the vitality of the
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cardiovascular system, lessen the risk of heart attack, and
make it possible to live longer and more active lives. In
other words, the willingness to sacrifice 20 yards on a drive
off the golf tee may mean that the golfer’s feet will be able to
walk the entire course without being tortured during every
step. The desire is to play a couple of hours of winning
tennis, stroking the ball with pace and purpose, but not if
the extra zing means a tennis elbow that will be sore for
several weeks. Sensible joggers prefer to run 6 rather than
10 miles a day in 40 min, if the latter leads to tender knees
and shin splints. In other words, human beings must
compromise between anatomy (the structural components)
and physiology (the bodily processes). A correct balance
between the two, at all ages, will assist in optimizing bodily
efficiency.

In addition to the desire for our internal environment to
be physical fit, pertinent questions should be posed about
our external environment. For example, is it really neces-
sary for that designer chair to cause a bone ache deep in the
buttocks after sitting for 5 min? Can a person not spend a
day laboring over a desk or piece of machinery without
feeling as if a rope had been tightly tied around the
shoulders at the end of the project? Why must a weekend
with shovel or rake inevitably produce lower back pain on
Monday? Why is it that some individuals who are 50 years
old seem able to work and play as if 10–20 years younger,
while some 30 year olds act as if infected with a malignant
decrepitude? The answer is that, as with the anatomy and
physiology achieving optimal coordination, so should the
whole human organism coordinate better with its environ-
ment.

Perhaps these examples could be dismissed as the minor
aches of a hypochondriac society overly concerned with its
comfort. But the overall health facts for the United States
and many other modern civilizations appall even those
jaded by constant warnings of disaster. The American
Heart Association, in urging the 2005 Congress to fund
prevention programs, contends that the Number One killer
of Americans is heart disease, stroke, and other cardiovas-
cular diseases. In addition, a total of 75 million Americans
are afflicted with chronic disease. On any given day, > 1
million workers do not show up for their jobs because of
illness, and sickness prevents a million of these from
returning in < 1 week. Twenty-eight million Americans
have some degree of disability. Perhaps not coincidentally,
a quarter of the population is classified as overweight. At
least 3 million citizens have diabetes, and one-half are
unaware of the problem, and the United States accounts
for most of the deaths due to cardiovascular disease. The
health profile of the future, the condition of the youth of
today, offers no comfort. About 1 in 5 youngsters still
cannot pass even a simple test of physical performance.
More than 9 million American children under the age of 15
have a chronic ailment. From one-third to one-half of U.S.
children are overweight and one-third of America’s young
men fail to meet military physical fitness requirements.

In pursuit of technological achievement, Americans
have almost ignored the one major element besides food
and rest needed to sustain the human body: physical
activity. This has lent impetus to a subtle yet deadly
disease that has reached epidemic proportions in this

country and others. Cardiovascular disease is often
referred to as hypokinetic disease or lack of-motion disease.
Unfortunately, degeneration with Americans begins ear-
lier rather than later. One study indicates that middle age
characteristics start to show at approximately age 26. The
peak age for heart disease among American men is 42
years. In Europe, it is 10 years later. A corporate wide
employee health survey conducted by a large computer
manufacturer indicated that smokers have 25% higher
healthcare costs and 114% longer hospital stays than
nonsmokers. People who did not exercise have 36% higher
healthcare costs and 54% longer hospital stays than people
who did exercise. Overweight people have 7% higher
healthcare costs and 85% longer hospital stays than people
who are not. In general, people with poor health habits
have higher healthcare costs, longer hospital stays, lower
productivity, more absenteeism, and more chronic health
problems than those who do not. Some questions both
workers and their companies should ask are (1) How many
heart attacks, strokes, cancers, or coronary by-pass opera-
tions did your company pay for last year? (2) How much
better would profits have been if heart diseases had been
reduced 10, 20, or 30%? (3) How much would corporate
profits increase if employee healthcare costs were reduced
by 10%?

One large U.S. corporation developed a comprehensive
wellness program at numerous sites. During the first year,
grievances decreased by 50%, on-the-job accidents by 50%,
lost time by 40%, and sickness and accident payments by
60%. The corporation estimated at least a 3:1 return per
dollar invested.

The requirement for such an optimum way of life is a
scientific analysis of the way people live and use their
bodies. Only after such a quantitative examination can a
concept of cost be determined or a better way of doing
something that is more efficient and less damaging to the
body, discovered. For example, rapid weight loss may
result from running long distances, such as 15 miles a
day, fasting drastically, or performing aerobics for 5 h a
day. However, such excessive training regimens may be as
detrimental to the body as sitting all day in an easy chair
and simply ignoring one’s obesity.

Evolution, culture, and the changing demands of exis-
tence have tended to develop forces and stresses upon the
body that are not necessarily in harmony with the basic
design and structure of the human equipment. Standing
upright, humans employ one pair of extremities for support
and the other pair capable of tremendous versatility. It
would seem that of all animals, humans, fortuitously
assisted by the evolution of their brain and other organs,
optimized the use of their body. Unfortunately, the human
body has had to pay a stiff price for its upright posture.
Human vertical posture is inherently unstable; therefore,
humans must devote more neuromuscular effort and con-
trol to maintain balance, than four-legged animals. There
is a tendency to lean forward, which adds to the ability to
move in that direction, but increases the risk of falling.

A complex neuromuscular process is constantly at work
to prevent humans from toppling. Many things may inter-
fere with this balancing act, such as consuming too much
whiskey or walking on an icy sidewalk. These interruptions
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of the flow of information to and from the brain centre which
coordinates the balancing process can result in staggering or
falling. This postural condition creates a constant strain on
all the muscles employed to retain balance and upon the set
of bones forming the spine. The spine is basically a tower of
I-beams supports the skeletal frame and, in order to remain
in good health, proper mechanical alignment is essential.
Any deviation from this mechanical alignment will result in
pain relating to non-alignment, such as low back or neck
pain. The vulnerability of the back is threatened frequently
by work, recreation situations, and furnishings, since their
uses subject an already tenuous upright position to undergo
increased stresses. As the body compensates for alignment
problems by creating excess bone tissue and neural pain,
certain arthritic conditions may be the result.

Correction or prevention in tools or activities may assist
in the optimization of performance and in more closely
aligning the biological with the chronological age. Clearly,
optimization and compensation may conflict within the
human mechanism since a logical idea may violate physical
principles. Based on this introduction of merely a few of the
internal and external challenges to the human organism,
the need for adequate and accurate assessments, improved
tools, and human behavioral modifications becomes more
apparent.

With each passing year, the composition of the popula-
tion in America and probably many other modern societies
is becoming older. This population increase of older citizens
appears to be due, in part, to the large number of indivi-
duals of all ages who are experiencing modifications of
lifestyle in a variety of ways, including better working
conditions, improved health–medical opportunities, and
changing activity levels. Pollock et al. (1) noted that the
activity levels of elderly people have increased during the
previous 20 years. However, it was estimated that only 10%
of elderly individuals participate in regular vigorous phy-
sical activity and that 50% of the population who are 60 or
more years of age described their lifestyles as sedentary.

Scientific studies and personal experiences continue to
link many of the health problems and physical limitations
found in the aged to lifestyle. Sedentary living appears to
be a major contributor to the significantly adverse effect on
health and physical well being. Certainly, there is increas-
ing evidence indicating the vital need for improved
national and international policies for better fitness,
health, and sports for older individuals. In order to address
some of these indicators, new attitudes and policies must
emphasize activities and resources to meet the minimal
requirements for keeping older people in good health,
preventing their deterioration with age, and meeting the
special interests of individuals with various disorders. In
addition to the difficulties that hospitals, insurance com-
panies, children of the elderly, and legislators face, the
medical and scientific communities require time to deter-
mine the most appropriate solutions for improving the
quality of these lengthening lives.

Many of the myths about aging are being disproved while
the true nature of age-related changes appears to be less
bleak than previously thought. Disuse and disease, not age
alone, are increasingly, revealed as culprits. There is an
increasing awareness of the need for more emphasis on

fitness to maintain wellness and prevent degenerative ill-
ness, for more research to understand the aging body of the
healthy older person, and to determine the exercise needs of
the ill and/or the handicapped. Pollock et al. (1) noted that
physical capacity decrements are normally associated with
the aging process. This loss has been attributed to the
influence of disease, medication, age, and/or sedentary life-
style. Additionally, it was noted that the majority of the
elderly do not exercise and that it is unclear whether the
reduced state of physical conditioning associated with aging
results from the deconditioning due to sedentary living, age,
or both.

It is a fact of life that muscle tissue suffers some diminu-
tion from age. Age-associated changes in organ and tissue
function, such as a decline in fat-free mass, total body and
intracellular water, and an increase in fat mass (2) may alter
the physiological responses to exercise or influence the
effect(s) of medication. However, any discussion about age
realistically utilizes arbitrary time periods apportioned eons
ago by men who evaluated time relative to the number of
revolutions of the earth around the sun and the rotation of
the earth on its own axis. These predetermined periods may
or may not have any relationship with the aging of the cells
in the body. The linkage between the chronological age and
the biological age of people is imprecise. Perhaps a more
accurate consideration of the relationship between chron-
ological and biological age would be one that is nonlinear,
may differ with gender, or be dependent on other factors.

It is an inevitable evolutionary consequence that indi-
viduals within a species differ in many ways. The char-
acterization of an individual on the basis of a chronological
age scale may be practical, but biologically inappropriate.
It may be that use or functional activities may have a
greater influence on determining biological age rather than
the number of times the earth has revolved around the sun.
It appears that biological age can be affected by genetic
code, nutrition and, most physical activity. Astrand (3)
suggested that as an individual ages, the genetic code
may have more of an effect on the function of systems with
key importance in physical performance. He also noted
that a change in lifestyle, at almost any chronological age,
can definitely modify the biological age, either upward or
downward. It has been suggested that the disparity of older
persons is a hallmark of aging itself (4). It is important to
determine how much age variance is due to the passage
of time and how much is caused by the accumulation of
other, nontime dependent, alterations. Previous attitudes
towards physical adversities observed in the elderly
were that they were attributable to disease. More recently,
a third dimension associated with poor health in older
persons has been described by Bortz and Bortz (4) as
The Disuse Syndrome. For example, one of the most com-
mon markers of aging was thought to be a decreased lean
body mass. However, analysis of 70 year old weight lifters
revealed no such decline. The components of the Disuse
Syndrome have been similarly grouped by Kraus and Raab
(5) in their book, Hypokinetic Disease, and are (1) cardi-
ovascular vulnerability; (2) musculoskeletal fragility; (3)
obesity; (4) depression; (5) premature aging.

Use is a universal characteristic of life. When any part of
the body has little or no use, it declines structurally and
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functionally. The effects of disuse can be observed on any
body part, such as atrophied intestinal mucosa, when a
loop is excluded from digestive functions or the lung
becomes atelectatic when not aerated. A lack of adequate
conditioning and physical activity causes alterations in the
heart and circulatory system, as well as the lungs, blood
volume, and skeletal muscle (6–9). During prolonged bed
rest, blood volume is reduced, heart size decreases, myo-
cardial mass falls, blood pressure response to exercise
increases, and physical performance capability is markedly
reduced. On the other hand, although acute changes within
the cardiovascular system result in response to increased
skeletal muscle demands during exercise, there is evidence
that chronic endurance exercise produces changes in the
heart and circulation that are organic adaptations to the
demands of chronic exercise (10–15).

Cardiac performance undergoes direct and indirect age-
associated changes. There is a reduction in contractility of
the myocardium (16) and this increased stiffness impairs
ventricular diastolic relaxation and increases end diastolic
pressure (17). This suggests that exercise-induced increases
in heart rate would be less well tolerated in older individuals
than in younger populations. The decline in maximal heart
rate is known and the cause is multifactorial, but is mostly
related to a decrement in sympathetic nervous system
response. Fifty percent of Americans who are > 65 years
of age have a diagnostically abnormal resting electrocardio-
gram (18). Another factor associated with aging is a pro-
gressive increase in rigidity of the aorta and peripheral
arteries due to a loss of elastic fibers, increase in collagenous
materials, and calcium deposits (19). When aortic rigidity
increases, the pulse generated during systole is transmitted
to the arterial tree relatively unchanged. Therefore, systolic
hypertension predominates in elderly hypertensive
patients.

Other bodily systems demonstrate age-related altera-
tions. Baroreceptor sensitivity decreases with age and
hypertension (20,21) such that rapid adjustment of the
cerebral circulation to changes in posture may be impaired.
Kidney function reveals a defect in renal concentrating
ability and sluggish renal conservation of sodium intake
causes elderly patients to be more susceptible to dehydra-
tion (22). Hyaline cartilage on the articulator surface of
various joints shows degenerative changes and clinically
represents the fundamental alteration in degenerative
osteoarthritis (23). A decrease in bone mineral density
(osteoporosis) can reduce body stature as well as predispose
the individual to spontaneous fractures. Older women are
more prone to osteoporosis than older men and this may
reflect hormonal differences (23). Older persons are less
tolerant of high ambient temperatures than younger peo-
ple (24) due to a decrease in cardiovascular and hypotha-
lamic function which compromises the heat dissipating
mechanisms. Heat dissipation is further compromised by
the decrease in fat-free mass, intracellular and total body
water, and an increase in body fat.

Unfortunately, the effects of disuse on the body manifest
themselves slowly since humans normally have redundant
organs that can compensate for ineffectiveness or disease.
In addition, humans are opaque so that disease or dete-
rioration are externally unobservable and, thus, go

unheeded (e.g., the early changes in bones due to osteo-
porosis are subclinical and are normally detected only after
becoming so pronounced that fractures ensue). Cummings
et al. (25) mentioned the difficulty of distinguishing man-
ifestations in musculoskeletal changes due to disease
related to aging. Muscle mass relative to total body mass
begins decreasing in the fifth decade and becomes mark-
edly reduced during the seventh decade of life. This change
results in reduced muscular strength, endurance, size, as
well as a reduction in the number of muscle fibers.
Basmajian and De Luca (26) reported numerous altera-
tions in the electrical signals associated with voluntary
muscular contractions with advancing age. As yet, there
are no findings published that have definitively located
age-related musculoskeletal changes in either the nervous
or the muscular system. The diaphragm and cardiac mus-
cle do not seem to incur age changes. Perhaps this is due to
constant use, from exercise, or possibly a genetic survival
mechanism.

There is growing consensus that many illnesses are
preventable by good health practices including physical
exercise. Milliman and Robertson (27) reported that, of the
15,000 employees of a major computer company, the non-
exercisers accounted for 30% more hospital stays than the
exercisers. Lane et al. (28) reported that regular runners
had only two-thirds as many physician visits as community
matched controls. The beneficial effect of exercise on dia-
betes has long been recognized and is generally recom-
mended as an important component in the treatment of
diabetes (29). Regular endurance exercise favorably alters
coronary artery disease risk factors, including hyperten-
sion, triglyceride and high density lipoprotein cholesterol
concentrations, glucose tolerance, and obesity. In addition,
regular exercise raises the angina threshold (30).

Jokl (31) suggested three axioms of gerontology that are
affected by exercise. He contents that sustained training
results in the following: (1) decline of physique with age; (2)
decline of physical fitness with age; (3) decline of mental
functions with age.

Health in older people is best measured in terms of func-
tion, mental status, mobility, continence, and a range of
activities of daily living. Preventive strategies appear to be
able to forestall the onset of disease. Whether exercise can
prevent the development of atherosclerosis, delay the occur-
rence of coronary artery disease, or prevent the evolution of
hypertension is at present debatable. But moderate endur-
ance exercise significantly decreases cardiovascular mor-
tality (32). Endurance exercise can alter the contributions
of stress, sedentary lifestyle, obesity, and diabetes to the
development of coronary artery disease (33).

For example, the four-time Olympic discus champion, Al
Oerter, at the age of 43, focused his training to qualify for
the 1980 Olympic Games that would have been his fifth
consecutive Olympiad Oerter threw his longest throw [220 f
(67.05 m)] but, since the United States boycotted the 1980
Moscow Olympic Games, his chance was denied. By the
time of the 1984 Los Angeles Games, Oerter was 47 years
old. Even at an age well beyond most Olympic competitors,
he again threw his best, exceeding 240 f (73.15 m) in practice
sessions. Oerter’s physique and strength suggested that his
biological age was less than his chronological age.
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Biologically, he was probably between 25 and 30, although
chronologically he was 15–20 years older. Unfortunately,
in the competition that determined which athletes would
represent the United States, Oerter suffered an injury that
precluded him from trying to achieve an unprecedented
fifth consecutive Olympic Gold medal.

PRINCIPLES FOR EXERCISE AND TRAINING

Physical fitness and exercise have become, as previously
discussed, an increasing concern at nearly all levels of Amer-
ican society. The goal of attaining peak fitness has existed for
centuries, yet two problems continue to obfuscate under-
standing. The ability to assess strength and/or to exercise
has occupied centuries of thought and effort. For examples,
Milo the Greek lifted a calf each day until the baby grew into a
bull. Since this particular procedure is not commonly avail-
able, humans have attempted to provide more suitable means
to determine strength levels and ways to develop and main-
tain conditioning. Technology for assessing human perfor-
mance in exercise and fitness evaluations, in both theory and
practice, exhibits two problems. First, a lack of clearly defined
and commonly accepted standards results in conflicting
claims and approaches to both attaining and maintaining
fitness. Second, a lack of accurate tools and techniques for
measuring and evaluating the effectiveness of a given device
designed to diagnose present capabilities for exercising or
even to determine which exercises are appropriate to provide
‘‘fitness’’, regardless of age or gender. Vendors and consumers
of fitness technology have lacked sound scientific answers to
simple questions regarding the appropriateness of exercise
protocols.

Reviewing studies conducted to determine the effects of
strength training on human skeletal muscle suggests
many benefits with appropriate exercise. In general,
strength training that uses large muscle groups in high
resistance, low repetition efforts increases the maximum
work output of the muscle group stressed (34). Since resis-
tance training does not change the capacity of the specific
types of skeletal muscle fibers to develop different tensions,
strength is generally seen to increase with the cross-
sectional area of the fiber (35). The human body can
exercise by utilizing its own mass (e.g., running, climbing,
sit ups). These and other forms of nonequipment based
exercises can be quite useful. In addition, there are various
types of exercise equipment that allow selection of a weight
or resistance and then the exercise against that machine
resistance is performed.

The relationship between resistance exercises and mus-
cle strength has been known for centuries. Milo the Greek’s
method of lifting a calf each day until it reached its full
growth probably provides the first example of progressive
resistance exercises. It has been well-documented in the
scientific literature that the size of skeletal muscle is
affected by the amount of muscular activity performed.
Increased work by a muscle can cause that muscle to
undergo compensatory growth (hypertrophy), whereas dis-
use leads to wasting of the muscle (atrophy).

The goal of developing hypertrophy has stimulated the
medical and sports professions, especially coaches and ath-

letes, to try many combinations and techniques of muscle
overload. Attempts to produce a better means of rehabilita-
tion, an edge in sporting activities, as a countermeasure for
the adverse effects of space flight, or as a means to improve
or enhance bodily performances throughout a lifetime have
only scratched the surface of the cellular mechanisms and
physiological consequences of muscular overload.

Muscular strength can be defined as the force that a
muscle group can exert against a resistance in a maximal
effort. In 1948, Delorme and Watkins (36) adopted the
name ‘‘progressive resistance exercise’’ for his method of
developing muscular strength through the utilization of
counter balances and weight of the extremity with a cable
and pulley arrangement. This technique gave load-
assisting exercises to muscle groups that did not perform
antigravity motions. McQueen (37) distinguished between
exercise regimes for producing muscle hypertrophy and
those for producing muscle power. He concluded that the
number of repetitions for each set of exercise determines
the different characteristics of the various training proce-
dures. Figure 5 illustrates the complexity of the skeletal–
muscular structure.

When muscles contract, the limbs may appear to move
in unanticipated directions. One type of motion is a static
contraction, known as an isometric type of contraction.
Another type of contraction is a shortening or dynamic
contraction that is called an isotonic contraction. Dynamic
contractions are accompanied by muscle shortening and by
limb movement. Dynamic contractions can exhibit two
types of motion. One activity is a concentric contraction
in which the joint angle between the two bones become
smaller as the muscular tension is developed. The other
action is an eccentric contraction in which, as the muscles
contract, the joint angle between the bones increases.
Owing to ambiguity in the literature concerning certain
physiologic terms and differences in laboratory procedures,
the following terms are defined below.

1. Muscular strength: the contractile power of mus-
cles as a result of a single maximum effort.

2. Muscular endurance: ability of the muscles to per-
form work by holding a maximum contraction for a
given length of time or by continuing to move
submaximal load to a certain level of fatigue.
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3. Isometric: a muscular contraction of total effort but
with little or no visible limb movement (sometimes
referred to as static or anaerobic).

4. Isotonic: a muscular contraction of less than total
effort with visible limb movement (sometimes
called dynamic or aerobic).

5. Isokinetic training (accommodating resistance):
muscular contraction at a constant velocity. In
other words, as the muscle length changes, the
resistance alters in a manner that is directly pro-
portional to the force exerted by the muscle.

6. Concentric contraction: an isotonic contraction in
which the muscle length decreases (that is, the
muscle primarily responsible for movement
becomes shorter).

7. Eccentric contraction: an isotonic contraction in
which the muscle length of the primary mover
and the angle between the two limbs increases
during the movement.

8. Muscle overload: the workload for a muscle or
muscle group that is greater than that to which
the muscle is accustomed.

9. Variable resistance exercise: as the muscle con-
tracts, the resistance changes in a predetermined
manner (linear, exponentially, or as defined by the
user).

10. Variable velocity exercise: as the muscle contracts
with maximal or submaximal tension, the
speed of movement changes in a predetermined
manner (linear, exponentially, or as defined by the
user).

11. Repetitions: the number of consecutive times a
particular movement or exercise is performed.

12. Repetition maximum (1 RM): the maximum resis-
tance a muscle or muscle group can overcome in a
maximal effort.

13. Sets: the number of groups of repetitions of a
particular movement or exercise.

Based on evidence presented in these early studies (36–
38), hundreds of investigations have been published rela-
tive to techniques for muscular development, including
isotonic exercises, isometric exercises, eccentric contrac-
tions, and many others. The effectiveness of each exercise
type has been supported and refuted by numerous inves-
tigations, but no definitive, irrefutable conclusions have
been established.

Hellebrandt and Houtz (38) shed some light on the
mechanism of muscle training in an experimental demon-
stration of the overload principle. They found that the
repetition of contractions that place minimal stress on
the neuromuscular system had little effect on the func-
tional capacity of the skeletal muscles. They also found that
the amount of work done per unit of time is the critical
variable upon which extension of the limits of performance
depends. The speed with which functional capacity
increases suggests that the central nervous system, as well
as the contractile tissue, is an important contributing
component of training.

Results from the work of Hellebrandt and Houtz (38)
suggest that an important consideration in both the design
of equipment for resistive exercise and the performance of
an athlete or a busy executive is that the human body relies
on preprogrammed activity by the central nervous system.
Since most human movements are ballistic and the neural
control of these patterns differs from slow controlled move-
ments, it is essential that training routines employ pro-
grammable motions to suit specific movements. This
control necessitates exact precision in the timing and
coordination of both the system of muscle contraction
and the segmental sequence of muscular activity. Research
has shown that a characteristic pattern of motion is pre-
sent during any intentional movement of body segments
against resistance. This pattern consists of reciprocally
organized activity between the agonist and antagonist.
These reciprocal activities occur in consistent temporal
relationships with the variables of motion, such as velocity,
acceleration, and forces.

In addition to the control by the nervous system, the
human body is composed of linked segments, and rotation
of these segments about their anatomic axes is caused by
force. Both muscle and gravitational forces are important in
producing these turning effects, which are fundamental in
body movements in all sports and daily living. Pushing,
pulling, lifting, kicking, running, walking, and all human
activities result from the rotational motion of the links which,
in humans, are the bones. Since force has been considered the
most important component of athletic performance, many
exercise equipment manufacturers have developed various
types of devices employing isometrics and isokinetics. When
considered as a separate entity, force is only one factor
influencing successful athletic performance. Unfortunately,
these isometric and isokinetic devices inhibit the natural
movement patterns of acceleration and deceleration.

The three factors underlying all athletic performances
and the majority of routine human motions are force,
displacement, and the duration of movement. In all motor
skills, muscular forces interact to move the body parts
through the activity. The displacement of the body parts
and their speed of motion are important in the coordination
of the activity and are also directly related to the forces
produced. However, it is only because of the control pro-
vided by the brain that the muscular forces follow any
particular displacement pattern and, without these brain
centre controls, there would be no skilled athletic perfor-
mances. In every planned human motion, the intricate
timing of the varying forces is a critical factor in successful
performances. In any human movement, the accurate
coordination of the body parts and their velocities is essen-
tial for maximizing performances. This means that the
generated muscular forces must occur at the right time
for optimum results. For this reason, the strongest weigh-
tlifter cannot put the shot as far as the experienced shot-
putter, although the weightlifter possesses greater
muscular force, he has not trained his brain centers to
produce the correct forces at the appropriate time. Older
individuals may be unable to walk up and down stairs or
perform many of the daily, routine functions that had been
virtually automatic before the deterioration produced by
weakness, disease, or merely age.
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There are significant differences in the manner of
execution of the various resistive training methods. In
isotonic exercises, the inertia, which is the initial resis-
tance, must be overcome before the execution of the move-
ment progresses. The weight of the resistance cannot be
heavier than the maximum strength of the weakest
muscle acting in a particular movement or the movement
cannot be completed. Consequently, the amount of
force generated by the muscles during an isotonic contrac-
tion does not maintain maximum tension throughout
the entire range of motion. In an isokinetically loaded
muscle, the desired speed of movement occurs almost
immediately and the muscle is able to generate a maximal
force under a controlled and specifically selected speed of
contraction.

The use of the isokinetic principle for overloading mus-
cles to attain their maximal power output has direct appli-
cations in the fields of sport medicine and athletic training.
Many rehabilitation programmed utilize isokinetic training
to recondition injured limbs of athletes to their full range of
motion. The unfortunate drawback to this type of training is
that the speed is constant and there are no athletic activities
that are performed at a constant velocity. The same dis-
advantage applies to normal human activities.

In isotonic resistive training, if more than one repetition
is to be used, a submaximal load must be selected for the
initial contractions in order to complete the required repe-
titions. Otherwise, the entire regimen would not be com-
pleted, owing to fatigue or, the inability to perform. A
modality that can adjust the resistance so that it parallels
fatigue to allow a maximum effort for each repetition would
be a superior type of equipment. This function could be
accomplished by manually removing weight from the bar
while the subject trained. This is neither convenient nor
practical. With the aid of the computer, the function can be
performed automatically.

Another drawback with many isotonic types of resistive
exercises is that the inertia resulting from the motion
changes the resistance depending on the acceleration of
the weight and of the body segments. In addition, since
overload on the muscle changes due to both biomechanical
levers and the length–tension curve, the muscle is able to
achieve maximal overload only in a small portion of the
range of motion. To overcome this shortcoming in resistive
training, some strength training devices have been intro-
duced that have ‘‘variable resistance’’ mechanisms, such as
a cam, in them. However, these variable resistance systems
increase the resistance in a linear fashion and this linearity
may not truly accommodate the individual. When includ-
ing inertial forces to the variable resistance mechanism,
the accommodating resistance can be canceled by the
velocity of the movement.

There seem to be unlimited training methods and each
is supported and refuted by as many ‘‘experts’’. In the past,
the problem of accurately evaluating the different modes of
exercise was rendered impossible because of the lack of
adequate diagnostic tools. For example, when trying to
evaluate isotonic exercises, the investigator does not know
exactly the muscular effort nor the speed of movement, but
knows only the weight that has been lifted. When a static
weight is lifted, the force of inertia provides a significant

contribution to the load and cannot be quantified by feel or
observation alone. In the isokinetic mode, the calibration of
the velocity is assumed, but has been poorly verified since
the mere rotation of a dial to a specific speed setting does
not guarantee the accuracy of subsequently generated
velocity. In fact, discrepancies as great as 40% have been
observed when verifying the bar velocity.

Most exercise equipment currently available lack intel-
ligence. In other words, the equipment is not aware that a
subject is performing an exercise or how it is being con-
ducted. Verification of the speed is impossible since a
closed-loop feedback and sensors are absent. However,
with the advent of miniaturized electronics in computers,
it became possible to unite exercise equipment with
the computer’s artificial intelligence. In other words,
it became possible for exercise equipment to adapt to
the user rather than forcing the user to adapt to the
equipment.

HIGH TECHNOLOGY TOOLS

High technology refers to the use of advanced, sophisti-
cated, space age mathematical and electronic methods and
devices for creating tools that can enhance human activ-
ities as well as expanding the horizons for future inven-
tions. NASA put a man on the moon, sent exploratory
spacecraft to Mars and beyond, and is sending shuttle
missions to the Space Station. Polymer science invented
plastics, mechanical science produced the automobile, and
aeronautical engineering developed the airplane. Despite
all of the knowledge and explosive developments since
the rock became a tool, few advances have considered
first the most important component in a complicated sys-
tem, the human body.

The usual developmental cycle creates something and
humans must adapt to it rather than the reverse. Compu-
ters can provide precise computations rapidly for complex
problems that would otherwise require enormous quanti-
ties of time, talent, and energy to complete. The strength of
these electronic wizards to follow instructions exactly,
remember everything, and perform calculations within
thousandths of a second has made them indispensable in
finance, industry, and government. Application of the
computer was a perfect enhancement for the human mind
in order to quantify and evaluate movement performances.
Used in conjunction with the human mind’s ability to
deduce, interpret, and judge, the computer provides the
necessary enhancement to surpass the limits of what the
eye can see or what intuition can surmise. Technological
advances, such as these, can assist humans irrespective of
their age.

For good health, it is necessary to follow a training
method that incorporates all of the various bodily systems.
In other words, the body should be treated as a complex,
but whole, entity rather than as isolated parts. While it is
not wrong to evaluate one’s diet, an assessment of health
would be incomplete without consideration of physical
training, stress reduction, and other components that con-
stitute the integrated organism of the human body. For a
person to be able to jog 5 miles it is not important only to
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run, but to develop the cardiovascular system in a systema-
tic way to achieve a healthy status. Strength exercise,
flexibility routines, proper nutrition and skill are necessary
to achieve this goal.

Two sophisticated systems have been developed to ana-
lyze human performance and both are appropriate for the
assault on aging. These systems include tools to (1) assess
movements of the human body and (2) assist in exercising
human beings. The first one is the biomechanical system
that was developed to analyze movement performance.
Currently, biomechanical analyses are routinely per-
formed on a wide range of human motions in homes, work
settings, recreation, hospitals, and rehabilitation centers.
The second system, which incorporates space age technol-
ogy, allows diagnoses and training of the musculoskeletal
system. Each of these systems will be discussed subse-
quently in detail. Both of these technologies and the scien-
tific principles and techniques discussed may help achieve
physical and mental goals. The technological advances
provide tools for quantification of the results and to analyze
the potential of a person. With this information and these
tools, it should be possible to train the various body systems
for optimal results at any age.

The first commercially available computerized biome-
chanical system was described in 1973 (39) and that system
can serve to illustrate the general concepts and procedures
associated with biomechanical quantification of move-
ment. Figure 6 illustrates device system. The computerized
hardware–software system provides a means to objectively

quantify the dynamic components of movement in humans,
such as athletic events, gait analyses, work actions, as well
as motion by inanimate objects, including such items as
machinery actions, air bag activation, and auto crash
dummies. This objective technique replaces mere observa-
tion and supposition. This system provides a means to
quantity motion utilizing input information from any or
all of the following mediums: visual (video), electromyo-
graphy (EMG), force platforms, or other signal processing
diagnostic equipment.

The Ariel Performance Analysis System provides a
means of measuring human motion based on a proprietary
technique for the processing of multiple high speed video
recordings of a subject’s performance (40–42). This tech-
nique demonstrates significant advantages over other com-
mon approaches to the measurement of human
performance. First, except in those specific applications
requiring EMG or kinetic (force platform) data, it is non-
invasive. No wires, sensors, or markers need be attached to
the subject. Second, it is portable and does not require
modification of the performing environment. Cameras can
be taken to the location of the activity and positioned in any
convenient manner so as not to interfere with the subject.
Activities in the workplace, home, hospital, therapist’s
office, health club, or athletic field can be studied with
equal ease. Third, the scale and accuracy of measurement
can be set to whatever levels are required for the activity
being performed. Camera placement, lens selection, shut-
ter and film speed may be varied within wide limits to
collect data on motion of only a few centimeters or of many
meters, with a duration from a few milliseconds to a
number of seconds. Video equipment technology currently
available is sufficiently adequate for most applications
requiring accurate motion analysis. Determination of the
problem, error level, degree of quantification, and price
affect the input device selection.

A typical kinematic analysis consists of four distinct
phases: data collection (filming); digitizing; computation;
and presentation of the results. Data collection is the only
phase that is not computerized. In this phase, video record-
ings of an activity are made using two or more cameras
with only a few restrictions: (1) all cameras must record the
action simultaneously. (2) If a fixed camera is used, it must
not move between the recording of the activity and the
recording of the calibration points. These limiting factors
are not necessary when a panning camera and associated
mechanism are used. A specialized device accompanied by
specialized software was developed to accommodate cam-
era movement particularly for use with gait analysis and
some longer distance sporting events, such as skiing or long
jumping. (3) The activity must be clearly seen throughout
its duration from at least two camera views. (4) The loca-
tion of at least six fixed noncoplanar points visible from
each camera view (calibration points) must be known.
These points need not be present during the activity as
long as they can be seen before or after the activity. Usually
they are provided by some object or apparatus of known
dimensions that is placed in the general area of the activity,
filmed and then removed. (5) The speed of each of the
cameras (frames/second) must be accurately known,
although the speeds do not have to be identical. (6) Some
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event or time signal must be recorded simultaneously by all
cameras during the activity in order to provide synchroni-
zation.

These rules for data collection allow great flexibility in
the recording of an activity. Figure 7 illustrates a modern
digitizing system to quantify human movement. Informa-
tion about the camera location and orientation, the dis-
tance from camera to subject, and the focal length of the
lens is not needed. The image space is self-calibrating
through the use of calibration points that do not need to
be present during the actual performance of the activity.
Different types of cameras and different film speeds can be
used and the cameras do not need to be mechanically or
electronically synchronized. The best results are obtained
when camera viewing axes are orthogonal (908 apart), but
variations of 20–308 can be accommodated with negligible
error. Initially, the video image is captured by the compu-
ter and stored in memory. This phase constitutes the
‘‘Grabbing’’ mode. Brightness, contrast, saturation, and
color can be adjusted so that the grabbed picture may, in
fact, be better than the original. Grabbing the image and
storing it on computer memory eliminates any further need
for the video apparatus.

Digitizing is the third step in biomechanical quantifica-
tion. The image sequence is retrieved from computer mem-
ory and displayed, one frame at a time, on the digitizing
monitor. Using a video cursor, the location of each of the
subject’s body joints (e.g., ankle, knee, hip, shoulder, elbow)
is selected and stored in computer memory. In addition, a

fixed point, which is a point in the field of view that does not
move, is digitized for each frame as an absolute reference.
The fixed point allows for the simple correction of any
registration or vibration errors introduced during record-
ing or playback. At some point during the digitizing of each
view, a synchronizing event must be identified and, addi-
tionally, the location of the calibration points as seen from
that camera must be digitized. This sequence of events is
repeated for each camera view. This type of digitizing is
primarily a manual process.

An alternative digitizing option permits the procedure
to proceed automatically using any number of marker sets.
This requires that the subject have the markers placed on
the body prior to the filming phase. The types of markers
and their placements have a substantial number of adher-
ents particularly in the rehabilitation, gait measurement,
and computer game communities. This type of digitizing
combines manual and automatic, so that the activity pro-
gresses under manual control with computer-assisted
selection of the joint segments or points. User participation
in the digitizing process provides an opportunity for error
checking and visual feedback which rarely slows the digi-
tizing process adversely. A trained operator, with reason-
able knowledge about digitizing and anatomy, can rapidly
produce high quality digitized images. It is essential that
the points are selected precisely because all subsequent
information is based on the data provided in this phase.

The computation phase of analysis is performed after all
camera views have been digitized. At this point in the
procedures, the three-dimensional (3D) coordinates of
the joints centers of a body are calculated. The transforma-
tion methods for transforming the data to two-dimensional
(2D) or 3D coordinates are Direct Linear Transformation,
Multiplier, and Physical Parameters Transformation. This
phase computes the true 3D image space coordinates of the
subject’s body joints from the 2D digitized coordinates
obtained from each camera’s view. The Direct Linear
Transformation Computation is determined by first relat-
ing the known image space locations of the calibration
points to the digitized coordinate locations of those points.
The transformation is then applied to the digitized body
joint locations to yield true image space locations. This
process is performed under computer control with some
timing information provided by the user. The information
needed includes, for example, starting and ending points if
all the data are not to be used, as well as a frame rate for
any image sequence that differs from the frame rate of the
cameras used to record the sequence. The Multiplier tech-
nique for transformation is less rigorous mathematically
and is utilized for those situations when no calibration
device was used and only a few objects in the background
are available to calibrate the area. This situation usually
occurs when a nonscientific, third-party recorded the pic-
tures such as a home video or even a televised sporting
event. The third type of transformation, the Physical Para-
meters Transformation, is primarily applied with panning
camera views or when greater accuracy is required on
known image sources.

Following data transformation, a smoothing or filtering
operation is performed on the image coordinates to remove
small random digitizing errors and to compute body joint
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velocities and accelerations. Smoothing options include
polynomial, cubic and quintic splines, a Butterworth
second-order digital and fast Fourier filters (43–45).
Smoothing may be performed automatically by the com-
puter or interactively with the user controlling the amount
of smoothing applied to each joint. Error measurements
from the digitizing phase may be used to optimize the
amount of smoothing selected. Another unique feature is
the ability to display the Power Spectrum for each of the x,
y, and z coordinates. This enhancement permits the inves-
tigator to evaluate the effect of the smoothing technique
and the chosen value selected for that curve by examining
the Power Spectrum. Thus, the investigator can determine
the method and level of smoothing that best meets the
requirements of the specific research. After smoothing, the
true 3D body joint displacements, velocities, and accelera-
tions will have been computed on a continuous basis
throughout the duration of the sequence.

Analogue data can be obtained from as many as 256
channels for input into the analogue-to-digital (A/D) sys-
tem. Processing of the analogue signals, such as those
obtained from transducers, thermistors, accelerometers,
force platforms, EMG, ECG, EEG, or others, can be
recorded for analysis and, if needed, synchronized with
the video system. The displayed video picture and the
vectors from the force plate can be synchronized so that
the force vectors appear to be ‘‘inside the body’’. At this
point, optional kinetic calculations can be performed to
provide for measurement and analysis of the external
forces that are applied to the body during movement.
Inverse Dynamics are used to compute joint forces and
torques as well as energy and momentum parameters of
single or combined segments. External forces include any-
thing external to the body that is applying force or resis-
tance such as a golf club held in the hand. The calculations
that are performed are made against the force distribution
of the body.

The presentation phase of analysis allows computed
results to be viewed and recorded in a number of different
formats. Body position and motion can be presented in both
still frame and animated stick figure format in 3D. Multi-
ple stick figures may be displayed simultaneously for com-
parison purposes. Joint velocity and acceleration vectors
may be added to the stick figures to show the magnitude
and direction of body motion parameters. Copies of these
displays can be printed for reporting and publication.
Results can also be reported graphically. Plots of body
joints and segments, linear and angular displacements,
velocities, accelerations, forces, and moments can be pro-
duced in a number of format options. An interactive gra-
phically oriented user interface allows the selection and
plotting of such results to be simple and straightforward. In
addition, body motion parameter results may also be
reported in numerical form and printed as tables.

Utilizing this computerized system for biomechanical
quantification of various movements performed by the
elderly may assist in developing strategies of exercise,
alterations in lifestyle, modifications in environmental
conditions, and inventions to ease and/or extend indepen-
dence. For example, rising from a chair is a challenging
task for many elderly persons and getting up quickly is

associated with a particularly high risk for falling. Hoy and
Marcus (46) observed that older women moved more slowly
and altered their posture to a greater extent than younger
women. The strength levels were greater for the younger
subjects, but it could not be concluded that strength was
the causal mechanism for the slower speed. Following an
exercise program affecting a number of muscle groups,
younger and older women significantly increased in
strength. Results of this study suggest that age-associated
changes in muscle strength have an important effect on
movement strategies used during chair rising. Following
participation in a strength-training program, biomechani-
cal assessment revealed changes in movement strategies
that increased both static and dynamic stability. Other
areas appropriate for biomechanical assessment would be
on the well-known phenomenon of increased postural sway
(47) and problems with balance (48–50) in the aged.

It is also important to study the motor patterns used by
older persons while performing locomotor tasks associated
with daily life such as walking on level ground and climb-
ing or descending stairs. Craik (51) demonstrated that
older subjects walking at the same speed as younger ones
exhibited similar movement characteristics. Perhaps the
older subjects selected slower movement speeds that pro-
duced apparent rather than real reductions in perfor-
mance. These types of locomotors studies are easily
assessed by biomechanical procedures. A biomechanical
inquiry by Williams (52) examined the age-related differ-
ences of intralimb coordination by young and old indivi-
duals. Williams observed a similarity of general intralimb
coordination for both old and young participants for level
ground motions. One age-related change was suggested
with regard to the additional balance constraints required
for going up stairs because of adjustments not required on
level ground. More profound differences were observed
by Light et al. (53) with complex, multilimb coordinated
movements performed in a standing position which neces-
sitated dynamic balance control. These types of tasks
showed significant age-dependent changes. Compared
with younger subjects, the older participants were slower
in all timing components, had less predominance in their
movement patterns, less coupling of their limbs for move-
ment end-points, and were more susceptible to environ-
mental uncertainties. The alterations in movement
performance reflected age-related loss in the ability to
coordinate fast, multilimb movements performed from
an upright stance suggesting that older individuals may
have uncoordinated and unpredictable movement patterns
when required to move quickly. Additionally, it was sug-
gested that the more uncertain the environment, the
greater the disturbance on the movement, thus, increasing
the risk of falling. These studies provide realistic examples
of one role biomechanics can perform by not only specifi-
cally identifying the locus of change but also providing
objective quantification.

Another interesting application of the biomechanical
system involves a multidimensional study of Alzheimer’s
disease currently in progress at a leading medical school.
The study’s strength is similar to the blind men who must
integrate all of the information each has gathered in order
to accurately describe the elephant. Examination of the
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brain’s response to specific drugs and at varying dosages,
magnetic resonance imaging (MRI), thermographic, endo-
crine, and hormonal changes, vascular chemistry, as well
as other aspects are being evaluated for each patient and
their specific motor performances are being quantified
biomechanically with the Ariel Performance Analysis sys-
tem. Preliminary evidence indicates that performance on a
simple bean-bag tossing skill improves daily although
there is no cognitive recognition of the task. The activity
of tossing a bean bag into a target circle from a standing
position employs postural adjustments as well as coordi-
nated arm and hand directed skills. Skill acquisition, or
motor learning, involves both muscular capability and
neural control mechanisms. Both activities involve closed-
and open-loop mechanisms. The goal-directed movements
needed to perform the bean-bag toss require the anticipa-
tory postural adjustments that are inherent in an open-
loop control. Because these findings suggest that muscular
control and skill acquisition remain viable, this enables
investigators to narrow the direction of the research and
continue the study while continuously honing the focus.
With each scientific finding, the research can be directed
toward identification of the underlying cause.

The preceding discussion has described a computerized
biomechanical system that can be utilized for the quanti-
fication of activities and performance levels particularly
where appropriate for gerontological issues. Following the
identification and definition of an activity, a second and
equally necessary component follows. This is the ability to
evaluate, test, and/or train the musculoskeletal compo-
nents of the body in a manner appropriate to the specifi-
cally identified task(s) and according to the capabilities of
the age and health of the individual. The integration of
both technological assessment tools should assist the indi-
vidual and others involved in their daily life to identify and
measure those portions of an exercise program that can
enhance performance, fitness status, or exercise capabil-
ities for each gender and at different ages. In other words,
one of the principles should be remembered is the goal of
optimizing performance at every age.

For centuries, many devices have been created specifi-
cally for strength development. These devices include
treadmills, bicycle ergometers, rowing machines, skiing
simulators, as well as many of the more traditional resis-
tive exercises with dumbbells, bar bells, and commercially
available weight equipment. Figure 8 illustrates one of
these equipment. Each type of exercise has some advan-
tages, but none are designed to cope with the difficulties
inherent with the gravitational effects that affect the
multilinked human body performing on various exercise
equipment.

All systems that employ weights as the mechanism for
resistance have major drawbacks in four or more areas, as
follows: (1) biomechanical considerations; (2) inertia; (3)
risk of injury; (4) unidirectional resistance.

The biomechanical parameters are extremely important
for human performance and should be incorporated into
exercise equipment. The biomechanical factors were dis-
cussed previously. Inertia is the resistance to changes in
motion. In other words, a greater force is required to begin
moving weights than is necessary to keep them moving.

Similarly, when the exercising person slows at the end of a
movement, the weights tend to keep moving until slowed
by gravity. This phenomenon reduces the force needed at
the end of a motion sequence. Inertia becomes especially
pronounced as acceleration and deceleration increase,
effectively reducing the useful range of motion of weight-
based exercise equipment.

The risk of injury is obvious in most weight-based
exercise equipment. When weights are raised during the
performance of an exercise, they must be lowered to their
original resting position before the person using the equip-
ment can release the equipment and stop exercising. If the
person exercising loses their grip, or is unable to hold the
weights owing to exhaustion or imbalance, the weights fall
back to their resting position; serious injuries can, and
have, occurred. Finally, while being raised or lowered,
weights, whether on exercise equipment or free standing,
offer resistance only in the direction opposite to that of
gravity. This resistance can be redirected by pulleys and
gears but still remains unidirectional.

In almost every exercise performed, the muscle or mus-
cles being trained by resistance in one direction are
balanced by a corresponding muscle or muscles that could
be trained by resistance in the opposite direction. With
weight-based systems, a different exercise, and often a
different mechanism, is necessary to train these opposing
muscles. Exercise mechanisms that employ springs, tor-
sion bars, and the like are able to overcome the inertia
problem of weight-based mechanisms and, partially, to
compensate the unidirectional force restriction by both
expanding and compressing the springs. However, the
serious problem of safety remains. An additional problem
is the fixed, nonlinear resistance that is characteristic of
springs and is usually unacceptable to most exercise equip-
ment users.

The third resistive mechanism commonly employed in
existing exercise equipment is a hydraulic mechanism.
Hydraulic devices are able to overcome the inertial problem
of weights, the safety problem of both weights and springs,
and, with the appropriate selection or configuration, the
unidirectional problem. However, previous applications of
the hydraulic principle have demonstrated a serious
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deficiency that has limited their popularity in resistive
training. This deficiency is that of a fixed or a preselected
flow rate through the hydraulic system. With a fixed-flow
rate, it is a well established fact that resistance is a func-
tion of the velocity of the piston and, in fact, varies quite
rapidly with changes in velocity. It becomes difficult for a
person exercising to select a given resistance for training
due to the constraint of moving either slower or faster than
desired in order to maintain the resistance. Additionally, at
any given moment, the user is unsure of just what the
performing force or velocity actually is.

In the field of rehabilitation (54) especially, isokinetic or
constant velocity training equipment is a technology that
has enjoyed wide acceptance. These mechanisms typically
utilize active or passive hydraulics or electric motors and
velocity-controlling circuitry. The user or practitioner
selects a constant level of velocity for exercise and the
mechanism maintains this velocity while measuring the
force exerted by the subject. Although demonstrating sig-
nificant advantages over weight-based systems, isokinetic
systems possess a serious limitation. There are virtually
no human activities that are performed at a constant
velocity. Normal human movement consists of patterns
of acceleration and deceleration. When a person learns
to run, ride a bike, or write, an acceleration–deceleration
sequence is established that may be repeated at different
rates and with different levels of force, but always with the
pattern unique to that activity. To train, rehabilitate, or
diagnose at a constant velocity is to change the very nature
of the activity being performed and to violate most biome-
chanical performance principles.

FEEDBACK CONTROL OF EXERCISE

A newer form of exercise equipment can determine the
level of effort by the person, compare it to the desired effort,
and then adjust accordingly. The primary advantage of this
resistive mechanism is that the pattern of resistance or the
pattern of motion is fully programmable. The concept of
applying a pattern of resistance or motion to training and
rehabilitation was virtually impossible until the invention
of computerized feedback control. Prior to the introduction
of computerized feedback control, fitness technology could
provide only limited modes of resistance and motion. Bar
bells or weights of any type provide an isotonic or constant
resistance type of training only when moved at a constant
velocity. Typically, users are instructed to move the
weights slowly to avoid the problem of inertia resulting
from the acceleration or deceleration of mass. Weights used
with cams or linkages that alter the mechanical advantage
can provide a form of variable resistance. However, the
pattern is always fixed and the varying mechanical advan-
tage causes a variation in velocity that increases inertial
effects. Users must move the weights slowly to preserve the
resistance pattern. Another deficiency with these types of
equipment is that they do not approximate the body or limb
movement pattern of a normal human activity.

An exercise machine controlled by a computer possesses
several unique advantages over other resistive exercise
mechanisms, both fixed and feedback controlled. The most

significant of these advances is the introduction of software
to the human/computer feedback loop. The computer and
its associated collection of unique programs can regulate
the resistance to vary with the measured variables of force
and displacement as well as modify the resistance accord-
ing to data obtained from the feedback loop while the
exercise progresses. This modification can, therefore,
reflect changes in the pattern of exercise over time. The
unique programmed selection can effect such changes in
order to achieve a sequential or patterned progression of
resistance for optimal training effect. The advantage of this
capability over previous systems is that the user can select
the overall pattern of exercise and the machine assumes
responsibility for changing the precise force level, the
speed of movement, and the temporal sequence to achieve
that pattern.

There are a wide range of treadmills, bikes, and exercise
devices currently available that employ electrical control
features. These include such options as fat burn, up hill
training, or cardiac modes. These types of equipment
change the speed or elevations with preprogrammed
actions that are determined at the manufacturing center
when the machines are made rather than by the person
exercising. The exerciser can select the programs pre-
sented on the control panel, but the response by the
machine to the user is not at all related to the performance
but rather to the preset events stored in the memory.
Therefore, the person may be running ‘‘uphill’’ on the
treadmill as determined by the imbedded system, but
not with responsive interaction between the equipment
and the individual moment by moment. This is a limitation
of most of the exercise equipment available in the market-
place of the twenty-first century.

In the early 1980s, the first resistive training and
rehabilitation device to employ computerized feedback
control of both resistance and motion during exercise
was introduced to overcome the lack of machine–human
interactivity (55). For the first time, a machine dynamically
adapted to the activity being performed rather than the
traditional approach of modifying the activity to conform to
the limitations of the machine. Biomechanical results pre-
viously calculated could be used to program the actual
patterns of motion for training or rehabilitation. The equip-
ment utilizes a passive hydraulic resistance mechanism
operating in a feedback-controlled mode under control of
the system’s computer.

A simplified functional description of this mechanism,
the Ariel Computerized Exercise System, and its operation
is described. A hydraulic cylinder is attached to an exercise
bar through a mechanical linkage. As the bar is moved, the
piston in the hydraulic cylinder moves which pushes oil
from one side of the cylinder, through a valve, and into the
other side of the cylinder. When the valve is fully open
there is no resistance to the movement of oil and, thus, no
resistance in the movement of the bar. As the valve is
closed, it becomes harder to push the oil from one side of the
cylinder to the other and, thus, harder to move the bar.
When the valve is fully closed, oil cannot flow and the bar
will not move. In addition to the cylinder, the resistance
mechanism contains sensors to measure the applied
force on the bar and the motion of the bar. To describe
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the operation of the computerized feedback loop, assume
the valve is at some intermediate position and the bar is
being moved at some velocity with some level of resistance.
If the computer senses that the bar velocity is too high or
that bar resistance is too low, it will close the valve by a
small amount and then check the velocity and resistance
values again. If the values are incorrect, it will continue to
regulate the opening of the valve and continually check the
results until the desired velocity or resistance is achieved.
Similar computer assessments and valve adjustments are
made for every exercise. Thus, an interactive feedback loop
between the computer and the valve enable the user to
exercise at the desired velocity or resistance. The feedback
cycle occurs hundreds of times a second so that the user
experiences no perceptible variations from the desired
parameters of exercise.

There are a number of advantages in a computerized
feedback controlled resistance mechanism over devices
that employ weights, springs, motors, or pumps. One sig-
nificant advantage is safety. The passive hydraulic
mechanism provides resistance only when the user pushes
or pulls against it. The user may stop exercising at any time
and the exercise bar will remain motionless. Another
advantage is that of bidirectional exercise. The hydraulic
mechanism can provide resistance with the bar moving in
each direction, whereas weights and springs provide resis-
tance in only one direction. Opposing muscle groups can be
trained in a single exercise. Two additional problems asso-
ciated with weight training, noise and inertia, are also
eliminated because the hydraulic mechanism is virtually
silent and full resistance can be maintained at all speeds.
Figure 9 illustrates an olympic training system utilized by
the olympic athletes.

The Ariel Computerized Exercise System allows the
user to set a pattern of continuously varying velocity or
resistance. The pattern can be based on direct measure-
ments of that individual’s motion derived from the biome-
chanical analysis or can be designed or created by the user
with a goal of training or rehabilitation. During exercise,
the computer uses the pattern to adjust bar velocity or bar
resistance as the subject moves through the full range of
motion. In this manner, the motion parameters of almost
any activity can be closely duplicated by the exercise
system allowing training or rehabilitation using the same
pattern as the activity itself.

The software consists of two levels. One level of software
is invisible to the individual using the equipment since it
controls the hardware components. The second level of
software allows interaction between the user and the
computer. The computer programs necessary to provide
the real-time feedback control, the data program and sto-
rage, and the additional performance manipulations are
extensive. The software provides computer interaction
with the individual operator by automatically presenting
a menu of options when the system is activated. Selection of
the diagnostics option allows several parameters about
that person to be evaluated and stored if desired. Some
of the diagnostic parameters available include range of
motion, maximum force, and maximum speed that the
individual can move the bar for the specific activity
selected. The maximum force and maximum speed data

can be determined at each discrete point in the range
of movement as well as the average across the entire
range. The diagnostic data can be used solely as isolated
pre- and post-test measurements. However, the data can
also be stored within the person’s profile so that
subsequent actions and tests performed on the equipment
can be customized to adjust to that specific individual’s
characteristics.

The controlled velocity option permits the individual to
control the speed of bar movement. The pattern of the
velocity can be determined by the person using the equip-
ment and these choices of velocity patterns include: (1)
isokinetic, which provides a constant speed throughout the
range of motion; (2) variable speed, in which the speed at
the beginning of the motion and the speed at the end of the
stroke are different with the computer regulating a smooth
transition between the two values; and (3) programmed
speed, which allows the user to specify a unique velocity
pattern throughout the range of movement. For each of the
choices, determination of the initial and final velocities is at
the discretion of the individual through an interactive
menu. The number of repetitions to be performed can be
indicated by the person. Also, it is possible to designate
different patterns of velocity for each direction of bar
movement.

BIOMECHANICS OF EXERCISE FITNESS 399

Figure 9. Olympic training on the computerized exercise system.



The controlled resistance option enables the person to
control the resistance or amount of force required to move
the bar. The alternatives include (1) isotonic, which pro-
vides a constant amount of force for the individual to
overcome in order to move the bar; (2) variable resistance,
in which the force at the beginning of the motion and the
force at the end of the movement are different with the
computer regulating a smooth transition between the two
values; (3) programmed resistance, which permits the
individual to specify a unique force pattern through-out
the range of movement. An interactive menu enables the
person to indicate the precise initial and final values, the
number of repetitions to be used, and each direction of bar
motion for the three choices. The controlled work option
allows the individual to determine the amount of work, in
Newton/meters or joules, to be performed rather than the
number of repetitions. In addition, the person can choose
either velocity or resistance as the method for controlling
the bar movement. As with the previous options, bidirec-
tional control is possible. The data storage capability is
useful in the design of research protocols. The software
allows an investigator to program a specific series of exer-
cises and the precise manner in which they are to be
performed, for example, number of repetitions and amount
of work, so that the user need only select their name from
the graphic menu and the computer will then guide the
procedures. Data gathered can be stored for subsequent
analysis. The equipment is fully operational for all options
irrespective of whether the data storage option is activated.

Numerous features further enhance the application of
this advanced fitness technology. Individual exercise pro-
grams can be created and saved on the computer, a CD, an
internet file, or a USB disk. Users can perform their
individual program at any time merely by loading it from
any of the memory options used. Measurements of exercise
results can be automatically saved and progress monitored
by comparing current performance levels to previous ones.
Performance can be measured in terms of strength, speed,
power, repetitions, quantity of work, endurance and fati-
gue. Comparison of these quantities can be made for flexors
versus extensors, right limb versus left limb, as well as
between different dates and different individuals. Visual
and audio feedback are provided during exercise to ensure
that the subject is training in the proper manner and to
provide motivation for optimal performance. Accuracy of
measurement is essential and it is deemed as one of the
most important considerations in the software. Calibration
of the equipment is performed dynamically and is a unique
feature that the computerization and the feedback system
allow. Calibration is performed using weights with known
values and the procedure can be performed for both up and
down directions. This type of calibration is unique since the
accuracy of the device can be ascertained throughout the
range of motion.

FUTURE DEVELOPMENTS

As discussed previously, a large diagnostic and/or exercise
system exists, but sheer bulk precludes its convenient use
at home or in small spaces. One future goal is to develop

a computerized, feedback-controlled, portable, battery-
powered, hydraulic musculoskeletal exercise assessment
and training equipment based on the currently available
full-sized system. The device will be portable, compact, and
operate at low voltage. Although physical fitness and good
health have become increasingly more important to the
American public, no compact, affordable, accurate device
either for measurement or conditioning human strength or
performance exists. This deficit hinders both America’s
ability to provide convenient, affordable, and accurate
diagnostic and exercise capabilities for hospital or home-
bound patients, children or elderly, to adequately perform
within small-spaced military areas, as would be found in
submarines, or in NASA shuttle projects to explore the
frontiers of space. Figure 10 illustrates an astronaut run-
ning on a computerized treadmill in a zero gravity envir-
onment.

The frame will be compact and light-weight with a tar-
get weight of < 10 kg. This is an ambitious design goal that
will require frame materials to have maximum strength/
weight ratios and the structure must be engineered with
attention directed toward compactness, storage size, and
both ease and versatility of operation. The design of a
smaller and lighter hydraulic valve, pack, and cylinder
assembly is envisioned. Software can be tailored to specific
applications such as for the very young or the aged, specific
orthopedic and/or disease training, or other applications.

Another future development will be the ability to down-
load programs through the Internet. For example, each
patient could have one of the small exercise devices at home.
His/her doctor can prescribe certain diagnostic activities
and exercise regiments and transmit them via the Internet.
The individual can perform the exercises at home and then
submit the results to the doctor electronically. Biomechani-
cal quantification of performances will become available
electronically by downloading the software and executing
the procedures on the individual’s personal computer.
Parents will be able to assist their child’s athletic and
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growth performances, doctors or physical therapists can
compare normal gait with their patient’s, and many other
uses which may not be apparent at this time. The Internet
can also function as a conduit between a research site and a
remote location. Consider a hypothetical example of the
National Institute of Health conducting a study on the
effects of exercise on various medical, chemical, neural,
and biomechanical factors for a large number of subjects
around the world. The exercise equipment could be linked
directly with Internet sources; the other data could be
collected, and sent to the appropriate participating insti-
tutes. Findings from each location could then be transmitted
to the main data collection site for integration.

CONCLUSION

National and international attitudes and policies focused
on improving the health of children, workers, and the
elderly must be directed towards good nutrition and
improving lifestyles. It is made abundantly clean in print
and televised media, that obesity has become a severe
threat to the health and well being of Americans. That
this problem is or will become an international epidemic
may depend on the manner in which it is addressed.
Exercise is no substitute for poor lifestyle practices, such
as excessive alcohol consumption, smoking, overeating,
and poor dietary practices. Attention must be directed to
the importance of creative movements, posture, perceptual
motor stimulation, body awareness, body image, and coor-
dination. However, the importance of physical activity is
too valuable to be limited to the young and healthy. Exer-
cise, sports, and other physical activities must include all
ages without regard to their frailty or disabilities.

The laws of nature rule the human body. Chemical and
biological laws affect food metabolism, neurological trans-
missions within the nervous system and the target organs,
hormonal influences, and all other growth, maintenance,
and performance activities. Mechanical influences occur at
the joints according to the same laws that return the pole
vaulter to earth. Food, water, air, and environmental
factors interact with work and societal demands. Human
life is an interplay of external and internal processes and
energy and, according to the second law of thermody-
namics, the system will move toward increased disorder
over time (56).

In terms of the universe, the first law of thermodynamics
states that the total energy of the universe is constant. The
second law states that the total entropy of the universe is
increasing. The measure of a system’s disorder is referred to
as entropy and Eddington said, Whenever you conceive of a
new theory of unusually attractiveness, but it does not in
some way conform to the second law, then that theory is
most certainly wrong (57). Everyone inevitably grows older.
Delaying the process of disorder by keeping the subsystems
of the organism at a low level of entropy does not flaunt the
second law, but rather exploits it.

Science and technology have afforded us the ability to
quantify movement so that humans can use their bodies
more efficiently. Normal movement of small children can
be reflected in improved diapers that do not alter their gait.

Assessment of workplace activities can identify movements
that are biomechanically inappropriate for healthy work-
ers. Changing the design of the work bench, providing
variable height stools for the conveyor belt operators,
and evaluating the job requirements to assist in matching
the employee to the work, improved wheelchair design, and
adaptations in housing for the elderly are just a few
examples of how biomechanical analysis can be applied.
Figure 11 shows how athletic performance and equipment
are assessed scientifically.

Not only has scientific and technological means pro-
vided quantitative assessment abilities, but has also
allowed the development of improved means for exercising.
Exercise equipment has become so sophisticated that it is
appropriate for all ages. The youngest and the oldest can
benefit from improved muscular health; the weakest and
the strongest can always improve or, at the very least,
sustain, healthy muscles; and those with compromised
health or bodily functions should enjoy the opportunities
to improve their musculature.

Logically, consumption of proper food, sleeping or rest-
ing sufficiently, and engaging in an appropriately amount
of intense physical activity should keep the tissues and
organs functioning maximally. To extend and improve the
length and the quality of life depends on an increased
awareness of human anatomy, biology, and physiology
with continuous research efforts in these and other areas
which impact human life. The aging process cannot be
overcome, but it should be possible to negate many of
the debilitating aspects of it. The Declaration of the United
States of America is the only document of any country in
history which includes the statement of ‘‘pursuit of happi-
ness’’ and this concept should apply to the health and
quality of life for all peoples, regardless of location, and
at every age: from infancy to the twilight years.
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INTRODUCTION

Biomedical engineering is that interdisciplinary field of
study combining engineering with life sciences and med-
icine. It is a relatively new field of study that has only
recently experienced sufficient maturity to enable it to
establish its own identity. Often, this field will be described

using the term bioengineering. In 1997, the Bioengineering
Definition Committee of the National Institutes of Health
released the following definition of the field (1): ‘‘Bioengi-
neering integrates physical, chemical, mathematical, and
computational sciences and engineering principles to study
biology, medicine, behavior, and health. It advances fun-
damental concepts; creates knowledge from the molecular
to the organ systems level; and develops innovative biolo-
gics, materials, processes, implants, devices and infor-
matics approaches for the prevention, diagnosis, and
treatment of disease, for patient rehabilitation, and for
improving health.’’

While many use biomedical engineering and bioengi-
neering interchangeably, it is generally accepted today
that bioengineering is a broader field that combines engi-
neering with life sciences, but is not necessarily restricted
to just medical applications.

The Biomedical Engineering Society further elaborated
on the definition of biomedical engineering as part of a
guide on careers in the field. In it is stated (2): ‘‘A Biome-
dical Engineer uses traditional engineering expertise to
analyze and solve problems in biology and medicine, pro-
viding an overall enhancement of health care. Students
choose the biomedical engineering field to be of service to
people, to partake of the excitement of working with living
systems, and to apply advanced technology to the complex
problems of medical care. The biomedical engineer works
with other health care professionals including physicians,
nurses, therapists and technicians. Biomedical engineers
may be called upon in a wide range of capacities: to design
instruments, devices, and software, to bring together
knowledge from many technical sources to develop new
procedures, or to conduct research needed to solve clinical
problems.’’

Educational programs in the field of biomedical engi-
neering had their origins in a handful of specialized grad-
uate training programs in the 1950s focusing primarily on
diagnostic and therapeutic devices and instrumentation.
By 2004, there were undergraduate and graduate pro-
grams in biomedical engineering at �100 universities in
the United States. The diversity in the content of under-
graduate educational programs that was commonplace in
its early years is gradually diminishing as the field has
matured. While the current undergraduate programs still
maintain their own unique identity, there has been a
steady movement toward the definition of a core curricu-
lum in the field.

The purpose of this article is to give the reader some
historical perspective on the origins of educational pro-
grams in the field, the challenges associated with prepar-
ing bachelor-level graduates for careers in the field, and the
current state-of-the-art in undergraduate biomedical engi-
neering curriculums.

HISTORY

The first steps toward establishing biomedical engineering
as a discipline occurred in the 1950s as several formalized
training programs were created. Their establishment was
significantly aided by the National Institutes of Health
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creation of training grants for doctoral studies in biome-
dical engineering. The Johns Hopkins University, the Uni-
versity of Pennsylvania, the University of Rochester, and
Drexel University were among the first to be awarded these
grants.

During the late 1960s and early 1970s, growing oppor-
tunities in the field helped prompt the development of a
second generation of biomedical engineering programs and
departments. These included Boston University in 1966;
Case Western Reserve University in 1968; Northwestern
University in 1969; Carnegie Mellon University, Duke
University, Rensselaer Polytechnic Institute and a joint
program between Harvard and the Massachusetts Insti-
tute of Technology in 1970; Ohio State University and
University of Texas, Austin, in 1971; Louisiana Tech,
Texas A&M and the Milwaukee School of Engineering in
1972; and the University of Illinois, Chicago in 1973 (3).
Many of these first and second generation of programs were
concentrating the training of their students in areas
defined either using quasiclassical engineering termino-
logy, such as bioinstrumentation, biomaterials and biome-
chanics, or by application area, such as rehabilitation
engineering or clinical engineering.

The late 1990s witnessed a substantial increase in the
growth of the number of departments and programs in
biomedical engineering, especially at the undergraduate
level. The growth of this third generation of programs was
fueled in part by grants from The Whitaker Foundation to
help institutions establish or develop biomedical engineer-
ing departments or programs. In 2004, �100 universities
have programs or departments in biomedical engineering,
including 33 offering undergraduate degree programs
accredited by the Engineering Accreditation Commission
of the Accreditation Board for Engineering and Technology
(ABET) (4). The growth in the numbers of ABET accredited
degree programs is illustrated in Fig. 1.

The arrival of the third generations of programs coin-
cided with the development of several new areas of training
in biomedical engineering, such as systems biology–phy-
siology, and tissue, cellular, and biomolecular engineering.
These areas typically require significantly more training in
life sciences than was present in the first and second

generation biomedical engineering training programs.
This presented significant challenges for undergraduate
programs trying to add this life science content to their
curricula without increasing the number of credit hours
required for the programs. Many of these programs accom-
plished this by creating a new generation of courses in
which the engineering and life science concepts are inte-
grated together within courses. The integration of such
courses into the curriculum is discussed in more detail in
the Curriculum section.

CAREER PREPARATION

The design of a high quality educational program should
always start with its educational objectives. By using the
definition established by ABET, these program educational
objectives are statements that describe the expected
accomplishments of graduates during the first several
years following graduation (5). This requires programs
to be cognizant of the needs of prospective employers of
its graduates and design learning environments and cur-
ricula to meet those needs. This is particularly challenging
task for a relatively new and evolving field like biomedical
engineering.

Biomedical engineers are employed in industry, in
research facilities of educational and medical institutions,
in teaching, in government regulatory agencies, and in
hospitals. They often serve as integrators or facilitators,
using their skills in both the engineering and life science
fields. They may work in teams in industry to help design
devices, systems, and processes that require an in-depth
understanding of both living systems and engineering.
Frequently, biomedical engineers will be found in technical
sales and marketing positions in companies seeking to
provide their customers with technically trained indivi-
duals who are capable of better understanding their needs
and communicating those needs back to product develop-
ment teams. Government regulatory positions, such as
those with the Food and Drug Administration, often
involve testing medical devices for performance and safety.
In research institutions, biomedical engineers participate
in or direct research activities in collaboration with other
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researchers with such backgrounds as medicine, biology,
chemistry, and a variety of engineering disciplines.

According to the U.S. Department of Labor’s Bureau of
Labor Statistics, manufacturing industries employed 38%
of all biomedical engineers, primarily in the pharmaceu-
tical and medicine manufacturing and medical instru-
ments and supplies industries (6). Others worked in
academia, hospitals, government agencies, or as indepen-
dent consultants. Employment of biomedical engineers is
expected to increase faster than the average for all occupa-
tions through 2012 (6). The demand for better and more
cost-effective medical devices and equipment designed by
biomedical engineers is expected to increase with the aging
of the population and the associated increased focus on
health issues. Most of these employment opportunities will
be filled with graduates from B.S. and M.S. degree pro-
grams. However, for research-oriented jobs, like faculty
positions in academia and research and development posi-
tions in industry, employers typically require their employ-
ees to possess a Ph.D. degree.

The needs of the employers that hire biomedical engi-
neers undoubtedly vary by industry and job title. However,
there are some skills that appear to be in universal demand
by all employers of biomedical engineers. They include
proficient oral and written communication skills, the abil-
ity to speak the languages of engineering and medicine, a
familiarity with physiology and pathophysiology, and
teamwork skills (6).

In spite of this seemingly impressive list of career paths
and options, one of the most significant challenges facing
entry-level biomedical engineers are prospective employ-
ers who complain that they do not understand what skill
sets biomedical engineers possess (7). The perception is
that the skills possessed by engineers from other disci-
plines, like electrical or mechanical engineering, are more
predictable and in large part are independent of the uni-
versity where the engineer was educated. It is likely that
this perception is a result of a combination of two factors.
First, often the individuals responsible for making the
hiring decisions in companies did not receive their degrees
in biomedical engineering, and thus do not have first-hand
experience with the training received by biomedical engi-
neers. Second, until relatively recently, many undergrad-
uate biomedical engineering programs lacked a
substantive core curriculum and were structured in such
a way that students had to select from one of several
‘‘tracks’’ offered by the program. These tracks were typi-
cally pattered along traditional engineering lines, such as
bioelectronics and biomechanics, in an attempt to address
another concern expressed by prospective employers—that
graduates of bachelor degree programs in biomedical engi-
neering were too broadly trained and thus lacked sufficient
depth of engineering skills. Due to this perceived lack of
depth, it is not uncommon to find employers for which the
entry-level degree for biomedical engineering positions is
the masters degree. Undoubtedly the presence of these
tracks, and their variability from program to program,
contributed to the confusion in industry over the what skill
sets they should expect from a biomedical engineer.

As a result of these concerns over depth, breadth, and
uniformity of curriculum, the biomedical engineering

education community has recognized the need to reach
consensus on what constitutes a core undergraduate curri-
culum in biomedical engineering. This has become one of the
major initiatives of the National Science Foundation (NSF)
sponsored VaNTH Engineering Research Center (ERC) for
Biomedical Engineering Educational Technologies. This
ERC, a collaboration of teams from Vanderbilt University,
Northwestern University, The University of Texas at Aus-
tin, Harvard University, and the Massachusetts Institute of
Technology, was created in 1999. Its vision is to transform
bioengineering education to produce adaptive experts by
developing, implementing and assessing educational pro-
cesses, materials, and technologies that are readily acces-
sible and widely disseminated (8). The Whitaker
Foundation has also sponsored workshops at its 2000 and
2005 Biomedical Engineering Summit meetings with the
goal of delineating the core topics in biomedical engineering
that all biomedical engineering students should under-
stand. White papers from these meetings can be found at
the Foundation’s web site (9).

In spite of the movement toward the creation of a
common core curriculum in undergraduate programs of
study in biomedical engineering, there will undoubtedly
continue to be some differences in curricula between pro-
grams. This is not only permitted in the current accred-
itation review process of ABET, but in some sense
encouraged. Within the past decade this process has chan-
ged from a prescriptive evaluation to an outcomes-based
assessment centered on program-defined missions and
objectives (10). Thus, it will be incumbent on programs
to work closely with the prospective employers of their
graduates to ensure that the programs provide the grad-
uates with the skills the employers desire. For example,
Marquette University’s biomedical engineering program
has an established industrial partners program with >30
companies participating (11).

THE UNDERGRADUATE CURRICULUM

Contained within this section is a description of a core
undergraduate curriculum that the author believes the
biomedical engineering educational community is conver-
ging upon. The contents are based upon reviews of curricu-
lums from biomedical engineering programs (12) and
information disseminated by the Curriculum Project of
the VaNTH ERC (13). It is important to note that the core
described herein is not being presented as the prescription
for what a biomedical engineering curriculum should look
like, but rather a reflection of the current trends in the field.

Course Requirements

To be accredited by ABET, the curriculum must include the
following:

� One year of an appropriate combination of mathe-
matics and basic sciences.

� One-half year of humanities and social sciences.

� One and one-half years of engineering topics and the
requirements listed in ABETs Program Criteria for
bioengineering.
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A year is defined as 32 semester or 48 quarter hours.
The typical math and science content of biomedical

engineering curriculums, as described in Table 1, are
similar to those of other engineering disciplines. The nota-
ble exceptions are courses in biology and organic chemis-
try. In general, most programs rely on other departments
within their university to provide the instruction for these
courses. Some programs with large enrollments have been
successful in collaborating with faculty in their university’s
science departments to create biology and chemistry
courses for biomedical engineering students. For example,
the School of Chemistry and Biochemistry at the Georgia
Institute of Technology has created organic and biochem-
istry courses specifically designed for biomedical engineer-
ing students.

The core biomedical engineering content is described in
Table 2. Depending on the size of the program, some of the
content may be delivered in courses outside of biomedical
engineering (e.g., thermodynamics from mechanical engi-
neering). It is not uncommon to find some variability
between programs in the content of their core curriculums.
This will likely always be the case as each program must
provide the curriculum that best enables its graduates to
achieve the program’s unique educational objectives.

ABET Criterion 3 stipulates that engineering programs
must demonstrate achievement of a minimum set of pro-
gram outcomes. These outcomes are statements that
describe skills that ‘‘students are expected to know or be
able to do by the time of graduation from the program’’ (5).
A closer examination of these skills suggests that they can
be divided into two sets as illustrated in Table 3. The first
set, ‘‘domain’’ skills, is one that engineering educators are
typically adept in both teaching and quantitatively mea-
suring achievement. Programs generally use courses, like
those listed in Tables 1 and 2, to develop these domain

skills in their students. The second set, ‘‘professional’’
skills, is more difficult to teach and assess. However, these
professional skills are often the ones most frequently cited
by employers of engineers as the most important skills they
value in their employees.

Humanities and social science courses are integral to
the achievement of these professional skills. However, pro-
grams must avoid employing the ‘‘inoculation’’ model for
teaching these skills to the students. In this model, it is
assumed that students can learn these skills by simply
taking isolated courses in ethics, technical communications,
and so on. There are several problems with this model. It
can decontextualize these skills, treating them as add-ons
and not an integral part of everyday engineering practice.
This is a false and even dangerous message to give the
students—that written and oral communication and ethical
behavior are peripheral to the real world of engineering.
This message is further driven home because the faculty
responsible for teaching these skills is humanities or social
science faculty not engineering faculty. In addition, the
complexity of these skills to be learned is too great for
students to master within the framework of isolated courses.
Research suggests, however, that students need quasirepe-
titive activity cycles and practice in multiple settings to
develop proficiency in these professional skills (14–16).

Professional Skills

Before describing methods of developing these professional
skills in students, it is necessary to establish operational
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Table 1. Mathematics and Science Core Curriculum
Subjects

Subject Sampling of Topical Coverage

Math Linear algebra
Differential, integral, multivariable

calculus
Differential equations
Statistics

Physics Classical mechanics, oscillations
and waves

Electromagnetism, light and modern
physics

Computer Science Algorithms, data structures, program
design and flow control

Graphics and data visualization
Higher level programming language

(e.g., Matlab, Java, Cþþ)
Chemistry General and inorganic chemistry

Organic chemistry
Biochemistry

Biology Modern biological principles
Genetics
Cell biology

Table 2. Biomedical Engineering Core Curriculum
Subjects

Subject Sampling of Topical Coverage

Biomechanics Principles of statics
Mechanics of biomaterials
Dynamics

Biotransport Mass transfer
Heat transfer
Momentum transfer

Biothermodynamics Thermodynamic principles
Mass and energy balances

Biomaterials Metals, polymers and composite
materials

Biocompatibility
Bioinstrumentation Instrumentation concepts

Amplifiers and filters
Sensors and transducers

Biofluids Blood vessel mechanics
Hydrostatics and steady flow models
Unsteady Flow and non-uniform

geometric models
Systems Physiology Cellular metabolism

Membrane dynamics
Homeostatis
Endocrine, cardiovascular and

nervous systems
Muscles

Biosignal Analysis Digital signal processing theory
Filtering
Frequency-domain characterization

of signals



descriptions for these constructs. Such descriptions serve
two functions. They reveal the complexity of the particular
skills in terms of the subskills required to demonstrate the
higher level skills specified in the ABET lists. Descriptions
can also serve as articulations of learning outcomes, which
can be designed toward and assessed. The following repre-
sents one interpretation of the variables that are indicators
of these constructs (16).

Ability to communicate effectively.

Oralþ written communication skills

� Convey information and ideas accurately and
efficiently.

� Articulate relationships among ideas.

� Inform and persuade.

� Assemble and Organize evidence in support of an
argument.

� Make communicative purpose clear.

� Provide sufficient background to anchor ideas–
information.

� Be aware of and address multiple interlocutors.

� Clarify conclusions to be drawn from information.

Ability to function on multidisciplinary teams.

Team� collaboration skillsþ communication skills 3

� Help group develop and achieve team goals.

� Avoid contributing excessive or irrelevant informa-
tion.

� Confront others directly when necessary.

� Demonstrate enthusiasm and involvement.

� Monitor group progress and complete tasks on time.

� Facilitate interaction with other members.

Understanding professional and ethical responsibil-
ities.

� Recognize moral problems and issues in engineering.

� Comprehend, clarify, and critically assess opposing
arguments.

� Form consistent and comprehensive viewpoints based
on facts.

� Develop imaginative responses to problematic con-
flicts.

� Think clearly in the midst of uncertainty and ambi-
guity.

� Appreciate the role of rationale dialogue in resolving
moral conflicts.

� Ability to maintain moral integrity in face of pres-
sures to separate professional and personal convic-
tions.

Broad education necessary to understand the impact of
engineering solutions in a global and societal context.

� Identify human needs or goals technology will serve.

� Analyze and evaluate the impact of new technologies
on economy, environment, physical and mental
health of manufacturers, uses of power, equality,
democracy, access to information and participation,
civil liberties, privacy, crime and justice.

� Identify unintended consequences of technology
development.

� Create safeguards to minimize problems.

� Apply lessons from earlier technologies and experi-
ences of other countries.

Recognition of the need for, and an ability to engage in
life-long learning.

� Identify learning needs and set specific learning
objectives.

� Make a plan to address these objectives.

� Evaluate inquiry.

� Assess the reliability of sources.

� Evaluate how the sources contribute to knowledge.

� Question the adequacy and appropriateness of forms
of evidence used to report back on learning needs.

� Apply knowledge discovered to the problem.
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Table 3. Program Outcomes Specified in ABET Criterion 3

Domain Skills Professional Skills

An ability to apply knowledge of mathematics, science, and
engineering

An ability to function on multi-disciplinary teams

An ability to design and conduct experiments, as well as to
analyze and interpret data

An understanding of professional and ethical responsibility

An ability to design a system, component, or process to meet
desired needs

An ability to communicate effectively

An ability to identify, formulate, and solve engineering problems The broad education necessary to understand the impact of
engineering solutions in a global and societal context

A knowledge of contemporary issues A recognition of the need for, and an ability to engage in
lifelong learning

An ability to use the techniques, skills, and modern engineering
tools necessary for engineering practice



There are a variety of methods programs can employ to
foster the development of these professional skills in stu-
dents. These include the use of team-based capstone design
experiences, facilitating student participation in coop and
internship experiences, encouraging involvement in under-
graduate research projects, and incorporating oral and writ-
ten communication exercises throughout the curriculum.

The creation of new undergraduate biomedical engi-
neering programs has led to the development of some
new approaches to professional skills development. For
example, the Wallace H. Coulter Department of Biomedical
Engineering at Georgia Tech and Emory University has
implemented an integrative approach to the development
of professional skills and adaptive expertise in its program.
This approach anchors professional skills development in
the context of team-based problem solving and design
experiences over the four-year curriculum. This approach
provides multiple opportunities for the students to work on
and develop skills and knowledge in a variety of ‘‘real-
world’’ engineering settings in which these professional
skills are practiced. Within each experience, activities are
identified within the problem-solving cycle that help stu-
dents develop these professional skills. These activities are
described in Table 4.

The need for real-world problems cannot be overstated.
Authentic, open-ended problems are needed as contexts
and catalysts for the development of these professional
skills. Not only do they help prepare students for the
professional practice of engineering, but they are also a
significant motivator for the students to delve more deeply
into the problem space. Moreover, the use of these skills in
the context of a large problem makes them central not
peripheral to biomedical engineering problem solving.
They begin to understand the value of clear, thoughtful
communication, and collaboration when confronting com-
plex problems. They see how ethical issues can arise when
seeking design solutions. If the problems are authentic,
then the information needed to solve them must be found in
multiple places, which helps students to develop inquiry
and research skills for lifelong learning.

SUMMARY

The field of biomedical engineering had its foundations laid
roughly 50 years ago. Undergraduate degree programs in
the field followed shortly thereafter. Fueled in part by
generous support from the Whitaker Foundation, there
has been a significant increase in the number of new

undergraduate degree programs in the field. This has
led to a significant increase in student interest in the field.
This growth has increased the need for the biomedical
engineering education community to work with industry
to better define the skills that graduates need to obtain to
lead productive careers in the field. There exists a move-
ment, led by the NSF VaNTH ERC, to define a core under-
graduate curriculum within the constraints imposed by
ABET accreditation criteria. The VaNTHs vision to trans-
form bioengineering education to produce adaptive experts
has been adopted by new undergraduate degree programs
and has produced demonstrated examples of pedagogical
advances in the field of engineering education.
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INTRODUCTION

One primary reason there is a tremendous amount of
interest in cellular patterning techniques is that numerous
examples in nature use these techniques to segregate cells
into tissues, vessels, and organs. The idea of templates in
nature abounds for the creation of organized biological
systems using both inorganic (1), as well as organic tem-
plate systems (2). There is also a certain allure to being able
to integrate electrically active cells directly to electronic
devices using standard electronic fabrication techniques.
Researchers have attempted to use surface cues to pattern
cells since as early as 1917, in which spider webs were used
to pattern cells (3). Most of the early work on cellular
patterning used topographical cues until 1988, when a
landmark publication by Kleinfeld et al. (4) used litho-
graphic templating to fabricate simple patterns of cortical
neurons. This was an adaptation of standard technology
developed by the electronics industry to create computer
chips that was then applied to the creation of patterns to
guide neuronal cell attachment. It was at this point that
interest in this field mushroomed, as the idea of creating
neuronal networks from living neurons has potential appli-
cations in understanding biological information proces-
sing, creating hybrid computer systems, as well as a
whole host of biomedical applications. Some prominent

efforts to use cell patterning have been for spinal cord
repair, creation of in vitro test bed systems to study dis-
eases, as well as blood vessel formation from patterned
endothelial cells (5). The initial lithography-based techni-
que used by Kleinfeld et al. has been extended to include
many other methods for the patterning of cells, including
self-assembled monolayer (SAM) patterning, laser abla-
tion, microcontact printing or stamping, ink jet printing,
AFM printing, as well as patterning using microfluidic
networks. Methods have also been extended in the area
of topographical cues for 3D patterning, which has evolved
from early work that used scratched grooves in glass
surfaces. At this point, depending on the facilities that
one has available, some form of mask making and pattern
templating is available to just about any laboratory in the
world. However, the biological interactions with these
patterns that have been created are still not well devel-
oped, and this limits applications at this point.

There are many reasons for the lack of long-term appli-
cations of this technique, even after the large amount of
work that has been done in this area. The first is that, in
many instances, the patterns direct the initial attachment
of cells, but as the extracellular matrix is deposited by the
cells, long-term adherence to the patterns is not main-
tained. Another issue is that longer term cell survival is
also dependent on factors besides the surface, such as
media composition, cell–cell contact interactions, and the
lack of growth factors that are normally present from other
support cells and tissues. Defined systems are being devel-
oped in an attempt to control these other variables in
addition to the surface (6,7), but these efforts have been
limited to date. However, as progress is made in these
areas, it will open up possible applications in tissue engi-
neering, tissue repair, biosensors, and functional in vitro
test beds.

PATTERNING METHODS

Many methods have been developed for creating templates
to be used for cell patterning. These can be divided roughly
into two categories: those that are derived from photolitho-
graphy techniques and those that depend on physical
segregation, although there is some crossover in the meth-
ods between the two. The photolithography-based systems
typically use some sort of organic layer, from polymers to
monolayers, which is illuminated, either directly with a
pattern or through the template pattern to be created. This
can involve many or a few steps depending on the parti-
cular method used. Generally, a second layer is deposited
in the area where material was removed. Specific varia-
tions of this technique are discussed in this section.

The second major category, physical segregation,
involves the actual placement of the molecules or cells in
a pattern on a surface. Stamping is the most well-known
method of creating a molecular-based template and of all
the techniques is probably the most economical, but other
techniques have been investigated for physical placement
of cells in a desired pattern on the surface. Finally, both of
these methods, which are 2D in nature, are now being
extended into 3D patterning using many of the same
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techniques, or combinations thereof, described therein.
Below there is a brief description, along with the appro-
priate references, of the techniques that can be used to
create these cellular templates.

Photolithography

A variety of photolithographic techniques has been
employed to pattern proteins and cells on surfaces from
the micrometer to the nanometer scale (8). The basic tools
needed are a radiation source and a photomask. The photo-
mask can be created using standard photolithography
processes developed for the electronics industry. Irradia-
tion of the surface through the photomask is used to create
the patterns by ablation or by using a photosensitive
material such as a photoresist as shown in Fig. 1.

Kleinfeld et al. (4) first demonstrated that dissociated
neurons could be grown on 2D substrates consisting of
lithographically defined patterned monolayers of diamines
and triamines with alkylsilanes. The method used by
Kleinfeld et al. started with a clean silicon or quartz surface
that was spin coated with a layer of photoresist (an organic
photosensitive polymer used in the electronics industry).
The resist was exposed to UV light with a patterned
photomask and then developed. The surface was refluxed
in the presence of an alkylsilane, and the photoresist was
then stripped off so that areas the photomask covered were
reduced to bare silicon or quartz. These areas were then
reacted with an aminosilane to form the patterned surface.
The patterned cells developed electrical excitability and
immunoreactivity for neuron-specific proteins. A further
modification of this technique eliminated the photoresist
from the pattern formation by direct ablation of the SAM
layer (10).

Patterns of self-assembled monolayers formed from
organosilanes on glass or silicon substrates and on gold

surfaces can be made by using a photoresist mask and deep
UV radiation (10–18). Monolayers can also be directly
ablated with various forms of radiation such as UV,
X ray, ions, and electrons (8) depending on the resolution
needed for the patterns. Organosilanes self-assemble and
condense onto substrates that have surface –OH function-
alities (19). The –SH functionality of the alkanethiol (20) is
also highly reactive to ozone and other irradiation sources
and has been used in patterning (21). Methods using X-ray
or extreme UV (EUV) radiation give better resolution than
the traditional photolithography using deep UV and photo-
resist masks. The ablated regions of the SAM can then be
reacted with an organosilane or alkanethiol with different
characteristics from the original layer to enable cell growth
(22). Azides (23) and aromatic hydrocarbon silanes (24)
have also been shown to be reactive for creating patterns.

A typical method to prepare a patterned glass silanated
surface is illustrated next. The glass must first be acid
cleaned or oxygen plasma cleaned to maximize the surface
–OH functional density. Next, the glass is reacted with a
silane that contains -chloro, -methoxy, or -ethoxy bonds in
the presence of a small amount of water that acts as a
catalyst. A mask is then used to protect certain areas of the
surface while allowing the radiation source to ablate others
in the desired pattern. The ablated regions of the surface
can then be coated with a different silane with different
properties than the original, thus forming the patterned
surface; an example of this is shown in Fig. 2.

The photoreactivity of polymers, such as poly(ethylene)
glycol and polystyrene, has also been used to pattern
surfaces (25). Biologically based polymers, such as poly-
L-lysine and extracellular matrix proteins, have been
ablated tso create patterns (26). Polymer photolithography
followed by protein adsorption has been combined to create
patterned cytophobic and cytophilic areas. Patterning of
perfluoropolymers followed by adsorption of poly-L-lysine
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Figure 1. Protocol and images of the pattern. (a) Protocol of photolithography. A glass coverslip
(continuous line) is coated with domains of fluorosilane molecule (dark) and with regions of pol-
ylysine (light gray) according to the pattern designed on the mask (dashed line), using ultraviolet
(UV) exposure of a spin-coated photoresist (gray). (b) Images of neural networks of controlled ar-
chitecture. Top: linear network. Bottom left: matrix 4� 4. Bottom right: star. Cell bodies of neurons
are restricted to squares or disks of 80mm and neurites to line (80mm length, 2–4mm wide). Square
and disk diameters are 80mm for each figure. Scale bar is 50mm (Ref. 9).



and albumin has been one method used (27). Photosensi-
tive polymers have been treated with UV radiation to
create an –COOH functional unit on the surface and then
patterned via the linkage of proteins to form cytophilic and
cytophobic regions (28). A bioactive photoresist (bioresist)
has been developed that does not require the use of solvents
that can denature the biomolecule that is patterned (29).

Photolithographic protein patterning requires the
attachment of photosensitive groups to proteins on a sub-
strate. Patterns can be made using a patterned mask and
selective ablation. This method has been shown to be useful
to produce micropatterned cultures (30). Various methods
are used to covalently attach proteins in patterns to surfaces
(31), to pattern using biomolecule photoimmobilization (32),
and to create density gradients of photoreactive biomole-
cules (33). Heterobifunctional crosslinker molecules have
been used to attach proteins to silanated surfaces both
before and after the photolithographic patterning step
(34). Protein patterning has been achieved using a micro-
mirror array (MMA), which can transfer a pattern from the
mirrors that are switched on, ablating a photolabile protect-
ing group (35). Photolithography was also used to pattern
thermosensitive copolymers through polymer grafting (36).
The surface micropattern appeared and disappeared inter-
changeably, as observed under a phase-contrast microscope,
by varying the temperature between 10 and 37 8C. The
copolymer-grafted polystyrene surface was hydrophobic at
37 8C and hydrophilic at 10 8C.

Photolithography provides high resolution patterning
and the ability to make complex patterns on surfaces.
Unlike stamping techniques, the patterns are more per-
manent; however, the process can be relatively expensive
as it generally requires the use of a laser and clean room
facilities for the mask production. To attach proteins, such
as ECM proteins, the use of a covalently attached cross-
linker is necessary, and stamping techniques are generally
preferred for this application.

Microcontact Printing (Stamping)

Microcontact printing was introduced by George White-
side’s group at Harvard in 1994 (37) to pattern self-
assembled monolayers on gold substrates to control surface
properties, cell adhesion, proliferation, and protein secre-

tion by patterned cells. The basic method to create surface
patterns by microcontact printing has not changed much
since then. Usually, a poly(dimethylsiloxane) (PDMS)
stamp is created using a molding technique from a
master pattern relief mold and then used to transfer che-
mical patterns to flat or curved surfaces. The master is
usually prepared from silicon by standard photolithography
and/or etching, but other substrates can also be used. The
transferred chemical patterns can be created using a com-
pound that binds covalently to the substrate (e.g., self-
assembled monolayers or proteins immobilized by cross-
linkers) (38) or a compound that binds noncovalently, such
as absorbed extracellular matrix proteins (39). This meth-
odology is illustrated in Fig. 3. Oliva et al. presented a novel
method to couple proteins to patterned surfaces based on the
strong interaction of protein A and the Fc fragment of
immunoglobulins. This method involved the creation of a
covalently coupled Fc fragment and the target protein (41).
Methods have also been developed to transfer proteins from
a fluid phase to a surface using hydrogels as the stamp (42).
Moreover, recently introduced techniques are allowing the
creation of protein gradients with microcontact printing
(43). Although alignment of the stamp/patterns with surface
features such as microelectrodes is more difficult than in the
case of photolithographic patterning, several groups are
beginning to address this issue (44). Microcontact printing
is usually a favored method among biologists compared with
photolithography, because (1) the equipment and controlled
environment facilities required for photolithography are not
routinely available to cell biologists and (2) the steps are
simpler to pattern proteins, the molecules of greatest inter-
est to biologists, using microcontact printing than with
photolithography and crosslinkers. The refinement of the
PDMS molding technique has directly led to the develop-
ment of another important patterning method, microflui-
dics, which gained wider applications with the introduction
of microelectromechanical systems (MEMS) and ‘‘lab-on-a-
chip’’ systems. However, initial results using PDMS indi-
cated some transfer of the PDMS to the surface during the
stamping process. This can be troublesome in cell patterning
applications as PDMS can be toxic to cells or mask the
chemical functionality of interest. Methods of ‘‘curing’’ the
stamps or presoaking to enable better release of the com-
pound has been reported (45).
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Figure 2. Micrograph of circuit-patterned day 2
in vitro hippocampal neurons plated onto DETA/
15F modified glass coverslips. Electrophysiology of
day 12 in vitro hippocampal neurons displaying both
spontaneous and evoked activity on a DETA/15F
line-space patterned surface. Top trace: post-synaptic
neuron. Bottom trace: stimulated presynaptic
neuron.



Inkjet Printing

Inkjet technology used in desktop printers can be applied to
the creation of viable cell patterns by printing proteins on
to a surface (46). It is a fast and inexpensive method that
does not require any contact (such as with stamping) to the
surface. This method is desirable for high throughput
printing of surfaces, and there is good control of the drop
volume and of the alignment of the pattern. Printing occurs
when small volumes of a protein solution or a solution
containing cells is pumped through a nozzle in a continuous
jet or small droplets of the solution are formed either by an
acoustic or thermal pulse. The drop size is in the range of
10–20 pL (8). Inkjet printing and the use of computer-aided
design (CAD) have impacted the biomaterials field greatly
in the areas of biosensor development (47), immobilization
of bacteria on biochips (48), DNA arrays and synthesis (49),
microdeposition of proteins on cellulose (50), and free-form
fabrication techniques to create acellular polymeric scaf-
folds. A drawback of this method is that the resolution, in
the 20–50mm range, is limited by the statistical variations
in the drop direction and spreading on the surface (8).
Other high throughput printing methods have also been
adapted to pattern proteins on surfaces for biological appli-
cation such as the already developed DNA spotter used to
create DNA microchips (51).

Patterning via Microfluidic Networks

Synthetic surfaces may also be patterned using microflui-
dic networks (mFNs) to selectively generate regions with
greater cytophilicity. This method involves the use of a
microfluidic network fabricated in an elastomeric polymer,
usually polydimethylsiloxane (PDMS), to direct a protein
solution to the regions where cell-adhesion is desired.
Gravity and pressure-driven flows are the most common
methods for circulating the solution.

The most basic application of this method involves
allowing a solution of the material to be patterned non-
covalently to the substrate surface using the microchan-
nels as guides. Some of the earliest work done with this
method by Folch and Toner (52) involved patterning of
various polymer surfaces with human plasma fibronectin
(Fn) and collagen to create adhesion promoting domains for
hepatocyte/fibroblast cocultures. Similar work by Chiu
et al. (53) involved the patterning of glass coverslips with
fibrinogen (Fb) and bovine serum albumin (BSA) for
patterned cocultures with bovine adrenal capillary
endothelial cells (BCEs) and human bladder cancer cells
(ECVs). Further work by Takayama et al. (54) demon-
strated an added degree of sophistication of this technique
by using the laminar flow characteristics of microchannels
to generate patterns using a single microchannel.

In addition to simple noncovalent binding of proteins to
the substrate, it is possible to use a crosslinking agent to
covalently link a molecule of interest. Delamarche et al.
(55) used a hydroxylsuccinimidyl ester to chemically couple
immunoglobulin G (IgG) to various substrates. Another
more commonly used method involves functionalized
silane SAMs on substrates, such as 3-aminopropyltriethox-
ysilane (APTES), and a crosslinking reagent, such glutar-
aldehyde (GA), to achieve crosslinking of protein molecules
to a substrate. Romanova et al. (25) demonstrated the
applicability of this method using microfluidic patterning
to study controlled growth of Aplysia neurons on geometric
patterns of poly-L-lysing and collagen IV. Yet another
variation on this method was developed by Itoga et al.
(56), who generated patterns by photopolymerization
of acrylamide on 3-methacryloxypropyltrimethoxysilane
modified glass coverslips. In this method, the acrylamide
monomer was flowed through microchannels adhered to
the derivatized coverslip and cross-linked via photopoly-
merization to generate cytopholic poly-acrylamide regions.
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Perhaps the most sophisticated application of microflui-
dic patterning of substrates for cell adhesion was demon-
strated by Tan and Desai (57,58), who demonstrated the
fabrication of complex multilayer cocultures for biomimetic
blood vessels. In this work, the 3D structure of blood
vessels was recreated by differential deposition of protein
and cell layers on a glass coverslip. By alternately layering
proteins (Collagen I, collagen/chitosan, and matrigel) and
cell types found in blood vessels (fibroblasts, smooth
muscle, and endothelial cells), it was possible to recreate
layers mimicking the adventitial, medial, and intimal
layers observed in blood vessels.

Topographical (3D) Patterning Methods

Control of Cell Placement, Movement, and Process Growth
Based on Topographical Clues. It has been known for many
years that cells react to topographical clues in their envir-
onment (59). Originally, natural fibers were used to create
topological clues. Later, fabrication methods developed for
the microchip industry were adapted to micromachine
silicon surfaces for cell culture applications (45). For the
creation of micro- or nanotopography, sophisticated meth-
ods and equipment are necessary, which are available in
most electronics laboratories, but are usually not available
to cell biologists. In recent years, as a response to the
increased need for high- throughput screening methods
(planar patch clamp, lab-on-a-chip) and in response to the
challenge of biological applications of nanoscience, several
multidisciplinary team/centers have been established with
microfabrication capabilities. The most commonly used
fabrication methods are (1) silicon etching (60), (2) photo-
resist-based methods (61), (3) PDMS molding (62), and (4)
polymer/hydrogel molding (63). Methods have also been
developed for the creation of complex 3D structures by the
rapid prototyping/layer-by-layer technique (58). Tan et al.
(62) used 3D PDMS structures not only to control attach-
ment and morphology of cells but also to measure attach-
ment force through flexible microneedles as the culture
substrate. Xi et al. used AFM cantilevers to demonstrate
and measure the contracting force of cardiac muscle cells
(64).

3D Patterning of Living Cells. Several hydrogel scaffold-
based methods have also been developed to create 3D
patterns from cells. For example, photo-polymerization
of hydrogels can be used to create patterns of entrapped
cells (65). These scaffolding methods offer possible inter-
vention in spinal cord injury (66). Layer-by-layer methods
have also been used to create complex ‘‘tissue analog’’
cellular structures, such as blood vessels (57).

Other Patterning Methods

Several other methods, based on microcontact printing and
PDMS stamping, have been developed to create cellular
patterns. Folch et al. used an inexpensive method to create
microwells for coculture experiments based on a reusable
elastomeric stencil (i.e., a membrane containing thru
holes), which seals spontaneously against the surface
(67,68). Gole and Sastry developed a novel method to
pattern surfaces with lipids followed by selective protein

incorporation into the lipid patterns that result in complex
protein patterns on the surface (69). A scanning electro-
chemical microscope has also been adapted to pattern self-
assembled monolayers on surfaces with high spatial reso-
lution by either chemical removal of SAMs (70) or by gold
deposition (71). Amro et al. used an AFM tip to directly
print nanoscale patterns using the so-called dip-pen tech-
nique (72–74). However, none of these methods has been
proven beyond the demonstration step.

Applications

Many potential applications for cell patterning remain in
the biomedical and biotechnology fields. However, there has
been limited success to date, besides demonstrations in the
literature, for any of the applications envisioned by the host
of researchers in this area. However, the promise of the use
of cellular patterning for real applications is bolstered by the
success that has been achieved for patterning of DNA, RNA,
and protein arrays (42,51) as well as for enzymatic biosen-
sors, such as simple pregnancy tests. Much like with cellular
patterning, there was a period of time during the develop-
ment of molecular patterning techniques before the applica-
tions became relevant, and the authors believe this is the
situation that exists for cell patterning at this time. One
reason for this long development stage is that viable and
reproducible cellular patterns have many other variables
that are not a major issue with biomolecule patterning
applications. The cellular media are very important for cell
survival, especially long term, as well as cell preparation,
which has a significant affect on an extracellular attach-
ment. In addition, no universal combination will be good for
every cell, as each cell type has a unique environment that it
needs to survive and function, and some aspect of these
factors needs to be reproduced for long-term applications.
That said, many examples of tissues exhibit some segrega-
tion, including blood vessels, lung tissue, the lining of the
stomach and intestines, as well as a host of other tissues,
which could benefit from this methodology. However, one of
the most studied cell tissues is that of the central nervous
system (CNS), which exhibits a complicated network of
structures that will be difficult to reproduce for reconstruc-
tion or repair of neuronal tissue or for other in vivo as well as
in vitro applications. To date, there has been some success in
manipulating cells in patterns and controlling certain vari-
ables that would be necessary for the creation of functional
tissues, but a complete system, using this methodology, has
not been reported in the literature. However, there has been
some success in demonstrating the intermediate steps that
will be necessary for the realization of applications of this
method for biomedical and biotechnological applications.
Cell attachment has been demonstrated by several
researchers, and generally, pattern adherence is main-
tained for approximately 1 week although longer times have
been demonstrated (75). Control of cell morphology and
differentiation are two important factors that are necessary
in creating functional systems, and these have also been
demonstrated. For neuronal-based systems, the primary
variable, that of axonal polarity, has also been demon-
strated. Brief descriptions and progress in these areas are
described below.
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Controlling Cell Attachment, Morphology, and Differen-
tiation. In vivo, cells are arranged in distinct patterns (76).
This patterning effect is dictated during development, with
cues provided by both physical contact with other cells and
chemicals present in the extracellular matrix (77). Because
the random arrangement of cells cultured in vitro does not
represent the complex architecture seen in tissues, studies
of many cell types lack a clear in vivo relationship. Con-
sequently, techniques to create defined and reproducible
functional patterns of cells on surfaces have been created.

Controlling Attachment and Morphology. Several meth-
ods have been developed to control the attachment of cells
on surfaces creating patterns that more accurately mimic
conditions found in vivo. Using photolithography, micro-
contact printing, and microstamping, groups have been
able create 2D patterns that guide cell attachment and
alignment (37,78–81). Three-dimensional patterning tech-
niques have also been employed to influence cell orienta-
tion and polarity of neurons and osteoblasts (82–84). Cells
have also been attached to capillaries and microfluidic
devices using SAMs and protein adsorption or microcontact
printing (85,86). Additionally, cell attachment and prolif-
eration has been enhanced using biomolecules attached
covalently, by stamping, or microcontact printing to sur-
faces (37,78–82,84–87).

Controlling Morphology and Differentiation of Cell Types
Other Than Neurons. Microfabrication and photolithogra-
phy used to create microtextured membranes for cardiac
myocyte culture showed greater levels of attachment and
cell height relative to 2D culture techniques (88). Similar
techniques applied to vascular smooth muscle also showed
the ability to control shape and size of the cells (89).
Furthermore, microtextured surfaces were shown to influ-
ence gene expression and protein localization in neonatal
cardiomyocytes (90). Cues provided to cells by the topogra-
phy of their extracellular environment are thought to play
a role in differentiation. The generation of microtopogra-
phical surfaces in titanium has been used to regulate the
differentiation of osteoblasts in vitro (91).

Study of Axon Guidance in Neurons. Using photolitho-
graphic techniques and SAMs, the 2D patterns created
were shown to influence neuronal polarity (22). Photolitho-
graphically fabricated 3D surfaces demonstrated that
topology also influenced the orientation of neurons and
the polarity of axonal outgrowth (83). The ability to guide
neurite outgrowth and axonal elongation has significant
applications in the areas of spinal cord repair, synapse,
formation, and neural network formation. Initial studies
using striped patterns on glass coverslips showed that
neurons would adhere and preferentially extend axons
along the length of the pattern (4,92). Growth of neurons
on micropatterned 2D surfaces showed preferential axon
extension along the length of the pattern as well as
increased axon extension (92–96).

The use of 3D microchannels and microstructured sur-
faces has also been shown to increase the complexity of
neuronal architecture, increase neurite growth, and
enhance cell activity (61). Photolithography has also been

used to pattern neurons and control axon elongation for the
formation of neuronal networks (25,97). The synapses
formed by these hippocampal neurons showed strong elec-
trophysiological activity up to 17 days in culture (10). These
network formations show promise for use in screening
pharmacological agents as well as for electronic connection.
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INTRODUCTION

The ability to use wireless techniques for measurement
and control of various physiological parameters inside
human and animal bodies has been a long-term goal of
physicians and biologists going back to the early days of
wireless communication. From early on, it was recognized
that this capability could provide effective diagnostic, ther-
apeutic, and prosthetic tools in physiological research and
pathological intervention. However, this goal eluded scien-
tists prior to the invention of transistor in 1947. Vacuum
tubes were too bulky and power hungry to be of any use in
many wireless biomedical applications. During the late
1950s, MacKay performed his early pioneering work on
what he called Endoradiosonde (1). This was a single-
transistor blocking oscillator designed to be swallowed
by a subject and was able to measure pressure and tem-
perature in the digestive track. Following this early work,
came a number of other simple discrete systems each
designed to measure a specific parameter (temperature,
pressure, force, flow, etc.) (2). By the late 1960s, progress in
the design and fabrication of integrated circuits provided
an opportunity to expand the functionality of these early
systems. Various hybrid single and multichannel teleme-
try systems were developed during the 1970s and the 1980s
(3). In addition, implantable therapeutic and prosthetic
devices started to appear in the market. Cardiac pace-
makers and cochlear prosthetics proved effective and reli-

able enough to be implanted in thousands of patients. We
direct the interested readers to several excellent reviews
published over the past several decades summarizing these
advances in their perspective time periods. These include a
review article by W. H. Ko and M. R. Neuman in the Science
covering the technologies available in the 1960s (4) and
another similar paper by Topich covering the 1970s period
(5). Three subsequent reviews detailed the efforts in the
1980s (6–8) followed by the most recent article published in
1999 (9). An outdated, but classic reference book in biote-
lemetry, is by MacKay, which still can be used as a good
starting point for some simple single channel systems and
includes some ingenious techniques used by early investi-
gators to gain remote physiological information (10).

The latter part of the 1990s witnessed impressive
advances in microelectromechanical (MEMS) based trans-
ducer and packaging technology, new and compact power
sources (high efficiency inductive powering and miniature
batteries), and CMOS low power wireless integrated cir-
cuits that provided another major impetus to the develop-
ment of biotelemetry systems (11–18). These advances
have created new opportunities for increased reliability
and functionality, which had been hard to achieve with
pervious technologies. The term biotelemetry itself has
been for most part superseded by Microbiotelemetry or
Wireless Microsystems to denote these recent changes in
technology. Furthermore, the burgeoning area of nano-
technology is poised to further enhance these capabilities
beyond what have been achievable using current minia-
turization techniques. This is particularly true in the
biochemical sensing and chemical delivery areas and will
undoubtedly have a major impact on the future genera-
tions of implantable biotelemetry microsystems.

This review article is intended to complement and
expand the earlier reviews by emphasizing newer develop-
ments in the area of biomedical telemetry in particular
attention is paid to the opportunities created by recent
advances in the area of microbiotelemetry (i.e., systems
having volumes �1 cm3 or less) by low power CMOS wire-
less integrated circuits, micromachined–MEMS transdu-
cers, biocompatible coatings, and advanced batch-scale
packaging. We have both expanded and narrowed the tradi-
tional definition of biotelemetry by including therapeutic–
rehabilitative microsystems and excluding wired devices
that although fit under the strict definition of biotelemetry;
do not constitute an emerging technology. In the following
sections, after discussing several major components of such
biotelemetry microsystems, such as transducers, interface
electronics, wireless communication, power sources, and
packaging, we will present some selected examples to
demonstrate the state of the art. These include implantable
systems for biochemical and physiological measurements,
drug delivery microsystems, and neuromuscular and visual
prosthetic devices. Although our primary definition of bio-
telemetry encompass devices with active electronics and
signal processing capabilities, we will also discuss passive
MEMS-based transponders that do not require on-board
signal processing and can be interrogated using simple
radio-frequency (rf) techniques. Finally, we should mention
that although in a strict sense biotelemetry encompasses
systems targeted for physiological measurements, this
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narrow definition is no longer valid or desirable. A broader
scope including neuromuscular stimulation and chemical
delivery is currently understood to be more indicative of the
term biotelemetry.

BIOTELEMETRY SYSTEMS

For the purpose of current discussion biotelemetry systems
can be defined as a group of medical devices that (1) incor-
porate one or several miniature transducers (i.e., sensors
and actuators), (2) have an on-board power supply (i.e.,
battery) or are powered from outside using inductive cou-
pling, (3) can communicate with outside (bidirectional or
unidirectional) through an rf interface, (4) have on-board
signal processing capability, (5) are constructed using bio-
compatible materials, and (6) use advanced batch-scale
packaging techniques. Although one microsystem might
incorporate all of the above components, the demarcation
line is rather fluid and can be more broadly interpreted. For
example, passive MEMS-based microtransponders do not
contain on-board signal processing capability, but use
advanced MEMS packaging and transducer technology
and are usually considered to be a telemetry device. We
should also emphasize that the above components are inter-
related and a good system designer must pay considerable
attention from the onset to this fact. For example, one might
have to choose a certain power source or packaging scheme
to accommodate the desired transducer, interface electro-
nics, and wireless communication. In the following sections,
we will discuss various components of a typical biotelemetry
system with more attention being paid to the wireless
communication block. For other components, we provide a
brief discussion highlighting major recent developments
and refer the reader to some recent literature is these areas.

Transducers

Transducers are interfaces between biological tissue and
readout electronics–signal processing. Their performance is
critical to the success of the overall microsystem (19–24).
Current trend in miniaturization of transducers and their
integration with signal processing circuitry have consider-
ably enhanced their performance. This is particularly true
with respect to MEMS-based sensors and actuators, where
the advantages of miniaturization have been prominent.
Development in the area of microactuators has been lagging
behind the microsensors due to the inherent difficulty in
designing microdevices that efficiently and reliably generate
motion. Although some transducing schemes, such as
electrostatic force generation, has advantageous scaling
properties in the microdomain, problems associated with
packaging and reliability has prevented their successful
application. The MEMS-based microsensors have been more
successful and offer several advantages compared to the
macrodomain counterparts. These include lower power con-
sumption, increased sensitivity, higher reliability, and
lower cost due to batch fabrication. However, they suffer
from a poor signal/noise ratio, hence requiring a close by
interface circuit. Among the many microsensors designed
and fabricated over the past two decades, physical sensors
have been by and large more successful. This is due to their

inherent robustness and isolation from any direct contact
with biological tissue in sensors, such as accelerometers and
gyroscopes. Issues related to packaging and long-term sta-
bility have plagued the implantable chemical sensors. Long-
term baseline and sensitivity stability are major problems
associated with implantable sensors. Depending on the type
of the sensor, several different factors contribute to the drift.
For example, in implantable pressure sensors, packaging
generated stresses due to thermal mismatch and long-term
material creep are the main sources of baseline drift. In
chemical sensors, biofouling and fibrous capsule formation
is the main culprit. Some of these can be mitigated through
clever mechanical design and appropriate choice of mate-
rial, however, some are more difficult to prevent (e.g.,
biofouling and fibrous capsule formation). Recent develop-
ments in the area of antifouling material and controlled
release have provided new opportunities to solve some of
these long standing problems (25–27).

Interface Electronics

As mentioned previously, most miniature and MEMS-
based transducers suffer from poor signal/noise ratio and
require on-board interface electronics. This, of course, is
also more essential for implantable microsystems. The
choice of integrating the signal processing with the MEMS
transducer on the same substrate or having a separate
signal processing chip in close proximity depends on many
factors, such as process complexity, yield, fabrication costs,
packaging, and general design philosophy. Except for post-
CMOS MEMS processing methods, which rely on under-
cutting micromechanical structures subsequent to the fab-
rication of the circuitry (28), other integrated approaches
require extensive modifications to the standard CMOS
processes and have not been able to attract much attention.
Post-CMOS processing is an attractive approach although
packaging issues still can pose roadblocks to successful
implementation. Hybrid approach has been typically more
popular with the implantable biotelemetry microsystem
designers providing flexibility at a lower cost. Power con-
sumption is a major design consideration in implantable
wireless microsystems that rely on batteries for an energy
source. Low power and subthreshold CMOS design can
reduce the power consumption to nanowatt levels (29–33).
Important analogue and mixed-signal building blocks for
implantable wireless microsystems include amplifiers,
oscillators, multiplexers, A/D and D/A converters, and
voltage references. In addition, many such systems require
some digital signal processing and logic function in the
form of finite-state machines. In order to reduce the power
consumption, it is preferable to perform the DSP functions
outside the body although small finite-state machines can
be implemented at low power consumptions.

Wireless Communication

The choice of appropriate communication scheme for a
biotelemetry system depends on several factors, such as
(1) number of channels, (2) device lifetime, and (3) trans-
mission range. For single (or two) channel systems, one can
choose a variety of modulation schemes and techniques.
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These systems are the oldest type of biotelemetry devices
(1) and can range from simple blocking oscillators to single
channel frequency modulation (FM) transmitters. They are
attractive since one can design a prototype rather quickly
using off-the-shelf components. Figure 1 shows a schematic
of the famous blocking oscillator first used by MacKay to
transmit pressure and temperature (10). It consists of a
single bipolar transistor oscillator configured to periodi-
cally turn itself on and off. The oscillation frequency
depends on the resonant frequency of the tank circuit that
can be made to vary with parameters, such as pressure, by
including a capacitive or inductive pressure sensor. The
on–off repetition frequency can be made to depend on the
temperature by incorporating a thermistor in the circuit.
This is an interesting example of an ingenious design that
can be accomplished with a minimum amount of effort and
hardware. An example of a more recent attempt at single
channel telemetry is a two-channel system designed by
Mohseni et al. to transmit moth electromyograms (34). The
circuit schematic and a picture of the fully assembled
device are shown in Fig. 2. As can be seen, each channel

BIOTELEMETRY 419

 VCC 

R Thermistor  

C2  

C1 
L 

Figure 1. Schematic circuit of a blocking oscillator used to trans-
mit pressure and temperature.

Antenna Pad 

RC Chip  

Battery Clips  

Polyimide  
Substrate

One 
Channel

1 cm 

Vcc

Lt

C1
T1

C2Cc2

Cc1

Rb1Rb

Rb2

Cby

Cb

Cs

RsRg
Re

J1

EMG

Biopotential amplifier FM transmitter

Figure 2. Schematic diagram and
photograph of a biotelemetry system
used to transmit flight muscle elec-
tromyograms in moths showing the
polyimide flex circuit and various
components (the Colpitts Oscillator
inductor is used as the transmitting
antenna).



consists of a biopotential amplifier followed by a Colpitts
oscillator with operating frequency tunable in the 88–
108 MHz commercial FM band. The substrate for the
biotelemetry module was a polyimide flex circuit in order
to reduce the weight such that the Moth can carry the
system during flight. The overall system measures
10� 10� 3 mm, weighs 0.74 g, uses two 1.5 V batteries,
dissipates � 2 mW, and has a transmission range of 2 m.

Multichannel systems are of more scientific and clinical
interest. These systems rely on different and more elabo-
rate communication schemes. For the purpose of current
discussion, we will divide these systems into the ones that
operate with a battery and the ones that are powered from
outside using an inductive link. Battery-operated biotele-
metry microsystems rely on different communication
schemes than the inductively powered ones. Figure 3
shows a schematic block diagram of a time-division multi-
plexed multichannel system. It consists of several trans-
ducers with their associated signal conditioning circuits.
These might include operations, such as simple buffering,
low level amplification, filtering, or all three. Subsequent to
signal conditioning, different channels are multiplexed
using an analogue MUX. Although recent advances in
AD technology might allow each channel to be digitized
prior to multiplexing, this is not an attractive option for
biotelemetry systems (unless there are only a few chan-
nels), since it requires an increase in power consumption
that most biotelemetry systems cannot afford. All the
timing and framing information is also added to the out-
going multiplexed signal at this stage. After multiplexing,
an AD converter is used to digitize the signal. This is
followed by a rf transmitter and a miniature antenna.
The transmitted signal is picked up by a remote receiver
and the signal is demodulated and separated accordingly.
The described architecture is the one used currently by

most investigators. Although over the years many different
modulation scheme (pulse-width-modulation, pulse-posi-
tion-modulation, pulse-amplitude-modulation, etc.) and
system architectures have been tried; due to the prolifera-
tion of inexpensive integrated low power AD converters,
the pulse-code-modulation (PCM) using an integrated AD
is the dominant method these days.

The transmission of the digitized signal can be accom-
plished using any of the several digital modulation
schemes (PAM, PFM, QPSK, etc.), which offer standard
trade offs between transmitter and receiver circuit com-
plexity, power consumption, and signal/noise ratio (35).
Typical frequencies used in such systems are in the lower
UHF range (100–500 MHz). Higher frequencies result in
smaller transmitter antenna at the expense of increased
tissue loss. Although tissue loss is a major concern in
transmitting power to implantable microsystems, it is less
of an issue in data transmission, since a sensitive receiver
outside the body can easily demodulate the signal. Recent
advances in low power CMOS rf circuit design has resulted
in an explosive growth of custom made Application Specific
Integrated Circuits (ASIC), and off-the-shelf rf circuits
suitable for a variety of biotelemetry applications (36–
38). In addition, explosive proliferation of wireless commu-
nication systems (cell phones, wireless PDAs, Wi-Fi sys-
tems, etc.) have provided a unique opportunity to
piggyback major WLAN manufacturers and simplify the
design of biotelemetry microdevices (39,40). This cannot
only increase the performance of the system, but also
creates a standard platform for many diverse applications.
Although the commercially available wireless chips have
large bandwidths and some superb functionality, their
power consumption is higher than what is acceptable for
many of the implantable microsystems. This, however, is
going to change in the future by the aggressive move
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toward lower power handheld consumer electronics. A
particularly attractive WLAN system suitable for biotele-
metry is the Bluetooth system (41). This system, which was
initially designed for wireless connection of multiple sys-
tems (computer, fax, printer, PDA, etc.) located in close
proximity, has been adopted by many medical device man-
ufacturer for their various biotelemetry applications. The
advantage of Bluetooth compared to other Wi-Fi system,
such as 902.11-b, is its lower power consumption at the
expense of a smaller data rate (2.4 GHz carrier frequency, 1
Mbps data rate, and 10 m transmission range). This is not
critical in most biotelemetry applications since the fre-
quency bandwidth of most physiologically important sig-
nals are low (< 1 kHz). However, note that since the
Bluetooth carrier frequency is rather high (2.4 GHz), the
systems using Bluetooth or similar WLAN devices can not
operate from inside the body and has to be worn by the
subject on the outside.

Inductively powered telemetry systems differ from the
battery operated ones in several important ways (42). First
and foremost, the system has to be powered by an rf signal
from outside; this puts several restrictions on frequency and
physical range of operation. For implantable systems, the
incoming signal frequency has to remain low in order for it to
allow enough power to be coupled to the device (this means a
frequency range of 1–10 MHz, see next section). In addition,
if the device is small, due to a low coupling coefficient
between the transmitter and receiver coil, the transmission
range is usually limited to distances < 10 cm. Finally, in
inductively powered systems, one has to devise a method to
transmit the measured signal back to the outside unit. This
can be done in several different ways with the load-modula-
tion being the most popular method (43). In ‘‘load modula-
tion’’, the outgoing digital stream of data is used to load the
receiver antenna by switching a resistor in parallel with the
tank circuit. This can be picked up through the transmitter
coil located outside the body. A second technique that is
more complex requires an on-chip transmitter and a second
coil to transmit the recorded data at a different frequency.
The inward link can be easily implemented using amplitude
modulation, that is, the incoming rf signal that powers the
microsystem is modulated by digitally varying the ampli-
tude. It is evident that the modulation index cannot be 100%
since that would cut off the power supply to the device
(unless a storage capacitor is used). The coding scheme is
based on the pulse time duration, that is,‘‘1’’ and ‘‘0’’ have the
same amplitude, but different durations (42). This modula-
tion technique requires a simple detection circuitry (envel-
ope detector) and is immune to amplitude variations, which
are inevitable in such systems.

In addition to the above mentioned differences between
the battery operated and inductively powered biotelemetry
systems, the implanted circuit in the latter case also
includes several modules that are unique and require
special attention. These have mostly to do with power
reception (rectifier and voltage regulator), clock extraction,
and data demodulation. Figure 4 shows a block diagram of
the receiver circuit for an inductively powered microsystem
currently being developed in the author’s laboratory for
the measurement of intraocular pressure in glaucoma
patients. It consists of a full-bridge rectifier, a voltage

regulator, a piezoresistive pressure sensor, and voltage
to frequency converter. The incoming rf signal is first
rectified and used to generate a stable voltage reference
being used by the rest of the circuit (amplifiers, filters, etc.).
The clock is extracted from the incoming rf signal and is
used wherever it is needed in the receiver circuit. The
pressure sensor bridge voltage is first amplified and con-
verted to a stream of pulses having a frequency propor-
tional to the pressure. This signal is then used to load-
modulate the tank circuit. The receiver circuitry for most of
the reported inductively powered biotelemetry systems
were fabricated through CMOS foundries, such as MOSIS.
This is due to the fact that one can simply design a single
chip performing all of the mentioned functions in a CMOS
technology, and hence save valuable space. In the sections
dealing with various applications, we will describe several
other inductively powered telemetry systems.

There has not been much effort in the area of antenna
design for biotelemetry applications. This is due to the
basic fact that these systems are small and operate at
low frequencies, hence, most antennas employed in such
systems belong to the‘‘small antenna’’ category, that is, the
antenna size is much smaller than the wavelength. In such
cases it is difficult to optimize the design and most inves-
tigators simply use a short electrical or magnetic dipole.
For example, in many situations the inductor in the output
stage can be used to transmit the information. Or alter-
natively, a short wire can be used in the transmitter as an
electrical dipole. These antennas are usually low gain and
have an omnidirectional pattern (44). Systems operating at
higher frequencies, such as externally worn Wi-Fi mod-
ules, however, can benefit from an optimized design.

In addition to using an rf signal to transmit information
that constitutes the majority of the work in the bioteleme-
try area, the use of ultrasound and infrared (IR) have also
been explored by some investigators (45,46). The use of
ultrasound is attractive in telemetering physiological
information from aquatic animals and divers. This is due
to the fact that rf signals are strongly absorbed by seawater
while ultrasound is not affected to the same extent. The use
of IR is also limited to some specific areas, such as systems
that can be worn by the animal on the outside and are not
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impeded by solid obstructions. This is due to the inability of
IR to negotiate solid opaque objects (line of sight propaga-
tion) and its severe absorption by tissue. The advantage of
free space IR transmission lies in its very wide bandwidth
making it useful for transmitting neural signals. The rf,
ultrasonic, and IR systems share many of the system
components discussed so far, with the major difference
between them having to do with the design and implemen-
tation of the output stage. The output transmitter for the
ultrasonic biotelemetry systems is usually an ultrasonic
transducer, such as PZT or PVDF, whereas for the IR
systems it is usually a simple light-emitting diode
(LED). The driver circuitry has to be able to accommodate
the transducers, that is, a high voltage source for driving
the ultrasonic element and a current.

Power Source

The choice of power source for implantable wireless micro-
systems depends on several factors, such as implant
lifetime, system power consumption, temporal mode of
operation (continuous or intermittent), and size. Progress
in battery technology is incremental and usually several
generations behind other electronic components (47).
Although lithium batteries have been used in pacemakers
for several years, they are usually large for microsystem
applications. Other batteries used in hearing aids and
calculators are smaller, but have limited capacity and
can only be used for low power systems requiring limited
lifespan or intermittent operation. Inductive powering is
an attractive alternative for systems with large power
requirements (e.g., neuromuscular stimulators) or long
lifetime (e.g., prosthetic systems with > 5 years lifetime)
(14,15). In such systems, a transmitter coil is used to power
a microchip using magnetic coupling. The choice of the
transmission frequency is a trade-off between adequate
miniaturization and tissue loss. For implantable microsys-
tems, the frequency range of 1–10 MHz is usually consid-
ered optimum for providing adequate miniaturization
while still staying below the high tissue absorption region
(>10 MHz) (48). Although the link analysis and optimiza-
tion methods have been around for many years (49), recent
integration techniques that allow the fabrication of micro-
coils on top of CMOS receiver chip has allowed a new level
of miniaturization (50). For applications that require the
patient to carry the transmitter around, a high efficiency
transmitter is needed in order to increase the battery
lifetime. This is particularly critical in implantable micro-
system, where the magnetic coupling between the
transmitter and the receiver is low (< 1%). Class-E power
amplifier/transmitters are popular among microsystem
designers due to their high efficiency (> 80%) and rela-
tively easy design and construction (51,52). They can also
be easily amplitude modulated through supply switching.

Although ideally one would like to be able to tap into the
chemical reservoir (i.e., glucose) available in the body to
generate enough power for implantable microsystems
(glucose-based fuel cell), difficulty in packaging and low
efficiencies associated with such fuel cells have prevented
their practical application (53). Thin-film batteries are also
attractive, however, there still remain numerous material

and integration difficulties that need to be resolved (54).
Another alternative is nuclear batteries. Although they
have been around for several decades and were used in
some early pacemakers, safety and regulatory concerns
forced medical device companies to abandon their efforts
in this area. There has been a recent surge of interest in
microsystem nuclear batteries for military applications
(55). It is not hard to envision that due to the continuous
decrease in chip power consumption and improve in batch
scale MEMS packaging technology, one might be able to
hermetically seal a small amount of radioactive source in
order to power an implantable microsystem for a long
period of time. Another possible power source is the
mechanical movements associated with various organs.
Several proposals dealing with parasitic power generation
through tapping into this energy source have been sug-
gested in the past few years (56). Although one can gen-
erate adequate power from activities, such as walking, to
power an external electronic device, difficulty in efficient
mechanical coupling to internal organ movements make an
implantable device hard to design and utilize.

Packaging and Encapsulation

Proper packaging and encapsulation of biotelemetry micro-
systems is a challenging design aspect particularly if the
device has to be implanted for a considerable period. The
package must accomplish two tasks simultaneously: (1)
protect the electronics from the harsh body environment
while providing access windows for transducers to interact
with the desired measurand, and (2) protect the body from
possible hazardous material in the microsystem. The sec-
ond task is easier to fulfill since there is a cornucopia of
various biocompatible materials available to the implant
designer (57). For example, silicon and glass, which are the
material of choice in many MEMS applications, are both
biocompatible. In addition, polydimethylsiloxane (PDMS)
and several other polymers (e.g., polyimide, polycarbonate,
parylene) commonly used in microsystem design are also
accepted by the body. The first requirement is, however,
more challenging. The degree of protection required for
implantable microsystems depends on the required life-
time of the device. For short durations (several months),
polymeric encapsulants might be adequate if one can con-
formally deposit them over the substrates (e.g., plasma
deposited parylene) (58). These techniques are considered
non-hermetic and have a limited lifetime. For long-term
operation, hermetic sealing techniques are required (59).
Although pacemaker and defibrillator industries have been
very successful in sealing their systems in tight titanium
enclosures; these techniques are not suitable for microsys-
tem applications. For example a metallic enclosure pre-
vents the transmission of power and data to the
microsystem. In addition, these sealing methods are serial
in nature (e.g., laser or electron beam welding) and are not
compatible with integrated batch fabrication methods used
in microsystem design. Silicon–glass electrostatic and sili-
con–silicon fusion bonding are attractive methods for
packaging implantable microsystems (60). Both of these
bonding methods are hermetic and can be performed at
the wafer level. These are particularly attractive for
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inductively powered wireless microsystems since most
batteries cannot tolerate the high temperatures required
in such substrate bondings. Other methods, such as metal
electroplating, have also been used to seal integrated
MEMS microsystems. However, their long-term perfor-
mance is usually inferior to the anodic and fusion bondings.
In addition to providing a hermetic seal, the package must
allow feeedthrough for transducers located outside the
package (18). In macrodevices, such as pacemakers, where
the feedthrough lines are large and not too many, tradi-
tional methods, such as glass–metal or ceramic–metal has
been employed for many years. In microsystems, such
methods are not applicable and batch scale techniques
must be adopted.

DIAGNOSTIC APPLICATIONS

Diagnostic biotelemetry microsystems are used to gather
physiological or histological information from within the
body in order to identify pathology. Two recent examples
are discussed in this category. The first is a microsystem
designed to be implanted in the eye and to measure the
intraocular pressure in order to diagnose low tension glau-
coma. The second system, although not strictly implanted,
is an endoscopic wireless camera-pill designed to be swal-
lowed in order to capture images from the digestive track.

Figure 5 shows the schematic diagram of the intraocular
pressure (IOP) measurement microsystem (61,62). This
device is used to monitor the IOP in patients suffering from
low tension glaucoma, that is, the pressure measured in the
doctor’s office is not elevated (normal IOP is�10–20 mmHg,
1.33–2.66 kPa) while the patient is showing optic nerve
degeneration associated with glaucoma. There is great
interest in measuring the IOP in such patients during their
normal course of daily activity (exercising, sleeping, etc).
This can only be achieved using a wireless microsystem. The
system shown in Fig. 5 consists of an external transmitter
mounted on a spectacle, which is used to power a microchip
implanted in the eye. A surface micromachined capacitive
pressure sensor integrated with CMOS interface circuit is
connected to the receiving antenna. The receiver chip imple-
mented in an n-well 1.2 mm CMOS technology has overall
dimensions of 2.5� 2.5 mm2 and consumes 210 mW (Fig. 6).
The receiver polyimide-based antenna is, however, much

larger (1 cm in diameter and connected to the receiver
using flip chip bonding) requiring the device to be
implanted along with an artificial lens. The incoming
signal frequency is 6.78 MHz, while the IOP is transmitted
at 13.56 MHz using load-modulation scheme. This example
illustrates the levels of integration that can be achieved
using low power CMOS technology, surface micromachin-
ing, and flip chip bonding.

The second example in the category of diagnostic micro-
systems is an endoscopic wireless pill shown in Fig. 7
(63,64). This pill is used to image small intestine, which
is a particularly hard area to reach using current fiber optic
technology. Although these days colonoscopy and gastro-
scopy are routinely performed, they cannot reach the small
intestine and many disorders (e.g., frequent bleeding) in
this organ have eluded direct examination. A wireless
endoscopic pill cannot only image the small intestine,
but also will reduce the pain and discomfort associated
with regular gastrointestinal endoscopies. The endoscopic
pill is a perfect example of what can be called Reemerging
Technology, that is, the rebirth of an older technology
based on new capabilities offered by advances in modern
technology. Although the idea of a video pill is not new,
before the development of low power microelectronics,
white LED, CMOS image sensor, and wide-band wireless
communication, fabrication of such a device was not fea-
sible. The video pill currently marketed by Given Imaging
Inc. is 11 mm in diameter and 30 mm in length (size of a
large vitamin tablet) and incorporates: (1) a short focal
length lens, (2) a CMOS image sensor (90,000 pixel), (3)
four white LEDs, (4) a low power ASIC transmitter, and (5)
two batteries (enough to allows the pill to go though the
entire digestive track). The pill can capture and transmit
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two images per second to an outside receiver capable of
storing up to 5 h of data.

THERAPEUTIC APPLICATIONS

Therapeutic biotelemetry microsystems are designed
to alleviate certain symptoms and help in the treatment
of a disease. In this category, two such biotelemetry
microsystems unit be described. The first is a drug delivery
microchip designed to administer small quantities of
potent drugs upon receiving a command signal from the
outside. The second device is a passive micromachined
glucose transponder, which can be used to remotely moni-
tor glucose fluctuations allowing a tighter blood glucose
control through frequent measurements and on-demand
insulin delivery (pump therapy or multiple injections).

Figure 8 shows the central component of the drug
delivery microchip (65,66). It consists of several microre-
servoirs (25 nL in volume) etched in a silicon substrate.
Each microreservoir contains the targeted drug and is
covered by a thin gold membrane (0.3 mm), which can be

dissolved through the application of a small voltage (1 V vs.
Saturated Calomel Electrode). The company marketing
this technology (MicroCHIPS Inc.) is in the process of
designing a wireless transceiver that can be used to
address individual wells and release the drug upon the
reception of the appropriate signal (67). Another company
(ChipRx Inc.) is also aiming to develop a similar micro-
system (Smart Pill) (68). Their release approach, however,
is different and is based on conductive polymer actuators
acting similar to a sphincter, opening and closing a tiny
reservoir. Due to the potency of many drugs, safety and
regulatory issues are more stringent in implantable drug
delivery microsystems and will undoubtedly delay their
appearance in the clinical settings.

Figure 9 shows the basic concept behind the glucose-
sensitive microtransponder (69). A miniature MEMS-
based microdevice is implanted in the subcutaneous tissue
and an interrogating unit remotely measures the glucose
levels without any hardwire connection. The microtras-
ponder is a passive LC resonator, which is coupled to a
glucose-sensitive hydrogel. The glucose-dependent swell-
ing and deswelling of the hydrogel is coupled to the
resonator causing a change the capacitor value. This
change translates into variations of the resonant fre-
quency, which can be detected by the interrogating unit.
Figure 10 shows the schematic drawing of the microtran-
sponder with a capacitive sensing mechanism. The glucose
sensitive hydrogel is mechanically coupled to a glass mem-
brane and is separated from body fluids (in this case inter-
stitial fluid) by a porous stiff plate. The porous plate allows
the unhindered flow of water and glucose while blocking
the hydrogel from escaping the cavity. A change in the
glucose concentration of the external environment will
cause a swelling or deswelling of the hydrogel, which will
deflect the glass membrane and change the capacitance.
The coil is totally embedded inside the silicon and can
achieve a high quality factor and hence increased sensi-
tivity by utilizing the whole wafer thickness (reducing
the series resistance). The coil-embedded silicon and the
glass substrate are hermetically sealed using glass–silicon
anodic bonding.

REHABILITATIVE MICROSYSTEMS

Rehabilitative biotelemetry microsystems are used to sub-
stitute a lost function, such as vision, hearing, or motor
activity. In this category, two microsystems are described.
The first one is a single-channel neuromuscular microsti-
mulator used to stimulate paralyzed muscle groups in
paraplegic and quadriplegic patients. The second micro-
system is a visual prosthetic device designed to stimulate
ganglion cells in retina in order to restore vision to people
afflicted with macular degeneration or retinitis pigmen-
tosa.

Figure 11 shows a schematic of the single channel
microstimulator (13). This device is 10� 2� 2 mm3 in
dimensions and receives power and data through an induc-
tively coupled link. It can be used to stimulate paralyzed
muscle groups using thin-film microfabricated electrodes
located at the ends of a silicon substrate. A hybrid capacitor
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Figure 7. A photograph (a) and internal block diagram (b) of
Given Imaging wireless endoscopic pill. (Courtesy Given Imaging.)



is used to store the charge in between the stimulation
pulses and to deliver 10 mA of current to the muscle every
25 ms. A glass capsule hermetically seals a BiCMOS
receiver circuitry along with various other passive compo-
nents (receiver coil and charge storage capacitor) located

on top of the silicon substrate. Figure 12 shows a photo-
graph of the microstimulator in the bore of a gauge 10
hypodermic needle. As can be seen, the device requires a
complicated hybrid assembly process in order to attach a
wire-wound coil and a charge storage capacitor to the
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Figure 8. MicroCHIP drug delivery chip (a), a
reservoir before and after dissolution of the gold
membrane (b,c), the bar is 50 mm (65).

Figure 9. Basic concept behind the
glucose-sensitive microtransponder.



receiver chip. In a subsequent design targeted for direct
peripheral nerve stimulation (requiring smaller stimula-
tion current), the coil was integrated on top of the BiCMOS
electronics and on-chip charge storage capacitors were
used thus considerably simplifying the packaging process.
Figure 13 shows a micrograph of the chip with the electro-
plated copper inductor (70). A similar microdevice (i.e., a

single channel microstimulator) was also developed by
another group of investigators with the differences mainly
related to the packaging technique (laser welding of a glass
capsule instead of silicon–glass anodic bonding), chip tech-
nology (CMOS instead of BiCMOS), and electrode material
(tantalum and iridium instead of iridium oxide) (42).
Figure 14 shows a photograph of the microstimulator
developed by Troyk, Loeb, and their colleagues.

Figure 15 shows the schematic of the visual prosthetic
microsystem (71,72). A spectacle mounted camera is used
to capture the visual information followed by digital con-
version and transmission of data to a receiver chip

426 BIOTELEMETRY

Figure 10. Cross-section of glucose micro-
transponder.

Figure 11. Schematic of a single-channel implantable neuromus-
cular microstimulator.

Figure 12. Photograph of the microstimulator in the bore of a
gage 10 hypodermic needle.

Figure 13. Microstimulator chip
with integrated receiver coil and
on-chip storage capacitor (70).



implanted in the eye. The receiver uses this information to
stimulate the ganglion cells in the retina through a micro-
electrode array in sub or epi-retinal location. This micro-
system is designed for patients suffering from macular
degeneration or retinitis pigmentosa. In both diseases,
the light sensitive retinal cells (cones and rods) are
destroyed while the more superficial retinal cells, that is,
ganglion cells, are still viable and can be stimulated. Con-
sidering that macular degeneration is an age related
pathology and will be afflicting more and more people as
the average age of the population increases, such a micro-
system will be of immense value in the coming decades.
There are several groups pursuing such a device with
different approaches to electrode placement (epi-or sub-
retinal), chip design, and packaging. A German consortium
that has also designed the IOP measurement microsystem
is using a similar approach in antenna placement (receiver
antenna in the lens), chip design, and packaging technol-
ogy to implement a retinal prosthesis (61). Figure 16 shows
photographs of the retinal stimulator receiver chip, stimu-
lating electrodes, and polyimide antenna. The effort in the
United States is moving along a similar approach (72,72).

CONCLUSIONS

In this article, several biotelemetry microsystems currently
being developed in the academia and industry were
reviewed. Recent advances in MEMS-based transducers,
low power CMOS integrated circuit, wireless communica-
tion transceivers, and advanced batch scale packaging have
provided a unique opportunity to develop implantable bio-

telemetry microsystems with advanced functionalities not
achievable previously. These systems will be indispensable
to the twenty-first century physician by providing assis-
tance in diagnosis and treatment. Future research and
development will probably be focused on three areas: (1)
nanotransducers, (2) self-assembly, and (3) advanced bio-
materials. Although MEMS-based sensors and actuators
have been successful in certain areas (particularly physical
sensors), their performance could be further improved by
utilizing nanoscale fabrication technology. This is particu-
larly true in the area of chemical sensors where future
diagnostic depends on detecting very small amounts of
chemicals (usually biomarkers) well in advance of any
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Figure 14. Photograph of a single channel microstimulator deve-
loped by Troyk (42).
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physical sign. Nanosensors capable of high sensitivity che-
mical detection will be part of the future biotelemetry
systems. In the actuator–delivery area, drug delivery via
nanoparticles is a burgeoning area that will undoubtedly be
incorporated into future therapeutic microsystems. Future
packaging technology will probably incorporate self-assem-
bly techniques currently being pursued by many micro–
nanoresearch groups. This will be particularly important in
microsystems incorporating multitude of nanosensors.
Finally, advanced nanobased biomaterials will be used in
implantable microsystems in order to enhance biocompat-
ibility and prevent biofouling. These will include biocompa-
tible surface engineering and interactive interface design
(e.g., surfaces that release anti-inflammatory drugs in order
to reduce postimplant fibrous capsule formation).
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INTRODUCTION

The discovery of electricity introduced enormous changes
to human society: Electricity not only improved daily life,
but also opened up new opportunities in scientific research.
The effects of electrical stimulation on muscular and ner-
vous tissue have been known for several centuries, but the
underlying electrophysiological theory to explain these
effects was first derived after the development of classical
electrodynamics and the development of nerve cell models
(1).

Luigi Galvani first suggested that electricity could pro-
duce muscular contraction in his animal experiments (2).
He found that a device constructed from dissimilar metals,
when applied to the nerve or muscle of a frog’s leg, would
induce muscular contraction. His work formed the founda-
tion for later discoveries of transmembrane potential and
electrically mediated nerve impulses. Alessandro Volta,
the inventor of the electrical battery (or voltaic pile) (3),
was later able to induce a muscle contraction by producing
a potential with his battery and conducting it to a muscle
strip. The use of Volta’s battery for stimulating nerves or
muscles became known as galvanic stimulation.

Another basis for modern neural stimulators was the
discovery of the connection between electricity and mag-
netism, demonstrated by Oersted in 1820; he described
the effect of current passing through a wire on a magne-
tized needle. One year later, Faraday showed the con-
verse—that a magnet could exert a force on a current-
carrying wire. He continued to investigate magnetic
induction by inducing current in a metal wire rotating
in a magnetic field. This device was a forerunner of the
electric motor and made it possible to build the magneto-
electric and the induction coil stimulator. The latter, the
first electric generator, was called the Faraday stimula-
tor. Faradic stimulation could produce sustained titanic
contractions of muscles, instead of a single muscle twitch
as galvanic stimulation had done.

Duchenne used an induction coil stimulator to study the
anatomy, physiology, and pathology of human muscles.
Finally, he was able to study the functional anatomy of
individual muscles (4,5). This work is still valid for the
investigation of functional neuromuscular stimulation.

Another basis for modern stimulator devices lay in the
work of Chaffee and Light (6). They examined the problem
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of stimulating neural structures deep in the body, while
avoiding the risk of infection from percutaneous leads:
They implanted a secondary coil underneath the skin
and placed a primary coil outside the body, using magnetic
induction for energy transfer and modulation. Further
improvement was achieved by radio frequency (rf) induc-
tion (7,8). The Glenn group developed a totally implanted
heart pacemaker—one of the first commercially available
stimulators. In the ensuing years, stimulators for different
organ systems were developed, among them the above-
mentioned heart pacemaker, a diaphragmatic pacemaker
(7,8), and the cochlear implant (9).

BLADDER STIMULATION

Electrical stimulation of the bladder dates back to 1878.
The Danish surgeon M.H. Saxtorph treated patients with
urinary retention by inserting a special catheter with a
metal electrode into the urinary bladder transurethrally
and placing a neutral electrode suprapubically (10). Also,
Katona et al. (11) described their technique of intraluminal
electrotherapy, a method that was initially designed to
treat a paralytic gastrointestinal tract, but was later used
for neurogenic bladder dysfunction in patients with incom-
plete central or peripheral nerve lesions (11,12).

Further interest in the electrical control of bladder
function began in the 1950s and 1960s. The most pressing
question at that time was the appropriate location for
stimulation. Several groups attempted to initiate or pre-
vent voiding (in urinary retention and incontinence,
respectively) by stimulation of the pelvic floor, the detrusor
directly, the spinal cord, or the pelvic and sacral nerves or
sacral roots. Even other parts of the body, such as the skin,
were stimulated in an attempt to influence bladder func-
tion (13).

In 1954, McGuire performed extensive experiments of
direct bladder stimulations in dogs (14) with a variety
of electrodes, both single and multiple, in a variety of
positions. Boyce and associates continued this research
(15).

It was realized that with a single pair of electrodes, the
maximal response was obtained when the electrodes were
placed on both lateral bladder walls so that the points of
stimulation encompassed a maximal amount of detrusor
muscle. When this was performed in human studies, an
induction coil for direct bladder stimulation was implanted
in three paraplegic men with complete paralysis of the
detrusor muscle. The secondary coil was implanted in the
subcutaneous tissue of the lower abdominal wall. Of the
three, only one was a success, with the other a failure and
the third only partially successful (15).

In 1963, Bradley and associates published their experi-
ence with an implantable stimulator (16). They were able
to achieve complete bladder evacuation in the chronic dog
model over 14 months. However, when the stimulator was
implanted in seven patients, detrusor contraction was
produced, but bladder evacuation resulted in only two.
Further experiments were performed in the sheep, calf,
and monkey in an attempt to resolve species discrepancies.
These animals were chosen because, in the sheep and calf,

the bladder is approximately the same size as in the
human, and this similarity could determine whether more
power is needed for a bladder larger than that of the dog. In
addition, the pelvis of monkeys and humans is similarly
deep; thus, the influence (if any) of pelvic structure could be
investigated. The results showed that a larger bladder
needs more power and wider contact between the electro-
des and that differences in structure do not necessitate
different stimulation techniques (13,16).

PELVIC FLOOR STIMULATION

In 1963, Caldwell described his clinical experience with the
first implantable pelvic floor stimulator (17). The electrodes
were placed into the sphincter, with the secondary coil placed
subcutaneously near the iliac spine. Though this device was
primarily designed for the treatment of fecal incontinence;
Caldwell also treated urinary incontinence successfully.

Another approach to pelvic floor stimulation for females
is intravaginal electrical stimulation, reported initially by
Magnus Fall’s group (1977) (18). They published numerous
studies dealing with this subject in the ensuing years and
found that intravaginal electrical stimulation also induces
bladder inhibition in patients with detrusor instability.
Lindstram, a member of the same group, demonstrated
that bladder inhibition is accomplished by reflexogenic
activation of sympathetic hypogastric inhibitory neurons
and by central inhibition of pelvic parasympathetic exci-
tatory neurons to the bladder (13,19). The afferent path-
ways for these effects could be shown to originate from the
pudendal nerves.

POSTERIOR TIBIAL OR COMMON PERONEAL

Another interesting application of electrical stimulation for
inhibition of detrusor activity is the transcutaneous stimu-
lation of the posterior tibial or common peroneal nerve.
This technique, drawn from traditional Chinese medicine,
is based on the acupuncture points for inhibition of bladder
activity and was reported by McGuire et al. in 1983 (20).

A percutaneous tibial nerve stimulation (PTNS) (Urgent
PC, CystoMedix, Anoka, MN) was approved by the Food and
Drug Administration in 2000. A needle is inserted �5 cm
cephalad from the medial malleolus and just posterior to the
margin of the tibia. Stimulation is done using a self-adhesive
surface stimulation electrode without an implanted needle
electrode (21). Current data describe results after an initial
treatment period of 10–12 weeks. If patients get a good
response, they are offered tapered chronic treatment. As in
sacral root neuromodulation, PTNS seems less effective for
treating chronic pelvic pain (22).

More substantial data, in particular on objective para-
meters and long-term follow up, are needed, as are studies
looking into the underlying neurophysiological mechan-
isms of this treatment modality. Although minimally inva-
sive, easily applicable, and well tolerated, the main
disadvantage of PTNS seems to be the necessity of chronic
treatment. The development of an implantable subcuta-
neous stimulation device might ameliorate this problem
(23). It has never found widespread acceptance.
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PELVIC NERVE STIMULATION

Pelvic nerves do not tolerate chronic stimulation and the
pudendal nerves are activated, increasing outflow
resistance. Also, in humans the fibers of the parasympa-
thetic nervous system innervating the bladder split early
in the pelvis, forming a broad plexus unsuitable for elec-
trode application (24).

DETRUSOR STIMULATION

Direct detrusor stimulation offers high specificity to the
target organ (25), but its disadvantages are electrode dis-
placement and malfunction due to bladder movement dur-
ing voiding, and fibrosis (even erosion) of the bladder wall.
In 1967, Hald et al. (26) reported their experience of direct
detrusor stimulation with a radio-linked stimulator in four
patients, three with upper motor-neuron lesions and one
with a lower motor-neuron lesion. The receiver was placed
in a paraumbilical subcutaneous pocket. Two wires from
the receiver were passed subcutaneously to the ventral
bladder wall, where they were implanted. A small portable
external transmitter generated the necessary energy. The
procedure worked in three patients; in one it failed because
of technical problems (13).

SPINAL CORD STIMULATION

The first attempt to achieve micturition via spinal cord
stimulation was through the exploration of the possibility
of direct electrical activation of the micturition center in
the sacral segments of the conus medullaris. This was
conducted by Nashold, Friedman, and associates, and
had reported that the region for optimal stimulation was
S1–S3.

Effectiveness was determined not only by location, but
also by frequency. In two subsequent experiments, the
same group compared the stimulation of the dorsal surface
of the spinal cord at LS, S1, and S2 with depth stimulation
(2–3 mm) at S1 and S2 in acute and chronic settings (27). It
was only through the latter, the depth stimulation, that
voiding was produced: High bladder pressures were
achieved by surface stimulation, but external sphincter
relaxation did not occur, and was noted only after direct
application of the stimulus to the micturition center in the
spinal cord. Stimulation between L5 and S1 produced
pressure without voiding, even with depth stimulation
(13).

Jonas et al. continued the investigation of direct spinal
cord stimulation to achieve voiding (28–30). They com-
pared 12 different types of electrodes: three surface (bipo-
lar surface electrode, dorsal column electrode, and wrap-
around electrode) and nine depth electrodes. These differed
in many parameters (e.g., bipolar–tripolar, horizontal–
vertical–transverse). Regardless of the type of electrode,
the detrusor response to stimulation was similar. Inter-
estingly, the wrap-around surface electrode with the most
extended current spread provoked the same results as
the coaxial depth electrode with the least current spread,
prompting those authors to theorize that current does not

cross the midline of the spinal cord. Unfortunately, no real
voiding was achieved. It was found that the stimulation of
the spinal cord motor centers stimulates the urethral
smooth and striated sphincteric elements simultaneously:
The expected detrusor contraction resulted, but sphinc-
teric contraction was associated. The sphincteric resis-
tance was too high to allow voiding: It allowed only
minimal voiding at the end of the stimulation, so-called
poststimulus voiding (13). These results contrasted with
the earlier work of Nashold and Friedman (27,31).

Thurhoff et al. (32) determined the existence of two
nuclei, a parasympathetic and a pudendal nucleus. The
parasympathetic nucleus could be shown within the
pudendal nucleus; thus, at the level of the spinal cord,
stimulation of the bladder separate to that of the sphincter
is difficult.

SACRAL ROOT STIMULATION

Based on the hypothesis that different roots would carry
different neuronal axons to different locations. The culmi-
nation of these studies led to the feasibility of sacral rootlet
stimulation.

It appears that sacral nerve-root stimulation is the most
attractive method since the space within the spinal column
facilitates mechanically stable electrode positioning and
the application of electrodes is relatively simple due to the
long intraspinal course of the sacral roots.

The University of California, San Francisco (UCSF)
group performed numerous experiments on a canine model
(33), as the anatomy of bladder innervation of the dog is
similar to that of the human. After laminectomy, the spinal
roots were explored and stimulated, either intradurally or
extradurally, but within the spinal canal, in the following
modes:

1. Unilateral stimulation of the intact sacral root at
various levels.

2. Simultaneous bilateral stimulation of the intact
sacral root at various levels.

3. Stimulation of the intact ventral and dorsal root
separately.

4. Stimulation of the proximal and distal ends of the
divided sacral root.

5. Stimulation of the proximal and distal ends of the
divided dorsal and ventral roots (13).

From these studies, it became clear that stimulating the
intact root is least effective and stimulating the ventral
component is most effective and that no difference exists
between right- and left-root stimulation (33).

However, this stimulation also causes some sphincteric
contraction, owing to the presence of both autonomic and
somatic fibers in the ventral root, and the studies were
continued with the addition of neurotomy to eliminate the
afferent fibers. These experiments showed that, to achieve
maximally specific detrusor stimulation, the dorsal compo-
nent must be separated from the ventral component and
the somatic fibers of the root must be isolated and selec-
tively cut (34).
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The experiments also demonstrated that stimulation
with low frequency and low voltage can maintain adequate
sphincteric activity, but that stimulation with high fre-
quency and low voltage will fatigue the external sphincter
and block its activity. When high frequency/low voltage
stimulation is followed by high voltage stimulation, blad-
der contraction will be induced and voiding achieved.

The finding that detrusor contraction can be activated
separately from sphincteric activity and that adequate
sphincteric contraction can be sustained without exciting a
detrusor reaction made it seem possible that a true bladder
pacemaker could be achieved. In addition, in histological and
electron microscopic examination of the stimulated sacral
roots, no damage was found when they were compared with
the contralateral nonstimulated roots. Neither the operation
nor the chronic stimulation damaged the ventral root, and
the responses remained reliable and stable (13).

Tanagho’s group later performed detailed anatomical
studies on human cadavers. The aim was to establish the
exact anatomical distribution of the entire sacral plexus,
following it from the sacral roots in the spinal cord through
the sacral foramen inside the pelvic cavity. Emphasis was
placed on the autonomic pelvic plexus as well as the
somatic fibers. With this anatomical knowledge, the sti-
mulation of human sacral roots in neurogenic bladder
dysfunction was developed and made clinically applicable
as a long-term treatment (35). Direct electrical stimulation
was performed through a permanently implanted elec-
trode, placed mostly in contact with S3 nerve roots in
the sacral foramen, after deafferentation.

The stimulation of sacral rootlet bundles isolated from
the rest of the sacral root gave the same increase of bladder
pressure when stimulated close to the exit from the dura, in
the mid-segment, or close to the origin in the spinal cord.
This could make the stimulation more selective, eliminat-
ing detrusor-sphincter dyssynergia.

In additional work, taking advantage of the knowledge
that high frequency current can block large somatic fibers,
electrical blockade of undesired responses was tested to
replace selective somatic neurotomies. High frequency
sinusoidal stimulation was effective in blocking external
sphincter activity. However, the sinusoidal waveform is
not efficient. Alternate-phase, rectangular wave is more
efficient and induces the same blockade: alternating pulses
of high frequency and low amplitude followed by pulses of
low frequency and high amplitude were effective in indu-
cing low pressure voiding without the need for somatic
neurotomies. This approach has not yet been tried clini-
cally, but it might prove to be the answer to the problem of
detrusor-sphincter dyssynergia in electrically stimulated
voiding (13).

The three main devices used for sacral neuromodulation
is the Medtronic InterStim, the Finetech–Brindley
(VOCARE) bladder system, and the rf BION systems. Each
is explained in detail below.

MEDTRONIC INTERSTIM

Indications for use: urge incontinence, retention and
urgency frequency, male and female dysfunctional voiding

syndromes and postprostatectomy incontinence. There are
also benefits beyond voiding disorders, including re-estab-
lishment of pelvic floor awareness, resolution of pelvic floor
muscle tension and pain, reduction in bladder pain (inter-
stitial cystitis) and normalization of bowel function.

The basic concept behind the implantable pulse gen-
erator (IPG) that provides stimulation to the sacral nerve is
not far removed from the concepts behind cardiac pacing. A
long-lived battery encased in biocompatible material is
programmed to deliver pulses of electricity to a specific
region of the body through an electrode at the end of an
encapsulated wire.

Medtronic is the manufacturer of the InterStim neuro-
stimulator. Earl Bakken, the founder of the company, first
created a wearable, battery-operated pacemaker at the
request of Dr. C. Walton Lillehei, a pioneer in open-heart
surgery at the University of Minnesota Medical School
Hospital, who was treating young patients for heart block.

The Itrel I, the first-generation neurostimulator, was
introduced in 1983. Current versions are used for the
treatment of incontinence, pain, and movement disorders.

System Overview

There are two established methods for sacral root neuro-
modulation using the Medtronic InterStim system.

1. An initial test phase, then the more permanent
hardware is implanted.

2. An alternative method uses a staged testing–
implant procedure, where a chronic lead is
implanted and connected to a percutaneous exten-
sion and test stimulator.

Testing Phase (See Fig. 1). The testing hardware consists
of a needle, test lead, test stimulator, interconnect cabling
and a ground pad (Fig. 1).

� Needle (see Figs. 2 and 3).

A 20-gauge foramen needle with a bevelled tip is used to
gain access to the sacral nerve for placing the test stimula-
tion lead. The stainless steel needle is depth-marked along
its length and electrically insulated along its center length.
The portion near the hub is exposed to allow connection to

432 BLADDER DYSFUNCTION, NEUROSTIMULATION OF

Test lead

Ground pad

Needle

Test stimulator

Interconnect cables

Figure 1. Test stimulation system.



the test stimulator. By stimulating through the uninsu-
lated tip of the needle, the physician can determine the
correct SNS site for the test stimulation lead.

� Test lead (see Fig. 4).

The initial test lead is a peripheral nerve evaluation (PNE)
test lead with a coiled, seven-stranded stainless steel wire
coated with fluoropolymer. Its electrode is extended to
10 mm (0.4 in.) to increase the length of coverage and
reduce the effects of minor migration. Depth indicators
help to align the lead electrode with the needle tip. The lead
contains its own stylet, which is removed once the correct
position has been found, leaving the lead flexible and
stretchable, to mitigate migration.

� Test stimulator (see Fig. 5).

The most current version of test stimulators is the model
3625. The model 3625 test stimulator can be used both for
patient screening, where the patient is sent home with the
device, and for intraoperative usage in determining lead
placement thresholds. It provides output characteristics
that are similar to those of the implantable neurostimu-
lator and can be operated in either monopolar or bipolar
modes. It is battery operated by a regular, 9 V battery. The
physician sets the maximum and minimum amplitude
settings, allowing the patient to control the amplitude
(within those maximum and minimum settings) to what-
ever level is comfortable.

The safety features of the stimulator include; an auto-
matic output shut-off occurs when the amplitude is turned
up too rapidly (as when the control is inadvertently
bumped), a loose device battery will cause output shut-
off also to prevent intermittent stimulation and shock to
the patient, and sensors, which detect when electrocautery
is being used, shut the output off. Turning the test stimu-
lator off for a minimum of 3 s can reset the protection
circuitry.

� Interconnect cables (see Fig. 6).

Single-use electrical cables are used to hook the test
stimulation lead to the model 3625 test stimulator during
the test stimulation procedure in the physician’s office

and when the patient goes home for the evaluation
period.

The patient cable is used to deliver acute stimulation
during the test procedure. The insulated tin-plated copper
cable has a 2 mm socket at one end and a spring-activated
minihook at the other end. The minihook makes a sterile
connection to the foramen needle, test stimulation lead, or
implant lead. The socket end is connected to the test
stimulator by a long screener cable, the latter being a
two-wire cable with a single connector to the model 3625
test stimulator at one end; one of the wires is connected
to the patient cable and the other to the ground pad.
After the test stimulation, the patient cable is removed
and a short screener cable is substituted for at-home use.
This cable is connected to the ground pad and directly to
the test lead. It is designed to withstand the rigours of
home use and can be disconnected, to facilitate changing
clothes (13).

� Ground pad.

The ground pad provides the positive polarity in the elec-
trical circuit during the test stimulation and the at-home
trial. It is made of silicone rubber and is adhered to the
patient’s skin. As described above, for the at-home trial a
short screener cable is substituted for the long screener
cable and connected directly to the lead.

Surgical Technique Used for Acute Testing Phase:. The
aims of percutaneous neurostimulation testing (PNE) are
to check the neural and functional integrity of the sacral
nerves, to determine whether neurostimulation is benefi-
cial for each particular patient, and to clarify which sacral
spinal nerves must be stimulated to achieve the optimum
therapeutic effect in each individual case.

Local anesthetic is injected into the subcutaneous fatty
tissue and the muscles, but not into the sacral foramen
itself. The S3 foramen is localized on one side with a 20-
gauge foramen needle. By stimulating through the unin-
sulated tip of the needle, the physician can find the correct
sacral nerve stimulation site for placement of the test
stimulation lead. Once the location of the S3 foramen is
established, tracing of the other foramina is done. The
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Figure 2. Model 041828 (20 gauge) 3.5 in. (88.9 mm) foramen
needles.

Figure 3. Model 041829 (20 gauge) 5 in. (127 mm) foramen
needles.

Figure 4. Model 3057 test stimulation lead.

Figure 5. Model 3625 sacral nerve test stimulator.

Figure 6. Model 041831 patient cable.



portion near the hub is exposed to allow connection to the
test stimulator.

Keeping the needle at a 608 angle to the skin surface
with a rostrocaudal and slightly lateral pointing tip of the
needle will ensure that the needle is inserted into the
targeted foramen. The puncture should progress parallel
to the course of the sacral nerve, which normally enters at
the upper medial margin of the foramen. This method
achieves optimal positioning of the needle for stimulation
and avoids injuring the spinal nerve. The insulated needle
(cathode) is then connected to an external, portable pulse
generator (Medtronic model 3625 test stimulator) via a
connection cable. The pulse generator itself is connected to
a neutral electrode (anode) attached to the shoulder.

Because patient sensitivity varies, the voltage used is
between 1–6 V, which starts at 1 and is increased in 20 Hz
increments. Stimulation of the S3 evokes the ‘‘bellows’’
effect (contraction of the levator ani and the sphincter
urethrea). Also, there is plantar flexion of the foot on the
ipsilateral side. If plantar flexion of the entire foot is
observed, the gastrocnemius muscle should be palpated,
because a strong contraction usually indicates stimulation
of S2 fibers and should be avoided.

Stimulation of S3 generally produces the most beneficial
effect. Furthermore, most patients will not tolerate the
permanent external rotation of the leg caused by stimula-
tion of S2. Occasionally, stimulating S4 also causes clinical
improvement. Stimulation of S4 provokes a strong contrac-
tion of the levator ani muscle, accompanied by a dragging
sensation in the rectal region. If stimulating one side
produces an inadequate response, the contralateral side
should be tested; the aim is to obtain a typical painless
stimulatory response.

Once the optimal stimulation site has been identified,
the obturator is removed from the foramen needle, and a
temporary wire test lead (Medtronic model 3057 test lead)
is inserted through the lumen of the needle. Once the test
lead has been inserted into the needle, the latter must not
be advanced any further in order to avoid severing the lead.
The needle is then carefully removed from the sacral fora-
men, leaving the test lead in place. The stimulation is then
repeated to check the correct position of the test electrode.
To mitigate migration the lead contains its own stylet,
which is removed once the correct position has been found,
leaving the lead flexible and stretchable.

A repetition of the test stimulation, confirming the
correct position of the test lead, is therefore mandatory
at this stage; otherwise the test lead cannot be reinserted.

After correct positioning, the test lead is coiled on the
skin and fixed with adhesive transparent film. Finally, the
correct position of the wire is radiologically confirmed and
the portable external impulse generator is connected.

Percutaneous Extension Hardware (see Fig. 7). If acute
testing is inconclusive, or when there is a need for positive
fixation of the test lead, percutaneous extension hardware
is the best method used. Also called the staged implant, it is
an alternative method for patient screening.

The chronic lead is implanted in the normal manner and
is connected to a percutaneous extension (model 3550-05).
The extension is designed to provide a connection between

the chronic lead and the external test stimulator. Positive
contact is made using four set screws; the connection is
sealed with a silicone boot that covers the set screws. The
percutaneous extension, which is intended for temporary
use, features four insulated wires, wound together and
sized for a small incision, so that they can be brought
through the skin. The percutaneous extension is then
connected to the screener cable, as described above (13).

Chronic System. The chronic system consists of an
implantable neurostimulator, a lead, an extension, a phy-
sician programmer and a patient programmer.

� Neurostimulator (see Fig. 8).

The implantable neurostimulator (Medtronic model 3023)
weighs �42 g and has a volume of 22 cm3. It comprises
�70% battery and 30% electronics. The physician has
unlimited access to programmable parameters such as
amplitude, frequency, and pulse width. Each parameter
can be changed by means of an external, physician pro-
grammer that establishes a rf link with the implanted
device. A patient programmer provides limited access to
allow the patient to turn the neurostimulator on and off, or
to change amplitude within a range established by the
physician (via the physician programmer) (13).

The external titanium container of the neurostimulator
may be used in either a monopolar configuration (lead nega-
tive, can positive) or a bipolar configuration, which will result
in marginally better longevity. The life of the neurostimula-
tors is usually �7–10 years. Factors that affect this are the
mode, programming of the amplitude, pulse width and fre-
quency, and the use of more than one active electrode.

� Implantable lead system (see Fig. 9–14).
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The lead is a quadripolar design, with four separate elec-
trodes that can be individually programmed to plus, minus,
or off. This allows the physician to optimize the electrode
configuration for each patient and to change programm-
ing, without additional surgery, at a later date, to adapt to
minor lead migration or changing disease states. The
electrode sizes, spacing, and configurations have been
designed specifically for SNS.

The lead is supplied with multiple stylets and anchors, to
accommodate physician preferences. A stylet (straight or
bent) is inserted into the lumen of the lead to provide extra
stiffness during implant. Two different degrees of stiffness
provide the physician with options to tailor the handling and
steering properties of the lead, as preferred. The stylet must
be removed before connection with the mating component.

The physician also has a choice of anchors, which allow
fixation of the lead to stable tissue to prevent dislodging of
the lead after implantation. Three anchor configurations
are available: a silicone rubber anchor fixed in place on the
lead has wings, holes and grooves to facilitate suturing; a
second type, also made of silicone, slides into place any-
where along the lead body, and must be sutured to the lead
to hold it in place; a new plastic anchor is also available,
which can be locked in place anywhere along the lead body
without a suture to the lead.

� Quadripolar extension (see Fig. 15).

The quadripolar extension, which is available in varying
lengths to facilitate flexibility in IPG placement, is designed
to provide a sealed connection to the lead. This extension
provides the interface with the neurostimulator. Positive
contact is made with four set screws, and the connection is
sealed with a silicone boot covering the screws.

� Physician programmer (Fig. 16).

The console programmer (Medtronic model 8840
N’Vision) is a microprocessor-based system that the phy-
sician uses to program the implanted neurostimulator
noninvasively. The programmer uses an application-spe-
cific memory module, installed by means of a plug-in soft-
ware module.

� Patient programmer (Fig. 17).

The patient programmer also communicates with the
implanted neurostimulator by an rf link. The patient
can adjust stimulation parameters within the range set
by the physician. This range is intended to allow the
patient to turn the device on or off, and to change ampli-
tude for comfort (as during postural changes), without
returning to the physician’s office.

Surgical Technique Used for Chronic Implantable
System. The sacral foramen electrode and impulse genera-
tor are implanted under general anesthesia. Long-acting
muscle relaxants must not be used, as these would impair
the intraoperative electrostimulation.

The patient is placed in the prone position with a 458
flexion of the hip and knee joints. An 8 cm long midline
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Figure 9. Model 3080 lead.

Figure 10. Model 3092 lead.

Figure 11. Model 3093 lead.

Figure 12. Model 3886 lead.

Figure 13. Model 3889 lead.

Figure 14. Model 3966 lead.

Figure 15. Series 3095 extension.

Figure 16. Physician programmer.



incision is made above the sacrum, reaching one-third
caudal and two-thirds cranial from the S3 foramen. After
transection of the subcutaneous fat, the muscle fascia
(thoracolumbar fascia) is incised approximately 1 cm lat-
eral of the midline in a longitudinal direction.

Usually, the Gluteus maximus has to be incised over a
length of 1–2 cm for good exposure of the S3 foramen and a
little further caudal if implantation of the S4 foramen is
intended. The paraspinal muscles are then divided long-
itudinally and the dorsal aspect of the sacrum is exposed.

Intraoperative test stimulation, using the same equip-
ment as for the acute testing phase, will confirm the precise
location of the foramen selected. The foramen needle is left
in place to avoid relocalisation of the foramen while pre-
paring the permanent electrode for implantation. Proximal
to the four contact points of the permanent electrode, a
silicon rubber cuff is glued to the electrode body. The cuff is
fitted with three eyelets to accommodate nonabsorbable
atraumatic needle-armed sutures.

After removal of the foramen needle, the permanent
electrode (Medtronic quadripolar lead, model 3080) is
gently inserted into the foramen. Renewed test stimulation
will determine the most effective contact point between the
electrode and spinal nerve; the most distal contact point is
termed ‘‘0’’, with the subsequent three being numbered 1–3
sequentially. An identical motor response at all four con-
tact points is ideal. If only one contact gives a satisfactory
response, the electrode should be repositioned at a different
angle to the foramen and the test stimulation repeated.
The preattached sutures are then used to secure the elec-
trode to the ligaments overlying the periosteum of the
sacral bone. Test stimulation should be repeated at this
stage to confirm an appropriate position of the electrode
after fixation.

A small skin incision is now made in the flank between
the iliac crest and the 12th rib on the side where the
electrode has been placed. A subcutaneous tunnel is formed
between the two wounds, starting from the flank incision
and running toward the sacral incision.

The obturator of the tunneling device is removed and
the silicone sheath, which is open at both ends, left in place.
The free end of the electrode is guided through the sheath
to the flank incision, after the stylet has been removed from
the electrode.

The silicone sheath is now removed from the flank
incision, the proximal end of the electrode is marked with
a suture, and the electrode is buried in a subcutaneous
pocket that has been created at the site of the flank inci-
sion. The flank incision is temporarily closed, leaving the
marking suture exposed between the skin sutures. The
sacral incision is then closed in layers and covered with a
sterile dressing.

The patient is now positioned on the contralateral flank.
The flank and abdomen on the side chosen previously for
placement of the Medtronic InterStim model 3023 implan-
table pulse generator are disinfected and the surgical field
is draped with a sterile cover. The flank incision is now
reopened, and a subcutaneous tunnel is again created
between the flank incision and the subcutaneous pocket
in the lower abdomen through which a connecting exten-
sion cable (Medtronic quadripolar extension, model 3095)
between electrode and impulse generator is guided.

Once the electrode has been connected to the extension
cable in the area of the flank incision, the contact point is
sealed with a silicone cover, fixed with two sutures and
placed subcutaneously. The flank incision is closed in
layers and covered with a sterile dressing.

Finally, the other end of the connecting cable is attached
to the impulse generator. The generator is attached to the
rectus fascia using two nonabsorbable sutures. The abdom-
inal incision is closed in two layers and covered with sterile
dressings.

On the first postoperative day, anterior–posterior and
lateral radiographs of the implant are obtained to verify
that all components are correctly positioned and will act as
a control for comparison in case of subsequent problems.

Modifications of the surgical procedure include place-
ment of the pulse generator in the gluteal area thus
avoiding repositioning of the patient during the procedure
and implantation of bilateral electrodes, which should be
powered by a two-channel pulse generator (Medtronic
Synergy, model 7427) for adequate synchronous indepen-
dent stimulation of each side. The implant remains deac-
tivated at least until the day following surgery and will be
activated by a telemetric programming unit (Medtronic
Console Programmer, model 7432) allowing programming
of all features of the implant by the physician during the
initial activation and follow-up stages.

NEW MEDTRONIC TINED LEAD PERCUTANEOUS IMPLANT
(SEE FIGS. 18 AND 19)

Tined leads offer sacral nerve stimulation through a mini-
mally invasive implant procedure. The use of local anesthesia
allows for patient sensory response during the implant pro-
cedure. This response helps ensure optimal lead placement
and may result in better patient outcomes. With previous
lead designs, many physicians used general anesthesia,
which did not allow for patient sensory response.
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Among the advantages of the minimally invasive
implant procedure are the radiopaque markers to identify
where tines are deployed, helping physicians in identifying
the exact lead location relative to the sacrum and nerves.
Tactile markers indicate lead deployment, and a white
marker bands on the lead and tactile markers aid in proper
lead placement and to notify the physician when the tines
are ready to be deployed.

Percutaneous lead placement allows use of local
anesthesia. This reduces the risks of general anesthesia
and surgical incision and may facilitate faster patient
recovery time as a result of less muscle trauma and a
minimized surgical incision. Also, it may reduce surgical
time as a result of a sutureless anchoring procedure and
reduced number of surgical steps.

To date, a positive response to the PNE test has been the
only predictive factor for the long-term efficacy of sacral
nerve stimulation therapy. Current studies show that up to
40% of patients who experience improvement in symptoms
during PNE test stimulation with a temporary lead do not
have this improvement carried through after neurostimu-
lator implantation (36). A study by Spinelli et al. looked at
patients who underwent tined lead implant without PNE
testing, and reported a positive outcome of 80% during the
screening phase, which was maintained at an average
follow up of 11 months, resulting in a higher success rate
than that currently reported in the literature (37).

The development of the new tined lead allows fully
percutaneous implantation of the permanent lead and offers
the possibility of a longer and more reliable screening period
than that possible with the PNE test. The advantage for
patient screening are that the permanent tined lead is less
prone to migration, hence if the results of screening are

positive, the lead is already in the precise place where
positive results were obtained, and there is a decrease in
false-positive and false-negative results after screening (37).
However, use (or lack thereof) of PNE testing in conjunction
with the tined lead differs from center to center, depending
on fiscal and/or other reasons.

The tined lead models 3093 and 3889 are designed to
work with the current lead introducer model 355018 or
042294.

Surgical Technique for Tined Lead Implant. The foramen
needle is inserted and tested for nerve response. The fora-
men needle stylet is then removed and replaced with the
directional guide (see Fig. 20). The foramen needle itself is
then removed.

A small incision is made on either side of the directional
guide, which is followed by fitting the dilator and the
introducer sheath over the directional guide and advanced
into the foramen (see Fig. 21). The guide and the dilator are
then removed, leaving the introducer sheath in place.

The lead is then inserted into the introducer sheath and
advanced until visual marker band C on the lead lines up
with the top of the introducer sheath handle. Using fluoro-
scopy, electrode 0 of the lead is confirmed to be proximal to
the radiopaque marker band at the distal tip of the sheath
(see Fig. 22).

While holding the lead in place, the introducer sheath is
retracted until visual marker band D on the lead lines up
with the introducer sheath handle. Using fluoroscopy,
radiopaque marker band at the tip of the sheath is
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Figure 18. Tined lead percutaneous implant.

Figure 19. Tined lead percutaneous implant.

Figure 20. The foramen needle stylet and directional guide.

Figure 21. Fitting the dilator and introducer sheath.



confirmed to be proximal to electrode 3 and adjacent to
radiopaque marker band A on the lead (see Fig. 23).

Test stimulation of the various electrodes (0, 1, 2, 3) is
done and the responses are observed. If necessary, the lead
is repositioned within the foramen. When the lead is in the
proper position, the lead is held in place and the introducer
sheath and lead stylet are carefully withdrawn, thereby
deploying the tines and anchoring the lead.

FINETECH–BRINDLEY (VOCARE) BLADDER SYSTEM

Introduction (see Fig. 24)

Indications for use: The VOCARE bladder system is indi-
cated for the treatment of patients who have clinically
complete spinal cord lesions with intact parasympathetic
innervation of the bladder and are skeletally mature and
neurologically stable. However, patients with other neuro-
logical disorders, including multiple scleroses, spinal cord
tumours, transverse myelitis, cerebral palsy and meningo-
myelocele, have also benefited from the implant(38). A
secondary use of the device is to aid in bowel evacuation
and promote penile erection.

The sacral anterior root stimulation (SARS) system was
developed by Brindley with the support of the Medical
Research Council (Welwyn Garden City, Herts, UK), is
manufactured by Finetech Medical Ltd. in England, and is

marketed as the Vocare system by NeuroControl Corpora-
tion (Cleveland, OH) (1).

Beginning in 1969, Brindley developed a new device to
stimulate sacral roots at the level of the cauda equina. This
technique, first tested in baboons, led to the development of
a stimulator that was first successfully implanted in a
patient in 1978 (39).

Hardware

The Finetech–Brindley bladder controller is composed of
external and internal equipment.

1. External (see Fig. 25):

One analog and three digital versions of the external
controller are available in different countries (1).
This device has no batteries but is powered and
controlled by rf transmission from a portable external
controller operated by the user and programmed by
the clinician. It consists of a transmitter block con-
nected to the control box via a transmitter lead. The
patient holds the transmitter over the implanted
receiver to apply stimulation. A new, smaller control
box that is more powerful will be available in the
coming months (39).

2. Internal (see Fig. 26):

The internal equipment consists of three main parts:
(1) the electrodes, (2) the cables, (3) and the receiver
block.

Two types of electrodes are used, depending on the
approach (intra- or extradural).

For intradural implantation the electrode mounts in
which the anterior sacral roots are trapped are called
‘‘books’’ because of their shape.

The two-channel implant has an upper book with
only 1 slot. Trapping of S3 and S4 roots is often
sufficient to obtain bladder contractions. In males,
S2 roots were trapped in the upper book and S3 and
S4 roots, in the lower book.

The three-channel implant is composed of two elec-
trode books. The upper book contains three parallel
slots for S3 and S2 roots and the lower contains one
slot for S4 roots. There are three electrodes in each
slot (one cathode in the center and two anodes at the
two ends) to avoid stimulation of unwanted
structures.

The four-channel implant has two books like those of
the three- channel implant, and the four slots allow
independent stimulation of four sets of nerve fibers. It
is used in patients who retained sacral-segment pain
sensitivity.

The special eight-channel implant allowed the sti-
mulation of four anterior roots and the destruction of
any of the four posterior roots, if necessary, after
implantation. It is no longer used.

For extradural implantation the cables end with
three helical electrodes (a cathode between two
anodes) and are attached to the roots with a strip
of Dacron-reinforced silicone rubber. The cables used
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Figure 22. Confirming lead proximal to radiopaque marker band.

Figure 23. Confirming marker band proximal to electrode 3.
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Figure 24. VOCARE bladder system.

Figure 25. External equipment. (a) New control box. (b) Original
control box. (c) Transmitter lead. (d) Transmitter block. Figure 26. Internal equipment.



are encapsulated in silicone rubber, and the wires
are made of 90% platinum and 10% iridium and
connect the electrodes to the radio receiver block.
The radio receiver block, which contains two, three,
or four radioreceivers imbedded in silicone rubber, is
activated by pulse-modulated rf waves (39).

Surgical Technique for Finetech–Brindley System (see
Fig. 27):. The surgical technique for intrathecal implan-
tation developed by Brindley et al. (40) involves laminect-
omy of the fourth and fifth lumbar vertebrae and the first
two pieces of the sacrum, exposing 10–12 cm of dura. The
dura and arachnoid are opened at the midline to expose the
roots. The roots are identified by their size and situation
and by perioperative stimulation during the recording of
bladder pressure and observation of skeletal muscle
responses with the naked eye.

The S2 anterior roots contract the triceps surae, the
glutei, and the biceps femoris. The S3 anterior roots inner-
vate the pelvic floor and the toe flexors. The S4 anterior
roots innervate the pelvic floor. The sphincters (anorectal
and urethral) are innervated predominantly by S4 and also
by S3 and S2. The detrusor response is always obtainable
by stimulation of S3 and S4 and sometimes achievable by
stimulation of S2.

The roots are split into the anterior and posterior com-
ponents. The identity of the posterior root is confirmed by
electrical stimulation and then a segment measuring�20–
40 mm in length is removed. When the S5 root has been
identified, it is resected if no bladder response is obtained
(39).

If a posterior rhizotomy is performed, stimulation can be
applied to mixed sacral nerves in the sacral spinal canal
extradurally, since the action potentials generated on the
afferent axons do not reach the spinal cord. This has the
advantage that the electrodes can be placed extradurally,
reducing the risk of leakage of cerebrospinal fluid along the
cables, and reducing the risk of breakage of the cables
where they cross the dura. In addition, the extradural

nerves are more robust than the intradural roots, being
covered with epineurium derived from the dura, and
require less dissection than the intradural roots; therefore,
there is less risk of neuropraxia of the axons, which could
otherwise lead to a delay in usage of the stimulator but not
usually in permanent loss of function (1,41).

The benefits of a posterior rhizotomy include abolition
of the neurogenic detrusor over activity, resulting in
increased bladder capacity and compliance, reduced incon-
tinence, and protection of the kidneys from ureteric reflux
and hydronephrosis. The rhizotomy also reduces detrusor-
sphincter dyssynergia, which improves urine flow, and
prevents autonomic dysreflexia arising from distension
or contraction of the bladder or bowel. In addition, a poster-
ior rhizotomy improves implant-driven micturition. How-
ever, there are also drawbacks with a rhizotomy. They
include abolition of reflex erection, reflex ejaculation, reflex
defecation and sacral sensation, if present. Still, in many
subjects with spinal lesions, these reflexes are not ade-
quately functional, and function can be restored by other
techniques (42).

The surgical technique for extradural implantation
involves laminectomy of the first three pieces of the
sacrum. It may also involve laminectomy of the L5 ver-
tebra, depending on whether it is decided to implant
electrodes on S2 roots (39). Extradural electrodes are used
for patients in whom arachnoiditis makes separation of
the sacral roots impossible. In some centers, however,
extradural electrodes are used for all or nearly all
patients.

After electrode implantation, the operation proceeded
with closure of the dura, tunneling of the leads to a sub-
cutaneous pocket in the flank, and closure of the skin. The
patient is turned over and the leads are prepared for
connection to the implantable stimulator.

At this time the leads are connected via an aseptic cable
to an experimental stimulator. Prior to stimulation the
bladder is filled with 200 mL saline using a transurethral
filling catheter. The experimental stimulator consisted of
two synchronized current sources with a common cathode.
Pressure responses are elicited using pulse trains of 3–5 s
duration; containing identical monophasic rectangular
pulses delivered at a rate of 25 pulses � s�1. Stimulation
is usually limited to the S3 and S4 ventral roots since they
contain most of the motoneurons innervating the lower
urinary tract.

After 15–20 min of experimental stimulation the leads
are disconnected from the stimulator and the normal pro-
cedure is resumed with implantation stimulator.

A two-channel transurethral pressure catheter is used
to measure intravesical and intraurethral pressure. The
urethral pressure sensor is positioned at the level of the
external sphincter such that in response to suprathreshold
stimulation a maximal pressure response is measured.
Pressures are sampled at 8 Hz, displayed on a monitor,
and stored in a portable data logger (43).

All patients are followed up according to a fixed protocol.
Urodynamic measurements are taken at 2 days, 15 days, 4
months, and 1 year after surgery and every 2–3 years
thereafter. Renal ultrasound examination is performed
every year. Stimulation is performed for the first time
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Figure 27. Finetech–Brindley system.



between days 8 and 14, depending on the level of the spinal
cord lesion (33).

PUDENDAL NERVE STIMULATION FOR THE TREATMENT
OF THE OVERACTIVE BLADDER (rf BION) (SEE FIGS. 28
AND 29)

Indications for use: The rf Bion system is still relatively
new, and though no clear, established indications have
been set so far, its activity on the pudendal nerve and
inhibition of the detruser muscle makes it ideal for over-
active bladder disorders.

Electrical stimulation of the pudendal nerve has been
demonstrated to inhibit detrusor activity and chronic elec-
trical stimulation may provide effective treatment for over-
active bladder disorders (44). The hurdle to date has been
the technical challenge of placing and maintaining an
electrode near the pudendal nerve in humans; however,
recent development of the BION has made chronic implan-
tation feasible.

The BION is a small, self-contained microstimulator
that can be injected directly adjacent to the pudendal nerve
(see Fig. 28). The ischial spine is an excellent marker for
the pudendal nerve as it re-enters the pelvis through
Alcock’s canal. This is a very consistent anatomical land-
mark in both men and women. Also, the implanted elec-
trode is protected in this area by both the sacral tuberous
and sacrospinous ligaments. Stimulation in this area acti-
vates afferent innervation over up to three sacral seg-
ments. Efferent stimulation also provides direct
activation of the external urethral sphincter, the external
anal sphincter, and the levator ani muscles, which may be
of some benefit in bladder control. The external compo-
nents of this neural prosthesis include a coil that is worn
around the subject’s hips and a controller that is worn
around the shoulder or waist.

The technique chosen to implant the device is that of the
transperineal pudendal block. This approach is minimally
invasive and is well established. A special implant tool was

devised to facilitate placement. The BION implantation
technique was developed in cadavers. The optimum inser-
tion location is 1.5 cm medial to the ischeal tuberosity using
a vaginal finger to guide the implant toward the ischial
spine where electrical stimulation of the pudendal nerve
may be confirmed (see Fig. 29).

A percutaneous stimulation test (PST) was developed
and proved to be a very effective way to assess acute
changes in bladder volumes while stimulating the puden-
dal nerve. A baseline cystometrogram (CMG) was obtained
followed by percutaneous pudendal nerve stimulation for
10 min with a repeat CMG.

The first implant was done on August 29, 2000. The
BION was implanted under local anesthesia with intrave-
nous sedation. Proper placement was verified by palpation
and EMG activity. An intermittent stimulation mode of 5 s
on 5 s off was used. Subjects returned 5–7 days later for
activation, to distinguish between postoperative pain and
potential stimulation pain. Subjects were followed up at 15,
30, and 45 days after activation. At each follow-up visit
they underwent another cystometrogram and brought in a
72 h voiding diary. The results indicated a favorable
response to maximum cystometric capacity throughout
the study period. Diary entries verified improvement—
incontinent episodes decreased by 65%, and both daytime
and nighttime voids were decreased, as was pad use per
day.

FUTURE DIRECTION OF THE THERAPY HARDWARE

The ongoing development of tools and hardware is driven
by the desire to reduce the invasiveness of the implant and
the likelihood of adverse events. Development efforts are
concentrated on system components and tools that will
allow implantation of the lead system through small inci-
sions or percutaneous approaches. It is inevitable that the
size of the neurostimulator will be reduced as future gen-
erations of the device are developed; more efficient power
batteries and packaging will drive this aspect of develop-
ment.

A rechargeable power battery may allow a smaller
device. Although a smaller device would be welcomed,
attaining this goal with a rechargeable battery is not seen
as the best approach. A rechargeable neurostimulator would
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Figure 28. BION microstimulator.

Figure 29. Placement of BION system near pudendal nerve.



require the patient frequently to recharge the unit; this
would inconvenience the patient and could reduce patient
compliance. Additionally, a rechargeable battery would be
more expensive than a nonrechargeable one owing to the
technology required and the additional equipment neces-
sary for recharging. Furthermore, this would not eliminate
the need for periodic replacement of the neurostimulator
every 5–10 years. System components will be optimized for
the therapy, to reduce the time needed for management of
both implant and patient. The incorporation of micropro-
cessors and implementation of features such as a battery
gauge will provide additional operational information while
decreasing the time needed to manage the patient.

Physicians will be able to analyze system use, lead
status, and other parameters. The addition of sensing
technology may provide an opportunity to create a
closed-loop system that captures data to optimize both
diagnosis and functioning.

Bilateral stimulation may provide more efficacious ther-
apy. There is considerable interest in this approach, and it
seems to be a probable avenue of research in the near
future. However, any use of bilateral stimulation would
have to justify the larger neurostimulator, the extra lead
system, and the additional costs associated with this
approach; at present, there is no scientific experience to
support this approach.

Apart from a reduction in the size of the implanted
device, enhanced physician control is the most likely devel-
opment to occur in the foreseeable future. Graphics-based
programming and control will simplify device program-
ming; it will allow more complex features to be incorpo-
rated in the neurostimulator without adding undue
complexity to the physician programmer. Management
of patient data files will become easier as additional
data-management features are added to the programmer;
the physician will be able to obtain a patient-programming
history and other patient-management data. It is concei-
vable that, in the not-so-distant future, the physician may
be able to access patient-device data over the Internet, thus
making unnecessary some clinic visits and allowing for
remote follow-up of patients who are on holiday or have
moved house.

Future devices may allow software loading in a non-
invasive manner, to upgrade the device long after implan-
tation. Such capability could be used to provide new
therapy algorithms as well as new therapy waveforms.

The future will also bring enhanced test stimulation
devices, which will provide improved fixation during the
test stimulation period. The development of new leads is
one such focus with the aim of allowing a longer test
stimulation period without lead migration.

The future application of SNS is dependent on new
clinical research. Pelvic disorders, such as pelvic pain
and sexual dysfunction, appear likely to be the First areas
of investigation; sacral anterior root stimulation for spinal
cord injury may also provide a worthwhile avenue of
enquiry. The development of these applications—or of
any other, for that matter—will potentially require new
waveforms and the development of new therapy algo-
rithms. The future is as open as the availability of
resources and the application of science allow (45).

BIBLIOGRAPHY

Cited References

1. Jezernik S, Craggs M, Grill WM, et al.Electrical stimulation
for the treatment of bladder dysfunction: current status and
future possibilities. Neurol Res 2002;24(5):413–430.

2. Galvani L. De virfbus electricitatis in motu musculari, com-
mentaffus. De Bononiensi Scientarium et Artium Instituto
Atque Academia. 1791;7:363–418.

3. Volta A. Letter to Sir Joseph Banks, March 20, 1800. On
electricity excited by the mere contact of conducting sub-
stances of different kinds. Philos Trans R Soc London (Biol)
1800;90:403–431.

4. Duchenne GBA. De I’dlectrisation localisde et de son applica-
tion & la physiologie, & la pathologie et b la therapeutique.
Paris; 1855.

5. Duchenne GBA. Physiologie des moumments demonstrde b
I’aide de I’experimentation electrique et de l’observation
clinique, et applicable b I’6tude des paralysies et des defor-
mations. Paris; 1867.

6. Chaffee EL, Light RE. A method for remote control of electrical
stimulation of the nervous system. Yale J Biol Med 1934;7:83.

7. Glenn WWL, Phelps ML. Diaphragm pacing by electrical
stimulation of the phrenic nerve. Neutosurgery 1985;
17:974–1044.

8. Glenn WWL, Mauro A, Longo E, et al.Remote stimulation of
the heart by radiofrequency transmission. N Engl J Med
1959;261:948.

9. House WF. Cochlear implants. Ann Otol Rhinol Laryngol
1976;85(27):1–93.

10. Saxtorph MH. Strictura urethrae—Fistula petinei—Retentio
urinae. Clinisk Chirurgi. Copenhagen: Gyldendalske Fodag;
1878.

11. Katona F, Benyo L, Lang J. Uber intraluminare elektrother-
apie vor verschiedenen paralytischen zustlinden des gastro-
intestinalen tractes mit quadrangularstrom. Zentralbl Chir
1959;84:929.

12. Matona F. Stages otvegetative afferentation in reorganiza-
tion of bladder control during electrotherapy. Urol Int
1975;30:192–203.

13. Schlote N, Tanagho EA. Electrical Stimulation of the lower
urinary tract: historical overview. In: Jonas U, Grunewald V,
editors. New Perspectives in sacral nerve stimulation.
Dunitz; 2002. p 1–8.

14. McGuire WE. Response of the neurogenic bladder to vadous
electrical stimuli [dissertation]. Department of Surgery,
Bowman Gray School of Medicine; 1955.

15. Boyce WH, Lathem JE, Hunt LD. Research related to the
development ofan artificial electrical stimulator for the paral-
yzed human bladder: a review. J Urology 1964;91:41–51.

16. Bradley WE, Chou SN, French LA. Further experience with
the radio transmitter receiver unit for the neurogenic blad-
der. J. Neurosurg 1963;20:953–960.

17. Caldwell KPS. The electrical control of sphincter incompe-
tence. Lancet 1963;2:174.

18. Fall M, Erlandson BE, Carlsson CA, Lindstr6m S. The effect of
intravagnal electrical stimulation on the feline urethra and
urinary bladder. Scand) Urol Nephrol (Supp) 1977;44: 19–30.

19. Lindstrim S, Fall M, Carlsson CA, Edandson BE. The neu-
rophysiologcal basisaf bladder inhlbition in response to intra-
vaginal electrical stimulation. Urology 1983;129:405–410.

20. McGuire EL, ZIang SC, Horwinski ER, Lytton B. Treatment
of motor and sensory detrusor instability by electical stimu-
lation. J Urol 1983;129:78–79.

21. Govier FE, Litwiller S, Nitti V, Kreder KJ, Jr., Rosenblatt P.
Percutaneous afferent neuromodulation for the refractory

442 BLADDER DYSFUNCTION, NEUROSTIMULATION OF



overactive bladder: results of a multicenter study. J Urol
165:1193, 2001.

22. van Balken MR, Vandoninck V, Messelink BJ, Vergunst H,
Heesakkers JP, Debruyne FM, et al. Percutaneious tibial
nerve stimulation as neuromodulative treatment of chronic
pelvic pain. Eur Urol; 43:158, 2003.

23. van Balken, Michael R, Vergunst Henk, Bemelmans Bart
LH. The use of Electrical Devices for the Treatment of
Bladder Dysfunction: A Review of Methods. Urol September
2004;172(3):846–851.

24. Ingersoll EH, Jones LL, Hegre ES. Effect on urinary bladder
of unilateral stimulation of pelvic nerves in the dog. Am
Physiol 1957;189:167.

25. Hald T, Agrawal O, Mantrowitz A. Studies in stimulation of
the bladder and its motor nerves. Surgery 1966;60:848–856.

26. Hald T, Meier W, Khalili A, et al. Clinical experience with a
radio-linked bladder stimulator. J Urol 1967;97:73–78.

27. Friedman H, Nashold BS, Senechat R. Spinal cord stimula-
tion and bladder function in normal and paraplegic animals.
J Neurosurg 1972;36:430–437.

28. Jonas U, Heine JR, Tanagho EA. Studies on the feasibility of
urinary bladder evacuation by direct spinal cord stimulation.
1. Parameters of most effective stimulation. Invest Urol
1975;13:142–150.

29. Jonas U, James LW, Tanagho EA. Spinal cord stimulation
versus detrusor stimulation. A comparative study in six acute
dogs. Invest Urol 1975;13:171–174.

30. Jonas U, Tanagho EA. Studies on the feasibility of urinary
bladder evacuation by direct spinal cord stimulation. II.
Poststimulus voiding: a way to overcome outflow resistance.
Invest Urol 1975;13:151–153.

31. Nashold BS, Friedman H, Boyarsky S. Electrical activation
of micturition by spinal cord stimulation. J Surg Res
1971;11:144–147.

32. Thirhoff JW, Bazeed MA, Schmidt RA, et al. Regional topo-
graphy of spinal cord neurons innervating pelvic floor mus-
cles and bladder neck in the dog: a study by combined
horseradish peroxidase histochemistry and autoradiography.
Utol Int 1982;37:110–120.

33. Tanagho EA, Schmidt RA. Bladder pacemaker: scientific
basis and clinical future. Urology 1982;20:614–619.

34. Schmidt RA, Bruschini H, Tanagho EA. Sacral root stimula-
tion in controlled micturition: peripheral somatic neurotomy
and stimulated voiding. Invest Urol 1979;17:130–134.

35. Probst M, Piechota HA, Hohenfeliner M, et al.Neurostimula-
tion for bladder evacuation: is sacral root stimulation a
substitute for microstimulation? Br J Urol 1997;79:554–
566.

36. Bosch JLHR, Groen J. Sacral nerve neuromodulation in the
treatment of patients with refractory motor urge inconti-
nence: long-term results of a prospective longitudinal study.
J Urol 2000;163:1219.

37. Spinelli M, Giardiello G, Gerber M, Arduini A, Van Den
Hombergh U, Malaguti S. New Sacral Neuromodulation
Lead For Percutaneous Implantation Using Local Anesthe-
sia: Description And First Experience. J Urol 2003;170(5):
1905–1907.

38. Brindley GS. The first 500 patients with sacral anterior root
stimulator implants: general description. Paraplegia 1994;
32:795–805.

39. Egon G, Barat M, Colombel P, et al.Implantation of anterior
sacral root stimulators combined with posterior sacral rhi-
zotomy in spinal injury patients. World J Urol 1998;16:342–
349.

40. Brindley GS, Polkey CE, Ruston DN. Sacral anterior root
stimulators of bladder control in paraplegia. Paraplegia
1982;28:365–381.

41. Brindley GS, Polkey CE, Rushton DN, Cardozo L. Sacral
anterior root stimulators for bladder control in paraplegia:
The first 50 cases. J Neurol Neurosurg Psychiat 1986;49:
1104–1114.

42. Rijkhoff N. Neuroprostheses to treat neurogenic bladder
dysfunction: current status and future perspectives. Childs
Nerv Syst 2004 Feb; 20(2): 75–86.

43. Rijkhoff N, Wijkstra H, Kerrebroeck P, et al.Selective detru-
sor activation by sacral ventral nerve-root stimulation: results
of intraoperative testing in humans during implantation of a
Finetech-Brindley system. World J Urol 1998;16: 337–341.

44. Vodus¢ek DB, Light KJ, Libby JM. Detrusor inhibition
induced by stimulation of pudendal nerve afferents. Neu-
rourol Urodyn 1986;5:381.

45. Gerber M, Swoyer J, Tronnes C. Hardware: development and
function. New Perspectives in sacral nerve stimulation. In:
Jonas U, Grunewald V, editors. Dunitz: 2002. p 81–88.

See also BIOTELEMETRY; FUNCTIONAL ELECTRICAL STIMULATION; TRANS-

CUTANEOUS ELECTRICAL NERVE STIMULATION (TENS).

BLIND AND VISUALLY IMPAIRED, ASSISTIVE
TECHNOLOGY FOR

ANDREW Y. J. SZETO

San Diego State University
San Diego, California

INTRODUCTION

Severe visual impairment represents one of the most ser-
ious sensory deficits that a human being can have. When
this sensory input channel is so impaired that little useful
information can pass through it, assistive devices that
utilize alternative sensory input channels are often neces-
sary. Familiar examples include the use of Braille and the
white cane, respectively, for reading and obstacle avoid-
ance by persons who are blind. Both of these assistive
devices provide environmental information to the user
via the sense of touch. Other assistive devices provide
environmental feedback via the sense of hearing.

In the material that follows, examples of available assis-
tive technology and promising new assistive technology
under development for persons who are blind or severely
visually impaired are presented. This article begins with an
overview of the prevalence and impairments associated with
blindness impairments and follows with an examination of
reading aids, independent living aids, and mobility aids. The
article concludes with a brief look at kinds of assistive
technology likely to be available in the near future for
persons with severe visual impairments.

The term blindness has many connotations and is
difficult to define precisely. To many people, blindness
refers to the complete loss of vision with no perception of
light. The U.S. government, however, defines blindness as
the best corrected visual acuity of 20/200 or worse in the
better seeing eye. The acuity designation 20/200 means
that a vision impaired person is able to see at a distance of
20 ft (6.09 m) what a person with normal visual acuity is
able see at 200 ft (60.96 m). Low vision is defined as the
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best corrected visual acuity that is worse than 20/40 in the
better seeing eye. People with extreme tunnel vision (a
visual field that subtends an angle > 208 regardless of the
acuity within that visual angle) also are classified as being
legally blind and thus qualify for certain disability
benefits.

It is important to realize that a great majority
(� 70–80%) of people with severe impairments has some
degree of usable vision (1,2). The severity of vision loss can
vary widely and result in equally varying degrees of func-
tional impairment. Although the degree of impairment may
differ from one person to another, people who are blind or
have low vision experience the common frustration of not
being to see well enough to perform common everyday tasks.

The prevalence of blindness and low vision among
adults 40 years and older is given in Table 1. According
to the National Eye Institute (2), a component of the
National Institutes of Health in the United States Depart-
ment of Health and Human Services, the leading causes of
vision impairment and blindness are primarily age-related
eye diseases. These include age-related macular degenera-
tion, cataract, diabetic retinopathy, and glaucoma. The
2000 census data revealed > 5 million people of all ages
in America have visual impairments severe enough to
significantly interfere with their daily activities.

CONSEQUENCES OF SEVERE VISUAL IMPAIRMENTS

The two major difficulties faced by persons who are blind or
severely visually impaired are access to reading material
and independent travel or mobility. Simple-to-sophisti-
cated technology has been used in a variety of assistive
devices to help overcome these problems. The term reading
is used in this context to include access to all material
printed on paper or electronically. Reading material can
include text, pictures, drawing, tables, maps, food labels,
signs, mathematical equations, and graphical symbols.
Safe and independent mobility is used to encompass both
obstacle avoidance and navigation. For safe and indepen-
dent mobility, the first concern is avoiding obstacles, such
as curbs, chairs, low hanging branches, and platform drop-
offs. After the sight impaired traveler has gained an aware-
ness of the basic spatial relationships between objects
within the travel environment, their needs wayfinding
or navigational assistance, which involves knowing one’s
position, one’s heading with respect to the intended desti-
nation, and a suitable path to reach it.

LOW VISION READING AIDS

People with low vision significantly out number those who
are totally without sight (Table 1). Hence, the consumer
market for low vision aids is much larger than the one
dedicated to people with zero vision. The technology used in
low vision aids is rather straightforward and the techno-
logically used is relatively mature. Hence, only a brief
overview of such assistive devices will be presented before
discussing the more challenging issues faced by persons
with zero useful vision. For readers desiring detailed
product information about low vision aids, a search of
the Internet using the term low vision aids will yield a
bounty of pictures, product specifications, and purchasing
information.

All low vision aids aim to maximize an individual’s
residual vision to its fullest. Low vision aids can be cate-
gorized as optical, nonoptical, and electronic. Optical aids
include handheld magnifying glasses, telescopes mounted
on eyeglass frames, and even microscope lenses. Nonopti-
cal aids include enlarged high contrast print and high
intensity lamps.

Electronic low vision aids represent the highest level in
terms of cost, complexity, and performance. They include
electronic video magnifiers that project printed material on
a closed circuit monitor, regular television, or computer
screen. Electronic video magnifiers can maximize read-
ability of the written material by providing a wide range
of magnification, brightness, contrast, type of fonts, and
foreground and background colors. A good example of a
modern closed circuit TV type of electronic low vision aid is
the Optelec Traveller (Fig. 1). This portable video
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Table 1. Prevalence of Blindness and Low Vision Among Adults 40 Years and Older in the United Statesa

Blindness Low Vision All Vision Impaired

Age, Years Persons % Persons % Persons %

40–49 51,000 0.1 80,000 0.2 131,000 0.3
50–59 45,000 0.1 102,000 0.3 147,000 0.4
60–69 59,000 0.3 176,000 0.9 235,000 1.2
70–79 134,000 0.8 471,000 3.0 605,000 3.8
>80 648,000 7.0 1,532,000 16.7 2,180,000 23.7
Total 937,000 0.8 2,361,000 2.0 3,298,000 2.7

a
Abstracted from Ref. 3 Arch. Ophthalmol. Vol. 122, April 2004.

Figure 1. This portable video magnifier has a built-in 6 in. (15.24 cm)
color screen and can magnify text and pictures up to 16 times.
(Courtesy of Optelec International, New York.)



magnifier has a built-in 6 in. (15.24 cm) color screen and
can magnify text and pictures up to 16 times and more if its
video signal is sent to a television set.

People with tunnel vision or central blind spots due to
macular degeneration often find it difficult and tiring to
read an entire computer screen. For such individuals, the
advent of the talking computer (Fig. 2) represented a major
technological breakthrough. The capability and flexibility
of such a computer or reading machine addressed many of
their needs as well as the needs of persons without any
useful vision.

READINGS AIDS FOR THE BLIND

For persons with essentially zero useful vision, the tactile
sense has been utilized as an alternative sensory input
channel for reading. One of the oldest reading substitutes
for the blind is Braille, a six dot matrix code that Louise
Braille adapted in 1824 for use by blind persons to read
written text. The standard Braille cell consists of two
columns and three rows of dots separated by 2.3 mm with
4.1 mm separating adjacent cells. Each Braille cell occupies
a rectangular area of 4.3� 8.6 mm and can represent 26�1
(or 63) possible symbols within that areas. Grade I Braille
maps each cell a one-to-one basis to each letter of the
alphabet, basic punctuation marks, and simple abbrevia-
tions so that Grade I Braille has an informational density of
approximately 1 bit per 6 mm2 of surface area. For greater
informational compactness and faster reading rates, Grade
II Braille uses combinations of dots to represent contrac-
tions, frequently used words, prefixes, and suffices. Grade
III Braille is even more compact and affords the highest
reading rates, but very few people ever master it. The
largest proportion of Braille literature is produced at the
Grade II level, which can be read at up to 200 words per
minute (4) by those proficient in Braille. Braille is a unique
reading aid that not only gives blind persons access to
printed material but also provides them with a writing
medium.

Despite Braille’s unique place as a complete writing
system that is spatially distributed and retains many
advantages of a printed page, Braille is a specialized code
that only a small percentage of blind individuals learn to
use. This is especially true for persons who become blind

after the age of 15 years. Given the difficulty of mastering
Braille, the lack of up-to-date Braille printed material, and
advances in alternate technologies such as electronic
reading machines, many blind individuals choose to not
bother with Braille.

Other disadvantages of Braille printed material include
the cost to produce it, store it, and maintain it. Embossable
Braille paper is not only bulky, heavy, and expensive, the
pattern of raised dots (laboriously and noisily impressed
into the paper) is fragile and short lived. Assistive tech-
nologies such as portable Braille readers (Fig. 3) have
mitigated some of the inconveniences associated with
Braille (5), but these electronic Braille readers–recorders
often do not display the two-dimensional (2D) information
embedded in graphs, tables, and mathematical formulas.
The single and dual line tactile displays found in most
portable readers also makes the rapid search for content
via headings very difficult.

Refreshable Braille readers can be used as a computer
interface for accessing information on the computer screen.
Some full-sized electronic Braille displays are 80 cells long
and cost upward of $10,000. The dots in these transient
Braille displays are produced by pins raised and lowered
(refreshed) to form Braille characters. Refreshable Braille
readers allow users to access any portion of the screen
information via specialized control buttons and status
Braille cells. Tactually distinguishable arrow keys offer
screen cursor control while extra status cells provide addi-
tional information about text-attributes or line and colon
positions.

Refreshable Braille displays are especially useful for deaf
blind individuals and users working with computer pro-
gramming languages. For example, the Braille Voyager 44
(Fig. 4), made by F.J. Tieman BV, has a 44 cell Braille
display, and 5 thumb keys for screen navigation. Using its
built-in macro program, USB connection, and any screen
reader, the Voyager enables a user to access many features
of the Windows operating system.
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Figure 2. Closed-circuit television with computer based text-to-
speech output, a talking computer.

Figure 3. Portable refreshable Braille reader that can playback
or store messages using a cassette recorder. The reader has a
single-line tactile display, a Braille keyboard, and a tape cassette
for data storage and recall. (Picture taken from Fig. 2.8 of Ref. 5.)



Despite Braille’s many drawbacks and limited popular-
ity, its long history, status as the only complete writing and
reading system for the blind, and tenacity of advocates like
the American Federation for the Blind combine to keep
Braille viable as an informational medium. Nonprofit
groups like the Braille Institute produce millions of pages
of Braille each year for business, schools, government
agencies and individuals across the nation. They sell
recreational reading material in Braille to both children
and adults and provide low cost transcription, embossing,
and tactile graphic services.

For the majority of blind persons who do not know
Braille, reading material converted into the audio format
(aka talking books) and played back on variable speed tape
recorders have proven to be popular and convenient to use.
To overcome spoken speech’s inherently slower reading
rate, variable speed tape recorders with special electronic
circuits that compensate for the pitch change during high
speed playback (1.5–3 times normal speed) can be used.
Obtaining reading material in audio form for playback on
such recorders also has become more convenient as vendors

make downloading of electronic text and audio files avail-
able to their subscribers (6).

Although audio books are popular for persons with
severe visual impairments, this approach does not work
for reading the newspaper, daily mail, memoranda, cook-
books, technical reports, handwritten notes, and common
everyday correspondence, such as utility bills and bank
statements. Before the advent of a reading machine, which
has now become part of a general purpose talking compu-
ter, persons with no useful vision relied on human readers
with its attendant inconvenience, loss of independence,
and lack of privacy.

For severely sight impaired individuals and even those
who know Braille, the power, convenience, and versatility
of a reading machine, also known as a talking computer,
have made it the preferred method of accessing most read-
ing material. First marketed in the early 1980s, reading
machines of today are affordable, compact, and can reliably
and rapidly convert alphanumeric text into synthetic
speech. In addition to a synthetic voice that reads aloud
the actual text, the talking computer or reading machine
also provides auditory feedback of cursor location and
navigational commands.

A talking computer or dedicated reading machine con-
tains artificial intelligence that converts alphanumeric
text into spoken speech. The multistep process begins with
an optical device that scans the text of a printed document
or web page and, using optical character recognition, con-
verts that alphanumeric text string into prefixes, suffixes,
and root words (Fig. 5).

The process through which the text string is converted
into speech output is somewhat complex and undergoing
refinement. The clarity and naturalness of the voice output
depend on the text-to-speech technique employed. In gen-
eral, clearer and more natural costlier sounding speech
requires more memory and greater processing power and is
thus more expensive.

After the written material has been converted into a text
string by optical character recognition software, one of
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Figure 4. The Braille Voyager 44 made by Manufacturer: F.J.
Tieman BV. It has a 44 cell Braille display and 5 navigation keys.

Figure 5. Functional components of a reading
machine. (Taken from Fig. 2.18 of Ref. 5.)
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three basic methods can be employed to convert the string
into speech sounds. The first method is called whole word
look-up. It produces the most intelligible, life-like speech,
but it is the most memory intensive even for modest sized
vocabularies. Despite steady advances in low cost, high
density memory chips, whole-word-look-up tends to be
prohibitively expensive or the vocabulary is limited (7).

A less memory intensive approach is the letter-to-sound
conversion in which a synthetic sound processor divides
the text string into basic letter groups and then follows
certain pronunciation rules for the creation of speech.
Many languages (especially American English) are replete
with numerous exceptions to the usual rules of pronuncia-
tion. Hence, the quality of the speech output using letter-
to-sound conversion depends on the sophistication of the
rules and the number of exceptions employed (7,8).

The third method of converting text into speech is called
morphonemic text-to-speech conversion. This approach
relies on prestored combination of morphemes (basic units
of language such as prefixes, suffixes, and roots) and their
corresponding speech sounds. Some 8000 morphemes can
generate � 95% of the English words (8,9) so this approach
avoids the memory demands of the whole word look-up
approach. Morphonemic based speech generation generally
yields synthetic speech output that is more intelligible
than the letter to speech approach, but is more demanding
computationally. Continuing advances in technology have
now made single chip text to speech converters powerful,
capable, and affordable in consumer electronics (10).

A blind individual using a computer running a text-
to-speech program can now hear what is on the screen and
use cursor keys to select a specific part of the screen to read.
Equipped with such a computer, high speed connection to
the Internet, and a modern reading machine, sight
impaired individuals now have wide access to news, e-mail,
voice messaging, and Internet’s vast repository of informa-
tion. These powerful information technologies have
reduced the social isolation formerly felt by blind persons
while also broadening their employment opportunities.

One example of how recent technological advances are
improving access to reading materials is the Spoken Inter-
face that Apple Computer unveiled at the 2005 Annual
Technology & Persons with Disabilities Conference held in
Los Angeles. Because Spoken Interface is a screen reader
that is fully integrated into Apple’s operating system,
assistive technology developers should be able to set up
easy inter-operability between their software and the oper-
ating platform with little additional modifications.

Another example of a low cost, user friendly, and
powerful text-to-speech software is the TextAloud MP3
by Nextup Technologies (http://www.nextuptech.com/
about.html). This software converts any text into natural
sounding speech or into MP3 files for downloading and
later playback on portable electronic devices (e.g., MP3
players, pocket PCs, and portable data assistants).

MANDATED WEB ACCESSIBILITY

With so much information available on the Internet
and the blind people’s increasing dependence on it, the

United States government included web accessibility in its
1998 amendment of the Rehabilitation Act (11). Section
508 of this law requires that when Federal agencies
develop, procure, maintain, or use electronic information
technology, they must ensure that this technology offers
comparable access to Federal employees who have disabil-
ities. Although the scope of Section 508 is limited to the
Federal sector, these requirements have gradually spread
to the private sector, especially to large corporations that
deal frequently with the Federal government.

The accessibility requirements of Section 508 are
reflected in several guidelines, including as the Web
Content Accessibility Guidelines (WCAG) from the World
Wide Web Consortium (W3C). The WCAGrecommendations,
which are updated periodically, include implementing
standardized style sheets instead of custom HTML tags
and offering closed-captioning and transcripts of multi-
media presentations. Other recommendations for making
a web site compliant (12) include the following: provide
text alternates to images; make meaning independent of
color; identify language changes; make pages style sheet
independent; update equivalents for dynamic content;
include redundant text links for server-side image maps;
use client-side image maps when possible; put row and
column headers in data tables; associate all data cells
with header cells; title all frames; make the site script
independent.

An assortment of adaptive hardware and software can
be effectively utilized once a web site satisfies the WCAG
recommendations (13). Persons with low vision can change
their browser settings or use screen magnifiers. Internet
users who are blind or have very limited vision can use
text-based Web browsers with voice-synthesized screen
readers, audio browsers, or refreshable Braille displays
to read and interact with the Web.

Recent efforts to increase internet’s compatibility with
assistive technologies used by sight impaired persons
include the development and implementation of search
engines that read aloud their results using male and
female voices. Some websites offer speech-synthesized ren-
ditions of articles from news organizations like BBC, Reu-
ters, and the New York Times (14).

While internet accessibility by persons with severe
visual impairments is improving, a number of problems
and challenges remain. Screen readers or Braille key-
boards that blind people use to navigate the Internet
cannot scan or render graphical elements into a readable
format. Spam, security checks, popup ads, and other things
that slow down a sighted person’s Web searches are even
worse impediments for those with severe visual impair-
ments using assistive technology.

INDEPENDENT LIVING AIDS

Because blindness and severe visual impairments are so
pervasive in their impact, numerous and relatively low cost
assistive devices have been developed to make non-reading
activities of daily living (ADL) easier. In general, these
ADL devices rely on the users’ auditory or tactile sense for
their operation.
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A quick check of electronic catalogs on the Internet
shows that many types of independent living aids are
available. For example, special clocks and timers that give
both voice and vibratory alarms are available in various
sizes and features. Other assistive devices for ADL include
talking wrist watches, push-button padlocks, special
money holders, Braille embossed large push button
phones, and jumbo sized playing cards embossed with
Braille. Personal care items for the blind include talking
bathroom scales, thermometers, glucose monitors, blood
pressure gauges, and prescription medicine organizers.
Educational aids that facilitate note taking, calculating,
searching, printing, and organizing information include
talking calculators (Fig. 6), pen-like handheld scanner
for storing text, letter writing guides with raised lines,
Braille metal guides and styluses, and signature guides.

MOBILITY AIDS

For persons with severe visual impairments, the advent of
powerful and affordable reading machines and the vast
amount information (already in electronic form) on the
internet, the problem of access to reading materials has
been significantly ameliorated. In contrast, their other
major problem (the ability to travel safely, comfortably,
gracefully, and independently through the environment)
has only been partially solved.

Despite years of effort and some major advances in
technology, there is no widely accepted electronic travel
aid (ETA). Most blind individuals rely on the sighted
human guide, a guide dog, and the familiar white cane.
The human sighted guide offers companionship, intelli-
gence, wayfinding capability, route recall, and adaptabil-
ity. Unfortunately, human guides are not always
available, and their very presence constitutes a lack of
independence. A guide dog or animal guide has been
popular, but not every blind person can independently
care for a living animal nor afford the cost of its care. In

some social situations, a guide dog can be awkward or
unacceptable. The white cane, which is both a tool and a
symbol for the blind, can alert sight-impaired travelers to
obstacles in their path, but only those at ground level and
< 5 ft. (1.5 m) away. Above ground obstacles and especially
those at head height remain a source of apprehension and
danger for travelers depending on just the white cane.

To understand why decades of research and develop-
ment efforts have not yielded an efficacious and widely
accepted electronic travel aid, one needs to realize that
mobility aids must deal with a very different set of con-
straints and inputs than do reading aids. An identification
error made by reading aids results only in misinformation,
mispronunciation, or inconvenience. In contrast, a failed
detection of an obstacle or step-down or a missed landmark
can lead to confusion, frustration, apprehension, and phy-
sical injury.

Another major difference between a mobility aid and a
reading aid lies in their operating milieu. Mobility aids must
detect and analyze unconstrained, long range, and highly
variable environmental inputs, that is, obstacles of differing
sizes, textures, and shapes distributed over a 1808 wide
area. In contrast reading machines must identify and con-
vert into intelligible speech inputs that are often well
defined and short ranged, for example, high contrast printed
alphanumeric symbols and punctuation marks (15).

To further complicate matters, users of reading aids
often have the luxury of focusing all or most of their
attention on the task at hand: interpreting the output of
the reading aid. Users of mobility aids, however, must
divide their attention among several demanding tasks
associated with traveling, such as avoiding obstacles, lis-
tening to environmental cues, monitoring their physical
location, recalling the memorized route, and interpreting
the auditory or tactile cues from their mobility aid. Given
these challenges, today’s mobility aids represent a much less
satisfactory solution (in comparison to available reading
aids) to the problem of independent and safe mobility for
persons with severe visual impairments.

THE IDEAL MOBILITY AID

Before examining the capabilities of currently available
mobility aids, it is desirable to enumerate the fundamental
features of an ideal electronic travel or mobility aid
(Table 2) (16–18). The first three items of an ideal mobility
aid can be categorized as nearby obstacle avoidance; fea-
tures 4–7 fall under the category of navigational guidance
or wayfinding; and features 8–10 represent good ergonomic
design or user friendliness.

CONVENTIONAL ELECTRONIC TRAVEL AIDS

Standard or conventional electronic travel aids detect
nearby obstacles, but provide no wayfinding assistance.
Obstacle detection entails the transmission of some sort of
energy into the surrounding space and the detection of the
reflections. After analyzing the reflected signals, the ETA
warns the traveler of possible obstacles using either audi-
tory feedback or tactile feedback.
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Figure 6. A talking calculator with a female voice speaks the i-
ndividual digits or whole integers. Its large 8 digit LCD readout is
�0.6 in. (1.52 cm) high. The calculator can add, subtract, divide,
multiply and calculate percentages. (Reproduced from Ref. 5.)



The LASER CANE (Fig. 7) is one of the few conventional
ETAs that can serve as a stand-alone, primary travel aid
because it has obstacle detection (features 1–3 of Table 2)
and is reasonably user friendly and cosmetic (features
8–10). The laser cane’s shaft houses three narrow-beam
lasers; the lasers scan upward, forward, and downward.
Reflections from objects in these zones are detected by
three optical receivers also housed in the shaft. The UP
channel monitors head level obstacles and causes high
pitched beeps to be emitted. The FORWARD channel
monitors objects located 4–10 ft. (1.21–3.01 m) ahead of
the cane’s tip and produces warning signals in the form
of either vibrations in the handle of the cane or a medium
(1600 Hz) audio tone. Obstacles encountered by the DOWN
channel produce a low frequency (200 Hz) warning tone
(19). Because the laser cane is swept through an arc
� 3–4 ft. (0.91–1.21 m) wide in the direction of the intended
path (in a manner similar to standard long cane usage),
the laser cane augments the auditory and tactile feedback
of an ordinary white cane by detecting objects at greater
distances and, most importantly, head level obstructions.

The laser cane’s main drawbacks include it being some-
what costly and fragile. It also cannot monitor the trave-
ler’s geographic location nor guide the traveler toward the
intended destination (features 5 and 6). Field tests and
consumer feedback revealed that laser obstacle detection
can be highly variable because certain surfaces and objects
reflect laser light better than others. For example, the laser
beam mostly passes through glass so that the laser cane
may miss glass doors or large glass windows ahead.

Although the laser cane is imperfect, it has one major
advantage as an ETA; It is failsafe. Should its batteries run
down or its electronics malfunction, the laser cane can still
serve as a standard long cane (20) and thus still be useful to
the traveler.

Another commercially available electronic travel aid is
the Sonic Guide, an eyeglass frame equipped with one
ultrasonic transmitter and two receivers embedded in
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Table 2. The Ideal Mobility Aid

Capabilities and Features Description

Feature No. 1 Obstacle detection Detect nearby obstacles that are ahead, at head level, and at ground level and indicate
their approximate locations and distances without causing sensory overload.

Feature No. 2 Warn of impending
Obstacles

Reliably locate and warn of impending potholes, low obstacles, step-downs and step-ups.

Feature No. 3 Guidance around
obstacles

Guide the traveler around impending obstacles.

Feature No. 4 Ergonomically designed Offer voice and/or tactile feedback of traveler’s present location. Capable of voice input
operation and/or have tactually distinct push buttons

Feature No. 5 Wayfinding Able to monitor the traveler’s present location and indicate the direction toward the
destination

Feature No. 6 Route recall Be able to remember a previous route and warn of changes in the environment due to
construction or other blockages

Feature No. 7 Operational flexibility Reliably function in a variety of settings, that is, outdoors, indoors, stairways, elevators,
and cluttered open spaces

Feature No. 8 User friendliness Be portable, rugged, fail-safe, and affordable for a blind user
Feature No. 9 Cosmesis Be perceived by potential users as cosmetically acceptable and comfortable to use in

terms of size, styling, obtrusiveness, and attractiveness
Feature No. 10 Good battery life Have rechargeable batteries that can last for at least 6 h per charge

Figure 7. The laser cane projects three narrow beams of laser
light. If any of the beams (up, forward, and downward) encounter
an object and is reflected back to the receivers in the cane’s shaft,
a tactile or auditory warning is generated. (Reproduced from
Ref. 19.)



the nose piece (21). The pulsed ultrasonic beam radiates
through a forward solid angle of � 1008. Objects in the
environment reflect ultrasound back to the two receivers
with time delays proportional to their distance and angle
with respect to the wearer’s head. The wearer is given
awareness of his surroundings via binaural auditory feed-
back of the reflected signals, recreating the experience of
echolocation as found in bats or dolphins. An object’s dis-
tance is displayed in terms of frequencies proportional to
the object’s distance from the user. The azimuth of an
object relative to the user’s head is displayed via the
relative intensity of tones sent to the ears (stereoscopic
aural imaging). As a result, the binaural sounds heard by
the user changes as he moves or turns his head.

To circumvent Sonic Guide’s tendency to interfere with
normal hearing, Kuc (22) investigated the utility of using
vibrotactile feedback via a pair of sonar transceivers and
vibrators worn on the wrists. Being on opposite sides of the
body, the dual sonar transceivers offered better left–right
obstacle discrimination than could a single sonar unit
embedded in the nose piece of the eyeglasses. The wrist
mounted pager-like device vibrated at a frequency inver-
sely related to the reflecting object’s distance from that side
of the body.

Unfortunately, neither the original eyeglass frame
based Sonic Guide nor the wrist worn sonar guide can
serve as a stand-alone travel aid because neither can detect
impending step-ups, step-downs, or other tripping hazards
in the pathway. Other user comments about the Sonic
Guide include interference with normal hearing, sensory
overload, and difficulty in combining the aid’s feedback
with other important environmental cues such as the
sound of traffic at street intersections, tactile feedback
from a white cane, or the subtle pull of a guide dog.

In contrast to Sonic Guide’s rich auditory feedback, the
Mowat Sensor implements the design philosophy that
simpler is better. The Mowat Sensor is a handheld ultra-
sonic flash light that acts like a clear path detector. It
measures 6� 2� 1 in. (15� 5� 2.5 cm), weighs 6.5 oz
(184.2 g), can be easily carried in a pocket or purse, and
is manufactured by Pulse Data International Ltd. of New
Zealand and Australia.

The Mowat device emits a pulsed elliptical ultrasonic
beam �158 wide by 308 high, a beam pattern that should
detect doorway sized openings located some 6 ft. (1.8 m)
away. Reflections from objects in the beam pattern cause
the Mowat to produce vibrations that are inversely pro-
portional to the object’s distance from the detector. As the
traveler points at and gets closer to the object, the Mowat
vibrates faster and faster. As the traveler aims moves away
from that object, the vibrations slow and then cease.
Objects outside of Mowat’s beam pattern produce no vibra-
tions.

The Sonic Guide, Mowat Sensor, and their various
derivatives share similarities while representing two
divergent design philosophies. They all employ ultrasound
instead of laser light to detect nearby obstacles. None of
them can detect tripping hazards, such as impending step-
ups, step-downs, uneven concrete walkways, or small low
obstacles in the path of travel so they cannot serve as a
stand-alone travel aid. The Mowat sensor scans a small

portion of the environment, displays limited data from that
region, and offers easily interpreted vibratory information
to the user. Alternatively, the Binaural Sonic Guide sends
a broad sonic beam into much of the traveler’s forward
environment, displays large amounts of environmental
information, and leaves it up to the user to select which
portion of the auditory feedback to monitor and which to
ignore.

While similar in concept, obstacle detection via ultra-
sound and obstacle detection via laser light interact with
the environment differently. For example, hard vertical
surfaces and glossy painted surfaces reflect sound and light
very well so they tend to be detected by both methods at
greater distances than oblique surfaces or dark cloth cov-
ered soft furnishings. Transparent glass, however, reflects
sound very well, but laser light very poorly. Hence an
ultrasonic beam would readily note the presence of a glass
door whereas laser light could miss it entirely. Sonar based
ETAs, however, are susceptible to spurious sources of
ultrasound such as squealing air breaks on buses. Such
sources and even heavy precipitation can cause the sonar
sensor to signal the presence of a phantom obstacle or
produce unreliable feedback. Furthermore, because all
ETAs display environmental information via the sense of
touch or hearing, severe environmental noise and wearing
gloves or ear muffs can reduce a user’s ability to monitor an
ETAs feedback signals.

Other drawbacks of conventional electronic travel aids
include the lack of navigational guidance (features 5 and 6
of Table 2), thus limiting the blind traveler to familiar
places or necessitating directional guidance from a sighted
guide until they have memorized the route. Furthermore,
conventional ETAs often require the user to actively scan
the environment and interpret the auditory and tactile
feedback from the aids. These somewhat burdensome tasks
require conscious effort and can slow walking speed.

INTELLIGENT ELECTRONIC TRAVEL AIDS

Recent advances in technology have sparked renewed
efforts to develop mobility aids that address some of the
aforementioned drawbacks. One promising intelligent
electronic travel aid, under development at the University
of Michigan Mobile Robotics Laboratory, is the GuideCane
(23). The GuideCane (Fig. 8) is a semiautonomous robotic
guide that improves user friendliness by obviating the
burden of constant scanning while also guiding the traveler
around obstacles, not merely detecting them. It consists of
a self-propelled and servocontrolled mobile platform con-
nected to a cane. An array of 10 ultrasonic sensors is
mounted on the small platform. The sensors emit slightly
overlapping signals to detect ground-level obstacles over a
1208 arc ahead of the platform. The sonar units, made by
Polaroid Corporation, emit short bursts of ultrasound and
then uses the time of flight of the reflections to gauge the
distance to the object. The sonar has a maximum range of
30 ft. (10 m) and an accuracy of � 0.5% (24).

When walking with the GuideCane, the user indicates
his intended direction of travel via a thumb-operated mini-
joystick mounted at the end of a cane attached to the
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platform. The mobile platform maintains a map of its
immediate surroundings and self-propels along the indi-
cated direction of travel until it detects an obstacle at which
time the robotic guide steers itself around it. The blind
traveler senses the GuideCane’s change of direction and
follows it accordingly.

Like the Laser cane, the GuideCane can function as a
stand-alone travel aid because it gives advance warning of
impending step-downs and tripping hazards. Its bank of 10
ultrasonic detectors and ability to navigate around
detected obstacles make the GuideCane easier and less
mentally taxing to use than the Laser Cane. To address the
wayfinding needs of the blind traveler, efforts are under-
way to add GPS capability, routing software and area maps
to the GuideCane. The drawbacks of the wheel mounted
GuideCane, however, include its size and weight and its
inability to detect head height objects.

NAVIGATIONAL NEEDS

Electronic travel aids like those described above are
becoming proficient at detecting and enabling the traveler
to avoid obstacles and other potential hazards. Avoiding
obstacles, however, represents only a partial solution to a
blind person’s mobility problem. Many visually impaired or
blind travelers hesitate to visit unfamiliar places because
they fear encountering an emergency or possibly getting
lost. Their freedom of travel is hampered by having to
pre-plan their initial trip to a new place or needing to enlist
the help of a sighted person.

Furthermore, blind pedestrians, even those with train-
ing in orientation and mobility, often experience difficulty
in unfamiliar areas and areas with free flowing traffic,
such as parking lots, open spaces, shopping malls, bus

terminals, school campuses, and roadways or sidewalks
under construction. They also have difficulty crossing
nonorthogonal, multiway traffic intersections (25). Con-
ventional traffic signals combined with audible pedestrian
traffic signals have proven somewhat helpful in reducing
the pedestrian accident rates at intersections (26–28), but
audible traffic signals offer guidance only at traffic inter-
sections and not other important landmarks.

One proposed solution for meeting the wayfinding needs
of blind travelers is the Talking Sign, a remote infrared
signage technology that has been under development and
testing at The Smith-Kettlewell Eye Research Institute in
San Francisco, CA (29,30). The Talking Signs system con-
sists of strategically located modules that transmit envir-
onmental speech messages to small, hand held receivers
carried by blind travelers (Fig. 9). The repeating and
directionally selective voice messages are transmitted to
the receiver by infrared (IR) light (940 nm, 25 kHz). Guided
by these orientation aids, blind travelers can know their
present location and move in the direction from which the
desired message, for example, Corner of Front Street and
Main Street, is being broadcasted, thus finding their way
without having to remember the precise route.

The Talking Sign and other permanently mounted voice
output devices, however, require standardization, costly
retrofitting of existing buildings, and the possession of a
suitable transceiver to detect or activate the installed
devices. Retrofitting buildings with such devices is not cost
effective due to their inherent inflexibility and the need for
many users to justify the implementation costs. What’s
especially frustrating for persons with severe visual
impairments is that talking signs may not reflect their
travel patterns or be available at unfamiliar locations and
wide open spaces. To be truly useful, talking signs would
have to be almost ubiquitous and universally adopted.

GPS NAVIGATIONAL AIDS

In addition to obstacle avoidance, the ideal navigational aid
also must address two other key aspects of independent
travel: orientation (the ability to monitor one’s position in
relationship to the environment) and route guidance (the
ability to determine a safe and appropriate route for
reaching one’s destination). As an orientation aid, the Global
Positioning System (GPS) seems promising. For route
guidance, a notebook computer or personal data assistant
(PDA) equipped with speech input/output software, route
planning software (artificial intelligence), and digital maps
have been proposed (18,31,32). A voice operable, handheld
GPS unit used in combination with obstacle detecting ETAs
like the Laser Cane might constitute the ideal navigational
aid for blind persons.

Several GPS equipped PDAs have recently become
available. For example, the iQue 3600 ($600 from Garmin
International Inc., Olathe, Kansas) is a handheld device
that combines a PDA and mapping software with a built-in
GPS receiver. The iQue 3600 uses the Palm operating
system and offers a color screen and voice output turn-
by-turn navigational guidance. For someone who already
possesses a PDA (e.g., Palm Pilot or Microsoft’s Pocket
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Figure 8. The GuideCane functions somewhat like a robotic guide
dog. It is able to scan the environment and steer around obstacles
by using its ultrasonic sensors, steering servomotors, and on-board
computer to keeps track of nearby obstacles and the intended path
of travel. (Reprinted from figure on p. 435 of Ref. 23.)



PC), various third party software and GPS add-on units
can be used.

While promising as a navigational aid for persons with
severe visual impairments, GPS equipped portable PDAs
(or notebook computers) have significant limitations. To
fully appreciate these limitations, a brief review of how the
Global Positioning System works (Fig. 10) would be
apropos.

Global Positioning System (GPS) began some 30 years
ago when Aerospace Corporation in Southern California
studied ways to improve radio navigation systems for the
military (33). Although GPS was not fully operational at
the outbreak of the Persian Gulf War in January 1991, its
exceptional performance in accurately locating fighting
units evoked a strong demand from the military for its
immediate completion.

Currently, 24 satellites of the GPS circle the earth every
12 h at a height of 20,200 km. Each satellite continuously
transmits pseudorandom codes at 1575.42 and 1227.6
MHz. The orbital paths of the satellites and their altitude
enable an unobstructed observer to see between five and
eight satellites from any point on the earth. Signals from
different visible satellites arrive at the GPS receiver with
different time delays. The time delay needed to achieve
coherence between the satellites’ pseudorandom codes and
the receiver’s internally generated code equals the time-of-
flight delay from a given satellite. GPS signals from at least
four satellites are analyzed to determine the receiver’s

longitude, latitude, altitude (as measured from earth’s
center) and the user’s clock error with respect to system
time (33).

For civilian applications, position accuracy of a single
channel receiver is about 100 m and its time accuracy is
� 340 ns. Greater accuracy, usually within 1 m, can be
achieved using differential GPS wherein signals from addi-
tional satellites are analyzed and/or the satellite signals
are compared with and corrected by a GPS transceiver at a
known fixed location (33).

At first glance, GPS signals seem fully able to meet the
orientation needs of persons with severe visual impair-
ments. The GPS signals are sufficiently accurate if com-
bined with differential GPS and signals are immune to
weather and are available at any time of the day, anywhere
there’s a line of sight to at least four GPS satellites. Lastly,
a GPS receiver is relatively inexpensive, < $200.

Unfortunately, just equipping blind persons with a
voice-output GPS receiver for wayfinding outdoors is insuf-
ficient. The GPS signals are often unavailable or highly
attenuated under bridges, inside natural canyons, and
between tall buildings in urban areas. The altitude GPS
information is generally not useful, and its longitudinal
and latitudinal coordinates are useless when unaccompa-
nied by local area maps (17). For college campuses or even
major metropolitan areas, the location of major buildings
and their entrances in terms of longitude and latitude
coordinates are rarely available. Without these key pieces

452 BLIND AND VISUALLY IMPAIRED, ASSISTIVE TECHNOLOGY FOR

Figure 9. Talking Signs not only gives location in-
formation, but also tells the pedestrian the current
status of the pedestrian cycle, aids in finding the
cross-walk, and indicates the direction of the desti-
nation corner. (Reproduced from Ref. 29.)

Traveling north on zero 
hundred block of Larkin 
towards Grove Street

wide beam

Larkin St.

narrow beam

Walk sign-Larkin Street

Wait-Grove Street

Grove St.

narrow beam

Figure 10. Synchronized signals
from four satellites are analyzed
by the mobile receiver to determine
its precise position in three dimen-
sions. The distances for the four s-
atellites include an unknown error
due to the inaccuracy of the recei-
ver’s clock and Doppler effects.
(Reprinted from Ref. 33.)



of information, the GPS navigational aid is unable to offer
directional guidance to the blind traveler.

INDOOR NAVIGATIONAL AIDS

One of the key characteristics of an ideal mobility aid is
that the device reliably function indoors, outdoors, and
within changing environments (Table 2). When used in
combination with detailed local area maps, the GPS recei-
ver and voice output could form the basis for a navigational
aid. However, GPS signals may not be available at all times
and are totally absent indoors. To function indoors, an
electronic navigational aid will need to rely on some other
set of electronic beacons as signposts.

For wayfinding within a large building, several inves-
tigators have borrowed the idea found in the Hansel and
Gretel fairy tale about two children leaving a trail of bread
crumbs to find their way home again. Instead of bread
crumbs, Szeto (18) proposed placing small, low cost elec-
tronic beacons along corridors or at strategic locations (e.g.,
elevators, bathrooms, stairs) of buildings visited. Acting
like personal pathmarkers, these radio frequency (RF)
emitting electronic beacons would be detected by the asso-
ciated navigational aid and guide the traveler back to a
previous location or exit. To avoid confusion with other
users, the electronic beacons could be keyed to work with
one navigational aid.

Kulyukin et al. (34) recently studied the efficacy of using
Radio Frequency Identification (RFID) tags in robot-
assisted indoor navigational for the visually impaired.
They described how strategically located, passive (nonpow-
ered) RFID tags could be detected and identified by a RFID
reader employing a square 200� 200 mm antenna and
linked to a laptop computer. In field tests, wall-mounted
RFID tags responded to the spherical electromagnetic field
from an RFID antenna at a distance of � 1.5 m. Since each
tag is given a unique identifier, its location inside a building
can be easily recalled and used to locate one’s position
inside a building.

In comparison to wall-mounted Talking Signs, the
approach of Szeto (18) and Kulukin et al. (34) seems to
be less costly and more flexible. Placing disposable electro-
nic beacons in the hands of individual travelers does not
require permanent retrofits of buildings, can be cost effec-
tive even for single users, and easily changes with the
travel patterns of the user.

The electronic beacons and handheld electronic trans-
ceivers also should be economically feasible because they
utilize a technology that’s being developed for the mass
market. World’s largest retailer, Wal-Mart, has mandated
2008 as the year when all its suppliers must implement an
RFID tracking system for their deliveries. It is likely that
RFID tags, antenna, and handheld interrogators developed
for inventory tracking can be adapted for use in an indoor
navigational aid.

Although not yet a reality, a low cost, portable, handheld,
indoor–outdoor mobility aid that embodies many of the
features listed in Table 2 is clearly feasible. The needed
technological infrastructure will soon be in place. For obsta-
cle avoidance, the Laser Cane, Guide Cane, or their variants
can be used. For indoor wayfinding and route guidance, the

blind traveler could augment the cane or guide dog with a
handheld voice output electronic navigational aid linked to
strategically placed electronic beacons. For outdoor way-
finding, the blind traveler could augment the Laser Cane
with a handheld mobility aid equipped with a GPS receiver,
compass, local area maps, and wireless internet link.

The intelligent navigational aid just described would
address the mobility needs of the blind by responding to
voice commands; automatically detecting GPS signals or
searching for the presence of electronic beacons; wirelessly
linking to the local area network to obtain directory infor-
mation; converting the GPS coordinates or the signals from
electronic beacons into a specific location on a digital map;
and, with the help of routing finding software, generating
step-by-step directions to the desired destination.

FUTURE POSSIBILITIES

Of course, the ultimate assistive technology for overcoming
the many problems of severe visual impairment would be
an artificial eye. Since the mid-1990s, research by engi-
neers, ophthalmologists, and biologists to develop a bionic
eye have grown and artificial retina prototypes are nearing
animal testing. An artificial eye would incorporate a small
video camera to capture light from objects and transmit the
image to a wallet-sized computer processor that in turn
sends the image to an implant that would stimulate either
the retina (35) or visual cortex (36).

Researchers at Stanford University recently announced
progress toward an artificial vision system that can stimu-
late a retina with enough resolution to enable a visually
impaired person to orient themselves toward objects, iden-
tify faces, watch television, read large fonts, and live inde-
pendently (37). Their optoelectronic retinal prosthesis
system is expected to stimulate the retina with resolution
corresponding to a visual acuity of 20/80 by employing 2500
pixels per square millimeter. The researchers see the device
as being particularly helpful for people left blind by retinal
degeneration. Although such developments are exciting,
tests with human subjects on practical but experimental
prototypes won’t likely occur for another 6–8 years (38).

What else the does the future hold in terms of assistive
technology in general and mobility aids in particular? In
an address to the CSUN 18th Annual Conference on
Technology and Persons with Disabilities in 2003, futurist
and U.S. National Medal of Technology recipient, Ray
Kurzweil, presented his vision of the sweeping technolo-
gical changes that he expected to take place over the next
few decades (39). His comments are worthy of reflection
and give cause for optimism.

With scientific and technological progress doubling every
decade, Kurzweil envisions ubiquitous computers with
always-on Internet connections, systems that would allow
people to fully immerse themselves in virtual environments,
and artificial intelligence embedded into Web sites by 2010.
Kurzweil (39) expects the human brain to be fully reverse-
engineered by 2020, which would result in computers with
enough power to equal human intelligence. He forecasted
the emergence of systems that provide subtitles for deaf
people around the world, as well as listening systems geared
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toward hearing-impaired users. Blind people would be able
to take advantage of pocket-sized reading devices within a
decade or have retinal implants that restore useful vision in
10–20 years. Kurzweil believed that people with spinal cord
injuries would be able to resume fully functional lives by
2020, either through the development of exoskeletal robotic
systems or techniques that bridged severed neural path-
ways, possibly by wirelessly transmitting nerve impulses to
muscles. Even if one-half of what Kurzweil predicted
became reality, the future of assistive technology for the
blind is bright and an efficacious intelligent mobility aid for
such persons will soon be commercially available.
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INTRODUCTION

Phlebotomy may date back to the Stone Age when crude
tools were used to puncture vessels to allow excess blood to
drain out of the body (1). This purging of blood, subsequently
known as blood letting, was used for therapeutic rather than
diagnostic purposes and was practiced through to modern
times. Phlebotomy started to be practiced in a more regu-
lated and dependable fashion after the Keidel vacuum tube
for the collection of blood was manufactured by Hynson,
Wescott, and Dunning. The system consisted of a sealed
ampoule with or without culture medium connected to a
short rubber tube with a needle at the end. After insertion
onto the vein, the stem of the ampoule was crushed and the
blood entered the ampoule by vacuum. Although effective,
the system did not become popular until evacuated blood
collection systems started to be used in the mid-twentieth
century. With evacuated blood collection systems came a
new interest in phlebotomy and blood drawing techniques
and systems. A lot of technical improvements have been
made, not only are needles smaller, sharper, and sterile,
they are also less painful. The improved techniques of
obtaining blood samples assure more accurate diagnostic
results and less permanent damage to the patient. Today,
the main purpose of phlebotomy synonymous with veni-
puncture is to obtain blood for diagnostic testing.

Venipuncture Standards and Recent Standard Changes

The Clinical and Laboratory Standards Institute (CLSI,
formerly the National Committee for Clinical Laboratory
Standards, NCCLS) develops guidelines and sets stan-
dards for all areas of the laboratory (www.CLSI.org).
Phlebotomy program approval as well as certification
examination questions are based on these important
national standards. Another agency that affects the stan-
dards of phlebotomy is the College of American Patholo-
gists (CAP; www.CAP.org). This national organization is
an outgrowth of the American Society of Clinical Pathol-
ogists (ASCP). The membership in this specialty organiza-
tion is made up of board-certified pathologists only and
offers, among other services, a continuous form of labora-
tory inspection by pathologists. The CAP Inspection and
Accreditation Program do not compete with the Joint Com-
mission on Accreditation of Health Care Organizations
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(JCAHO) accreditation for health care facilities, because it
was designed for pathology services only.

The CLSI have published the most current research
and industry regulations on standards and guidelines for
clinical laboratory procedures (2,3). The most significant
changes to specimen collection are (1) collectors are now
advised to discard the collection device without disassem-
bling it, this reflects the Occupational Safety and Health
Administration’s (OSHA) mandate against removing nee-
dles from tube holders; (2) the standard now permits gloves
to be applied just prior to site preparation instead of prior
to surveying the veins; (3) collectors are advised to inquire
if the patient has a latex sensitivity; (4) sharp containers
should be easily accessible and positioned at the point of
use; (5) there is a caution recommended against the use of
ammonia inhalants on fainting patients in case the patient
is asthmatic; (6) collectors must attempt to locate the
median cubital vein on either arm before considering alter-
native veins due to the proximity of the basilica vein to the
brachial artery and the median nerve; (7) forbids lateral
needle relocation in an effort to access the basilica vein to
avoid perforating or lacerating the brachial artery; (8)
immediate release of tourniquet ‘‘if possible’’ upon venous
access to prevent the effects of hemoconcentration from
altering test results.

The Role of the Phlebotomist Today

Professionalism. Phlebotomists are healthcare workers
and must practice professionalism and abide by state and
federal requirements. A number of agencies have evolved
offering the phlebotomist options for professional recogni-
tion (1). Certification is a process that indicates the com-
pletion of defined academic and training requirements and
the attainment of a satisfactory score on a national exam-
ination. Agencies that certify phlebotomists and the title
each awards include the following: American Society of
Clinical Pathologists (ASCP): Phlebotomy Technician, PBT
(ASCP); American Society for Phlebotomy Technology
(ASPT): Certified Phlebotomy Technician, CPT (ASPT);
National Certification Agency for Medical Laboratory Per-
sonnel (NCA): Clinical Laboratory Phlebotomist (CLP)
(NCA); National Phlebotomy Association (NPA); Certified
Phlebotomy Technician, CPT (NPA). Licensure is defined
as a process similar to certification, but at the state or local
level. A license to practice a specific trade is granted
through examination to a person who can meet the require-
ments for education and experience in that field. Accred-
itation and approval of healthcare training programs
provides an individual with an indication of the quality
of the program or institution. The accreditation process
involves external peer review of the educational program,
including an on-site survey to determine if the program
meets certain established qualification or educational stan-
dards referred to as ‘essentials’. The approval process is
similar to accreditation; however, programs must meet
educational—standards and competencies—rather than
essentials, and an on-site survey is not required.

Public Relations and Legal Considerations. The Patient’s
Bill of Rights was originally published in 1975 by the

American Hospital Association. The document, while not
legally binding, is an accepted statement of principles that
guides healthcare workers in their dealings with patients.
It states that all healthcare professionals, including phle-
botomists, have a primary responsibility for quality patient
care, while at the same time maintaining the patient’s
personal rights and dignity. Two rights especially perti-
nent to the phlebotomist are the right of the patient to
refuse to have blood drawn and the right to have results of
lab work remain confidential. Right of Privacy: ‘‘An indi-
vidual’s right to be let alone, recognized in all United States
jurisdictions, includes the right to be free of intrusion upon
physical and mental solitude or seclusion and the right to
be free of public disclosure of private facts. Every health-
care institution and worker has a duty to respect a patient’s
or client’s right of privacy, which includes the privacy and
confidentiality of information obtained from the patient–
client for purposes of diagnosis, medical records, and public
health reporting requirements. If a healthcare worker
conducts tests on or publishes information about a
patient–client without that person’s consent, the health-
care worker could be sued for wrongful invasion of privacy,
defamation, or a variety of other actionable torts.’’ In 1996,
the Health Insurance Portability and Accountability Act
(HIPAA) law was signed. It is a set of rules to be followed by
health plans, doctors, hospitals, and other healthcare pro-
viders. Patients must be able to access their record and
correct errors and must be informed of how their personal
information will be used. Other provisions involve confi-
dentiality of patient information and documentation of
privacy procedures.

SAFETY

Universal Precautions

An approach to infection control that is mandated by
federal and state laws is the so-called Universal Precau-
tions. The guidelines for Universal Precautions are out-
lined by OSHA (www.OSHA.gov). According to the concept
of Universal Precautions, all human blood and certain
human body fluids are treated as if known to be infectious
for human immunodeficiency virus (HIV), hepatitis B
virus (HBV), and other blood borne pathogens. For blood
collections, the use of needles with a safety device or a
needle integrated into a safety device and the use of
gloves is now mandatory in most institutions. Biohazard
material should be disposed of in an appropriately labeled
biohazard container. Needles and other sharp instruments
should be disposed of in rigid puncture-resistant biohazard
containers.

First Aid Procedures

Most phlebotomy programs require cardio pulmonary
resuscitation (CPR) certification as a prerequisite or
include it as part of the course and in the event of an
emergency situation: basic First Aid Procedures should be
performed by the phlebotomist. These procedures are not
in the scope of this article and training needs to be per-
formed by qualified experts.
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BLOOD COLLECTION SYSTEM AND EQUIPMENT

Blood Collection System

The components of the Evacuated Blood Collection System
are shown in Fig. 1. The system consists of the following;

Plastic evacuated collection tube: The tubes are
designed to fill with a predetermined volume of blood
by vacuum. The rubber stoppers are color coded
according to the additive that the tube contains
(see Table 1). Evacuated collection devices are sup-
plied by many vendors worldwide. These evacuated
collection devices use similar color coding systems,
proprietary additives, and recommended uses. Var-
ious sizes are available.

Tube holder (single use): For use with the evacuated
collection system.

Needles (also available with safety device): The gauge
number indicates the bore size: the larger the gauge
number, the smaller the needle bore. Needles are
available for evacuated systems and for use with a
syringe, single draw, or butterfly system.

Additional Materials

Tourniquet: Wipe off with alcohol and replace fre-
quently. Nonlatex tourniquets are recommended.
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Figure 1. Basic components of the Evacuated Blood Collection
System.

Table 1. Tube Guidea

Tube Top Color Additive

Inversions
at Blood
Collectiona Laboratory Use

Gold or Red/Black Clot activator
Gel for serum separation

5 Tube for serum determinations in chemistry.
Blood clotting time: 30 min

Light Green or
Green/Gray

Lithium heparin
Gel for plasma separation

8 Tube for plasma determinations in chemistry

Red Clot activator 5 Tube for serum determination in chemistry,
serology, and immunohematology testing

Orange or
Gray/Yellow

Thrombin 8 Tube for stat serum determinations in
chemistry. Blood clotting occurs in
< 5 min

Royal Blue Clot activator
K2EDTA, where

EDTA¼ ethylenediaminetetraacetic acid

5
8

Tube for trace-element, toxicology and
nutritional chemistry determinations.

Green Sodium heparin
Lithium heparin

8
8

Tube for plasma determination in chemistry

Gray Potassium oxalate/sodium fluoride
Sodium fluoride/Na2EDTA
Sodium fluoride (serum tube)

8
8
8

Tube for glucose determination. Oxalate and
EDTA anticoagulants will give plasma
samples. Sodium fluoride is the
antiglycolytic agent

Tan K2EDTA 8 Tube for lead determination. This tube is

certified to contain < 0.01mg�mL�1 lead
Lavender Spray-coated K2EDTA 8 Tube for whole blood hematology

determination and immunohematology
testing

White K2EDTA with gel 8 Tube for molecular diagnostic test methods
such as polymerase chain reaction (PCR)
and/or DNA amplification techniques.

Pink Spray-coated K2EDTA 8 Tube for whole blood hematology determination
and immunohematology test. Designed
with special cross-match label for required
patient information by the AABBb

Light Blue Buffered sodium citrate (3.2%)
Citrate, theophylline, adenosine,
dipyridamole (CTAD)

3 Tube for coagulation determinations.
The CTAD for selected platelet function
assays and routine coagulation determination

a
Reproduced from Becton Dickinson www.bd.com/vacutainer. Evacuated collection devices made by other manufacturers use similar color coding systems and

additives. Recommended inversion times and directions for use are provided by each supplier.
b
AABB¼American Association of Blood Banks.



Gloves: Worn to protect the patient and the phleboto-
mist. Nonlatex gloves are recommended.

Antiseptics–Disinfectants: 70% isopropyl alcohol
or iodine wipes (used if blood culture is to be drawn).

Sterile gauze pads: For application on the site from
which the needle is withdrawn.

Bandages: Protects the venipuncture site after collec-
tion.

Disposal containers: Needles should never be
broken, bent, or recapped. Needles should be placed
in a proper disposal unit immediately after use.

Syringe: May be used in place of evacuated collection
system in special circumstances.

Permanent marker or pen: To put phlebotomist initials,
time, and date of collection on tube as well as any
patient identification information not provided by
test order label.

BEST SITES FOR VENIPUNCTURE

The most common sites for venipuncture are located in the
antecubital (inside elbow) area of the arm (see Fig. 2). The
primary vein used is the median cubical vein. The basilica
and cephalic veins can be used as a second choice.
Although the larger and fuller median cubital and cepha-
lic veins of the arm are used most frequently, wrist and
hand veins are also acceptable for venipuncture. Certain
areas are to be avoided when choosing site such as; (1)
Skin areas with extensive scars from burns and surgery (it
is difficult to puncture the scar tissue and obtain a speci-
men); (2) the upper extremity on the side of a previous
mastectomy (test results may be affected because of lym-
phedema); (3) site of a hematoma (may cause erroneous
test results). If another site is not available, collect the
specimen distal to the hematoma; (4) Intravenous therapy
(IV)/blood transfusions (fluid may dilute the specimen, so

collect from the opposite arm if possible); (5) cannula/
fistula/heparin lock (hospitals have special safety and
handling policies regarding these devices). In general,
blood should not be drawn from an arm with a fistula
or cannula without consulting the attending physician; (6)
edematous extremities (tissue fluid accumulation alters
test results).

ROUTINE PHLEBOTOMY PROCEDURE

Venipuncture is often referred to as ‘‘drawing blood’’. Most
tests require collection of a blood specimen by venipuncture
and a routine venipuncture involves the following steps
Note: The following steps were written using guidelines
established by the CLSI/NCCLS (3).

1. Prepare Order. The test collection process begins
when the physician orders or requests a test to be
performed on a patient. All laboratory testing must
be requested by a physician and results reported to a
physician. The form on which the test is ordered and
sent to the lab is called the test requisition. The
requisition may be a computer-generated form or a
manual form.

2. Greet and Identify Patient. Approach the patient
in a friendly, calm manner. Identify yourself to the
patient by stating you name. Provide for their com-
fort as much as possible. The most important step in
specimen collection is patient identification. When
identifying a patient, ask the patient to state their
name and date of birth. Outpatients can use an
identification card as verification of identity. Even
if the patient has been properly identified by the
receptionist, the phlebotomist must verify the
patient’s ID once the patient is actually called into
the blood drawing area. The phlebotomist should
ask for two identifiers that match the test requisi-
tion form (e.g., name and social security or name
and date of birth).

3. Verify Diet Restrictions and Latex Sensitivity.
Once a patient has been identified, the phlebotomist
should verify that the patient has followed any
special diet instructions or restrictions. The phlebo-
tomist should also inquire about the patients’ sen-
sitivity to latex.

Assemble Supplies: See the section on Blood

Collection System and Equipment
Position Patient

Apatientshouldbeeitherseatedorlyingdown
while having blood drawn. The patient’s arm
that will be used for the venipuncture should
be supported firmly and extended downward
in a straight line.

4. Apply Tourniquet. A tourniquet is applied to
increase pressure in the veins and aid in vein selec-
tion. The tourniquet is applied 3–4 in. (7.62–10.18
cm) above the intended venipuncture site. Never
leave the tourniquet in place longer than 1 min.
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Figure 2. Venipuncture sites.



5. Select a Vein. Palpate and trace the path of veins
in the antecubital (inside elbow) area of the arm
with the index finger. Having a patient make a
fist will help make the veins more prominent. Pal-
pating will help to determine the size, depth, and
direction of the vein. The main veins in the ante-
cubital area are the median cubical, basilica, and
cephalic (see the section; Best Sites for Venipuc-
ture). Select a vein that is large and well anchored.

6. Put on Gloves. Properly wash hands followed by
glove application.

7. Cleanse Venipuncture Site. Clean the site using
a circular motion, starting at the center of the site
and moving outward in widening concentric circles.
Allow the area to air dry.

8. Perform Venipuncture. Grasp patients arm
firmly to anchor the vein. Line the needle up with
the vein. The needle should be inserted at a 15–308
angle BEVEL UP. When the needle enters the vein,
a slight ‘‘give’’ or decrease in resistance should be
felt. At this point, using a vacuum tube, slightly,
with firm pressure, push the tube into the needle
holder. Allow tube to fill until the vacuum is
exhausted and blood ceases to flow to assure proper
ratio of additive to blood. Remove the tube, using a
twisting and pulling motion while bracing the
holder with the thumb. If the tube contains an
additive, mix it immediately by inverting it 5–10
times before putting it down.

9. Order of Draw. Blood tubes are drawn in a parti-
cular order to ensure integrity of each sample by
lessening the chances of anticoagulants interference
and mixing. The order of draw also provide a stan-
dardized method for all laboratories (3,4).

Blood Cultures: With sodium polyanethol sulfonate

anticoagulant and other supplements for bacterial
growth.

Light Blue: Citrate Tube (Note: When a citrate
tube is the first specimen tube to be drawn, a
discard tube should be drawn first). The discard
tube should be a nonadditive or coagulation tube.

Gold or Red/Black: Gel Serum Separator Tube, no
additive.

Red: Serum Tube, no additive.
Green: Heparin Tube.
Light Green or Green/Gray: Gel Plasma Separator

Tube with Heparin.
Lavender: EDTA Tube.
Gray: Fluoride (glucose) Tube.

10. Release the Tourniquet. Once blood begins to
flow the tourniquet may be released to prevent
hemoconcentration.

11. Place the Gauze Pad. Fold clean gauze square in
half or in fourths and place it directly over the
needle without pressing down. Withdraw the needle
in one smooth motion, and immediately apply pres-
sure to the site with a gauze pad for 3–5 min, or until
the bleeding has stopped. Failure to apply pressure

will result in leakage of blood and hematoma for-
mation. Do not bend the arm up, keep it extended or
raised.

12. Remove and Dispose of the Needle. Needle
should be disposed of immediately by placing it
and the tube holder in the proper biohazard sharps
container. Dispose of all other contaminated mate-
rials in proper biohazard containers.

13. Bandage the Arm. Examine the patients arm to
assure that bleeding has stopped. If bleeding has
stopped, apply an adhesive bandage over the site.

14. Label Blood Collection Tubes. Specimen tube
labels should contain the following information:
patient’s full name, patient’s ID number, date, time,
and initials of the phlebotomist must be on each
label of each tube.

15. Send Blood Collection Tube to be Processed.
Specimens should be transported to the laboratory
processing department ina timely fashion. Some tests
may be compromised if blood cells are not separated
from serum or plasma within a limited time.

SPECIMEN PROCESSING

Processing of blood is required in order to separate out
the components for screening, diagnostic testing, or for
therapeutic use. This section will concentrate primarily
on processing of blood for screening purposes and diag-
nostic testing. An overview of the main blood processing
procedures, specimen storage, and common uses for
each of the components is provided in Table 2. Because
there are many different blood components and many
different end uses for these components, the list is
not comprehensive and the reader should refer to other
specialized literature for further details. The OSHA
regulations require laboratory technicians to wear protec-
tive equipment (e.g., gloves, labcoat, and protective face
gear) when processing specimens. Many laboratories
mandate that such procedures are carried out in biosafety
cabinets.

Whole Blood Processing

Because whole blood contains all but the active clotting
components, it has the ability to rapidly deteriorate and all
blood components are subject to chemical, biological, and
physical changes. For this reason, whole blood has to be
carefully handled and any testing using whole blood has to
be performed as soon as possible after collection to ensure
maximum stability. Whole blood is typically used for the
complete blood count (CBC). The test is used as a broad
screening test to check for such disorders as anemia,
infection, and many other diseases (www.labtestsonli-
ne.org). The CBC panel typically includes measurement
of the following: white blood, platelet and red blood cell
count, white blood cell differential and evaluation of the red
cell compartment by analysis of hemoglobin and hemato-
crit, red cell distribution width and mean corpuscular
volume, and mean corpuscular hemoglobin. The CBC
assays are now routinely performed with automated
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analyzers in which capped evacuated collection devices are
mixed and pierced through the rubber cap. Whole blood
drawn in EDTA (lavender) tubes are usually used,
although citrate (blue top) vacutainers will also work
(although the result must be corrected because of dilution).
Blood is sampled and diluted, and moves through a tube
thin enough that cells pass by one at a time. Characteristics
about the cell are measured using lasers or electrical
impedance. The blood is separated into a number of dif-
ferent channels for different tests.

The CBC technology has expanded in scope to encom-
pass a whole new field of diagnostics, namely, analytical
cytometry. Analytical cytometry is a laser-based technol-
ogy that permits rapid and precise multiparameter analy-
sis of individual cells and particles from within a
heterogeneous population of blood or tissues. Analytical
cytometry is now routinely used for diagnosis of different
pathological states. This technique can be used to examine
cell deoxyribonucleic acid (DNA) and ribonucleic acid
(RNA) content, cell-cycle distribution, cellular apoptosis,
tumor ploidy, cell function measurements (i.e., oxidative
metabolism, phagocytosis), cellular biochemistry (i.e.,
intracellular pH, calcium mobilization, membrane poten-
tial, microviscosity, glutathione content), and fluorescence
image analysis of individual blood cells. Since the blood is
truly a window on what happens in the body, it is possible
to use blood samples for a wide array of diagnostic and
research purposes.

A second important use for whole blood is in the
setting of HIV infection and treatment as a way to
monitor CD4 T cell counts and percentages. These single
or multiplatform tests use fresh whole blood with EDTA
as anticoagulant (< 18 h after collection) samples are run
with or without lysis of red cells and fixation of the
lymphocytes. There are several different companies that
make specialized equipment for enumeration of CD4 cell
counts, the basic principle of which is to use a fluores-

cently tagged anti CD4 cell surface marker. The results
for the CD4 or other subset are expressed as a percentage
of total gated lymphocytes. In order to determine the
absolute CD4 cell counts, the percent CD4 must be multi-
plied by an absolute lymphocyte count derived from a
hematology analyzer or by an integrated volumetric
analysis method (5–7).

Another common use for whole blood is for the detection
of secretion of cytokines from antigen or mitogen stimu-
lated lymphocytes. This assay can provide information on a
patients T cell response to pathogens [e.g., cytomegalo
virus (CMV) and Epstein Ban virus (EBV), HIV, and
tuberculosis (TB)]. The technique can also be used to
monitor vaccine induced responses or responses to immu-
notherapy. Whole blood is drawn into heparin, 0.5–1 mL of
blood is stimulated with antigen of interest and costimu-
latory antibodies in the presence of Brefeldin-A. The latter
inhibits transport of proteins from the Golgi so that
secreted cytokines accumulate inside the cell. The samples
are incubated at 37 8C for 6 h, after which they can
be placed at 4 8C overnight or processed immediately.
The samples are treated with EDTA to reduce clumping,
red cells are lysed, and the sample is fixed by addition
of paraformaldehyde. At this stage, the samples can be
stored frozen for up to 4 months prior to detection of cell
surface markers and intracellular cytokines by flow
cytometry (8).

Serum Processing

Because of the ease of performing serum separation and
the fact that so many tests rely on the use of serum, the
technique has become routine in clinical and diagnostic
laboratories. Specimens are drawn into tubes that contain
no additives or anticoagulants (Table 1). Two commonly
used tubes are the red serum collection tubes or commer-
cially available serum separation tubes. Serum is obtained
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Table 2. Blood Processing Procedures and Specimen Storage

Component Processing Short-Term Storage Long-Term Storage Uses

Red blood cells Gravity and/or centrifigation � 1 month at 4 8C Frozen up to 10 years Transfusion
Plasma Gravity and/or centrifigation Use immediately Frozen up to 7 years Serology, diagnostics,

immune monitoring
source of biologics

Serum Clotting and centrifugation Use immediately Frozen up to 7 years Serology, diagnostics,
immune monitoring
source of biologics

Platelets Plasma is centrifuged to
enrich for platelet fraction

Five days at room
temperature

Cannot be
cryopreserved

Transfusion

Granulocytes Centrifigation and separation
from red blood cells

Use within 24 h Cryopreserved in
liquid nitrogena

Transfusion

Peripheral blood
mononuclear cells

Ficoll–hypaque separation Use immediately Cryopreserved in
liquid nitrogena

Immune monitoring,
specialized expansion
and reinfuison

Albumin, immune globulin,
specific immune globulins,
and clotting factor
concentrates

Specialized processing,
fractionation and
separation

Not applicable Variable Multiple therapeutic
uses

a
Although it has been shown that cells can be stored indefinitely in liquid nitrogen, the functionality of the cells would have to be assessed and storage lengths

determined for each type of use proposed.



by drawing the blood into a red top or the serum separator
tube, allowing it to clot, and centrifuging to separate the
serum. The time allowed for clotting depends on the ambi-
ent temperature and the patient sample. The typical
recommendation is to allow the tube to clot for 20–30
min in a vertical position. A maximum of 1 h should suffice
for all samples except those from patients with clotting
disorders. Once the clot has formed, the sample is centri-
fuged for a recommended time of 10 min at 3000 revolu-
tions per minute (rpm). The serum is transferred into a
plastic transport tube or for storage purposes into a cryo-
vial. Many tests collected in the serum separator tubes
do not require transferring the supernatant serum unless
the serum is to be stored frozen. Specimens transported
by mail or stored > 4 h should be separated from the clot
and placed into a transport tube. Polypropylene plastic
test tubes or cryovials are more resistant to breakage
than most glass or plastic containers, especially when
specimens are frozen. Caution needs to be observed with
serum separator tubes for some tests since the analyte of
interest may absorb to the gel barrier. Erroneous results
may be obtained if the serum or plasma is hemolyzed,
lipemic, or icteric. As eloquently described by Terry Kotrla,
phlebotomist at Austin Community College these condi-
tions cause specimen problems. (www.austin.cc.tx.us/
kotrla/ PHBLab15SpecimenProcessingSum03.pdf).

1. Hemolysis is a red or reddish color in the serum or
plasma that will appear as a result of red blood cells
rupturing and releasing the hemoglobin molecules.
Hemolysis is usually due to a traumatic venipunc-
ture (i.e., vein collapses due to excessive pressure
exerted with a syringe, ‘‘ digging’’ for veins, or
negative pressure damages innately fragile cells.
Gross hemolysis (serum or plasma is bright red)
affects most lab tests performed and the specimen
should be recollected. Slight hemolysis (serum or
plasma is lightly red) affects some tests, especially
serum potassium and LDH (lactate dehydrogenase).
Red blood cells contain large amounts of both of
these substances and hemolysis will falsely elevate
their measurements to a great extent. In addition to
hemolysis caused during blood draw procedures,
blood collection tubes (for serum and or whole blood)
that are not transported correctly or in a timely
fashion to the processing laboratory may be subject
to hemolysis. Extremes of heat and cold in particu-
lar can cause red blood cells to lyze and sheering
stresses caused by shaking of the specimens during
transport may cause lysis. Finally, incorrect centri-
fugation temperatures and speeds may cause hemo-
lysis of red blood cells.

2. Icterus. Serum or plasma can be bright yellow or
even brownish due to either liver disease or damage
or excessive red cell breakdown inside the body.
Icterus can, like hemolysis, affect many lab tests,
but unfortunately, recollection is not an option since
the coloration of the serum or plasma is due to the
patient’s disease state.

3. Lipemia. Occasionally, serum or plasma may
appear milky. Slight milkiness may be caused when
the specimen is drawn from a nonfasting patient
who has eaten a heavy meal. A thick milky appear-
ance occurs in rare cases of hereditary lipemia.

Both for serum and plasma there are documented guide-
lines for specimen handling dependent on which analyte, is
being examined. The kinds of tests that can be done on
blood samples is ever expanding and includes allergy
evaluations, cytogenetics, cytopathology, histopathology,
molecular diagnostics, tests for analytes, viruses, bacteria,
parasites, and fungi. Incorrect preparation, shipment, and
storage of specimens may lead to erroneous results. The
guidelines for preparing samples can be obtained from the
CLSI (9). Diagnostic testing laboratories (e.g., Quest diag-
nostics) provide comprehensive lists of the preferred speci-
men type, transport temperature, and rejection criteria
(www.questest.com).

Plasma Processing

Specimens are drawn into tubes that contain anticoagulant
(Table 1.). The plasma is obtained by drawing a whole blood
specimen with subsequent centrifugation to separate the
plasma. Plasma can be obtained from standard blood tubes
containing the appropriate anticoagulant or from commer-
cially available plasma separation tubes. The plasma
separation tubes combine spray-dried anticoagulants
and a polyester material that separates most of the ery-
throcytes and granulocytes, and some of the lymphocytes
and monocytes away from the supernatant. The result is a
convenient, safe, single-tube system for the collection of
whole blood and the separation of plasma. Samples can be
collected, processed, and transported in situ thereby redu-
cing the possibility of exposure to bloodborne pathogens at
the collection and sample processing sites. One drawback is
that plasma prepared in a plasma separation tube may
contain a higher concentration of platelets than that found
in whole blood. For plasma processing, after drawing the
blood, the tube for plasma separation must be inverted five
to six times to ensure adequate mixing and prevent coa-
gulation. The recommended centrifugation time is at least
10 min at 3000 rpm. Depending on the tests required,
plasma specimens may be used immediately, shipped at
ambient or cooled temperatures, or may require freezing.
The plasma is transferred into a plastic transport tube or
for storage purposes into a cryovial. Some tests require
platelet poor plasma, in which case the plasma is centri-
fuged at least two times.

Processing and Collection of Peripheral Blood Mononuclear
Cells (PBMC) from Whole Blood

Peripheral blood mononuclear cells are a convenient source
of white blood cells, T cells comprise� 70% of the white cell
compartment and are the work-horses of the immune
system. These T cells play a crucial role in protection from
or amelioration of many human diseases and can keep
tumors in check. The most readily accessible source of T
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cells is the peripheral blood. Thus collection, processing,
cryopreservation, storage, and manipulation of human
PBMC are all key steps for assessment of vaccine and
disease induced immune responses. The assessment of T
cell function in assays may be affected by procedures
beginning with the blood draw through cell separation,
cryopreservation, storage, and thawing of the cells prior to
the assays. Additionally, the time of blood collection to
actual processing for lymphocyte separation is critical.
Procedures for PBMC collection and separation are shown
in Table 3 along with potential advantages and disadvan-
tages.

When conducting cellular immunology assays, the
integrity of the PBMC, especially the cellular membranes,
is critical for success. A correct cellular separation process
yields a pure, highly viable population of mononuclear cells
consisting of lymphocytes and monocytes, minimal red
blood cell and platelet contamination, and optimum func-
tional capacity. The standard method for separation of
PBMC is the use of Ficoll-hypaque gradients as originally
described by Boyum in 1968 (10). A high degree of technical
expertise is required to execute the procedure from accu-
rate centrifuge rpm and careful removal of the cellular
interface to avoid red cell contamination. Within the last 10
years, simplified separation ficoll procedures have largely
replaced the standard ficoll method, two such procedures
are outlined below (Adapted from Ref. 11) and in Fig. 3. The
simplicity of these methods, superior technical reliability,
reduced interperson variability, faster turnaround, and
higher cell yields makes these the methods of choice.

The Cell Preparation Tube (CPT) method is described
below and in greater detail in literature provided by Becton
Dickinson (http://www.bd.com/vacutainer/products/mole-
cular/citrate/procedures.asp). Vacutainer cell preparation
tubes (VACUTAINER CPT tubes, Becton Dickinson) pro-
vide a convenient, single-tube system for the collection and
separation of mononuclear cells from whole blood. The CPT
tube is convenient to use and results in high viability of the
cells after transportation. The blood specimens in the tubes
can be transported at ambient temperature, as the gel

forms a stable barrier between the anticoagulated blood
and ficoll after a single centrifuge step. Cell separation is
performed at the processing–storage laboratory using a
single centrifugation step. This reduces the risk of sample
contamination and eliminates the need for additional tubes
and processing reagents. In many instances, and in parti-
cular when biosafety level 2 (BL2) cabinets are not avail-
able on site, the CPT method is useful because the
centrifugation step can be done on site and the remaining
processing steps can be performed after shipment to a
central laboratory within the shortest time possible, opti-
mally within 8 h. The central laboratory can complete cell
processing in a BL2 cabinet and set up functional assays or
cryopreserve the samples as needed.

Centrifuge speed is critical for PBMC processing. The
centrifugal force is dependent on the radius of the rotation of
the rotor, the speed at which it rotates, and the design of the
rotor itself. Centrifugation procedures are given as xg mea-
sures, since rpm and other parameters will vary with the
particular instrument and rotor used. The rpms may be
calculated using the following formula where r¼ radius of
rotor g¼ gravity; g¼ 1.12 r (rpm/1000)2. This conversion can
be read-off a nomogram chart available readily online or in
centrifuge maintenance manuals. Typically laboratory cen-
trifuges can be programmed to provide the correct rpm.

Protocol 1. Separation of PBMC Using CPT Tubes

1. Materials and Reagents: Vacutainer CPT tubes
(Becton Dickinson); Sterile Phosphate Buffered Sal-
ine (PBS) without Caþ and Mgþ, supplemented with
antibiotics (Penicillin and Streptomycin); Sterile
RPMI media containing 2% fetal bovine serum
(FBS) and supplemented with antibiotics.

The CPT tubes are sensitive to excessive tem-
perature fluctuations, resulting in deterioration of
the gel and impacting successful cellular separa-
tion. This problem is particularly serious in tropi-
cal countries where ambient storage temperatures
may be > 25 8C. Following PBMC separation, one
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Table 3. Stages and Variables in the Separation of PBMC from Whole Blood

Procedure/Technology Alternatives Advantages Disadvantages

PBMC collection Heparin Greater cellular stability than EDTA Impacts DNA isolation. Plasma from
whole blood cannot be used for PCR
based assaysa

EDTA Time dependent negative impact on
T cell responses

Sodium Citrate Greater cellular stability than EDTA
PBMC separation Standard Ficoll Technically challenging

Time consuming
CPT Rapid

Technically easy and less inter-person
variability

Blood is drawn into same tube
that is used for separation

Subject to temperature fluctuations
manifested by gel deterioration and
contamination in PBMC fraction.

Accuspin/Leucosep Rapid
Technically easy and less inter-person

variability
a
The inhibitory effects of heparin on DNA isolation can be removed by incubation of plasma or other specimens with silicon glass beads or by heparinase

treatment prior to DNA extraction.



may macroscopically observe the presence of gel
spheres in the cellular layer, which are very diffi-
cult to distinguish from the actual PBMC. This has
been observed after storage at temperatures
> 25 8C. Where possible, the tubes should be stored
at no > 25 8C. Once the tubes have blood drawn into
them, an attempt should be made to keep them at
temperatures of between 18 and 25 8C. Blood filled
CPT should under no circumstances be stored on
ice or next to an ice pack. It is recommended that
they are separated from any ice-packs by bubble
wrap or other type of insulation within a cooler so
that the temperature fluctuations are kept to a
minimum.

2. Method: (a) Specimens should be transported to the
laboratory as soon as possible after collection. The
manufacturer recommends the initial centrifuga-
tion to separate the lymphocytes be within 2 h.
The samples may then be mixed by inversion and
the processing completed preferably within 8 h after
centrifugation. If there is a significant time delay,
the specimens should be put into a cooler box and
transported at room temperature (18–25 8C). (b)
Spin tubes at room temperature (18–25 8C) in a
horizontal rotor (swinging bucket head) for a mini-

mum of 20 min and maximum of 30 min at � 400 g.
The brake is left off to assure that the PBMC layer is
not jarred or disturbed while the centrifuge rotors
are being mechanically halted. (c) Remove the tubes
from the centrifuge and pipete the entire contents of
the tube above the gel into a 50 mL tube. This tube
will now contain both PBMC and undiluted plasma.
An additional centrifugation step will allow removal
of undiluted plasma if desired. Wash each CPT tube
with 5 mL of PBS/1% Penicillin/Streptomycin (Pen/
Strep). This wash step will remove cells from the top
of the gel plug. Combine with cells removed from
tube. This wash increases yield of cells by as much as
30–40%. (d) Spin down this tube at 300 g for 15–20
min at room temperature with the brake on. (e) The
PBMC pellet is resuspended in RPMI, 2% FBS and
washed one more time to remove contaminating
platelets. The PBMC are counted and cryopreserved
or used as required.

3. Separation of PBMC Using Accuspin or Leu-
cosep Tubes. More recently, the Leucosep and
Accuspin tube have become available. Further
information on the Leucosep is available at
www.gbo.com and for the Accuspin at www.sig-
maaldrich.com The principle of these tubes is the
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Figure 3. Gradient separation of peripheral blood mononuclear lymphocytes (PBMC). (a) The
standard ficoll gradient method. (b) The Accuspin or Leucosep method. RBC¼ red blood cells,
g¼ gravity. (Graphic courtesy of Greg Khoury and Clive Gray, National Institute for Communicable
Diseases, Johannesburg, South Africa.)



same. The tube is separated into two chambers by a
porous barrier made of highly transparent polypro-
pylene (the frit). This biologically inert barrier
allows elimination of the laborious overlaying of
the sample material over Ficoll. The barrier allows
separation of the sample material added to the top
from the separation medium (ficoll added to the
bottom). Figure 3 shows a comparison of the stan-
dard ficoll method and the Accuspin or Leucosep
method. The tubes are available in two sizes and
may be purchased with or without Ficoll. There is an
advantage of buying the tubes without Ficoll
because they can be stored at room temperature
rather than refrigerated. This may be an important
problem if cold space is limiting or cold chain is
difficult. The expiration date of the Ficoll will not
affect the tube expiration. The following procedure
describes the separation procedure for Leucosep tubes
that are not prefilled with Ficoll-hypaque. The Accus-
pin procedure is virtually identical. Note that whole
blood can be diluted 1:2 with balanced salt solution.
While this dilution step is not necessary, it can
improve the separation of PBMC and enhance PBMC
yield. The procedure is carried out using aseptic
technique.

Protocol 2: Separation of PBMC Using Accuspin or Leucosep
Tubes

1. Warm-up the separation medium (Ficoll-hypaque)
to room temperature protected from light.

2. Fill the Leucosep tube with separation medium: 3
mL for the 14 mL tube and 15 mL for the 40 mL
tube.

3. Close the tubes and centrifuge at 1000 g for 30 s at
room temperature.

4. Pour the whole blood or diluted blood into the tube:
3–8 mL for the 14 mL tube and 15–30 mL for the 50
mL tube.

5. Centrifuge for 10 min at 1000 g or 15 min at 800 g in
a swinging bucket rotor, with the centrifuge brake
off. The brake is left off to assure that the PBMC
layer is not jarred or disturbed while the centrifuge
rotors are being mechanically halted.

6. After centrifugation, the sequence of layers from top
to bottom should be plasma and platelets; enriched
PBMC fraction; Separation medium; porous barrier;
Separation medium; Pellet (erythrocytes and gran-
ulocytes).

7. Plasma can be collected to within 5–10 mm of the
enriched PBMC fraction and further processed or
stored for additional assays.

8. Harvest the enriched PBMC and wash with 10 mL of
PBS containing 1% Pen/Strep and centrifuge at
250 g for 10 min.

9. The PBMC pellet is resuspended in RPMI, 2% FBS
and washed one more time to remove contaminating
platelets. The PBMC are counted and cryopreserved
or used as required.

1. Specimen Rejection Criteria

Incomplete or inaccurate specimen identification.

Inadequate volume of blood in additive tubes (i.e.,
partially filed coagulation tube) can lead to inap-
propriate dilution of addition and blood.

Hemolysis (i.e., potassium determinations)

Specimen collected in the wrong tube (i.e., end pro-
duct is serum and test requires plasma).

Improper handling (i.e., specimen was centrifuged
and test requires whole blood).

Insufficient specimen or quantity not sufficient (QNS).

For PBMC, the rejection criteria are not usually
evaluated at the time of draw due to the complexity
of the tests performed. However, a minimum of 95%
viability would be expected after PBMC separation
unless the specimens have been subjected to heat or
other adverse conditions (see note below).

The optimal time frame between collection of blood
sample to processing, separation and cryopreserva-
tion of PBMC should be < 8 h or on the same day as
collection. It is not always feasible to process, separate
and cryopreserve PBMC within 8 h when samples are
being shipped to distant processing centers. Under
these conditions, PBMC left too long in the presence of
anticoagulants or at noncompatible temperatures,
adversely affect PBMC function and causes changes
which affect the PBMC separation process (11).

There have been significant revisions to the proce-
dures for the handling and processing of blood speci-
mens; specimens for potassium analysis should not be
recentrifuged because centrifugation may cause
results to be falsely increased; the guidelines recom-
mend that serum or plasma exposed to cells in a blood-
collection tube prior to centrifugation should not
exceed 2 h; storage recommendations for serum–
plasma may be kept at room temperature up to 8 h,
but for assays not completed within 8 h, refrigeration
is recommended (2–8 8C), if the assay is not completed
within 48 h serum–plasma should be frozen at or
below �20 8C.

2. Disclaimer. The opinions or assertions contained
herein are the private views of the author, and are
not to be construed as official, or as reflecting true
views of the Department of the Army or the Depart-
ment of Defense.
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INTRODUCTION

Blood gas measurement–monitoring is essential to monitor
gas exchange in critically ill patients in the intensive care
units (1,2), and ‘‘standard of care’’ monitoring to deliver
general anesthesia (3). It is a cornerstone in the diagnosis
and management of the patient’s oxygenation and acid–
base disorders (4). Moreover, it may indicate the onset or
culmination of cardiopulmonary problems, and may help in
evaluating the effectiveness of the applied therapy.
Numerous studies and reports have shown the significance
of utilizing blood gas analyses in preventing serious oxy-
genation and acid–base problems. This article gives a
summarized explanation of the common methods and
instruments used nowadays in blood gas measurements
in clinical medicine. This explanation includes a brief
history of the development of these methods and instru-
ments, the principles of their operation, a general descrip-

tion of their designs, and some of their clinical uses,
hazards, risks, limitations, and finally the direction in
the future to improve these instruments or to invent
new ones. Blood gas measurement in clinical medicine
can be classified into two major groups: (1) Noninvasive
blood gas measurement, which includes blood oxygen–
carbon dioxide measurement–monitoring by using differ-
ent types of pulse oximeters (including portable pulse
oximeters), transcutaneous oxygen partial pressure–
carbon dioxide partial pressure (PO2/PCO2) monitors,
intrapartum fetal pulse oximetry, cerebral oximetry, cap-
nometry, capnography, sublingual capnometry, and so on;
(2) invasive blood gas measurement, which involves obtain-
ing a blood sample to measure blood gases by utilizing
blood gas analyzers (in a laboratory or by using a bedside
instrument), or access to the vascular system to measure/
monitor blood gases. Examples include, but not limited to,
mixed venous oximetry (SvO2) monitoring by utilizing
pulmonary artery catheter or jugular vein (SvO2) measure-
ment (5); continuous fibroptic arterial blood gas monitor-
ing, and so on. In this article, we will talk about some of
these methods; others have been mentioned in other parts
of this encyclopedia.

BASIC CONCEPTS IN INVASIVE AND NONINVASIVE
BLOOD GAS MEASUREMENTS

The Gas Partial Pressure

Gases consist of multiple molecules in rapid, continuous,
random motion. The kinetic energy of these molecules
generate a force as the molecules collide with each other
and bounce from one surface to another. The force per unit
area of a gas is called pressure, and can be measured by a
device called a manometer. In a mixture of gases (e.g., a
mixture of O2, CO2, and water vapor), several types of gas
molecules are present within this mixture, and each indi-
vidual gas (e.g., O2 or CO2) in the mixture is responsible for
a portion of the total pressure. This portion of pressure is
called partial pressure (P). According to Dalton’s law, the
total pressure is equal to the sum of partial pressures in a
mixture of gases. Gases dissolve freely in liquids, and may
or may not react with the liquid, depending on the nature of
the gas and the liquid. However, all gases remain in a free
gaseous phase to some extent within the liquid. Gas dis-
solution in liquids is a physical, not chemical, process.
Therefore, gases (e.g., CO2, O2) dissolved in liquid (blood)
exist in two phases: liquid and gaseous phase. Henry’s law
states that the partial pressure of a gas in the liquid phase
equilibrates with the partial pressure of that gas in the
gaseous phase (6,7).

BLOOD GAS ELECTRODES

Basic Electricity Terms

Electricity is a form of energy resulting from the flow
of electrons through a substance (conductor). Those elec-
trons flow from a negatively charged pole called Cathode,
which has an excess of stored electrons, to a positively
charged pole called Anode, which has a relative shortage
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of electrons. The potential is the force responsible for
pumping these electrons between the two poles. The
greater the difference in electron concentration between
these two poles, the greater is the potential. Volt is the
potential measurement unit. The electrical current is the
actual flow of electrons through a conductor. Ampere (amp)
is the unit of measurement for the electrical current.
Conductors display different degree of electrical resistance
to the flow of the electrical current. The unit of the elec-
trical resistance is ohm (V). Ohm’s law states: voltage¼
current� resistance.

The Principles of Blood Gas Electrodes

Blood gas electrodes are electrochemical devices used to
measure directly pH and blood gases. These blood gas
electrodes use electrochemical cells. The electrochemical
cell is an apparatus that consists of two electrodes placed in
an electrolyte solution. These cells usually incorporated
together (one or more cells) to form an electrochemical cell
system. These systems are used to measure specific che-
mical materials (e.g., PO2, PCO2 and pH). The basic generic
blood gas electrode consists of two electrode terminals,
which are also called half-cells: one is called the working
half-cell where the actual chemical analysis occurs, or
electrochemical change is taken place; and the other one
is called the reference half-cell. The electrochemical change
occurring on the working terminal is compared to the
reference terminal, and the difference is proportional to
the amount of blood gas in the blood sample (6,7).

P O2 Electrode

The PO2 electrode basically consists of two terminals (1).
The cathode, which usually made of platinum (negatively
charged) and (2) the anode, which usually made of silver–
sliver chloride (positively charged). How does this unit
measure PO2 in the blood sample? As shown in Fig. 1,

the electricity source (battery or wall electricity) supplies
the platinum cathode with energy (voltage of � 700 mV).
This voltage attracts oxygen molecules to the cathode sur-
face, where they react with water. This reaction consumes
four electrons for every oxygen molecule reacts with water
and produces four hydroxyl ions. The consumed four elec-
trons, in turn, are replaced rapidly in the electrolyte solu-
tion as silver and chloride react at the anode. This
continuous reaction leads to continuous flow of electrons
from the anode to the cathode (electrical current). This
electrical current is measured by using an ammeter (elec-
trical current flow meter). The current generated is in
direct proportion to the amount of dissolved oxygen in
the blood sample, which in direct proportion to PO2 in that
sample.

Oxygen Polarography

The electrical current and PO2 have a direct (linear) rela-
tionship when a specific voltage is applied to the cathode.
Therefore, a specific voltage must be identified, to be used
in PO2 analysis. The polarogram is a graph that shows the
relationship between voltage and current at a constant
PO2. As shown in Fig. 2, when the negative voltage applied
to the cathode is increased, the current increases initially,
but soon it becomes saturated. In this plateau region of the
polarogram, the reaction of oxygen at the cathode is so fast
that the rate of reaction is limited by the diffusion of oxygen
to the cathode surface. When the negative voltage is
further increased, the current output of the electrode
increases rapidly due to other reactions, mainly, the reduc-
tion of water to hydrogen. If a fixed voltage in the plateau
region (e.g., �0.7 V) is applied to the cathode, the current
output of the electrode can be linearly calibrated to the
dissolved oxygen. Note that the current is proportional not
to the actual concentration, but to the activity or equivalent
partial pressure of dissolved oxygen. A fixed voltage
between �0.6 and �0.8 V is usually selected as the
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Figure 1. PO2 electrode.
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polarization voltage when using Ag/AgCl as the reference
electrode.

pH Electrode

The pH electrode uses voltage to measure pH, rather
than actual current as in PO2 electrode. It compares a
voltage created through the blood sample (with unknown
pH) to known reference voltage (in a solution with known
pH). To make this possible, the pH electrode basically
needs four electrode terminals (Fig. 3), rather than two
terminals (as in the PO2 electrode). Practically, one com-
mon pH-sensitive glass electrode terminal between the two
solutions is adequate. This glass terminal allows the hydro-
gen ions to diffuse into it from each side. The difference in
the hydrogen ions concentration across this glass terminal
creates a net electrical potential (voltage). A specific equa-
tion is used to calculate the blood sample pH, using the
reference fluid pH, the created voltage, and the fluid tem-
perature.

PCO2 Electrode

The PCO2 electrode is a modified pH electrode. There are
two major differences between this electrode and the pH

electrode. The first difference is that in this electrode, the
blood sample comes in contact with a CO2 permeable
membrane (such as Teflon, Silicone rubber), rather than
a pH-sensitive glass (in the pH electrode), as shown in
Fig. 4. The CO2 from the blood sample diffuses via the CO2

permeable (silicone) membrane into a bicarbonate solution.
The amount of the hydrogen ions produced by the hydro-
lysis process in the bicarbonate solution is proportional to
the amount of the CO2 diffused through the silicone mem-
brane. The difference in the hydrogen ions concentration
across the pH-sensitive glass terminal creates a voltage.
The measured voltage (by voltmeter) can be converted to
PCO2 units. The other difference is that the CO2 electrode
has two similar electrode terminals (silver–silver chloride).
However, the pH electrode has two different electrode
terminals (silver–silver chloride and mercury–mercurous
chloride).

BLOOD GAS PHYSIOLOGY (8,9)

Oxygen Transport

Oxygen is carried in the blood in two forms: A dissolved
small amount and a much bigger, more important compo-
nent combined with hemoglobin. Dissolved oxygen plays a
small role in oxygen transport because its solubility is so
low, 0.003 mL O2 /100 mL blood per mmHg (133.32 Pa).
Thus, normal arterial blood with a PO2 of � 100 mmHg
(13332.2 Pa) contains only 0.3 mL of dissolved oxygen per
100 mL of blood, whereas � 20 mL is combined with
hemoglobin. Hemoglobin consists of heme, an iron–
porphyrin compound, and globin, a protein that has four
polypeptide chains. There are two types of chains, alpha
and beta, and differences in their amino acid sequences
give rise to different types of normal and abnormal human
hemoglobin, such as, hemoglobin F (fetal) in the newborn,
and hemoglobin S in the sickle cell anemia patient. The
combination of oxygen (O2) with hemoglobin (Hb) (to form
oxyhemoglobin–HbO2) is an easily reversible. Therefore,
blood is able to transport large amounts of oxygen.

The relationship between the partial pressure of oxygen
and the number of binding sites of the hemoglobin that
have oxygen attached to it, is known as the oxygen dis-
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Figure 2. Polarogram.
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sociation curve (Fig. 5). Each gram of pure hemoglobin can
combine with 1.39 mL of oxygen, and because normal blood
has � 15 g Hb/100 mL, the oxygen capacity (when all the
binding sites are full) is � 20.8 mL O2/100 mL blood. The
total oxygen concentration of a sample of blood, which
includes the oxygen combined with Hb and the dissolved
oxygen, is given by (Hb� 1.36�SaO2)þ (0.003�PaO2) Hb
is the hemoglobin concentration.

The characteristic shape of the oxygen dissociation
curve has several advantages. The fact that the upper
portion is almost flat means that a fall of 20–30 mmHg
in arterial PO2 in a healthy subject with an initially normal
value (e.g., � 100 mmHg or 13332.2 Pa) causes only a
minor reduction in arterial oxygen saturation. Another
consequence of the flat upper part of the curve is that
loading of oxygen in the pulmonary capillary is hastened.
This results from the large partial pressure difference
between alveolar gas and capillary blood that continues
to exist even when most of the oxygen has been loaded. The
steep lower part of the oxygen dissociation curve means
that considerable amounts of oxygen can be unloaded to the
peripheral tissues with only a relatively small drop in
capillary PO2. This maintains a large partial pressure
difference between the blood and the tissues, which assists
in the diffusion process. Various factors affect the posi-
tion of the oxygen dissociation curve, as shown in Fig. 5. It
is shifted to the right by an increase of temperature,
hydrogen ion concentration, PCO2, and concentration of
2,3-diphosphoglycerate in the red cell. A rightward shift
indicates that the affinity of oxygen for hemoglobin is
reduced. Most of the effect of the increased PCO2 in
reducing the oxygen affinity is due to the increased hydro-
gen concentration. This is called the Bohr effect, and it
means that as peripheral blood loads carbon dioxide, the
unloading of oxygen is assisted. A useful measure of the
position of the dissociation curve is the PO2 for 50%
oxygen saturation; this is known as the P50. The normal
value for human blood is � 27 mmHg (3599.6 Pa).

Carbon Dioxide Transport

Carbon dioxide is transported in the blood in three forms:
dissolved, as bicarbonate, and in combination with proteins

such as carbamino compounds (Fig. 6). Dissolved carbon
dioxide obeys Henry’s law (as mentioned above). Because
carbon dioxide is some 24 times more soluble than oxygen
in blood, dissolved carbon dioxide plays a much more
significant role in its carriage compared to oxygen. For
example, � 10% of the carbon dioxide that evolves into
the alveolar gas from the mixed venous blood comes from
the dissolved form. Bicarbonate is formed in blood by the
following hydration reaction:

CO2þH2O$H2CO3$Hþþ HCO3
�

The hydration of carbon dioxide to carbonic acid (and vice
versa) is catalyzed by the enzyme carbonic anhydrase (CA),
which is present in high concentrations in the red cells, but
is absent from the plasma. However, some carbonic anhy-
drase is apparently located on the surface of the endothelial
cells of the pulmonary capillaries. Because of the presence of
carbonic anhydrase in the red cell, most of the hydration of
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Figure 4. PCO2 electrode.
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carbon dioxide occurs there, and bicarbonate ion moves out
of the red cell to be replaced by chloride ions to maintain
electrical neutrality (chloride shift). Some of the hydrogen
ions formed in the red cell are bound to Hb, and because
reduced Hb is a better proton acceptor than the oxygenated
form, deoxygenated blood can carry more carbon dioxide for
a given PCO2 than oxygenated blood can. This is known as
the Haldane effect. Carbamino compounds are formed when
carbon dioxide combines with the terminal amine groups of
blood proteins. The most important protein is the globin of
hemoglobin. Again, reduced hemoglobin can bind more
carbon dioxide than oxygenated hemoglobin, so the unload-
ing of oxygen in peripheral capillaries facilitates the loading
of carbon dioxide, whereas oxygenation has the opposite
effect. The carbon dioxide dissociation curve, as shown in
Fig. 7, is the relationship between PCO2 and total carbon
dioxide concentration. Note that the curve is much more
linear in its working range than the oxygen dissociation
curve, and also that, as we have seen, the lower the
saturation of hemoglobin with oxygen, the larger the car-
bon dioxide concentration for a given PCO2.

OXIMETRY

Historical Development

Oximetry has its origins in the early 1860s (10), when
Felix Hoppe-Seyler described the hemoglobin absorption
of light using the spectroscope. He demonstrated that the
light absorption was changed when blood was mixed with
oxygen, and that hemoglobin and oxygen formed a com-
pound called oxyhemoglobin. Soon after, George Gabriel
Stokes reported that hemoglobin was in fact the carrier of
oxygen in the blood. In 1929, Glen Allan Millikan (11), an
American physiologist, began construction of a photo-
electric blood oxygen saturation meter, which, used to
measure color changes over time when desaturated hemo-
globin solutions were mixed with oxygen solutions in an
experimental setting. The use of photoelectric cells later
proved to be crucial to the development of oximeters. In
1935, Kurt Kramer demonstrated, for the first time,
in vivo measurement of blood oxygen saturation in ani-
mals. The same year, Karl Matthes introduced the ear
oxygen saturation meter. This was the first instrument
able to continuously monitor blood oxygen saturation in
humans. In 1940, J.R. Squire introduced a two-channel
oximeter that transmitted red and infrared (IR) light
through the web of the hand. In 1940, Millikan and col-
leagues developed a functioning oximeter, and introduced
the term ‘‘oximeter’’ to describe it. The instrument used an
incandescent, battery-operated light and red and green
filter. In 1948, Earl Wood of the Mayo Clinic made several
improvements to Millikan’s oximeter, including the addi-
tion of a pressure capsule. Then, in the 1950s, Brinkman
and Zijlstra of the Netherlands developed the reflectance
oximetry. However, oximetry did not fully achieve clinical
applicability until the 1970s.

Principles of Operation

It is important to understand some of the basic physics
principles that led to the development of oximetry and
pulse oximetry. This is a summary of these different phy-
sics principles and methods (7,12).

Spectrophotometry. The spectroscope is a device which
was used initially to measure the exact wavelengths of light
emitted from a light generator (bunsen burner) (10). Each
substance studied with the spectroscope has its unique light
emission spectrum, in other words, each substance absorbed
and then emitted light of different wavelengths. The graph
of the particular pattern of light absorption–emission of
sequential light wavelengths called the absorption spec-
trum. Figure 8 reveals the absorption spectra of common
forms of hemoglobin.

Colorimetry. Colorimetry is another method of qualitative
analysis (10). In this method, the color of known substance is
compared of that of unknown one. This method is not highly
exact, because it depends on visual acuity and perception.

Photoelectric Effect. The photoelectric effect is the prin-
ciple behind spectrophotometry. It is defined as the ability
of light to release electrons from metals in proportion to the
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intensity of the light. In spectrophotometry, light passes
via a filter that converts the light into a specific wave-
length. This light then passes through a container that
contains the substance being analyzed. This substance
absorbs part of this light and emits the remaining part,
which goes through a special cell. This cell is connected to a
photodetector, which detects and measures the emitting
light (spectrophotometry). This method can be used for
quantitive as well as qualitative analyses.

Lambert–Beer Law. This law combines the different fac-
tors that affect the light absorption of a substance:

log 10 Io=Ix ¼ kcd

Io ¼ intensity of light incident on the specimen

Ix ¼ intensity of the transmitted light

Io=Ix ¼ optical density

As shown in the above formula, the concentration of
absorbing substance, the path length of the absorbing
medium (d) and the characteristics of the substance and
the light wavelength (k¼ constant) all affect light absorp-
tion (12).

Transmission Versus Reflection Oximetry. When the light
at a particular wavelength passes through a blood sample,
which contains Hb, this light would be absorbed, trans-
mitted, or reflected. The amount of the absorbed, trans-
mitted, or reflected light at those particular wavelengths is
determined by various factors, including the concentration
(Lambert–Beer law) and the type of the Hb present in the
blood sample. The amount of light transmitted through
the blood sample at a given wavelength is related inversely
to the amount of light absorbed or reflected. The transmis-
sion oximetry is a method to determine the arterial oxygen
saturation (SaO2) value by measuring the amount of light
transmitted at certain wavelengths. On the other side, in
the reflection oximetry, measuring the amount of light
reflected is used to determine the SaO2 value. The signifi-
cant difference between these two methods is the location
of the photodetecor (Fig. 9). In the reflection method, the

photodetector is on the same side of the light source.
However, in the transmission oximetry, it is on the opposite
site side of the light source (7,12).

Oximetry Versus Cooximetry. Each form of hemoglobin
(e.g., oxyhemoglobin, deoxygenated hemoglobin, carboxy-
hemoglobin,methemoglobin) has itsownuniqueabsorption–
transmission–reflection spectrum. By plotting the relative
absorbance to different light wavelengths for both
oxyhemoglobin and deoxygenated Hb as shown in Fig. 10.
It is clear that these two hemoglobins absorb light differ-
ently at different light wavelengths. This difference is big
in some light wavelengths (e.g., 650 nm in the red region),
and small or not existing in other light wavelengths. The
isosbestic point (13) is the light wavelength at which there
is no difference between these two hemoglobins in absorb-
ing light (� 805 nm near the IR region). The difference in
these two wavelengths can be used to calculate the SaO2.
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However, these two hemoglobins are not only the hemo-
globins exist in the patient’s blood. There are other abnor-
mal hemoglobins (dyshemoglobins) that can join these two
hemoglobins in some abnormal conditions (such as carbox-
yhemoglobin and methemoglobin). Each one of these dys-
hemoglobins has its unique transmission–reflection–
absorption spectrum. Some of these spectra are very close
to the oxyhemoglobin spectrum at the routinely used two
light wavelengths (see above). This makes these two wave-
lengths are incapable in detecting those dyshemoglobins.
Therefore, the use of regular oximeters in these conditions
may lead to erroneous and false readings, which may lead
to detrimental effects on the patient’s care. To overcome
this significant problem a special oximeter (cooximeter, i.e.,
cuvette oximeter) is needed when there is a suspicion of
presence of high level of dyshemoglobins in the patient’s
blood. Functional SaO2 is the percentage of oxyhemoglobin
compared to sum of oxy- and deoxyhemoglobins. Therefore,
the abnormal hemoglobins are not directly considered in
the measurement of functional SaO2 by using regular
oximetry. Cooximetry uses four or more light wavelengths,
and has the ability to measure carboxyhemoglobin and
methemoglobin as well as normal hemoglobins. The frac-
tional SaO2 measures the percentage of oxyhemoglobin to
all hemoglobins (normal and abnormal) present in the
blood sample (14,15).

EAR OXIMETRY

Historical Development

In 1935, Matthes (16,17) showed that transmission oxime-
try could be applied to the external ear. However, a major
problem with noninvasive oximetry applied to the ear was
the inability to differentiate light absorption due to arterial
blood from that due to other ear tissue and blood. In the
following years, two methods were tried to solve this
problem. The first was increasing local perfusion by heat-
ing the ear, applying vasodilator, or rubbing the ear. The
second was comparing the optical properties of a ‘‘blood-
less’’ earlobe (by compressing it using a special device) to
the optical properties of the perfused ear lobe. Arterial
SaO2 was then determined from the difference in these
different measurements. This step was a significant step
toward an accurate noninvasive measurement of SaO2. In
1976, Hewlett-Packard (18) used the collected knowledge
about ear oximetry to that date to develop the model
47201A ear oximeter, Fig. 11.

HEWLETT-PACKARD EAR OXIMETER

This oximeter (18) is based on the measured light trans-
mission at eight different wavelengths, which made this
sensor less accurate and more complex than pulse oxi-
meters. It used a high intensity tungsten lamp that gen-
erated a broad spectrum of light wave lengths. This light
passes through light filters, then enters a fiberoptic cable,
which carrys the filtered light to the ear. A second fibroptic
cable carries the light pulses transmitted through the ear
to the device for detection and analysis. The ear probe is
relatively bulky (� 10� 10 cm) equipped with a tempera-

ture-controlled heater (to keep temperature of 418C). It is
attached to the antihelix after the ear has been rubbed
briskly. This monitor is no longer manufactured because of
its bulkiness and cost, and because of the development
widely of a more accurate, smaller, and cost-effective
monitor, the pulse oximeter.

PULSE OXIMETRY

Historical Development

In the early 1970s, Takuo Aoyagi (16,19,20), a Japanese
physiological bioengineer, introduced pulse oximetry,
the underlying concept of which had occurred to him while
trying to cancel out the pulsatile signal of an earpiece
densitometer with IR light. In early 1973, Dr. Susumu
Nakajima, a Japanese surgeon, learned of the idea and
ordered oximeter instruments from Nihon Kohden. After
several prototypes were tested, Aoyagi and others deli-
vered the first commercial pulse oximeter in 1974. This
instrument was the OLV-5100 ear pulse oximeter,
(Fig. 12). In 1977, the Minolta Camera Company
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Figure 11. The Hewlett-Packard Model 47201A ear oximeter.

Figure 12. The OLV-5100 ear pulse oximeter, the first commer-
cial pulse oximeter, it was introduced by Nihon Kohden in 1974.



introduced the Oximet MET-1471 pulse oximeter with a
fingertip probe and fiberoptic cables. Nakajima and others
tested the Oximet MET-1471 and reported on it in 1979. In
the years since, pulse oximetry has become widely used in a
number of fields, including Anesthesia, intensive care, and
neonatal care.

Principles of Operation

Pulse oximetry differs from the previously described oxi-
metry in that it does not rely on absolute measurements,
but rather on the pulsations of arterial blood. Oxygen
saturation is determined by monitoring pulsations at
two wavelengths and then comparing the absorption spec-
tra of oxyhemoglobin and deoxygenated hemoglobin
(20,21). Pulse oximetry uses a light emitter with red and
infrared LEDs (light-emitting diodes) that shine through a
reasonably translucent site with good blood flow (Fig. 13).
Typical adult–pediatric sites are the finger, toe, pinna
(top), or lobe of the ear. Infant sites are the foot or palm
of the hand and the big toe or thumb. On the opposite side of
the emitter is a photodetector that receives the light that
passes through the measuring site. There are two methods
of sending light through the measuring site (see above)
(Fig. 9). The transmission method is the most common type
used, and for this discussion the transmission method will
be implied. After the transmitted red (R) and IR signals
pass through the measuring site and are received at the
photodetector, the R/IR ratio is calculated. The R/IR is
compared to a ‘‘look-up’’ table (made up of empirical for-
mulas) that converts the ratio to pulse oxygen saturation
(SpO2) value. Most manufacturers have their own tables
based on calibration curves derived from healthy subjects
at various SpO2 levels. Typically, an R/IR ratio of 0.5
equates to approximately 100% SpO2, a ratio of 1.0 to
� 82% SpO2, while a ratio of 2.0 equates to 0% SpO2.
The major change that occurred from the eight-wavelength
Hewlett-Packard oximeters (see above) of the 1970s to the
oximeters of today was the inclusion of arterial pulsation to
differentiate the light absorption in the measuring site due

to skin, tissue, and venous blood from that of arterial blood.
At the measuring site there are several light absorbers
(some of them are constant) such as skin, tissue, venous
blood, and the arterial blood (Fig. 14). However, with each
heart beat the heart contracts and there is a surge of
arterial blood, which momentarily increases arterial blood
volume across the measuring site. This results in more
light absorption during the surge. Light signals received at
the photodetector are looked at as a waveform (peaks with
each heartbeat and troughs between heartbeats). If the
light absorption at the trough, which should include all the
constant absorbers, is subtracted from the light absorption
at the peak, then the resultants are the absorption char-
acteristics due to added volume of blood only, which is
arterial blood. Since peaks occur with each heartbeat or
pulse, the term ‘‘pulse oximetry’’ was applied.

New Technologies

Conventional pulse oximetry accuracy degrades during
motion and low perfusion. This makes it difficult to depend
on these measurements when making medical decisions.
Arterial blood gas tests have been and continue to be
commonly used to supplement or validate pulse oximeter
readings. Pulse oximetry has gone through many advances
and developments since the Hewlett-Packard Model
47201A ear oximeter invention in 1976. There are several
types of pulse oximeters manufactured by different com-
panies available in the market nowadays. Different techno-
logies have been used to improve pulse oximetry quality
and decrease its limitations, which would lead eventually
to better patient care. Figure 15 shows a modern pulse
oximeter (Masimo Rad-9) designed by Masimo using the
Signal Extraction Technology (Masimo SET) (22,23), is a
software system composed of five parallel algorithms
designed to eliminate nonarterial ‘‘noise’’ in a patient’s
blood flow. This monitor display includes: SpO2, pulse rate,
alarm, trend, perfusion index (PI) (24), signal IQ, and
plethysmographic waveform. Moreover, Masimo manufac-
tures a handheld pulse oximeter by utilizing the same
technology (Masimo SET) as shown in Fig. 16. Its small
size (� 15.7� 7.6� 3.5 cm) and broad catalog of features
make it suited for hospital, transport, and home use.
Nellcor (25) uses the OxiMax technology to produce a list
of pulse oximetry monitors and sensors. These sensors
have a small digital memory chip that transmits
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sensor-specific data to the monitor. These chips contain all
the calibration and operating characteristics for that sen-
sor design. This gives the monitor the flexibility to operate
accurately with a diverse range of sensor designs without
the need for calibrating each sensor to the specific moni-
tors. This opens a new area of pulse oximetry innovations.
Figure 17 reveals some of the Nellcor monitors and sensors
available. Furthermore, Nellcor has designed a handheld
pulse oximeter, as shown in Fig. 18, compatible with its line
of OxiMax pulse oximetry sensors. Nellcor combines two
advanced technologies in measuring blood gases: the Oxi-
Max technology and Microstream CO2 technology (see the
section Capnography) to produce a SpO2 and end-tidal CO2

partial pressure (PetCO2) handheld capnograph–pulse oxi-
meter to monitor both SpO2 and PetCO2. Several additional
parameters are now available on the modern oximeter, and
they add additional functionality for these monitors and
decrease their limitations. One of these parameters is
called the ‘‘perfusion index’’ (PI) (24,26). This is a simple

measure of the change that has occurred in the tissue-
under-test (e.g., the finger) over the cardiac cycle. When
this parameter was first recognized as being something
that a pulse oximeter could measure, it was difficult to
imagine a value to the measurement because it is affected
by so many different physiological and environmental
variables, including systemic vascular resistance, volume
status, blood pressure, and ambient temperature. But as
time continues to pass since its introduction, more applica-
tions for PI have been found. The most obvious use for
perfusion index is as an aid in sensor placement. It provides
a means to quantify the validity of a given sensor site and,
where desired, to maximize measurement accuracy. Perfu-
sion index has also provided a simple and easy way test for
sufficient collateral blood flow in the ulnar artery to allow
for harvest of the radial artery for coronary artery bypass
graft (CABG) surgery and for monitoring peripheral perfu-
sion in critically ill patients.

Clinical Uses

Pulse oximeters are widely used in clinical practice
(27–30). They are used extensively in the intensive care
units to monitor oxygen saturation, and to detect and
prevent hypoxemia. Monitoring oxygen saturation during
anesthesia is a standard of care, which is almost always
done by pulse oximeters. Pulse oximeters are very helpful
in monitoring patients during procedures like broncho-
scopy, endoscopy, cardiac catheterization, exercise testing,
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Figure 15. Masimo Rad-9 pulse oximeter.

Figure 16. Masimo Rad-5 handheld pulse oximeter.

Figure 17. Nellcor N-595 pulse oximeter.

Figure 18. Nellcor N-45 handheld pulse oximeter.



and sleep studies. Also, they are commonly used during
labor and delivery for both the mother and infant. These
sensors have no significant complications related to their
use. There are several types of portable pulse oximeters on
the market. These oximeters are small in size, useful for
patients transport, and can be used at home. Figure 19
shows one of these pulse oximeters.

Accuracy and Limitations

The accuracy of pulse oximeters in measuring exact satura-
tion has been shown to be �� 4% as compared to blood
oximetry measurements. Several studies have shown that
with low numbers of SaO2, there is a decreased correlation
between SpO2 and SaO2, especially when SaO2 < 70% and
in unsteady conditions (31). However, newer technologies
have improved accuracy during these conditions substan-
tially. Another factor that influences the accuracy of pulse-
oximetry is the response time. There is a delay between a
change in SpO2 and the display of this change. This delay
ranges from 10 to 35 s. Pulse-oximeters have several
limitations that may lead to inaccurate readings. One of
its most significant limitations is that it estimates the
SaO2, not the arterial oxygen tension (PaO2). Another
limitation is the difficulty these sensors have in detecting
arterial pulsation in low perfusion states (low cardiac out-
put, hypothermia etc.) (32). Furthermore, the presence of
dyshemoglobins (e.g., methemoglobin, carboxyhemoglobin)
(15) and diagnostic dyes (e.g., methylene blue, indocyanine
green, and indigo carmine) (33) affects the accuracy of
these monitors, leading to false readings. High carboxyhe-
moglobin levels will falsely elevate SpO2 readings, which
may lead to a false sense of security regarding the patient’s

oxygenation, and possible disastrous outcome. CO-oxime-
try should be used to measure SaO2 in every patient who
is suspect for elevated carboxyhemoglobin (such as fire
victims). Methemoglobinemia may lead to false � 85%
saturation reading. The clinician should be alert to the
potential causes and possibility of methemoglobinemia
(e.g., nitrites, dapsone, and benzocaine). The CO-oximetry
is also indicated in these patients. Vascular dyes may also
affect the SpO2 readings significantly, especially methy-
lene blue, which is also used in the treatment of methe-
moglobinemia. Brown, blue, and green nail polish may
affect SpO2 too. Therefore, routine removal of this polish
is recommended. The issue of skin pigmentations effect on
SpO2 reading is still controversial. Motion artifacts are a
common problem in using pulse oximeters, especially in
the intensive care units.

Future Directions for Pulse Oximeters

As mentioned above, there are several limitations with the
recent commercially available pulse oximeters. Pulse oxi-
meters technology is working on decreasing those limita-
tions and improving pulse oximeters function (34). In the
future, techniques to filter out the noise component
common to both R and IR signals, such as Masimo signal
extraction, will significantly decrease false alarm fre-
quency. Pulse oximeters employing more than two wave-
lengths of light and more sophisticated algorithms will be
able to detect dyshemoglobins. Improvements in reflection
oximetry, which detects backscatter of light from light-
emitting diodes placed adjacent to detectors, will allow the
probes to be placed on any body site. Scanning of the retinal
blood using reflection oximetry can be used as an index of
cerebral oxygenation. Combinations of reflectance oxime-
try and laser Doppler flowmetry may be used to measure
microcirculatory oxygenation and flow.

Continuous Intravascular Blood Gas Monitoring (CIBM)

The current standard for blood gas analysis is intermittent
blood gas sampling, with measurements performed in vitro
in the laboratory or by using bedside blood gas analyzer.
Recently, miniaturized fiberoptic devices have been devel-
oped that can be placed intravascularly to continuously
measure changes in PO2, PCO2, and pH. These devices
utilize two different technologies: Electrochemical sensors
technology, based on a modified Clark electrode, and
optode (photochemical/optical) technology (35,36).

Optode (Photochemical–Optical) Technology. An optode
unit consists of optical fibers with fluorescent dyes encased
in a semipermeable membrane. Each analyte, such as
hydrogen ion, oxygen, or carbon dioxide, crosses the mem-
brane and equilibrates with a specific chemical fluorescent
dye to form a complex. As the degree of fluorescence
changes with the concentration of the analyte, the absor-
bance of a light signal sent through the fiberoptic bundles
changes, and a different intensity light signal is returned to
the microprocessor. Optode technology has accuracy com-
parable to that of a standard laboratory blood gas analyzer.
However, several reasons and problems, including the cost
(see below) still limit the use of this monitor routinely.

474 BLOOD GAS MEASUREMENTS

Figure 19. Portable Nonin Onyx 9500 pulse oximeter.



At present, the Paratrend 7þ (PT7þ; Diametric Medical
Inc., High Wycombe, U.K.; distributed by Philips Medical
Systems), and Neotrend (NT) are the only commercially
available multiparameter CIBM systems. The original
probe of Paratrend 7 (PT7) was introduced in 1992. It
consists of a hybrid probe incorporating four different sen-
sors: miniaturized Clark electrode to measure PO2, optode
to determine PCO2, and pH (absorbance sensors, phenol red
in bicarbonate solution), and a thermocouple (copper, con-
stantan) to measure temperature and allow temperature
correction of the blood gas values. All these sensors were
encased in a heparin-coated microporous polyethylene tube
that was permeable to the analytes to be measured. This
sensor was modified in 1999. In the new sensor (PT7þ)
(Fig. 20), the Clark electrode was replaced by an optical PO2

sensor. According to the manufacturer, this new PO2 sensor
is more accurate and has a faster response time.

Clinical Uses

Continuous intravascular blood gas monitoring has been
applied in various clinical settings (36,37) in the operating
room and the intensive care unit. In the operating room,
especially in adults undergoing one lung ventilation for
major surgery (e.g., one lung ventilation for thoracoscopic
surgery or lung transplantation, major cardiac or vascular
surgery). The most common site for CIBM measurement is
the radial artery in adults and the femoral artery in
children. The umbilical artery is used for probe insertion
in neonates. Reports and studies showed that performance
and accuracy of CIBM devices appear to be sufficient for
clinical use.

Limitations and Complications

Reliable intravascular blood gas measurement depends on
a number of mechanical, electrical, and physicochemical
properties of the CIBM probe as well as the conditions of
the vessel into which the probe is inserted (36,37). There-
fore, several factors can affect the performance of CIBM,
including mechanical factors related to the intraarterial
probe (e.g., not advanced adequately in the artery, the
sensor becomes attached to the wall of the vessel), factors
related to the artery itself (e.g., vasospasm), interference
from electrocautery and ambient or endoscopic light, or
related to the ‘‘flush’’ solution used to flush the intraarterial
catheter, which may lead to false measurements. Compli-
cations may include thrombosis, ischemia, vasospasm, and
failure. Although CIBM appears to be advantageous, there
are no prospective, randomized, double-blind studies of
its impact on morbidity and mortality. Future outcome
studies should focus on well-defined groups of selected
patients who might benefit from CIBM (e.g., critically ill
patients with potentially rapid and unexpected changes in
blood gas values). Furthermore, no data is available on the
cost/benefit ratio of CIBM, and more studies are still
needed to know if this monitor is cost-effective.

Intrapartum Fetal Pulse Oximetry

Intrapartum fetal pulse oximetry is a direct continuous
noninvasive method of monitoring fetal oxygenation (38).
Persistent fetal hypoxemia may lead to acidosis and neu-
rological injury, and current methods to confirm fetal
compromise are indirect and nonspecific. Therefore, intra-
partum fetal pulse oximetry may improve intrapartum
fetal assessment and, most important, improve the speci-
ficity of detecting fetal compromise (39,40). Intrapartum
fetal pulse oximetry may monitor, not only the fetal heart
rate (FHR), but also the arterial oxygen saturation and
peripheral perfusion may be assessed.

Principle of Operation and Placement

The fetus in utero does not have an exposed area that would
allow placement of a transmission sensor (38). Thus, reflec-
tance sensors have been designed where the light-emitting
diodes are located adjacent to the photodetector (Fig. 9).
During labor, the sensor is placed transvaginally between
the uterine wall and the fetus, with contact on the fetal
presenting part, usually the soft tissue of the fetal cheek.
Monitoring of fetal oxygen saturation has been encum-
bered by multiple technical obstacles (38). For example,
reflectance sensors not directly attached to the fetus, work
only when in contact with fetal skin and may not produce
an adequate SpO2 signal when contact is suboptimal dur-
ing intense uterine contractions or during episodes of fetal
movement. In this situation, sensor position may require
adjustment. Improved reflectance sensor contact has been
attempted via a variety of sensor modifications, including
suction devices, application with glue, and direct attach-
ment to the fetal skin with a special clip. The Nellcor
(Fig. 21) sensors have been developed with a ‘‘fulcrum’’
modification, which mechanically places the sensor surface
into better contact with the fetal skin. Other technical
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Figure 20. The Paratrend 7þ (PT7þ; Diametric Medical Inc.)
sensor.



advances, such as modification of the red light-emitting
diode from a 660 to a 735 nm wavelength, have resulted in
improved registration times.

Future Direction of Intrapartum Fetal Pulse Oximetry.
Ideally, calibration of these monitors in human fetuses
should be done by simultaneous measurement of SpO2

and preductal SaO2. Because the access to fetal circulation
during labor is not feasible, calibration of these monitors is
still a major problem (38). It appears that well-designed
animal laboratory studies and human infant and neonatal
studies will have to suffice for calibration and validation of
these monitors. To make this monitor more valuable and
accurate as a guide for obstetric and neonatal management
during labor, prospective studies with a larger number of
abnormal fetuses will be necessary to determine duration
and level of hypoxia leading to metabolic acidosis in
humans. Also, more studies are needed to answer ques-
tions about its safety and efficacy. Finally, further refine-
ments in equipment design should improve the accuracy of
SpO2 determination and the ability to obtain an adequate
signal. Decreased signal-to-noise ratios, motion artifacts
(e.g., contractions, fetal movement, maternal movement),
impediments to light transmission (e.g., vernix, fetal hair,
meconium), and calibration difficulties are unique obsta-
cles in accurately assessing the fetus by this monitor.
Technical development goals of fetal pulse oximetry should
include improvement of sensor optical design, hardware,
and software modification to obtain high signal quality and
precise calibration. Major advantages of fetal oxygen
saturation monitoring include its ease of interpretation
for clinicians of varying skills, being noninvasive method,
and the ability to monitor fetal oxygenation continuously
during labor. However, more studies are needed to evalu-
ate its safety, efficacy, and cost issues (41). When these
issues are resolved, intrapartum fetal oxygen saturation
monitoring could perhaps be one of the major advances in
obstetrics during the twenty-first century.

TRANSCUTANEOUS BLOOD GAS MONITORING (TCM)

Historical Development

The possibility of continuously monitoring arterial blood
oxygen and carbon dioxide using a heated surface electrode
on human skin was discovered in the early 1970s and made
commercially available by 1976 (42). In 1951, Baumberger
and Goodfriend published an article showing a method to
determine the arterial oxygen tension in man by equilibra-
tion through intact skin. By immersing a finger in a
phosphate buffer solution heated to 45 8C, they found that

the PO2 of the buffer approached that of the alveolar air.
They showed that if skin blood flow increased by the high-
est tolerable heat (458C), the surface PO2 rises to arterial
blood PO2. A few years later (in 1956), Clark invented the
membrane covered platinum polarographic electrode to
measure O2 tissue tensions. By 1977, at least three com-
mercial transcutaneous PO2 (tcPO2) electrodes were avail-
able (Hellige, Roche, RADIOMETER). These devices were
applied initially to premature infants in an effort to reduce
the incidence of blindness due to excessive oxygen admin-
istration. Throughout more than three decades, the TCM
technology has been closely linked to the care of neonates;
however, recent studies suggest that TCM technology may
work just as well for older children and adults (29). The
TCM offers continuous noninvasive measurement of blood
gases, which is especially advantageous in critically ill
patients in whom rapid and frequently life-threatening
cardiopulmonary changes can occur during short periods
of time. However, with the widespread use of pulse oxi-
metry, the use of transcutanenous blood gas monitors has
decreased.

Blood Gas Diffusion Through the Skin

The human skin consists of three main layers: the stratum
corneum, epidermis, and dermis (Fig. 22). The thickness of
the human skin varies with age, sex, and region of the
body. The thickness of the stratum corneum varies from 0.1
to 0.2 mm depending on the part of the body. This is
nonliving layer composed mainly of dehydrated cells (dead
layer), which do not consume oxygen or produce carbon
dioxide. The next layer is the epidermis layer, which con-
sists of proteins, lipids, and melanin-forming cells. The
epidermis is living, but is blood-free. The thickness of this
layer � 0.05–1 mm. Underneath the epidermis is the der-
mis, which consists of dense connective tissue, hair follicles,
sweat glands, fat cells, and capillaries. These capillaries
receive blood from arterioles and drain in venules.
Arteriovenous anastomoses innervated by nerve fibers
are commonly found in the dermis of the palms, face,
and ears. These shunting blood vessels regulate blood flow
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Figure 21. Nellcor OxiFirst fetal pulse oximeter.
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through the skin. Heat increases blood flow through these
channels almost 30-fold. Gas diffusion through the skin
occurs due to a partial pressure difference between the
blood and the outermost surface of the skin. Diffusion of
blood gases through the skin normally is very low, how-
ever, the heated skin (� 43 8C) becomes considerably more
permeable to these gases.

Principle of Transcutaneous PO2 Measurement (tcPO2)

The probe used to measure the tcPO2 is based on the idea of
oxygen polarography (see above). This probe (7,12) consists
of a platinum cathode and a silver reference anode encased
in an electrolyte solution and separated from the skin by a
membrane permeable to oxygen (usually made of Teflon,
polypropylene, or polyethylene). The electrode is heated,
thereby melting the crystalline structure of the stratum
corneum, which otherwise makes this skin layer an effec-
tive barrier to oxygen diffusion. The heating of the skin also
increases the blood flow in the capillaries underneath the
electrodes. Oxygen diffuses from the capillary bed through
the epidermis and the membrane into the probe, where it is
reduced at the cathode, thereby generating an electric
current that is converted into partial pressure measure-
ments and displayed by the monitor. Because of an in vitro
drift inevitably occurring inside the probe, where several
chemical reactions are going on, the tcPO2 sensor must be
calibrated before using, and be repeated every 4–8 h. Since
the O2-dependent current flow exhibits a linear relation-
ship at a fixed voltage, only two known gas mixtures are
required for the calibration. Two in vitro calibration tech-
niques can be employed: by using two precision gas mix-
tures (e.g., nitrogen and oxygen), and by using a ‘‘zero O2

solution’’ (e.g., sodium sulfite) and room air.

The Transcutaneous PO2 Sensor. The modern transcuta-
neous PO2 sensors still use the principles used by Clark
decades ago (7,12). Figure 23 illustrates a cross-sectional
diagram of a typical Clark-type sensor. This particular
sensor consists of three glass-sealed platinum cathodes
that are separately connected via current amplifiers to a
surrounding Ag–AgCl cylindrical ring. A buffered KCl
electrode, which has a low water content to reduce drying
of the sensor, is used. The following basic reactions happen
between the two electrodes:

At the anode (þ electrode):

4 Agþ 4 Cl� $ 4 AgClþ 4 e�

(the electrons complete the circuit)
At the cathode (� electrode):

4 Hþ þ 4 e� þ O2 $ 2 H2O

(the electrons are boiled off of the platinum electrode)
Overall:

4 Agþ 4 Cl� þ 4 Hþ þ O2 $ 4 AgClþ 2 H2O

The two electrodes are covered with a thin layer of
electrolytic solution that is maintained in place by a mem-
brane that allows slow diffusion of O2 from the skin into the
sensor. The diffusion of O2 through the skin is normally
very low. Under normal physiological conditions, the PO2

measured at the surface of the skin using a nonheated
transcutaneous PO2 electrode is near zero, regardless of
the underlying blood PO2. In order to facilitate O2 diffusion
through the skin, abrasion of the skin and drug-induced
hyperemia through the application of nicotinic acid cream
were initially used. However, since direct skin heating
gives a more prolonged and consistent effect, a heating
element is now used in all commercial transcutaneous PO2

sensors. Generally, temperatures between 43 and 448 yield
adequate vasodilatation of the cutaneous blood vessels
with minimal skin damage. Heating the skin speeds up
O2 diffusion through the stratum corneum. In addition, it
also causes vasodilatation of the dermal capillaries, which
increases blood flow to the region of skin in contact with the
sensor. With increased blood flow, more O2 is available to
the tissues surrounding the capillaries in the skin, and
consequently the PO2 of the blood in these capillary loops
approximate more closely that of the arterial blood. Heat-
ing the blood also shifts the oxygen dissociation curve to the
right. Therefore, the binding of hemoglobin with O2 is
reduced and the release of O2 to the cells is increased.
Simultaneously, skin heating also increases local tissue O2

consumption. Fortunately, however, these two factors tend
to cancel each other.

Transcutaneous PCO2 Monitoring

Continuous PCO2 monitoring is helpful in monitoring lung
ventilation during spontaneous breathing or artificial ven-
tilation. It makes it easier to adjust the parameters of the
ventilator and prevent respiratory acidosis or alkalosis.

The Transcutaneous PCO2 Sensor

The typical sensor is similar the O2 sensor that was
described above, as shown in Fig. 24. This sensor (7,12)
consists of glass pH electrode with a concentric Ag–AgCl
reference electrode that also serves as a temperature-
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controlled heater. A buffer electrolyte (e.g., HCO3
�) is placed

on the surface of the electrode and a thin CO2 permeable
membrane (e.g., Teflon) stretched over the electrode sepa-
rates the sensor from its surroundings. As CO2 molecules
diffuse via the CO2-permeable membrane into the HCO3

�

containing solution, the following chemical reaction occurs:

CO2 þ H2O$ H2CO3 $ Hþ þ HCO�3

A potential between the pH and the reference electrodes
is generated as a result of this reaction. This potential is
proportional to the CO2 concentration. Measurement of pH
with a pH electrode can lead to estimation of the skin PCO2,
which correlates with the PaCO2. According to the
Henderson–Haselbach relationship, pH is proportional to
the negative logarithm of PCO2.

Skin temperature must be considered when analyzing
PCO2 measurements, because the skin heating can affect
the transcutaneous PCO2 sensor reading. This effect is due
to the high temperature coefficient of the PCO2 sensor.
Heating the sensor results in an increase in PCO2, since
CO2 solubility decreases, increase in local tissue metabo-
lism, and increase in the rate of CO2 diffusion through the
stratum corneum. Therefore, the transcutaneous PCO2

values are usually higher than the corresponding arterial
PCO2. Calibration of the PCO2 sensor is different from the
PO2 sensor calibration. In the CO2 sensor case, the voltage
signal generated in the PCO2 sensor is proportional to the
logarithm of the CO2 concentration (not to CO2 concentra-
tion directly, as the case in PO2). Therefore, there is no
‘‘zero point’’ calibration in transcutaneous PCO2 sensor as
there is with a transcutaneous PO2 sensor. For this reason,
one needs two different precisely analyzed gas mixtures for
calibration. Usually, gas mixtures containing 5 and 10%
CO2 are used for calibrating the PCO2 sensor. On the other
side, PCO2 sensor calibration must be done at the tem-
perature at which it will be operated.

Clinical Applications of Transcutaneous PO2 and PCO2

Monitoring

Transcutaneous PO2 and PCO2 monitoring have found
numerous applications in clinical medicine and research
(42,43) during the past two decades: (1) neonatology:
tcPO2 monitoring remains the most commonly used tech-
nique to guide oxygen therapy in premature infants. In
low birth weight infants, tcPO2 is one of the best available

monitor of ventilation. (2) Fetal monitoring: specially
designed electrodes attached to the fetal scalp have been
used. Changes in tcPO2 rapidly reflected changing mater-
nal and fetal conditions. Some studies showed that fetal
tcPO2 is considerably affected by local scalp blood flow,
therefore repeated episodes of asphyxia, which may lead
to increase in catecholamines, can reduce fetal scalp blood
flow and lead to misleading reduction in tcPO2. (3) Sleep
studies: pulse oximetry and combined tcPO2–tcPCO2 elec-
trode are used in sleep studies. This combination made it
possible to study the ventilator response of hypoxia in
sleeping infants. (4) Peripheral circulation: tcPO2 electro-
des are extensively used in evaluation peripheral vascular
disease (44). Furthermore, transcutaneous oximetry has
been used in several clinical situations such as prediction
of healing potential for skin ulcers or amputation sites,
assessment of microvascular disease (45), and determina-
tion of cutaneous vasomotor status. Figure 25 shows one
of the commercially available transcutaneous blood gas
monitor.

CAPNOMETRY AND CAPNOGRAPHY

Introduction

Capnometry is the measurement of carbon dioxide (CO2) in
the exhaled gas. Capnography is the method of displaying
CO2 measurements as waveforms (capnograms) during
the respiratory cycle. The end-tidal PCO2(PetCO2) is the
maximum partial pressure of the exhaled CO2 during
tidal breathing (just before the beginning of inspiration).
The measurement of CO2 in respiratory gases was first
accomplished in 1865, using the principle of Infrared(IR)
absorption. Capnography was developed in 1943 and intro-
duced to clinical practice in the 1950s (27). Since then,
capnometry–capnography has gone through significant
advances. Now capnography is a ‘‘standard of care’’ for
general anesthesia (3), as described by the American
Society of Anesthesiologists (ASA).

Measurement Techniques

Capnometry most commonly utilizes IR light absorption or
mass spectrometry. Other technologies include Raman spec-
tra analysis and a photoacoustic spectra technology (46,47)

Infrared Light Absorption Technique. This is the most
common technique used to measure CO2 in capnometers.
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Figure 24. The transcutaneous PCO2 sensor.

Figure 25. Radiometer TCM 4 transcutaneous blood gas monitor.



This method is cheaper and simpler than mass spectro-
metry. However, it is less accurate and has a slower
response time (� 0.25 vs. 0.1 s for mass spectrometry).
There are two types of IR analyzers, a double and a single
beam. The double-beam positive-filter model consists of an
IR radiation source, which radiates to two mirrors. The two
beams pass via a filter to two different chambers (sample
chamber and reference chamber), and then to a photode-
tector. Consequently, it is possible to process the detector
output electronically to indicate the concentration of CO2

present. The single-beam negative-filter (Fig. 26), utilizes
only one beam without using a reference. The principle
behind this technique is that gases generally absorb elec-
tromagnetic IR radiation, and gas molecules with two or
more atoms, provided these atoms are dissimilar (e.g., CO2,
but not O2) absorb IR radiation in the range 1000–15000
nm. By filtering particular wavelengths, carbon dioxide
and other gases can be measured. Carbon dioxide absorbs
IR radiation strongly between 4200 and 4400 nm. Nitrous
oxide and water have absorption peaks close to this area.
Thus, there is a potential for the introduction of error with
these substances in this method.

Raman Spectrography. Raman spectrography uses the
principle of ‘‘Raman Scattering’’ for CO2 measurement.
The gas sample is aspirated into an analyzing chamber,
where the sample is illuminated by a high intensity mono-
chromatic argon laser beam. The light is absorbed by
molecules, which are then excited to unstable vibrational
or rotational energy states (Raman scattering). The Raman
scattering signals (Raman light) are of low intensity and
are measured at right angles to the laser beam. The
spectrum of Raman scattering lines can be used to identify
all types of molecules in the gas phase. Raman scattering
technology has been incorporated into many newer anes-
thetic monitors (RASCAL monitors) to identify and quan-
tify instantly CO2 and inhalational agents used in
anesthesia practice (48).

Mass Spectrography. The mass spectrograph separates
molecules on the basis of mass to charge ratios. A gas
sample is aspirated into a high vacuum chamber, where
an electron beam ionizes and fragments the components of
the sample. The ions are accelerated by an electric field into
a final chamber, which has a magnetic field, perpendicular
to the path of the ionized gas stream. In the magnetic field,
the particles follow a path wherein the radius of curvature

is proportional to the charge: mass ratio. A detector plate
allows for determination of the components of the gas and
for the concentration of each component. Mass spectro-
meters are quite expensive and too bulky to use at the
bedside and are rarely used presently. They are either
‘‘stand alone’’, to monitor a single patient continuously,
or ‘‘shared’’, to monitor gas samples sequentially from
several patients in different locations (multiplexed). Up
to 31 patients may be connected to a multiplexed system,
and the gas is simultaneously sampled from all locations by
a large vacuum pump. A rotary valve (multiplexer) is used
to direct the gas samples sequentially to the mass spectro-
meter. In a typical 16-station system, with an average
breathing rate of 10 breaths �min�1, each patient will be
monitored about every 3.2 min. The user can interrupt the
normal sequence of the multiplexer and call the mass
spectrometer to his patient for a brief period of time
(46–48).

Photoacoustic Spectrography. Photoacoustic gas mea-
surement is based on the same principles as conventional
IR-based gas analyzers: the ability of CO2, N2O and anes-
thetic agents to absorb IR light (46,49). However, they
differ in measurement techniques. While IR spectrography
uses optical methods, photoacoustic spectrography (PAS)
uses an acoustic technique. When an IR energy is applied
to a gas, the gas will expand and lead to an increase in
pressure. If the applied energy is delivered in pulses, the
gas expansion would be also pulsatile, resulting in pressure
fluctuations. If the pulsation frequency lies within the
audible range, an acoustic signal is produced and is
detected by a microphone. Potential advantages of PAS
over IR spectrometry are higher accuracy, better reliabil-
ity, less need of preventive maintenance, and less frequent
need for calibration. Furthermore, as PAS directly mea-
sures the amount of IR light absorbed, no reference cell is
needed and zero drift is nonexistent in PAS. The zero is
reached when there is no gas present in the chamber. If no
gas is present there can be no acoustic signal (49).

CO2 Sampling Techniques

Sidestream versus Mainstream. Capnometers that are
used in clinical practice use two different sampling tech-
niques (50) (Fig. 27): sidestream or mainstream. A main-
stream (flow-through) capnometer has an airway adaptor
cuvette attached in-line and close to the endotracheal tube.
The cuvette incorporates an IR light source and sensor that
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senses carbon dioxide absorption to measure PetCO2. A
sidestream capnometer uses a sampling line that attaches
to a T-piece adapter at the airway opening, through which
the instrument continually aspirates tidal airway gas for
analysis of carbon dioxide. The main advantage of the
mainstream analyzer is its rapid response, because the
measurement chamber is part of the breathing circuit. The
sample cuvette lumen, through which inspired and expired
gases pass, is large in order to minimize the work of
breathing, and pulmonary secretions generally do not
interfere with carbon dioxide analysis. Compared with
sidestream (aspiration) sampling, the airway cuvette is
relatively bulky and can add dead space. However, within
the past few years lighter and smaller airway cuvettes
have been developed to allow its use in neonates. The
sidestream PCO2 analyzer adds only a light T-adapter to
the breathing circuit, and can be easily adapted to non-
intubation forms of airway control. Because the sampling
tubing is small bore, it can be blocked by secretions. During
sidestream capnography, the dynamic response, the steep-
ness of the expiratory upstroke and aspiratory downslope,
tends to be blunted because of the dispersive mixing of
gases through the sampling line, where gas of high PCO2

mixes with gas of low PCO2. In addition, a washout time is
required for the incoming sampled gas to flush out the
volume of the measuring chamber. The overall effect is an
averaging of the capnogram, resulting in a lowering of the
alveolar plateau and an elevation of the inspiratory base-
line. Thus, PetCO2 may be underestimated and rebreath-
ing can be simulated. These problems are exacerbated by
high ventilatory rates and by the use of long sampling
catheters. In addition, the capnogram is delayed in time by
transport delay, the time required to aspirate gas from the
airway opening adapter through the sampling tubing to the
sampling chamber.

Micro-Stream Technology. Micro-stream technology (51)
is a new CO2 sampling techneque that uses a low aspiration
rate (as low as 50 mL �min�1), such as NBP-75, Nellcor
Puritan Bennett, as shown in Fig. 28. In addition, this

technology uses a highly CO2-specific IR source, where the
IR emission exactly matches the absorption spectrum of
the CO2 molecules. The advantages of this technology,
compared to the traditional high flow side-stream capn-
ometer (150 mL �min�1), is that it gives more accurate
PetCO2 measurements and better waveforms in neonates
and infants with small tidal volumes and high respiratory
rates. Furthermore, these low flow capnometers are less
likely to aspirate water and secretions into the sampling
tubes, resulting in either erroneous PetCO2 values or in
total occlusion of sampling tube.

Phases of Capnography

A normal single breath capnogram (time capnogram) is
shown in Fig. 29. Time capnogram is the partial pressure of
expired CO2 plotted against time on the horizontal axis.
This capnogram can be divided into inspiratory (phase 0)
and expiratory segments. The expiratory segment, similar
to a single breath nitrogen curve or single breath CO2

curve, is divided into phases I, II, and III, and occasionally,
phase IV, which represents the terminal rise in CO2

concentration. The angle between phase II and III is the
alpha angle. The nearly 908 angle between phase III and
the descending limb is the beta angle. Changes in time

480 BLOOD GAS MEASUREMENTS

Sample
chamber

Infrared light
source

Ventilator circuit
wye connectors

Photodetector

To microprocessor

Sample
adapter

(a) (b)

To remote analyzer

Tracheal tubeTracheal tube

Figure 27. Sidestream vs. mainstream CO2 sampling techniques. (a) Mainstream CO2 sampling.
(b) Sidestream sampling.

Figure 28. Nellcor Microstream ETCO2 breath sampling unit.



capnogram help to diagnose some of the breathing and
ventilation problems, especially during anesthetic man-
agement of patients undergoing surgery (e.g., bronchos-
pasm, esophageal intubation, CO2 rebreathing, and even
cardiac arrest).

Clinical Uses of Capnography

Capnography and capnometry (52) are safe, noninvasive
test, and have few hazards. They are widely used in clinical
medicine. Their uses include, but are not limited to
(1) evaluating the exhaled CO2, especially end-tidal CO2

in mechanically ventilated patients during anesthesia.
(2) Monitoring the severity of pulmonary disease and
evaluating response to therapy, especially therapy
intended to improve the ratio of dead space to tidal volume
(VD/VT) and the matching of ventilation to perfusion (V/Q).
(3) Determining that tracheal rather than esophageal
intubation has taken place (low or absent cardiac output
may negate its use for this indication) (53). Colorimetric
CO2 detectors are adequate devices for this purpose.
(4) Evaluating the efficiency of mechanical ventilatory
support by determination of the difference between the
arterial partial pressure for CO2 (PCO2) and the PetCO2.
Figure 30 shows a combined handheld capnograph/pulse
oximeter.

Limitations

Note that although the capnograph provides valuable
information (52) about the efficiency of ventilation, it is
not a replacement or substitute for assessing the PCO2.
The difference between PCO2 and PetCO2 increases as
dead-space volume increases. In fact, the difference
between the PCO2 and PetCO2 has been shown to vary
within the same patient over time. Alterations in breathing
pattern and tidal volume may introduce error into mea-
surements designed to be made during stable, steady-state
conditions. Interpretation of results must take into account
the stability of physiologic parameters, such as minute
ventilation, tidal volume, cardiac output, ventilation/per-
fusion ratios, and CO2 body stores. Certain situations may
affect the reliability of the capnogram. The extent to which
the reliability is affected varies somewhat among types of
devices (IR, photoacoustic, mass spectrometry, and Raman
spectrometry). Furthermore, the composition of the respira-
tory gas mixture may affect the capnogram (depending on

the measurement technology incorporated). The IR spec-
trum of CO2 has some similarities to the spectra for both
oxygen and nitrous oxide. High concentrations of either or
both oxygen or nitrous oxide may affect the capnogram,
and, therefore, a correction factor should be incorporated
into the calibration of any capnograph used in such a
setting. The reporting algorithm of some devices (primarily
mass spectrometers) assumes that the only gases present
in the sample are those that the device is capable of
measuring. When a gas that the mass spectrometer cannot
detect (such as helium) is present, the reported values of
CO2 are incorrectly elevated in proportion to the concen-
tration of helium in the gas mixture. Moreover, the breath-
ing frequency may affect the capnograph. High breathing
frequencies may exceed the response capabilities of the
capnograph. In addition, the breathing frequency, > 10
breaths �min�1, has been shown to affect devices differ-
ently. Contamination of the monitor or sampling system by
secretions or condensate, a sample tube of excessive length,
a sampling rate that is too high, or obstruction of the
sampling chamber, can lead to unreliable results. Use of
filters between the patient airway and the sampling line of
the capnograph may lead to lowered PetCO2 readings.
Inaccurate measurement of expired CO2 may be caused
by leaks of gas from the patient–ventilator system pre-
venting collection of expired gases, including, leaks in the
ventilator circuit, leaks around tracheal tube cuffs, or
uncuffed tracheal tubes.

Sublingual Capnometry

Sublingual capnometry is a method to measure the partial
pressure of carbon dioxide under the tongue (PSLCO2).
This method is being used mainly in the critical care units
to evaluate patients with poor tissue perfusion and multi-
ple organ dysfunction syndrome.

Pathophysiologic Basis. Significant increases in the
partial pressure of carbon dioxide (PCO2) in tissue have
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been associated with hypoperfusion, tissue hypoxia, and
multiple organ dysfunction syndrome (54). When perfu-
sion of the intestinal mucosa is compromised, CO2 accu-
mulates in the gut. The high diffusability of CO2 allows
for rapid equilibration of PCO2 throughout the entire
gastrointestinal (GI) tract. The vasculature of the tongue
and the GI tract are controlled by similar neuronal path-
ways. Thus, the vasculatures of both respond similarly
during vasoconstriction (55). Because the tongue is the
most proximal part of the GI tract, measurement of PCO2

can be conveniently and noninvasively obtained by pla-
cing a sensor under the tongue. Clinical studies have
demonstrated that PSLCO2 can be used in the assess-
ment of systemic tissue hypoperfusion and hypercapnia
(56).

Capnometer Components and Principle of Operation.
Figure 31 shows a commercially available sublingual capn-
ometer (Nellcor CapnoProbe Sublingual System). This
system (25) consists of two components: (1) SLS-l Sublin-
gual Sensor: This sensor contains an optrode (a sensitive
analyte detector) consists of an optical fiber capped with a
small silicone membrane containing a pH-sensitive solu-
tion (Fig. 32). When the optrode is brought into contact
with sublingual tissue, CO2 present in the tissue freely
diffuses across the silicone membrane into the fluorescent
dye solution. No other commonly encountered gases or
liquids can pass across the membrane. The CO2 dissolves
and forms carbonic acid, which in turn lowers the pH of the
solution. The fluorescence intensity of the dye in the solu-
tion is directly proportional to pH.

This single use sensor is packaged in a sealed metal
canister. Inside the canister, the sensor tip is enclosed in a
gas permeable reservoir that contains a buffer solution.
The solution prevents the optrode from drying out. The
solution also allows calibration just prior to use, as it is in
equilibrium with a known concentration of CO2 within the
canister. To begin use, the clinician opens the canister and
inserts the cable handle into the SLS-l Sublingual Sensor.
This action initiates a calibration cycle that allows the

instrument to observe the sensor signal at the known
PCO2 of the calibrant (2). The N-80 instrument contains
a precision optical component that emits light at two
wavelengths in the violet and blue portions of the visible
spectrum. The fluorescence intensity generated by the
violet wavelength is insensitive to pH, whereas that gen-
erated by the blue wavelength is strongly sensitive to pH.
The light is launched into an optical fiber and delivered to
the tip of the disposable sensor. The green fluorescent light
generated in the optrode is directed back to the N-80
instrument through an optical fiber. The light is then ratio
metrically quantitated and directly correlated to PSLCO2.
When the fluorescence intensity of the optrode has stabi-
lized (within 60–90 s), the N-80 instrument reports the
measured value of PSLCO2 on its LCD screen.

Chemical Colorimetric Airway Detector

This is a device (57,58) that uses a pH-sensitive indicator to
detect breath-by-breath exhaled carbon dioxide (Fig. 33).
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Figure 31. Nellcor CapnoProbe Sublingual capnometer.
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Figure 33. Nellcor Easy Cap II Pedi-Cap chemical colorimetric
CO2 detector.



The colorimetric airway detector is interposed between the
endotracheal tube (ETT) and the ventilation device. Both
adult and pediatric adaptors exist, but they cannot be used in
infants who weigh < 1 kg. Because of excessive flow resis-
tance, they are not suited for patients who are able to breathe
spontaneously. Excessive humidity will render them inop-
erative in 15–20 min. The devices can be damaged by mucous,
edematous, or gastric contents, and by administration of
intratracheal epinephrine. Despite these drawbacks,
colorimetric sensors have been found to be useful in guiding
prehospital CPR (cardiopulmonary resuscitation) both in
intubated patients and those with a laryngeal mask airway.

Role of Capnometry–Capnography in CPR. The relation-
ship between cardiac output and PetCO2 is logarithmic
(59). Decreased presentation of CO2 to the lungs is the
major rate-limiting determinant of the PetCO2 during low
pulmonary blood flow. Capnography can detect the pre-
sence of pulmonary blood flow even in the absence of major
pulses (pseudoelectromechanical dissociation, EMD) and
also can rapidly indicate changes in pulmonary blood flow
(cardiac output) caused be alterations in cardiac rhythm.
Data suggests that PetCO2 correlates with coronary perfu-
sion pressure, cerebral perfusion pressure, and blood flow
during CPR. This correlation between perfusion pressure
and PetCO2 is likely to be secondary to the relationship of
PetCO2 and cardiac output (60).

SUMMARY

Blood gas measurement methods and instruments have
gone through significant improvements and advances in
the last few decades. Invasive techniques have moved stea-
dily toward using smaller instruments and closer to the
patient’s bed (bedside), which requires smaller blood sam-
ple. These improvements have made these devices more
convenient, need less personnel to operate them, and more
cost-effective. These bedside devices have comparable accu-
racy and reliability to the traditional central laboratory
instruments. Continuous intravascular blood gas monitor-
ing is a new invasive technique that uses miniaturized
fiberoptic devices. This method has been used in different
clinical settings with good results. However, several limita-
tions and complications still exist. More studies and
improvements are needed to know its cost-effectiveness
in clinical medicine and to minimize its complications (such
as ischemia and thrombosis). Other invasive instruments
and methods were discussed in other parts of this encyclo-
pedia. On the other hand, noninvasive blood gas measure-
ment methods and devices improved greatly since its
instruction to clinical medicine. These devices have been
used extensively during anesthesia administration and in
critical care units. Using pulse oximetry is ‘‘standard of
care’’ in anesthesia practice. The use of pulse oximeter
decreased the risk of hypoxia and its deleterious effect
significantly. However, several limitations to its use still
exist, especially in low perfusion states, during the presence
of dyshemoglobins and motion artifacts. New technologies,
such as the Oxi-Max and the Signal Extraction technologies,
have been developed to overcome some of these limitations,

and to add more features for these instruments (such as
scanning the retina as an index of cerebral oxygenation and
using Laser Doppler flowmetry–reflection oximetry to mea-
sure microcirculatory oxygenation and flow). Other types of
pulse oximetry have been introduced to clinical medicine.
Intrapartum fetal pulse oximetry is an example of these new
pulse oximeters. This device provides a continuous, nonin-
vasive method of monitoring fetal oxygenation, which may
help in detecting persistent fetal hypoxemia and improve
intrapartum fetal assessment. However, more studies are
needed to evaluate its safety, efficacy, and cost issues.
Transcutaneous blood gas monitoring is another noninva-
sive method to measure blood gases. This method is losing
ground and popularity against the newer pulse oximeters,
which have replaced this method in several situations.
Capnometry–capnography has been used extensively in
anesthesia practice in the last two decades. New CO2 sam-
pling technique such as microstream technology has been
introduced. This method uses a low aspiration rate, making
it more accurate than the previous techniques. Moreover,
this technique can detect very small amount of CO2. Photo-
acoustic sepectrography is a new technique has been devel-
oped to measure PetCO2. This method is more reliable,
accurate, and needs less calibration than the traditional
methods. Studies showed an encouraging result and an
important role for capnometry–capnography in cardiopul-
monary resuscitation, which may lead to widespread use
of these devices in CPR, in prehospital and inhospital
settings.
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INTRODUCTION

Blood pressure is an important signal in determining the
functional integrity of the cardiovascular system. Scien-
tists and physicians have been interested in blood pressure
measurement for a long time. The first blood pressure
measurement is attributed to Reverend Stephen Hales,
who in the early eighteenth century connected water-filled
glass tubes in the arteries of animals and correlated their
blood pressures to the height of the column of fluid in the
tubes. It was not until the early twentieth century that the
blood pressure measurement was introduced into clinical
medicine, albeit with many limitations.

Blood pressure measurement techniques are generally
put into two broad classes: direct and indirect. Direct
techniques of blood pressure measurement, which are also
known as invasive techniques, involve a catheter to be
inserted into the vascular system. The indirect techniques
are noninvasive, with improved patient comfort and safety,
but at the expense of accuracy. The accuracy gap between
the invasive and the noninvasive methods, however, has
been narrowing with the increasing computational power
available in portable units, which can crunch elaborate
signal processing algorithms in a fraction of a second.

During a cardiac cycle, blood pressure goes through
changes, which correspond to the contraction and relaxa-
tion of the cardiac muscle, with terminology that identifies
different aspects of the cycle. The maximum and minimum
pressures over a cardiac cycle are called the systolic and
diastolic pressures, respectively. The time average of the
cardiac pressure over a cycle is called the mean pressure,
and the difference between the systolic and diastolic pres-
sures is called the pulse pressure.

Normal blood pressure varies with age, state of health,
and other individual conditions. An infant’s typical blood

pressure is 80/50 mmHg (10.66/6.66 kPa) (systolic/diasto-
lic). The normal blood pressure increases gradually and
reaches 120/80 (15.99/10.66 kPa) for a young adult. Blood
pressure is lower during sleep and during pregnancy.
Many people experience higher blood pressures in the
medical clinic, a phenomenon called the ‘‘white coat effect.’’
Therefore, the ranges given in Table 1 are used as guide-
lines rather than as diagnostic facts.

DIRECT TECHNIQUES

The operation of direct measurement techniques can be
summarized in very simple terms: They all use a pressure
transducer that is coupled to the vascular system through a
catheter or cannula that is inserted to a blood vessel,
followed by a microcontroller unit with electronics and
algorithms for signal conditioning, signal processing, and
decision making. There are many advantages of this set of
techniques, including:

	 The pressure is measured very rapidly, usually within
one cardiac cycle.

	 The measurement is done to a very high level of
accuracy and repeatability.

	 The measurement is continuous, resulting in a graph
of pressure against time.

	 The measurement is motion tolerant.

Therefore, the direct techniques are used when it is
necessary to accurately monitor patients’ vital signs, for
example, during critical care and in the operating room.
Although direct techniques have a lot in common, there are
differences in the details of various approaches.

Extravascular Transducers

The catheter in this type of device is filled with a saline
solution, which transmits the pressure to a chamber that
houses the transducer assembly. As a minor disadvantage,
this structure affects the measured pressure through the
dynamic behavior of the catheter. As the catheter has a
known behavior, this effect can be minimized to insignif-
icant levels through computational compensation (1).

Intravascular Transducers

The transducer is at the tip of the catheter in this type of
device. Then the measured signal is not affected by the
hydraulics of the fluid in the catheter. The catheter dia-
meter is larger in this class of transducers.
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Table 1. Classification of Blood Pressure for Adults

Category Systolic—mmHg Diastolic—mmHg

Normal <120 and <80
Prehypertension 120–139 or 80–89
Stage 1 Hypertension 140–159 or 90–99
Stage 2 Hypertension 160 or higher or 100 or higher



Transducer Technology

A wide spectrum of transducer technologies is available to
build either kind of transducer. They include metallic or
semiconductor strain is gauges, piezoelectric, variable
capacitance, variable inductance, and optical fibers. Appro-
priate driver and interface circuitry accompanies each
technology (2).

Other Applications of Direct Pressure Measurement

Another advantage of direct measurement techniques is
that they are not limited to measuring the simple arterial
pressure. They can be used to obtain central venous,
pulmonary arterial, left atrial, right atrial, femoral arter-
ial, umbilical venous, umbilical arterial, and intracranial
pressures by inserting the catheter in the desired site
(3).

Sources of Errors

Direct blood pressure measurement systems have the flex-
ibility of working with a variety of transducers/probes. It is
important that the probes are matched with the appro-
priate compensation algorithm. Most modern equipment
does this matching automatically, eliminating the possibi-
lity of operator error. An additional source of error occurs
when air bubbles get trapped in the catheter. This changes
the fluid dynamics of the catheter, causing an unintended
mismatch between the catheter and its signal processing
algorithm. This may cause distortions in the waveforms
and errors in the numeric pressure values extracted from
them. It is difficult to recognize this artifact from the
waveforms, so it is best to avoid air bubbles in the catheter.

NONINVASIVE (INDIRECT) TECHNIQUES

An overwhelming majority of blood pressure measure-
ments do not require continuous monitoring or extreme
accuracy. Therefore, noninvasive techniques are used in
most cases, maximizing patient comfort and safety. Cur-
rently available devices for noninvasive measurement
are

	 Manual devices: These devices use the auscultatory
technique.

	 Semiautomatic devices: These devices use oscillatory
techniques.

	 Automatic devices: Although most of these devices use
oscillatory techniques, some use pulse-wave velocity
or plethysmographic methods.

The Auscultatory Technique

In the traditional, manual, indirect measurement system,
an occluding cuff is inflated and a stethoscope is used to
listen to the sounds made by the blood flow in the arteries,
called Korotkov sounds. When the cuff pressure is above
the systolic pressure, blood cannot flow, and no sound is
heard. When the cuff pressure is below the diastolic pres-
sure, again, no sound is heard. A manometer connected to
the cuff is used to identify the pressures where the transi-

tions from silence to sound to silence are made. This
combination of a cuff, an inflating bulb with a release
valve, and a manometer is called a sphygmomanometer
and the method an auscultatory technique. Usually, the
cuff is placed right above the elbow, elevated to the approx-
imate height of the heart, and the stethoscope is placed
over the brachial artery. It is possible to palpate the pre-
sence of pulse under the cuff, rather than to use a stetho-
scope to listen to the sounds. The latter approach works
especially well in noisy places where it is hard to hear the
heart sounds.

This method has various sources of potential error. Most
of these sources are due to misplacement of the cuff,
problems with hearing soft sounds, and using the wrong
cuff size. Using a small cuff on a large size arm would result
in overestimating the blood pressure, and vice versa.
Nevertheless, an auscultatory measurement performed
by an expert healthcare professional using a clinical grade
sphygmomanometer is considered to be the gold standard
in noninvasive measurements.

Oscillatory Techniques

Most automatic devices base their blood pressure estima-
tions on the variations in the pressure of the occluding cuff,
as the cuff is inflated or deflated. These variations are due
to the combination of two effects: the controlled inflation or
deflation of the cuff and the effect of the arterial pressure
changes under the cuff. The Korotkov sounds are not used
in the oscillatory techniques.

The cuff pressure variation data may be collected while
the cuff is being inflated or deflated. Furthermore, the
inflation or deflation during the data collection may be
controlled in a continuous fashion or in a step-wise fashion.
This variability gives four different strategies in data
collection. Their differences may seem insignificant at first,
but they have significant effects on the way a variety of
algorithms are designed.

Data in Fig. 2 were collected using an experimental
system. The cuff is first rapidly inflated to a value higher
than the anticipated systolic pressure, an approximate
pressure of 170 mmHg (22.66 kPa) in this case. Then it
is deflated in small steps until the cuff pressure is below the
anticipated diastolic pressure, �50 mmHg (6.66 kPa).
Please note that when the cuff pressure is very high or
very low, the arterial blood pressure variations contribute
very little to the cuff pressure trajectory. As a matter of
fact, the height of those pulses above the cuff pressure
baseline is at their maximum when the baseline pressure is
equal to the mean arterial pressure (MAP). We demon-
strate this in Fig. 3, with a plot of pulses relative to their
baseline pressure (pulse-wave amplitude), against their
respective baseline cuff pressures. Please note that only
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Figure 1. Blood pressure waveform, and systolic, diastolic, and
mean pressures, from an invasive monitor screen (4).



a few of the pulses observed in Fig. 2 are transferred to
Fig. 3 to maintain clarity.

Figure 4 shows a cycle of data collected during the
continuous inflation of the cuff as well as the pulse-wave
amplitude. The pulse-wave amplitude is obtained by sub-
tracting the baseline cuff pressure from the raw pressure
data. Next, we will return to the example developed in Figs.
2 and 3 and continue with the estimation of blood pressure
values.

It seems trivial to pick the pulse with the tallest height
above baseline and to select its baseline pressure to be the
MAP. So, for the example at hand, MAP would be just
under 100 mmHg (13.33 kPa), as shown in Fig. 5. The
systolic and diastolic pressures are then estimated from
the MAP using a variety of heuristic rules. A common class
of these heuristic rules works as follows. First, the peak
values (heights) of the pulse-wave amplitudes are con-
nected to form an envelope. Again, the baseline pressure
at the peak of this envelope is the MAP value. Then, the
height of the MAP pulse is reduced by a predetermined
systolic ratio, and the intersection of this ‘‘systolic height’’
with the envelope to the right of the MAP pulse is selected
as the systolic location. The baseline pressure at this
location is assigned as the estimate of the systolic pressure,
as depicted in Fig. 5. The diastolic pressure is estimated in
a similar fashion by using a ratio of its own to arrive at the

diastolic height and then by finding the corresponding
intersection with the envelope to the left of the MAP pulse.

In the example shown in Fig. 5, the systolic ratio and
diastolic ratio were arbitrarily selected as 0.5 and 0.7,
respectively. In a realistic system, those ratios would be
found statistically (using methods such as regression,
fuzzy rule-based systems, neural networks, or evolutionary
algorithms) to minimize deviations between estimated and
actual blood pressure values.

Algorithmic Components of Blood Pressure Measurement

In the earlier measurement units, it was a combination of
hardware and software that controlled the various aspects
of the automated measurement (or estimation) of blood
pressure. With the ever increasing computational power of
microcontrollers, all decision making and control are now
implemented in software and with more elaborate algo-
rithms. Here are some functions that are included in a
measurement system. Please refer to Fig. 6 for a typical
organization of such algorithms in a blood pressure mea-
surement system.

	 Inflation/deflation control: Whether data collec-
tion is done during inflation or deflation, continuously
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Figure 2. Cuff pressure trajectory when data are collected during
step-wise deflation of the cuff (5).
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Figure 3. Pulse-wave amplitude profile (6).
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Figure 4. Cuff pressure trajectory and pulse-wave amplitude
when data are collected during continuous inflation of the cuff.
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or in steps, there are many challenges to appropriately
controlling the air pump. They include maintaining a
smooth baseline cuff pressure without filtering out the
arterial variations; adjusting the pump speed to varia-
tions arising from different cuff sizes, arm sizes, and
cuff tightness; and selecting the range of cuff pressures
for which data will be collected.

	 Pulse detection: This is a fundamental part of
extracting features from raw cuff pressure data. It
becomes especially challenging when conditions such
as arrhythmia, or tremors, affect the regularity of
pulses. Pattern recognition techniques with features
found in time, frequency, or wavelet domains are used
to deal with difficult situations.

	 Blood pressure estimation: The indirect method of
measurement is a process of estimating pressures
with the use of features extracted from cuff-pressures
or other transducer data. This algorithm used to be
limited to linear interpolation, as described in the
example of Fig. 5. Recently, more elaborate deci-
sion-making and modeling tools such as nonlinear
regression, neural networks, and fuzzy logic also
are being used for this purpose.

Sources of Inaccuracy

Many factors contribute to the inaccuracies in the auto-
mated measurement of blood pressure. The following are
some of the more significant sources of error:

	 Sparseness of data: An important design criterion
of a blood pressure monitor is to go through a cycle as
quickly as possible. However, the faster a device
functions, the fewer pulses it will have in a cycle. A
cycle time of 1 min would yield about 60–70 pulses,
whereas a 20-min cycle would have only 20–23 pulses.
The oscillatory techniques are based on collecting cuff
pressure due to pulses at baseline pressures that
change from above systolic to below diastolic. If we
divide a cuff pressure range of about 150–180 mmHg
(10.99–23.99 kPa) by the number of pulses in a cycle, we
can see that the baseline increment between successive
pulses varies from 2 to 3 mmHg (0.26 to 0.39 kPa) in a
1 min cycle to 6 to 9 mmHg (0.79 to 1.19 kPa) in a 20 s
cycle. This quantization error affects the accuracy in
the estimate of the mean arterial pressure as well as

the shape of the pulse envelope, hence, the accuracy of
the systolic and diastolic values. Various curve-fitting
and interpolation techniques are used to remedy this
problem.

	 Pulse extraction uncertainty: Whether the base-
line cuff pressure is varied continuously or in steps,
figuring out where one pulse ends and another one
starts is not a trivial matter. An inspection of Fig. 2
will show that many artifacts in the data stream may
confuse a pulse extraction algorithm and cause errors
in the pulse-wave amplitude profile in Fig. 3. In
addition, common factors such as an irregularity in
the pulses as in arrhythmia, small wrinkles, or folds
in the cuff changing its volume suddenly during data
collection, or small movements of the patient may
amplify those artifacts. A variety of pattern recogni-
tion techniques are employed to improve the accuracy
of pulse detection (7).

	 Motion artifacts: The performance of the oscillatory
techniques depends on all measurements during a
cycle. Therefore, any error caused by a motion of
the patient may affect the accuracy of the blood
pressure estimations. A comparative study of six
noninvasive devices has found that average percent
errors due to motion artifacts may be as high as 39%
(8). Remedies to this source of error may be a combi-
nation of three strategies: (1) to identify and compen-
sate for minor artifacts, (2) to identify and discard
data that include significant artifacts or to repeat the
entire cycle if the estimates are deemed unreliable,
and (3) to incorporate features from additional
sensors or monitors such as electrocardiogram
(EKG) to help identify motion artifacts (8,9).

Other Blood Pressure Measurement Techniques

Oscillometry is by far the most common technique in
automatic noninvasive blood pressure measurement. How-
ever, other methods are found in commercial units or in
units that are being developed. In this section, a few of
these methods are summarized and references are given
for further information. It should be noted that algorithmic
components and sources of inaccuracy presented within
the context of oscillatory technique may apply to other
automated measurement methods.

Arterial Tonometry. This relatively new technique in
blood pressure measurement is inspired by the tonometry
devices that were made in the mid-1950s to measure
intraocular pressure. The arterial tonometry device is
based on a pressure sensor and pneumatic actuator com-
bination, which is placed on the wrist, above the radial
artery. When the pressure applied on the artery is adjusted
to the appropriate level (called the hold-down pressure),
the portion of the artery wall that is facing the actuator is
partially flattened. This configuration maximizes the
energy transfer between the artery and the sensor, yielding
pulses with the highest amplitude. The relative amplitudes
of the tonometry pulses are calibrated to the systolic and
the diastolic pressures. Tonometry is suitable for contin-
uous monitoring applications. Sensor placement sensiti-
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vity, calibration difficulties, and motion sensitivity are
problems that need improvement (10,11).

Pulse-Wave Velocity. A pulse wave is generated by the
heart as it pumps blood, and it travels ahead of the pumped
blood. By solving analytical equations of fluid dynamics, it
has been shown that changes in blood pressure heavily
depend on changes in pulse-wave velocity. Blood pressure
can be continuously calculated from pulse wave velocity,
which in turn is calculated from EKG parameters and
peripheral pulse wave measured by an SpO2 probe on
the finger or toe. This method is suitable for continuous
monitoring as well as for detecting sudden changes in blood
pressure to trigger an oscillometric cycle (12).

Plethysmographic Methods. In this method, changes in
the blood volume during a cardiac cycle are sensed using a
light emitter and receiver at the finger. Tissue and blood
have different infrared light absorbance characteristics.
That is, the tissue is practically transparent to the infrared
light, whereas blood is opaque to it. A prototype of a ring-
like sensor/signal processor/transmitter combination has
been reported (13,14)

DIFFERENT FORMS OF BLOOD PRESSURE MEASUREMENT
DEVICES

The techniques, algorithms, and transducers discussed in
the previous sections have led to a variety of forms of
devices, differentiated by where in the body the measure-
ments are taken, or for what purpose the device is used.

Ambulatory Blood Pressure Monitoring

These portable and wearable devices monitor the patient’s
blood pressure over a long period, say for 24 h. While the
patient is following her daily routine, the device periodically
takes measurements and saves the results. These measure-
ments are later downloaded for analysis by a physician. The
first ambulatory devices, introduced in the early 1960s, were
rudimentary and used tape recorders to capture the Korotk-
off sounds with an occluding cuff. Most current ambulatory
devices use the oscillatory technique. As the patient is
subjected to repeated blood pressure measurements with
an ambulatory device, it is essential to improve motion
tolerance, patient comfort, measurement time, and of course
overall accuracy of measurement algorithms that are
employed in ambulatory monitors (15).

Ambulatory devices have been instrumental in clinical
research and practice. Through their use, there have been
significant improvements in our understanding of blood
pressure dynamics in a variety of physiological and psy-
chological conditions, and concepts such as ‘‘white-coat
hypertension,’’ ‘‘episodic hypertension,’’ and ‘‘circadian
rhythm of blood pressure’’ (e.g., daytime/nighttime varia-
tions of blood pressure) have been investigated and added
to the medical lexicon (16).

Wrist Blood Pressure Monitoring

These monitors have smaller cuffs than their upperarm-
attached counterparts. Hence, they are more compact and

more conducive to self-measurement. It is important that
the monitors are held at the heart level for correct mea-
surement. They are popular with the home users but
typically less accurate than the full-size arm monitors.

Finger Blood Pressure Monitoring

Finger monitors are not nearly as common as the arm or
wrist monitors. The approaches used are auscultatory and
plethysmographic.

Semiautomatic Blood Pressure Monitoring

The semiautomatic devices have cuffs that are inflated
manually by an attached bulb, like a sphygmomanometer.
Once the cuff is inflated, the monitor functions in the same
manner as an automatic device, taking cuff-pressure mea-
surements while releasing the pressure in a controlled
way. These devices are more economical and have longer
battery lives than their fully automated counterparts.

ACCURACY OF BLOOD PRESSURE MEASUREMENT
DEVICES

Blood pressure measurement devices play an important
role in medicine, as they measure one fundamental vital
sign. In addition to this traditional use, noninvasive blood
pressure devices, especially the automated ones, have
become ubiquitous in the home, regularly used by lay
people. Two widely used protocols for testing the accuracy
of these devices are those set by the Association for the
Advancement of Medical Instrumentation (AAMI), a pass/
fail system published in 1987 and revised in 1993, and the
protocols of the British Hypertension Society (BHS), an A–
D graded system, established in 1990 and revised in 1993.
These protocols describe in detail the process manufac-
turers should follow in validating the accuracy of their
devices. Their numeric accuracy thresholds can be summar-
ized as follows. A device would pass the AAMI protocols if its
measurement error has a mean of no >5 mmHg (0.66 kPa)
and a standard deviation of no >8 mmHg (1.06 kPa). The
BHS protocol would grant a grade of A to a device if in its
measurements 60% of the errors are within 5 mmHg, 85% of
the errors are within 10 mmHg (1.33 kPa), and 95% within
15 mmHg (1.99 kPa). BHS has progressively less stringent
criteria for the grades of B and C, and it assigns a grade D if a
device performs worse than C.

The European Society of Hypertension introduced in
2002 the International Protocol for validation of blood
pressure measuring devices in adults (17). The working
group that developed this protocol had the benefit of ana-
lyzing many studies performed according to the AAMI and
BHS standards. One of their motivations was to make the
validation process simpler, without compromising its abil-
ity to assess the quality of a device. They achieved it by
simplifying the rules for selecting subjects for the study.
Another change was to devise a multistage process that
recognized devices with poor accuracy early on. This is a
pass/fail process, using performance requirements with
multiple error bands.

Whether blood pressure measurement devices are used
by professionals or lay people, their accuracy is important.
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Yet, most devices in the market have not been evaluated for
accuracy independently, using the established protocols (18).
In their study, O’Brien et al. surveyed published independent
evaluations of manual sphygmomanometers, automated
devices for clinical use, and automated devices for personal
use. If a device was found acceptable by AAMI standards, and
received a grade of A or B by BHS standards, for both systolic
and diastolic measurements, then it was ‘‘recommended’’.
Otherwise it was not recommended. Few studies they sur-
veyed had issues such as specificity, so devices reported in
those studies were ‘‘questionably recommended.’’

Table 2 summarizes the result of their survey. It is
interesting to note that of the four clinical grade sphygmo-
manometers, a kind that is highly regarded by health-care
providers, only one was ‘‘recommended’’. Overall, the num-
ber of devices ‘‘not recommended’’ is more than the number
of ‘‘recommended’’ devices. What one should take away
from this analysis is that at every level of quality, price,
and target market, it is essential to research the accuracy
of a device before investing in it and relying on it.
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INTRODUCTION

Arterial pressure is one of the vital indexes of organ per-
fusion in human bodies. Generally speaking, blood pres-
sure is determined by the amount of blood the heart pumps
and the diameter of the arteries receiving blood from
the heart. Several factors influence blood pressure. The
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Table 2. Summary of Accuracy of Blood Pressure
Measurement Devices

Device Type
Number
Surveyed

Recommended?

Yes Questionable No

Manual, clinical 4 1 1 2
Auto, clinical 6 3 2 1
Auto, home, arm 20 4 4 12
Auto, home, wrist 4 0 2 2
Ambulatory 50 26 5 19
Total 84 34 14 36



nervous system helps to maintain blood pressure by
adjusting the size of the blood vessels, and by influencing
the heart’s pumping action. The heart pumps blood to make
sure a sufficient amount of blood circulates to all the body
tissues for organ perfusion. The more blood the heart
pumps and the smaller the arteries, the higher the blood
pressure is. The kidneys also play a major role in the
regulation of blood pressure. Kidneys secrete the hormone
rennin, which causes arteries to contract, thereby raising
blood pressure. The kidneys also control the fluid volume of
blood, either by retaining salt or excreting salt into urine.
When kidneys retain salt in the bloodstream, the salt
attracts water, increasing the fluid volume of blood. As a
higher volume of blood passes through arteries, it
increases blood pressure.

Hypertension is defined as abnormal high systemic
arterial blood pressure, systolic and diastolic arterial pres-
sures > 140 and 95 mmHg (18.662 and 12.664 kPa). The
causes of hypertension might be due to acute myocardial
infarction, congestive heart failure, and malignant hyper-
tension. Postoperative cardiac patients may experience
hypertension because of pain, hypothermia, reflex vaso-
constriction from cardiopulmonary bypass, derangement of
the rennin-angiotension system, and ventilation difficul-
ties. A prolonged postoperative hypertension could lead to
complications, including myocardial ischemia, myocardial
infarction, suture line rupture, excessive bleeding, and
arrhythmia. As a result, clinical treatment to postoperative
hypertension is needed to reduce the potential risk of
complications.

Postoperative hypertension is usually treated pharma-
cologically in the intensive care unit (ICU). Sodium nitro-
prusside (SNP) is one of the most frequently used
pharmaceutical agents to treat hypertensive patients
and is a vasodilating drug that can reduce the peripheral
resistance of the blood vessel, and thus causes the reduc-
tion of arterial blood pressure. A desired mean arterial
pressure (MAP) can be achieved by monitoring MAP and
regulating the rate of SNP infusion. The mean arterial
pressure can be measured from a patient by using an
arterial pressure transducer with appropriate signal
amplification. Low pass filtering is used to remove high
frequency noise in the pressure signal and provide MAP for
monitoring purpose. Administration of SNP infusion could
be performed by manual operation. The drug infusion rate
should be adjusted frequently in response to the sponta-
neous pressure variation and patient’s condition changes.
In addition, blood pressure response to the drug infusion
changes over time and varies from patient to patient.
Therefore, this manual approach is extremely difficult
and time consuming for the ICU personnel. As the result,
the use of control techniques to regulate the infusion of the
pharmaceutical agents and maintain MAP within a desired
level automatically has been developed in the last 30
years.

IVAC Corporation developed an automatic device,
TITRATOR, to infuse SNP and regulate MAP in post-
operative cardiac patients in early 1990s. Clinical evalua-
tion for the clinical impact of this device in multiple centers
was reported by Chitwood et al. (1). Patients who partici-
pate in this trial were treated by either automatic or

manual control. The automated group showed a significant
reduction in the number of hypertensive episodes per
patient. Chest tube drainage, percentage of patients
receiving transfusion, and total amount transfused were
all reduced significantly by the use of an automated titra-
tion system. Although TITRATOR was not commercialized
successfully due to economic reasons, the promising
clinical experiences encouraged future development of
automatic blood pressure regulation devices.

An automatic blood pressure control system usually
includes three components: sensors, a controller, and a
drug delivery pump. This article provides an overview
of automatic control schemes, including proportional-
integral-derivative (PID) controllers, adaptive-controllers,
rule-based controllers, and artificial neural network con-
trollers that regulate mean arterial blood pressure using
SNP. A brief description of each control strategy is pro-
vided, followed by examples from literature. Testing of the
control performance in computer simulations, animal stu-
dies, and clinical trials, is also discussed.

CONTROL SCHEMES

PID Controller

The PID control of MAP determines the SNP infusion rate,
u(t), based on the difference between the desired output
and the actual output,

uðtÞ ¼ KPeðtÞ þ KI

Z t1

t0

eðtÞdtþ KD
d

dt
eðtÞ ð1Þ

where e(t)¼Pd(t)�Pm(t), Pd(t) is the desired MAP, and Pm(t)
is the actual mean arterial pressure. The parameters KP, KI,
and KD are the proportional, integral, and differentiation
gain respectively. The design of this type of controller
involves the selection of appropriate control gains, KP, KI,
and KD, such that the actual blood pressure, Pm(t), can be
stabilized and maintained close to the desired level, Pd(t).
Typical components of the automatic blood pressure control
system, including the PID controller, the infusion pump, the
patient, as well as the patient monitor along with physio-
logic sensors are illustrated in Fig. 1.

Sheppard and co-worker (2–4) developed a PI-type
controller, by setting KD¼ 0 in (1), to regulate SNP, which
has been tested over thousands of postcardiac-surgery
patients in the ICU. The control gains were tuned to satisfy
an acceptable settling time with minimal overshoot. The
discrete-time PI controller updates the infusion rate
as

uðkÞ ¼ uðk� 1Þ þDuðkÞ ð2Þ

where u(k� 1) is the previous infusion rate a minute ago
and Du(k) is the infusion rate increment defined by,

DuðkÞ ¼ K f0:4512 eðkÞ þ 0:4512 ½eðkÞ � eðk� 1Þ�g ð3Þ

where e(k) and e(k� 1) are the current and previous error,
respectively. The gain K in Eq. 3 as well as the further
correction of Du(k) were determined by the region of cur-
rent MAP Pm(k) as described in the following:
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Rule 1 If Pm(k)�Pdþ 5, then K¼�1 and Du(k)¼
Du(k) from Eqs. 3–2

Rule 2 If Pd�Pm(k)<Pdþ 5, then K¼�0.5 and
Du(k)¼Du(k) from Eq. 3

Rule 3 If Pd�5�Pm(k)<Pd, then K¼�1 and
Du(k)¼Du(k) from Eq. 3

Rule 4 If Pm(k)�Pd� 5, then K¼�2 and Du(k)¼ Du(k)
from Eq. 3

Rule 5 If Pm(k)<Pd� 5 and Du(k) > 0, then Du(k)¼ 0

Rule 6 If Pm(k)�Pd and Du(k)> 7, then Du(k)¼ 7

These rules were designed to provide a boundary for the
controller and achieve the optimal performance with the
minimal pharmacological intervention. As a result, the con-
troller is a nonlinear PI-type controller.

The automatic blood pressure controller described
herein performed better than human operation in a com-
parison study (5). Automatic blood pressure regulation
exhibits approximately one-half of the variation observed
during manual control; MAP are more tightly distributed
about the set-point, as shown in Fig. 2 (2). Forty-nine
postcardiac surgery patients in ICU were managed by
the automatic controller. The patients’ MAPs were main-
tained within � 5 mmHg (� 0.667 kPa) of the desired
MAP 94% of the total operation time (103 out of the
110 operation hours). A group of 37 patients were managed
with manual operation provided by experienced personals,
with which only 52% of the time the patients’ MAPs were
within the prescribed range.

Adaptive Controller

The PID controller considered previously was with the
control gains determined prior to their implementation.
The control gains were usually tuned to satisfy the perfor-
mance criterion in simulation or animal studies where the
parameters characterizing the system dynamics were fixed
variables. In clinical applications, the cardiovascular vas-
cular dynamics change over time as well as from patient to
patient. In addition, the sensitivity to drugs varies from
one patient to another and even with the same patient at
different instant. Therefore, it would be beneficial if the

control gains can be adjusted automatically during opera-
tion to adapt the differences between patients as well as
physiologic condition changes in a patient over time. This
type of controllers is called adaptive controller.

An adaptive control system usually requires a model,
representing plant (the patient and the drug infusion
system) dynamics. Linear black box models, expressed by

yðkÞ ¼ Bðq�1Þ
Aðq�1ÞuðkÞ þ

Cðq�1Þ
Aðq�1ÞnðkÞ

Aðq�1Þ ¼ 1þ a1q�1 þ a2q�2 þ � � � þ anq�n

Bðq�1Þ ¼ 1þ b1q�1 þ b2q�2 þ � � � þ blq
�l

Cðq�1Þ ¼ 1þ c1q�1 þ c2q�2 þ � � � þ cmq�m

ð4Þ

are typically used to represent the plant dynamics. A, B,
and C are polynomials in the discrete shift operator q,
where ai, bi, and ci are coefficients in the polynomials;
y(k), u(k), and n(k) are the model input, output, and noise,
respectively. Depending on the polynomials B and C, the
model in Eq. 4 can be classified as autoregressive [AR,
B(q�1 )¼ 0, C(q�1)¼ 1], autoregressive with inputs [ARX,
C(q�1)¼ 1], autoregressive moving average [ARMA,
B(q�1)¼ 0], and autoregressive moving average with
inputs (ARMAX). The coefficients of the polynomials are
time-varying, much slower than the plant dynamic
changes. The controller updates the control input, u(k),
by taking the model parameter changes into consideration.
General reviews and descriptions on adaptive control the-
ory can be found in literature (6–8). Three types of adaptive
control schemes are frequently used in blood pressure con-
troller design: self-tuning regulator, model reference adap-
tive control, and multiple model adaptive control.

Self-Tuning Regulator. The self-tuning regulator (STR)
is based on the idea of separating the estimation of
unknown parameters from the design of the controller.
It is assumed that a priori knowledge of the model struc-
ture, that is, l, m, and n in Eq. 4. In choosing l, m, and n, one
must compromise between obtaining an accurate repre-
sentation of the system dynamics while keeping the system
representation simple. The parameters of the regulator are
adjusted by using a recursive parameter estimator and a
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Figure 1. Proportional-integral-derivative control sch-
eme of blood pressure control.
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regulator design calculation as shown in Fig. 3. The para-
meter estimates are treated as if they are true or at least
asymptotically the true parameters. Several algorithms
are available for parameter estimation, including recursive
least-squares, generalized least-squares, stochastic
approximation, maximum likelihood, instrumental vari-
ables, and Kalman filter. Every technique has its advan-
tages and disadvantages. Descriptions of parameter
estimation algorithms can be found in (9). Various
approaches are available for regulator design calculation,
such as minimum variance, gain and phase margin ana-
lysis, pole placement, and linear quadratic Gaussian
(LQG). More detailed information of STR can be found
in literature (6–8).

Various STR-type blood pressure controllers have been
developed and tested in computer simulations, animal
experiments, as well as clinical studies. Arnsparger
et al. (10) used a second-order ARMA model to design
the STR. A recursive least-mean-squares estimator was
used to estimate the model parameters. The parameter
estimates were then used to calculate the control signal,
the drug infusion rate, based upon a minimum variance or
a one-step-ahead control law. Both algorithms were imple-
mented in microprocessor and tested in dog experiments
for comparison. Both controllers were able to maintain the

MAP at the desired level. However, the one-step-ahead
controller performed better in the test with less variation in
the infusion rate.

A combination of proportional derivative with minimum
variance adaptive controller was designed by Meline et al.
(11) to regulate MAP using SNP. The plant dynamics was
represented by a fifth-order ARMAX model, while the
model parameters were estimated through a recursive
least-squares algorithm. The controller was tested on ten
dog experiments as well as human subjects (12). Twenty
patients with postsurgical hypertension were randomly
assigned to either the manual group, where SNP was
administrated by experience nurse, or the automatic
group. Statistical analysis showed that MAP was main-
tained within� 10% from the desired MAP for 83.3% of the
total operation time in the ‘‘automatic’’ group versus 66.1%
of the total operation time in the ‘‘manual’’ group. This
implies the automatic control performed better than the
manual operation.

A pole-assignment STR was designed by Mansour and
Linkens (13) to regulate blood pressure using a fifth-order
ARMAX model. The model parameters were identified
through a recursive weighted least-squares estimator.
These parameters were then used to determine appropri-
ate feedback gains for the controller. Pole-placement algo-
rithm was used because of its robustness to a system with
nonminimum phase behavior or unknown time delay.
Effectiveness of the controller was evaluated extensively
in computer simulation, using a clinically validated model
developed by Slate (3) as shown in Fig. 4(2). The controller
demonstrated a robust performance even with the inclu-
sion of the recirculation term or a variable time delay.

Voss et al. (14) developed a control advance moving
average controller (CAMAC) to simultaneously regulate
arterial pressure and cardiac output (CO) using SNP and
dobutamine. CAMAC is a multivariable STR, which has
the advantage of controlling nonminimum phase plants
with unknown or varying dead times. The controller deter-
mines the drug infusion rates based on the desired MAP
and CO, past inputs, past outputs, and a on-line recursive
least-squares estimator with an exponential forgetting
factor identifying the subject’s response to the drugs.
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Figure 2. Comparison of manually controlled
SNP infusion with computer control in the
same patient. (Redrawn with permission from
L.C. Sheppard, Computer control of the infu-
sion of vasoactive drugs, Ann. of Biomed. Eng.,
Vol. 8: 431–444, 1980. Pergamon Press, Ltd.)

Figure 3. Configuration of self-tuning regulator for blood pres-
sure control.



The plant model for designing the controller and estimator
was a second-order ARMAX model. The control algorithm
was designed and tested in simulations prior to dog experi-
ments. Although animal studies demonstrated that the
controller was capable to maintain MAP and CO at their
desired level, changing vasomotor tone and the lack of high
frequency excitation signals could lead to inaccuracy in the
parameter estimation, causing poor performance in tran-
sient response.

Model Reference Adaptive Control. The basic principle
of the model reference adaptive control is illustrated in
Fig. 5). The desired input–output response is specified by
the reference model. The parameters of the regulator are
adjusted by the error signal, the difference between the
reference model output and the system output, such that
the system output follows the reference output. More
detailed information about MRAC can be found in Ref. 7.

The use of MRAC to regulate blood pressure was intro-
duced by Kaufmann et al. (15). The format of the reference
model was adopted form that developed by Slate (3). Con-
troller design and evaluation were carried out in computer
simulation. The controller with adaptation gains showed
lower steady-state error than that with nonadaptive gains
in simulations, particularly when a process disturbance
was introduced. Animal studies were conducted to compare
the performance of the MRAC with that of a well-tuned PI
controller. Neosynephrine was introduced to change the
transfer function characteristics of the subjects during
experiments. The MRAC was superior to the PI controller

and maintained MAP closed to the reference with an error
within � 5 mmHg (� 0.667 kPa) regardless of the plant
characteristic changes due to drug intervention.

Pajunen et al. (16) designed a MRAC to regulate blood
pressure using SNP with the ability to adjust the reference
model by learning the patient’s characteristics, repre-
sented by the model parameters, coefficients and time
delays, of the transfer function. These model parameters
were assumed to be unknown and exponentially time-
varying. The time-varying reference model was automati-
cally tuned to achieve the optimal performance while
meeting the physical and clinical constraints imposed on
the drug infusion rate and MAP. Extensive computer simu-
lation was used to evaluate the robustness of the controller.
The MAP was maintained within � 15 mmHg (� 2 kPa)
around the set-point regardless of changes in patient’s
characteristics and the presence of high level noises.

Polycarpou and Conway (17) designed a MRAC to reg-
ulate MAP by adjusting SNP infusion rate. The plant
model was a second-order model discretized from the
Slate’s model (3). Time delay terms in the model were
assumed to be known while the model parameters were con-
stant with nonlinear terms. The constant terms were
assumed to be known and the nonlinear terms were esti-
mated by a radial basis function (RBF) neural network.
The resulting parameter estimates were then used to
update the control law such that the system output follows
the reference model. Although the RBF was able to model
the unknown nonlinearity and thus improve the closed-
loop characteristics in computer simulation, the
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Figure 4. Model of MAP in response to
SNP infusion. (Redrawn with permis-
sion from L.C. Sheppard, Computer
control of the infusion of vasoactive
drugs, Ann. Biomed. Eng. 1980; 8:
431–444. Pergamon Press, Ltd.)

Figure 5. Configuration of MRAC for blood pressure
regulation.



assumption that the model parameters and time delays
were known would need further justification in practical
applications.

Multiple Model Adaptive Control. The concept of multi-
ple model adaptive control (MMAC) was first introduced by
Lainiotis (18). This technique assumes that the plant
response to the input can be represented by a bank of
models. A controller is designed a priori to give a specified
performance for each particular model. A probability,
P(qi|t), describing the accuracy of each model, qi, to repre-
sent the actual system, is calculated and used as the
weighting factor to update the control input,

u ¼
XN

i¼1

ui � PðqijtÞ ð5Þ

where ui is the control input based on the model qi. As the
response of the system changes, the probability, P(qi|t),
will also be adjusted accordingly such that the model
closest represents current dynamics gets the greatest prob-
ability. As a result, the contribution of the control input,
obtained from the model with the greatest probability, to
the updated control input in equation 5 is more significant
than the inputs from other models with lower probabilities.
Configuration of the MMAC is illustrated in Fig. 6.

He et al. (19) introduced the first blood pressure con-
troller using the MMAC technique. There were eight plant
models derived from Slate’s model (3) for controller design.
Each plant model contains a constant model gain between
0.32 and 6.8, representing the plant gain of 0.25–9 in
Slate’s model (3), along with the same time constants
and delays at their nominal values. A proportional-plus-
integral (PI) type controller was designed for each plant
model. These controllers were with the same time constant
but different gains. Computer simulation was used to test
the controller performance in response to the variations of
model parameters and the presence of background noise.
The controller was able to settle MAP within 10 min with
the error within � 10 mmHg (� 1.333 kPa) from the set-

point. The control algorithm was further tested in animal
experiments. The controller stabilized MAP in < 10 min
with � 5 mmHg (� 0.667 kPa) error from its set-point,
regardless of the plant characteristic changes due to neo-
synephrine injection, the sensitivity of the subject to the
SNP infusion, and the background noise. The mean error
was < 3 mmHg (0.4 kPa) over the entire studies.

Martin et al. (20) developed a MMAC blood pressure
controller with seven models modified from Slate’s model
(3). The model gains in the seven models were from 0.33 to
9.03 to cover the variation of the plant gain between 0.25
and 10.86. The other model parameters were held constant
at their nominal values. A pole-placement compensator
was designed for each model. A Smith predictor was used
to remove the effects of infusion delay, and thus simplify
the control analysis and design. A PI unit was included to
achieve zero steady-state error. Two constrains were used
to limit the infusion rate when the patient’s blood pressure
is too low or the resulting SNP infusion rate from the
controller is beyond the preset threshold. The controller
was able to maintain MAP with the settling time < 10 min,
the maximum overshoot < 10 mmHg (1.333 kPa), and the
steady-state error within � 5 mmHg (� 0.667 kPa) around
the pressure set-point in computer simulations. The con-
troller was also tested on 5 dogs as well as 19 patients
during cardiac surgery with the aid of a supervisor module,
which oversees the overall environment and thus improves
the safety (21,22).

Yu et al. (23) designed a MMAC to control MAP and CO
by adjusting the infusion rates of SNP and dopamine for
congested heart failure subjects. There were 36 linear
multiinput and multioutput (MIMO) models, represented
by first-order transfer functions with time delays, to cover
the entire range of possible dynamics. A model predictive
controller [MPC, (24)] was designed for each individual
model to find a sequence of control signals such that a
quadratic cost function can be minimized. In order to save
computation time, only the control signals corresponding to
the six models with the highest probability weights were
used to determine the drug infusion rates. The control
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algorithm was tested in six dogs, including some cases with
induced heart failure. It took 3–10.5 min to settle MAP
within � 5 mmHg (� 0.667 kPa) of the steady-state set-
point with the mean of 5.8 min in all cases. The overshoot
was between 0 and 12 mmHg (1.6 kPa) with the average of
5.92 mmHg (0.79 kPa). The standard deviation of MAP
about its set-point was 4 mmHg (0.533 kPa).

The major challenge of implementing MPC in MMAC is
the computation time, especially for a large model bank.
Rao et al. (25) designed a MMAC with a single constrained
MPC as shown in Fig. 7. The model bank, constituted first-
order-plus-time-delay MIMO models spanning sufficient
spectrum of model gains, time constants, and time delays,
was run in parallel to obtain the possible input–output
characteristics of a patient’s response to drug dosages. A
Bayesian weight was generated for each model based on
the patient’s response to drugs. The MPC used the combi-
nation of model weights to determine the optimal drug
infusion rates. This control scheme combines the advan-
tages of model adaptation according to patient variations,
as well as the ability to handle explicit input and output
constraint specifications. The controller effectively main-
tained MAP and cardiac output in seven canine experi-
ments (26). Figure 8 illustrates the results of control MAP
and CO using SNP and dopamine in on study. High levels
of fluothane were introduced to reduce CO, mimicking
congestive heart failure. The controller achieved both set-
points of MAP¼ 60 mmHg (8 kPa) and CO¼ 2.3 L�min�1

in � 12 min. In average over the entire studies, MAP was
maintained within � 5 mmHg (� 0.667 kPa) of its set-point
89% of the time with a standard deviation of 3.9 mmHg
(0.52 kPa). Cardiac output was held within � 1 L�min�1 of
the set-point 96% of the time with a standard deviation of
0.5 L�min�1. Manual regulation was performed in the
experiments for comparison. The MAP was kept within
� 5 mmHg (� 0.667 kPa) of its set-point 82% of the time
with a standard deviation of 5.0 mmHg (0.667 kPa) while
CO stayed in the � 1 L�min�1 band of the set-point 92%
of the time with a standard deviation of 0.6 L�min�1.
Clearly, the automatic control performed better than the
manual approach.

Rule-Based Controller

The blood pressure controllers discussed previously rely on
mathematical models that can characterize plant
dynamics, including the drug infusion system, human
cardiovascular dynamics, and pharmacological agents.
Identifying such mathematical forms could be a challenge
due to the complexity of human body. Despite this, there
exist experienced personnel, whose ability to interpret
linguistic statements about the process and to reason
in a qualitative fashion prompts the question: ‘‘can we
make comparable use of this information in automatic
controllers?’’

In rule-based or intelligent control, the control law is
generated from linguistic rules. This model-free controller
usually consists of an inference engine and a set of rules for
reasoning and decision making. A typical control rules are
represented by if <condition> then <action> statements.
Rule-based approaches have been proposed as a way of
dealing with the complex natural of drug delivery systems
and, more importantly, as a way of incorporating the
extensive knowledge of clinical personnel into the auto-
matic controller design.

One of the most popular rule-based control approaches
is fuzzy control. Fuzzy control approach is based on fuzzy
set theory and is a rule-based control scheme where scaling
functions of physical variables are used to cope with uncer-
tainty in the plant dynamics. A typical fuzzy controller,
shown in Fig. 9, usually includes three components: (1)
membership functions to fuzzify the physical input, (2) an
inference engine with a decision rule base, and (3) a
defuzzifier that converts fuzzy control decisions into phy-
sical control signals. More details on fuzzy set theory and
its control applications are available in (27–29).

Isaka et al. (30) applied an optimization algorithm to
determine the membership functions of a fuzzy blood pres-
sure controller using SNP. This method reduced the time
and efforts to determine appropriate values for a large
number of membership functions. In addition, it also pro-
vided the knowledge of the effect of membership functions
to the fuzzy controller performance, as well as the effect of
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Figure 7. Modified multiple model predictive
control strategy. [Redrawn with permission from
Rao et al., Automated regulation of hemodynamic
variables, IEEE Eng. Med. Biol. 2001; 20 (1): 24–
38. (# Copyright 2004 IEEE).]
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plant parameter variations to the changes in membership
functions. Efficacy of using this controller to regulate MAP
by infusing SNP was evaluated in computer simulation
model proposed by Slate (3). The MAP was initialized at
120 mmHg (16 kPa) at the beginning of simulation. The
target MAP value was first set at 80 mmHg (10.665 kPa)
and then changed to 110 mmHg (14.665 kPa). The target
MAP values were achieved in < 3 min with overshoots
< 10 mmHg (1.333 kPa).

Ying et al. (31) designed an expert-system-shell-based
fuzzy controller to regulate MAP using SNP. The controller
was a nonlinear PI-type control while the control gains were
predetermined by analytically converting the fuzzy control
algorithm. This converting process provided the advantage
of execution time reduction. The controller was further fine-
tuned to be more responsive to the rapid and large changes
of MAP. It was successfully tested in 12 postsurgical
patients for the total of 95 hs and 13 min. MAP was main-
tained within � 10% of its target value, 80 mmHg
(10.665 kPa), 89.3% of the time over the entire test.

Neural-Network Based Controller

Artificial neural networks (ANN) are computation models
that have learning and adaptation capabilities. An ANN-
based controller is usually more robust than the traditional

controllers in the presence of plant nonlinearity and uncer-
tainty if the controller is trained properly. A survey article
about the use of ANN in control by Hunt et al. (32) provides
more detailed information.

The use of ANN-type controller in arterial blood pres-
sure regulation was investigated in feasibility studies in
either computer simulation or animal experiments. Chen
et al. (33) designed an ANN-type adaptive controller to
control MAP using SNP. The controller was tested in
computer simulation with various gains and different
levels of noise. The controller was able to maintain MAP
close to the set point, 100 mmHg (13.33 kPa) with error
within � 15 mmHg (� 2 kPa) in an acceptable tolerance
settling time < 20 min.

Kashihara et al. (34) compared various controllers,
including PID, adaptive predictive control using ANN
(APPNN), a combined control of PID with APPNN, a fuzzy
controller, and a model predictive controller, to maintain
MAP for acute hypotension using norepinephrine. The
controllers were tested in computer simulation and animal
studies. The controllers based on neural network approach
were more robust in the presence of unexpected hypoten-
sion and unknown drug sensitivity. Adding an ANN or a
fuzzy logic scheme to the PID or adaptive controller
improved the ability of the controller to handle unexpected
conditions more effectively.
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Figure 8. Multiple model adaptive control of MAP and CO using SNP and dopamine in canine
experiment. (# Copyright 2004 IEEE).



DISCUSSION

Numerous controllers have been developed since 1970s to
regulate SNP and control MAP for hypertension patients.
The control strategies can generally be classified as PID
control, adaptive control (including STR, MRAC, and
MMAC), rule-based control, as well as neural network
control. Most controllers were developed and tested in
computer simulation and animal experiments successfully.
A few controllers were tested clinically with satisfactory
results. Table 1 summarizes the control algorithms
reviewed in this article.

Controller performance is influenced by several factors,
including the fit of the process model to the plant, signal
conditioning of the sensors under various clinical environ-
ments, as well as the diagnosis ability of the devices. Model
selection is crucial for the stability and robustness of a
controller. In blood pressure regulation, variable time

delay, patient’s sensitivity to SNP, and rennin regulatory
mechanism are important factors. These factors could
cause parameter variations in the plant model that might
reduce the performance of a fixed-gain controller. Adaptive
controllers that can adjust the control signal based on the
estimation of model parameters or the probability of model
errors could overcome the limit of the fixed-gain control.
Some controllers have been tested in the laboratory with
promising results. However, clinical applications of this
type of controllers were very few. Rule-based and ANN
controllers do not need a specific plant model for control
design. The training signals or information must provide a
broad coverage of possible events in the clinical environ-
ment to assure the reliability of the control algorithm.

Patient care practices and other aspects of the clinical
environment must be considered in the design of a clinical
useful system. A supervisory algorithm that can detect
potential risks, determine appropriate control signals to
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Figure 9. Block diagram of a fuzzy controller. [Redr-
awn with permission from Isaka et al., An optimization
approach for fuzzy controller design, 1992; SMC 22:
1469–1473. (# Copyright 2004 IEEE).]
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Table 1. Summary of Blood Pressure Controllers Reviewed in this Article

Controller Performance Controller Test

Articles Control Scheme
Settling
Time (min)

Overshoot,
mmHg

Steady-State
about the

Set-Point, mmHg Simulation
Animal
Studies

Clinical
Studies

Slate et al.(2–4) Nonlinear PI < 10 �10 x x x
Arnsparger et al.(10) STR 2 30 10 x
Mansour et al.(13) STR 5–20 <10 � 5 x
Voss et al.(14) CAMAC 1.3–7.3 0–22 �4–9.8 x x
Kaufmann et al.(15) MRAC (w/known

time-constant
and delay)

<5 � 5 x x

Pajunen et al.(16) MRAC
(w/time-varying

parameters)

<5 <15 �15 x

Polycarpou et al.(17) MRAC 5 �10 x
He et al.(19) MMAC <8 < 5 � 5 x x
Martin et al.(20–22) MMAC < 10 <10 � 5 x x x
Yu et al.(23) MMAC 3–10.5 0–12 � 5 x x
Rao et al.(25,26) MMPC 12 � 5 x x
Isaka et al.(30) Fuzzy controller <3 <10 � 5 x
Ying et al.(31) Fuzzy controller � 8 x x
Chen et al.(33) ANN 5 to 20 �15 x
Kashihara et al.(34) ANN 2 � 5 x x



stably maintain a patient’s blood pressure near the set point,
and identify excessive noise or artifact in sensor measure-
ments would be beneficial (21,22,31). The supervisor oversees
the entire conditions of the control environment and directs
the controller to take control actions efficiently and safely.
Control decision is based upon sensor measurements. It is
very important that the supervisor is able to process mea-
surements and detect the nonphysiological signals, such as
the noisy signals duo to suction the airway and flushing the
arterial catheter, and thus avoid acting on unreliable infor-
mation. In addition, the supervisor must have the ability to
assure the proper operation of the infusion system for drug
delivery. This monitoring system should be able to detect the
potential faults that could prevent abnormal operation of the
device (e.g., blood clotting, infusion kinking, leakage, and
infusion pump stoppage).

CONCLUSION

Because of the quick action of SNP in blood pressure
reduction, frequent monitoring of MAP followed by infu-
sion rate adjustment is necessary. The use of manual
control to achieve desired MAP would be burdensome to
ICU personnel, who are already loaded with many duties.
Successful development of a blood pressure controller that
could automatically maintain patient’s MAP within a pre-
set range with self-monitoring capability would reduce the
workload of the patient care providers and improve the
patient’s quality of life in the clinical environment.

Blood pressure control systems designed previously pro-
vide valuable experiences for further development. The
future controller should be able to adapt the characteristic
changes (represented by gains, time delays, and time con-
stants) from patient to patient as well as the variations within
a patient over time. In order to improve the reliability and
safety of the controller, incorporating a supervisory scheme
that can monitor system operation as well as identify and
manage unexpected mechanical errors and clinical environ-
ment changes with the control system would be essential.
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INTRODUCTION

Blood rheology has had broad impact in our understanding
of diseases and in the development of medical technology.
Rheology is the science dealing with the flow and deforma-
tion of matter. Therefore, it encompasses work in mechan-
ical, chemical, and biomedical engineering. It plays a vital
role not only in the design, manufacture, and testing of
materials, but also in the health of the human body.
Biorheology is therefore concerned with the description
of the flow and deformation of biological substances. More
specifically, hemorheology, or blood rheology, deals with
the rheological behavior of blood, including plasma and
cellular constituents.

Blood flow is known to be responsible for the delivery of
oxygen to tissue and the removal of carbon dioxide. How-
ever, it also plays a pivotal role in the transport of sub-
stances (nutrients, metabolites, hormones, cells, etc.)
involved not only in the maintenance of the body and its
immune response, but also in diseases. For example, can-
cer cells are transported through blood as they spread from
one tissue to another in a process known as metastasis.

The rheology of blood is altered in a number of patho-
logical conditions. Sickle cell disease is a genetic disease
producing abnormal hemoglobin causing red blood cells
(RBCs) to become crescent shaped when they unload oxy-
gen molecules or when the oxygen content of the blood is
lower than normal. Under these conditions, the sickle
hemoglobin aggregates and the RBCs become rigid, and
consequently obstruct and/or damage the capillaries.
Sickle cell disease is also known as sickle cell anemia
because of the abnormally low oxygen-carrying capacity
of the blood due to an insufficient number of RBCs and an

abnormal hemoglobin. During a heart attack or stroke,
there is a partial or complete occlusion of blood vessels due
to the formation of a blood clot that alters blood flow. It is
clear that many diseases and factors (artherosclerosis,
hypertension, vasodilator agents, etc.) can compromise
blood flow by occluding vessels or modifying their rheolo-
gical properties. However, the study presented here will
focus mainly on the rheology of blood.

It is important to recognize that the rheological properties
of blood and its components, that is, blood cells, are important
in the aptitude of blood to perform its functions correctly. The
ability of a blood cell to flow into capillaries or migrate
through tissues is governed, but its rheological properties.
In addition, flow is expected to affects cells in two ways: (1)
the fluid moving over or around the cell will exert mechanical
stress on the cell, and (2) the motion of fluid will alter the
concentration of chemical species in the immediate surround-
ing of the cell, leading to the mass transport of nutrients,
waste products, drugs, hormones, and so an, to and from the
cell. Finally, blood rheology can also have an indirect but
critical role in our immune system and in diseases since a
given applied stress, such as fluid shear, can generate a
signal that can induce or modify cellular response.

Blood rheology is an extremely broad subject that can-
not be covered in a single review. Therefore, the scope of the
present article is to provide an understanding of blood
rheology, and an appreciation of its contributions to the
improvement of our understanding and assessment of
diseases. The article also provides a review of the most
common methods used to measure the rheological proper-
ties of blood and blood cells.

RHEOLOGICAL PROPERTIES OF BLOOD

Is blood a Newtonian fluid? A Newtonian fluid is a fluid
that has a viscosity that is constant and independent of the
properties of the flow. This simple question is not easily
answered because blood is a complex fluid. It is a non-
Newtonian fluid that behaves as a Newtonian fluid under
certain conditions. For example, for a shear rate > 100 s�1

and a vessel/tube diameter > 500mm, blood behaves as a
Newtonian fluid. Blood is composed of formed elements
(red cells, white cells, platelets, etc.) suspended in plasma.
Blood cells are viscoelastic particles (possess both viscous
and elastic properties), whereas plasma is Newtonian.
Therefore, depending on the characteristics of the flow
and size of the vessel (extent of deformation), the size
and properties of the blood cells may not play a major role
in the flow characteristics of blood. The behavior of blood
needs to be described as a function of the size of the vessel
and the rate of flow. Because of that behavior, the concept
of apparent and relative viscosities is introduced. The
viscosity value of a non-Newtonian fluid depends on the
experimental conditions and instrument used to perform
the measurement. Therefore, that measured viscosity is
called the apparent viscosity, mapp. The relative apparent
viscosity, mrel, is defined as

mrel ¼
mapp

mp
ð1Þ
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where mp is the viscosity of plasma or other suspending
medium.

In general, the viscosity of plasma is � 1.8 times the
viscosity of water (termed relative viscosity) at 37 8C and is
related to the protein composition of the plasma. Whole
blood has a relative viscosity of � 4 depending on hemato-
crit (RBC concentration), temperature, and flow rate. The
average hematocrit for a man and a woman is 42 and 38%,
respectively. Hematocrit is an important determinant of
the viscosity of blood. As hematocrit increases, there is a
disproportionate (exponential) increase in viscosity
(Fig. 1). For example, at a hematocrit of 40%, the relative
viscosity is 4. At a hematocrit of 60%, the relative viscosity
is � 8. Therefore, a 50% increase in hematocrit from a
normal value increases blood viscosity by � 100%. Such
changes in hematocrit and blood viscosity occur in patients
with polycythemia.

Because blood is non-Newtonian, the effect of shear rate
is important. Figure 2 illustrates the shear thinning char-
acteristic (decrease in viscosity as the shear rate increases)
of blood at two different temperatures. On the other hand,
it is clearly seen that plasma is Newtonian. It has a
viscosity of � 1.2 cP or 1.2 mPa�s at 37 8C. The poise, P,
is a unit of viscosity. The different viscosity units are
related as follows: 1 P¼ 1 dyn�s�cm�2¼ 0.1 N�s�m�2¼
0.1 Pa�s; therefore, 1 cP¼ 1 mPa�s. The fact that blood visc-
osity increases at low shear is one of the key factors for the
initiation of atherosclerosis at specific sites in the arterial
system. Increases in the viscosity of blood and plasma
reflect clinical manifestations of atherothrombotic (forma-
tion of fibrinous clot) vascular disease. High blood viscosity
invariably accompanies degenerative diseases. It is there-
fore not surprising that many treatments involve lowering
blood viscosity to treat or prevent heart attacks, strokes,
atherosclerosis, and so on.

Temperature also has a significant effect on viscosity.
This can be seen in Figs. 3 and 4 where the effect of
temperature on the viscosity of plasma and human blood
is shown. Temperature has a similar effect on plasma and
water. As temperature decreases, viscosity increases.
Viscosity increases � 2% for each degree celcius decrease

in temperature. This effect has several implications. For
example, when whole-body hypothermia is used during
certain surgical procedures, it increases blood viscosity
and therefore augments resistance to blood flow.

The viscoelastic profile of normal human blood can be
divided into three regions depending on the shear rate
levels. In the low shear rate region (g� � 20 s�1), red cells
are in large aggregates and as the shear rate increases, the
size of the aggregates diminishes. Blood viscoelasticity is
dominated by the aggregation properties of the red blood
cells. In this region, human blood behaves like a Casson
fluid with a small but finite yield stress (i.e., blood will not
flow or deform unless the applied stress exceeds that
critical stress),

ffiffiffi
t
p
¼ aþ b

ffiffiffi
ġ

q
ð2Þ

where a and b are constant (Fig. 5). The magnitude of the
rheological parameters like yield stress and viscosity depends
on various factors such as plasma protein concentration,
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Figure 1. Effect of hematocrit on blood viscosity. Plasma
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hematocrit, and properties of the blood cells. At low flow
rates, there are increased cell-to-cell and protein-to-cell
adhesive interactions that can cause erythrocytes (RBC)
to adhere to one another and increase the blood viscosity.
However, at shear rates > 100 s�1, cell aggregation and
rouleaux formation break up and blood behaves as a
Newtonian fluid with a viscosity of� 3–4 mPa�s depending
on the hematocrit and other factors (Fig. 6). In the mid-
shear rate range (20 � g� � 100 s�1), the cells are progres-
sively disaggregated with increasing shear rate. Increas-
ing shear rate causes the cells to deform and orient in the
direction of flow, and the viscoelasticity of the blood is
dominated by the deformability of the RBC. Figure 6 also
demonstrates the effect of cell deformabilty on blood
viscosity. It is seen that deformable cells lower the blood
viscosity as compared to rigid ones.

However, when the dimensions of the cells are not
negligible in comparison with the diameter of the vessel

through which flow is occurring, the two phase nature of
blood has to be recognized. Thus blood flow through vessels
narrower than 500mm in diameter is accompanied by
several anomalous effects which can be directly traced to
the two phase nature of blood. The important artifacts are
the Fahraeus (a decrease in the hematocrit of the vessel–
tube as compared to the larger feeding vessel–reservoir
hematocrit) and Fahraeus–Lindqvist (a decrease in the
vessel–tube apparent viscosity as compared to the larger
feeding vessel–reservoir viscosity) effects. The effects are
more pronounced as the vessel–tube diameter decreases.
For vessel diameters < 10mm (capillaries), blood cells must
travel in single file and the flow must be analyzed as
creeping (low Reynold number) flow of a Newtonian fluid
with particles embedded in it. The transition from a single
file to suspension flow occurs in the diameter range of 10–
25mm and this domain is difficult to analyze.

To add to the complexity of blood behavior, vessels also
affect blood flow characteristics. For example, the most
noticeable feature of blood flow in the arteries is the
pulsatile nature of the flow. However, this feature is lost
in the microcirculation because its effect has been dam-
pened by the viscoelastic blood vessels. The flow in the
microcirculation occurs at very low Reynolds number (i.e.,
inertial forces due to transient and convective accelera-
tions are negligible) and is determined by a balance of
viscous stress and pressure gradient. Individual cells must
be recognized. In the capillaries, 3–10mm diameter vessels,
cells flow in single line and their flow–deformation must be
analyzed. Finally, in the veins, where � 80% of the total
volume of blood is located, the most noticeable feature is
that vessels can collapse and that their mechanical proper-
ties cannot be neglected.

The above descriptions represent just some of the rheo-
logical characteristics of blood, but many more factors can
affect its behavior. However, they prove the point that
blood is an extremely complex fluid with many facets
and that only a few have been unveiled so far.
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CORRELATION BETWEEN BLOOD RHEOLOGICAL
PROPERTIES AND CLINICAL CONDITIONS

Blood is a complex fluid whose flow (rheological) properties
are significantly affected by the arrangement, orientation,
and deformability of red blood cells. Variations in blood
rheology among healthy individuals are very small. Thus,
changes due to disease or surgical intervention can be
readily identified, making blood rheology a useful clinical
marker. Variations in blood rheology are observed in such
conditions as cardiovascular disease, peripheral vascular
disease, sickle cell anemia, diabetes, and stroke.

Although studies of blood rheology date from at least the
early studies of Poiseuille (4), the discipline of clinical
hemorheology is relatively new. It underwent a rapid
growth in 1970–1980, in large part due to support by
pharmaceutical companies and equipment manufacturers.
Various instruments and devices were developed specifi-
cally for studying blood rheology.

Some of the early clinical tests dealing with blood
rheology were on blood coagulation and the formation
of blood clots. Most people think of blood in its liquid
state, but its ability to thicken into a blood clot is a vital
part of the body’s natural defense. This process of forming
a clot is referred to as coagulation. Blood coagulation, or
blood clotting, is a complex process involving platelets,
coagulation factors present in the blood and blood vessels.
If blood becomes too thin, it loses the ability to form the
blood clots that stop bleeding. When blood becomes too
thick, the risk of blood clots developing within the blood
vessels rises creating a potentially life-threatening con-
dition. Blood disorders occur when hemostasis falls out of
balance. Hemostasis is achieved when blood chemicals,
hormones and proteins are correctly balanced. Hemosta-
sis refers to the complicated chemical interplay that
maintains blood fluidity (e.g., viscosity, elasticity, and
other rheological properties).

Coagulation, or the lack thereof, is a key factor in
various diseases. Sometimes thrombi (large clots) can com-
pletely occlude vessels. This can lead to ischemia, and
ultimately death in any part of the body. Myocardial
infarction and stroke are among the major life-threatening
conditions caused by vessel occlusion due to clots. Con-
versely, there are various coagulatory disorders in which
thrombus formation does not occur when it should. These
bleeding disorders include various forms of hemophilia
[e.g., (5,6)].

A great deal of research has focused on the effects of
rheology on thrombus formation. Various ex vivo and
in vitro systems have been designed to mimic in vivo blood
flow in order to study thrombus formation within the
circulatory system (7), and on various devices. For exam-
ple, these systems have been used to model blood flow in
order to study thrombus formation on stents (8) and
mechanical heart valve prostheses (9). In addition, some
research has focused on the effect of shear on thrombus
dissolution. These studies suggest that thrombi lysis is
accelerated with increasing shear rates (10,11).

It is impossible to cite all the contributions of blood
rheology to our understanding of diseases in this review,
but it is clear that viscosity was and still is clinically the

most commonly used rheological property. The principal
factors determining blood viscosity are hematocrit, plasma
viscosity, cell aggregation, and cell deformability. Earlier
rheological work was mainly performed on whole blood and
on RBCs because the latter are by far the most numerous
cells in our body (99% of the blood cells are RBCs). How-
ever, in the last two decades, the focus has shifted toward
understanding the rheology of leukocytes or white blood
cells (WBC) because they have been found to be bigger and
more rigid that RBC. The major motivation behind all
these blood cell studies is that the ability of a cell to deform
and flow through the capillaries and/or to migrate in the
tissue is determined by its rheological properties, and this
ability is vital in its response to disease/infection. These
properties, in turn, are a manifestation of the underlying
structure of the cell and the organization of the structural
components (microfilaments (F-actin), microtubules, inter-
mediate filaments, lipid bilayer) in the cellular cytoplasm
and cortex.

Because blood rheology is a very broad subject, this
article focuses on the role of RBC deformability in clinical
studies. The role of other blood cell types, cytoskeleton,
proteins, adhesion molecules, and so on., although impor-
tant and of interest, is beyond the scope of this article and
will not be addressed.

RBC Deformability

Deformability is a term used to describe the ability of a
body (cell in the present context) to change its shape in
response to an applied force. A very important character-
istics of a normal RBC is that it has a surface area � 30%–
40% greater than that of a sphere of equal volume. Other
major determinants of RBC deformability include rheolo-
gical properties of the cell membrane, and intracellular
fluid.

Cell deformability can be determined by direct micro-
scopic measurement (micropipette) or indirect estimation
(filtration). By using micropipettes with diameters � 3mm,
the entire RBC can be aspirated. The deformability of the
cell can be estimated from the pressure required for its
total aspiration.

The importance of cell deformability is well established
in the studies of the rheological behavior of RBCs in the
capillary network. It was clearly demonstrated that reduc-
tions in RBC deformability may adversely affect capillary
perfusion (12) and that many diseases manifest reductions
in RBC deformability (13–15). Of the many determinants of
capillary perfusion, the size of the undeformed RBC rela-
tive to the capillary diameter may play the greatest role in
affecting capillary perfusion. For example, studies of the
passage of RBCs through capillary-sized pores of polycar-
bonate sieves (16) reveal that the flow resistance may
increase 30–40 times as the ratio of pore to cell diameter
is reduced from 1 to 0.1. Furthermore, after entry into a
capillary, the ability of RBCs to deform may play an equally
important role as RBCs negotiate irregularities in the
capillary lumen, as manifested by encroachment of
endothelial cell nuclei on the capillary lumen (17). It
was also demonstrated that the microvascular network
may passively compensate for increased RBC stiffness by

BLOOD RHEOLOGY 503



shunting RBCs within the capillary network through path-
ways of lesser resistance (18).

There are many methods for assessing the erythrocyte
deformability but only two (filtration of RBCs through
pores of 3–5 mm diameter and the measurement of RBC
elongation using laser diffractometry) have been widely
applied clinically. A brief description of these two methods
is provided below.

Erythrocyte Filtration. Filtration method has been com-
monly used to study the deformability of RBC. The basic
idea is to force the RBC suspension to flow through 3–5mm
pores (by using a negative or positive pressure or gravity),
and obtain the relationship between pressure and flow rate
to estimate the deformability of the cells. Either the flow
rate is measured under a constant pressure or the pressure
is measured under a constant flow rate. Contaminants,
such as WBC, which is poorly deformable affect the experi-
ment by plugging the pores.

The techniques for whole-blood filtration are almost all
derived from that described by Reid et al. in 1976 (19). The
results of these methods are expressed as volume of blood
cells (VBCs) in the time unit. However, this technique is
susceptible to aggregation of RBCs and contamination with
leukocytes. A modified version of the apparatus was devel-
oped to reduce these problems (20). Nevertheless, WBC
contamination remains an issue with whole-blood filtration
techniques.

A common draw back among all these filtrometry-based
instruments is the lack of any measure of individual cell
volume, thereby making it difficult to distinguish changes
in RBC filtration due to the volume distribution (or aggre-
gates) within the RBC sample from those due to intrinsi-
cally less deformable cells.

Another filtration technique that is commonly used is
the Bowden assay (21,22). However, this assay involves the
migration of cells (WBCs) through a filter membrane with
pores of defined diameter and is beyond the scope of this
article.

Erythrocyte Elongation. The Ektacytometer (23) com-
bines viscosity with laser diffractometry. It consists of a
transparent cylindrical Couette or a cone-plate visc-
ometer, which allows a helium–neon laser beam to pass
through the erythrocyte test suspension during rotational
shear. The laser diffracted image becomes elliptical as the
RBCs are sheared, and the ratio of the major over minor
axes of the image is called the elongation index. This
dynamic measurement of RBC elongation has been used
for the rheological studies of congenital defects of RBC
membrane protein (24), and many blood disorders
(25–27).

It is important to remember that the two methods
described above provide information on the bulk deform-
ability of the RBC only, and are not suited for characteriz-
ing the deformability of subpopulations. Alternative
methods need to be used for these studies. Some of the
methods that have been developed for specifically charac-
terizing the rheological properties of individual cells are
provided in the next section.

RHEOLOGICAL PROPERTIES MEASUREMENTS

The goal of this section is to provide an overview of the most
commonly used techniques for characterizing the rheolo-
gical properties of blood. Therefore, devices will be divided
into two groups: one for characterizing fluids, the other for
individual cells.

Techniques for Measuring the Rheological Properties of a Fluid

Cylindrical Tube. The first studies of blood rheology
have been done in cylindrical tubes. In his quest toward
developing a better method for measuring blood pressure,
French physician and physiologist Jean Louis (or some-
times called Leonard) Marie Poiseuille (1799–1869) stu-
died the flow of liquid through tubes. (There is some
confusion about Poiseuille’s precise name and year of birth,
sometimes quoted as 1797.) In 1838, he established a series
of meticulously executed experiments: At a given tempera-
ture the rate of water flow through tubes of very fine bore is
inversely proportional to the length of the tube and directly
proportional to the pressure gradient and to the fourth
power of the tube diameter. In 1840 and 1846, he formu-
lated and published an equation known as Poiseuille’s law
(or Hagen-Poiseuille law, named also after the German
hydraulic engineer Gotthilf Heinrich Ludwig Hagen who
independently carried out friction experiments in low
speed pipe flow in 1840) based on his experimental pipe
flow observation. Little is known of the life of Jean Leonard
Marie Poiseuille. However, he made important contribu-
tions to the experimental study of circulatory dynamics.
His law can be successfully applied to blood flow in capil-
laries and veins, and to air flow in lung alveoli, as well as
for the flow through hypodermic needle or tubes, in general
(28,29).

The derivation of Poiseuille’s law for a Newtonian fluid,
that is, the viscosity of the fluid is constant and indepen-
dent of the properties of the flow. (Viscosity is a property of
fluid related to the internal friction of adjacent fluid layers
sliding past one another, as well as the friction generated
between the fluid and the wall of the vessel. This internal
friction contributes to the resistance to flow.) For example,
water and plasma are Newtonian fluids. For a Newtonian,
laminar (nonturbulent) case, the flow through a cylindrical
tube is one-dimensional (1D) (Fig. 7) reaching the fully
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Figure 7. Flow in a cylindrical tube. Fully developed, laminar,
viscous flow in tubes produces a parabolic velocity profile. The
shear stress varies linearly with the radial distance r. Parameters
are as follows: velocity field, Vx¼Vx(r), Vr¼0, Vu¼0; shear rate,
g� ¼�(@Vz/@r); lines of shear, straight lines parallel to the tube axis;
shearing surfaces, concentric cylinders.



developed state, that is, exhibiting no variation in velocity
profiles in the streamwise, X direction, and the streamwise
velocity, Vx, has the following distribution on any cross-
section

Vx ¼
R2DP

4mL
1� r

R

� �2
� �

ð3Þ

where DP is the pressure drop between two points located
at a distance L apart, R is the tube radius, r is the radial
distance from the tube axis, and m is the fluid viscosity.

For 1D laminar flows in pipe, the pressure gradient, DP,
necessary to produce a given flow rate, Q, is proportional to
the viscosity and, as shown from the above equation, inver-
sely proportional to the fourth power of the tube radius,

DP

L
¼ 8mQ

pR4
ð4Þ

This equation has important clinical implications. It tells us
that for a given pressure drop, a 10% change in vessel radius
will cause � 50% change in blood flow. Conversely, for a
fixed flow, a 10% decrease in vessel radius will cause � 50%
increase in the required pressure difference. Poiseuille law
tells us the consequences of having a reduced vessel lumen
like in arteriosclerosis.

Thus, the average fluid velocity can be expressed in
terms of the volumetric flow rate Q or pressure DP

V ¼ Q

pR2
¼ R2DP

8mL
ð5Þ

For a Newtonian fluid, the shear stress distribution in
the tube is linear with r,

t ¼ mġ ¼ �mdVz

dr
¼ rDP

2L
ð6Þ

The shear stress is the frictional force per unit area as
one layer of fluid slides past an adjacent layer. Therefore,
the maximum shear stress occurs along the tube wall and is
equal to

tz ¼
RDP

2L
¼ 4mQ

pR3
¼ 4mV

R
ð7Þ

The viscosity of blood and other fluids have been char-
acterized with cylindrical tube devices. For example, Can-
non–Fenske viscometers are cylindrical tubes used to
measure the viscosity of fluids. However, they are not
commonly used for measuring non–Newtonian fluids
because the shear rate generated in these devices is not
constant so its effect on viscosity cannot be easily char-
acterized.

Viscometers. Viscometers are designed to measure the
viscosity of fluids. They come in many forms (e.g., con-
centric cylinders, parallel disks) (30), but the review will
focus only on instruments that have been used to char-
acterize biological fluids (31,32). The most common is the
cone-plate arrangement (Fig. 8) because it produces a
linear velocity profile and, consequently, a constant shear
rate throughout the gap for small cone angles.

For a cone-plate viscometer of radius R and cone angle
ao, the relevant parameters, such as viscosity and shear
rate, can be found by setting the angular speed of rotation

of the cone, v, and observing the resultant torque, T. These
relationships are provided through the expressions of the
shear stress, t, and shear rate, g�.

t ¼ 3T

2pR3
¼ mv

ao
ð8Þ

g� ¼ � sin u

r

d

du

Vf

sin u

	 

ffi � 1

r

dVf

du
¼ rv

d
¼ v

ao
ð9Þ

In Eq. 9, d represents the gap width at a radial distance, r.
In order to measure the elastic properties, dynamic

testing needs to be performed. These viscometers have to
be run in an oscillatory mode so that elastic effects can be
detected. In general, the rheological properties of the fluid
can be described in terms of the complex viscosity h�, or
complex modulus G�. These complex parameters are com-
posed of a viscous and an elastic components, and are
related to each other by the angular frequency of the oscilla-
tion v (G�¼vh�). It is common to mix the notation and use
the viscous component, h’, of h�, and the elastic component or
storage modulus, G’, of G�, to characterize the viscoelastic
properties of the fluid. The viscous and elastic components
represent, respectively, energy lost irreversibly and stored
reversibly by the sample during an oscillatory cycle.

Microrheometers. As opposed to viscometers, rhe-
ometers are devices that measure not only viscosity, but
also other rheological properties, like elasticity and yield
stress. However, that characterization is very casual since
many viscometers have been modified, as described above,
to measure the viscoelastic properties of fluids.

As their names indicate, microrheometers have been
developed to measure the rheological properties of small
volume biological fluids. Typically, these machines require
one drop of fluid or less. The design of the magneto-acoustic
ball microrheometer for measuring the rheological proper-
ties of a liquid is shown in Fig. 2 (33). This instrument
requires a much smaller sample size (20mL, i.e., about a
drop) than traditional rheometers, and opaque suspensions
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can be studied with it. The small-volume rheometer per-
mits accurate temperature control and rapid temperature
changes for kinetics studies, if needed (34).

The instrument itself consists of a magnetically driven
0.8 or 1.3 mm stainless steel ball that is tracked by ultra-
sonic echo location as it moves within the sample fluid.
Using a system consisting of a time-to-voltage Converter
(TVC), a pulse generator, a differential amplifier, and an
oscilloscope (150 MHz), ball displacements as small as 3mm
are measured. The improved microrheometer (34) is cap-
able of accurately measuring the viscosity of water in the
very short chamber. Two measurements can be made (1) a
falling-ball viscosity and (2) an oscillating-ball frequency
dependent viscoelastic measurement. Parameters mea-
sured are h, the falling ball or steady-state viscosity; h’,
the viscous or loss modulus; and G’, the elastic or storage
modulus.

An experiment with the falling ball consists of dropping
the ball along the centerline of a 10 mm long tube with a
radius of 1.6 mm. The tube is surrounded by a large flow-
through chamber for accurate temperature control (Fig. 9).
The terminal velocity of the ball, V, is inversely propor-
tional to the viscosity, h. In rheology, it is common to denote
the viscosity as h for a viscoelastic fluid. This velocity–
viscosity relationship is readily derived from the Stokes
drag equation:

h ¼ 2½ðrs � rÞR2g�=9 VK ð10Þ

where rs and r are the ball and fluid density, respectively,
R is the ball radius, g is the acceleration due to gravity, and
K is the wall correction factor to account for the tube wall
effect.

Oscillating ball experiments are operated over a fre-
quency range of 1–20 Hz, whereby the sinusoidal driving
force and the resulting sinusoidal sphere displacement are
recorded. The magnitude of the displacement sinusoid and
its phase shift relative to the driving force provide a measure
for h0 and G0. The system is calibrated with a series of
Newtonian silicone oils from 0.1 to 100 P (1 P¼ 0.1 Pa�s).
For a ball oscillating in a viscoelastic medium, the viscous
and elastic moduli, when inertia is negligible, are defined
as

h0 ¼ Fosinf

6pK RvXo
ð11Þ

and

G0 ¼ Focosf

6pK R Xo
ð12Þ

where Fo is the magnitude of the oscillating magnetic force,
v is the angular frequency of oscillation (v¼ 2pf), and Xo is
the amplitude of the ball displacement.

The viscoelastic properties of blood have been charac-
terized using the instruments described above in an oscil-
latory mode. However, these viscoelastic data, although
useful as a tool for comparing different blood types and
diseases, are not widely used because they are difficult to
relate to the mechanical properties of the blood cells. For a
non Newtonian fluid, the apparent viscosity (i.e., the slope
of the curve of shear stress vs. shear rate at a particular

value of shear rate) is used instead of viscosity since the
latter is no longer a constant value and will depend on the
rate and extent of deformation.

Techniques for Measuring the Rheological Properties
of Blood Cells

Micropipette. The most popular technique for measur-
ing the mechanical properties of blood cells is the micro-
pipette technique (35). The micropipette manipulation
technique has been used for studying liquid drops, cells,
and aggregates. It has been used to investigate the effects
of diseases (36,37) as well as treatments (38,39).

Micropipettes are made from 1mm capillary-glass tub-
ing pulled to a fine point by quick fracture to give an orifice
of desired diameter with a square end. The micropipette
technique has been extensively used to characterize the
mechanical properties of the RBC, but its use is limited in
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Figure 9. The magneto-acoustic ball microrheometer. (a)
sample chamber, (b) stainless steel ball, (c) ultrasound crystal, (d)
ultrasound transducer, (e) water jacket, (f) electromagnet, (g)
electromagnet bath cap, (h) water flow outlet, (i) water flow inlet.



practice by the complexity of the theory associated with the
biconcave shape of the cell. As an example of the micro-
pipette technique, work on the characterization of WBCs
will be presented below. The theoretical work is simplified
because the shape of a WBC can be treated as a sphere. An
equivalent simulation for a RBC will require extensive
numerical work. Two typical types of experiment, aspira-
tion and recovery (Fig. 10), are usually performed to
determine the mechanical properties of individual WBCs
(40–43).

Aspiration. Passive leukocytes (WBCs) are aspirated
at a constant pressure into a micropipette. The length
of the aspirated cell, Lp, is measured over time to generate
an aspiration curve (Fig. 10a). Viscosity values, m, can
be derived from the slope, dLp/dt, of the aspiration
curves (42):

m ¼ ðDPÞRp

ðdLp=dtÞmð1� 1
R
Þ

ð13Þ

where DP is the aspiration pressure, Rp is the pipet radius,
R¼R/Rp, R is the radius of the cell outside the pipette,
and m¼ 6. Figure 11 shows the aspiration of a white blood
cell (lymphocyte) into a 4mm diameter pipette. Fluorescence
is used to better see the deformation of the cell nucleus.

Recovery. White blood cells are drawn by a small suc-
tion pressure into a micropipette, held there for � 15 s, and
quickly expelled out. The changing length of the cell, L, as
it recovers its spherical shape (Fig. 10b), is recorded as a
function of time, t, and is described by a polynomial (43):

L

Do
¼ Li

Do
þ Atþ BðtÞ2 þ CðtÞ3 ð14Þ

where A, B, C are known functions of (Li/Do). The para-
meters Li and Do are the initial deformed length and
resting diameter of the cell, respectively. The variable
t¼ 2t/[(m/To)Do] represents a dimensionless time, where
m is the cell viscosity, and To is the surface tension of
the membrane.

Figure 12 shows a lymphocyte (about 8mm in diameter)
aspirated inside a 4mm diameter pipette (top picture). The
cell is then expelled from the pipette and recovers its initial
shape (bottom, left-hand side pictures). Pictures generated
on the right hand side are from numerical simulation (44).
In addition to the experimental techniques, significant
progress has been made in the computational capabilities
to simulate the dynamic behavior of blood at both large
vessel and cellular scales (45).

Rheoscope

To allow direct observation of suspended cells during shear
stress application, a modified cone-plate viscometer, called a
rheoscope (Fig. 13), has been developed (46). In which the
cone and plate counterrotate. This gives the advantage that a
particle midway between the cone and plate is subjected to a
well-defined shear stress field and remains nearly stationary
in the laboratory frame of reference so that it can be studied
without the help of high speed cinematography. It is impor-
tant to note that, for an identical speed of rotation, that the
shear rate generated in the rheoscope is twice that in the
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Figure 10. Schematic of the micropipette technique. Two
micropipette experiments for determining cell viscosity and sur-
face tension are depicted. (a) Aspiration experiment; for a given
aspiration pressure, the length of the aspirated cell, Lp, is tracked
as a function of time. (b) Recovery experiment; a cell fully aspirated
inside a pipette is expelled from it. The length of the cell, L, is
recorded as a function of time.

Figure 11. Flow of a lymphocyte inside a 4mm pipette. The
flow of an 8mm lymphocyte (a WBC) inside a 4mm diameter
micropipette as a function of time is shown. Fluorescent technique
was used to track the cell nucleus as well as the cellular mem-
brane.



conventional cone-plate viscometer because of the counter
rotation of the cone and plate. Effects of shear and mechanical
properties of individual cells and anchorage dependent cells
have been determined with the rheoscope (e.g., 1,36,47–49).
The rheoscope is popular for studying RBC under shear
because the analysis of the behavior of RBC is simplified
since its shape is an ellipsoid.

Parallel Plate Flow Channel. Another popular technique
for characterizing the rheological properties of blood cells
under flow or for studying the effects of shear stress on
anchorage dependent cells is the parallel plate flow system
(Fig. 14).

The flow between infinite parallel plates is often
referred to as plane Poiseuille flow. The velocity field
reduces to one component in the direction of flow, Vx,

Vx ¼
h2DP

8mL
1� 2y

h

	 
2
" #

ð15Þ

where h is the distance between the plates, m is the fluid
viscosity,DP is the pressure drop between the inlet and outlet
located at a distance L apart, and y is the vertical distance
from the origin taken at the centerline of the channel.

The relationship between the pressure drop and volu-
metric flow rate Q is

DP ¼ 12mQL

wh3
ð16Þ

where w is the channel width.
From the velocity field, Eq. 5, the shear rate across the

channel gap is readily derived:

ġ ¼ �dVx

dy
¼ 12 Q

wh3
y ð17Þ

For a Newtonian fluid, the relationship between shear
rate and shear stress, t, is linear, and the shear stress
across the flow channel gap is

t ¼ mġ ¼ 12mQ

wh3
y ð18Þ

From the above equation, the shear stress is zero along
the channel centerline, and the maximum shear stress, ts,
is at the surface of the plate

ts ¼
hDP

2L
¼ 6mQ

wh2
ð19Þ
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Figure 12. Pictures of a lymphocyte inside a pipette and its
recovery. The top left frame is a picture of a lymphocyte (a type of
leukocyte) aspirated inside a micropipette, the frames below it
show the cell recovering its initial shape. Pictures on the right
hand side are those generated by a theoretical compound drop
model (44).

Figure 13. The Rheoscope. The main feature of this instrument
is the counterrotation of the cone and plate. This gives the advan-
tage that a particle midway between the cone and plate, subjected
to a well-defined shear stress can be studied without the help of
high speed cinematography. At a distance r from the axis of rot-
ation, the shear rate is equal to g� ¼ 2rv=d, where d is the local gap
width and v is the angular velocity of the cone and plate
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Figure 14. Parallel-Plate Flow Channel. The velocity profile
is parabolic, and the shear rate is linear with y. Parameters are as
follows: velocity field, Vx¼Vx (y), Vy¼0, Vz¼ 0; shear rate,
g� ¼ ð@Vx=@yÞ; lines of shear, straight lines parallel to the channel
axis; shearing surfaces, plane surfaces parallel to the channel axis.



Vote stressed that, although they allow direct observation
of individual particles, these devices do not provide a direct
measurement of the particle viscosity. It is necessary to
know the material constitutive properties of the particles,
that is, expressions that relate stresses to strains, or to
develop a mathematical model in order to determine the
mechanical properties of the particles. Existing models can
describe fairly accurately the rheological behavior of blood
cells, but the exact rheological property values of these
cells, with the exemption of red blood cells, are not known.
That topic will not be covered here. For a review on the
mechanical properties of blood cells, the reader is referred
to Waugh and Hochmuth (35), and for a discussion on the
discrepancy between the rheological data on white blood
cells reported in the literature to Kan et al. (44).

CONCLUSION

Some of the major advances in blood rheology are now
being linked to the development and application of micro-
fabrication to medicine. As reviewed by Voldman et al. (50)
and Shyy et al. (51), these new tools will be used to better
characterize the rheological properties of blood and blood
cells, as well as to detect and diagnose cardiovascular and
blood related diseases. Microfabrication is a process used to
construct objects with dimensions in the micrometer to
millimeter range. These objects are composed of miniature
structures that can include moving parts such as cantile-
vers.

Soft lithography is a tool for micro/nanofabrication. It
provides a convenient and effective method for the forma-
tion and manufacturing of micro- and nanostructures. Soft

lithography is the collective name for a set of techniques
that include replica molding, microcontact printing, micro-
transfer molding (52). The major advantages of soft litho-
graphy are that it is very fast as compared to conventional
methods, relatively inexpensive, and applicable to almost
all polymers. It is possible to go from design to production of
replicated structures in < 24 h. In soft lithography, a
master mold is first made by a lithographic technique,
and an elastomeric stamp is then cast using the master
mold. The elastomeric stamp with patterned relief struc-
tures on its surface is used to generate patterns and
structures with feature sizes as small as 30 nm (53). Poly-
dimethylsiloxane (PDMS) is the polymer of choice for many
biological applications because it is optically transparent,
isotropic, homogeneous, durable, and has interfacial prop-
erties that are easy to modify (53,54). As opposed to photo-
lithography, soft lithography provides a mean for
producing nonplanar surfaces.

Microfabricated devices, also known as microelectrome-
chanical systems (MEMS), are ideal tools for studying
specific biological phenomena, for example, cell adhesion,
as well as biological systems such as the microcirculation.
For example, the fabrication of in vitro blood vessels can
help to (1) determine blood cell distributions during blood
flows through both arterial and venous type bifurcations,
with successive bifurcations arranged as in microcircula-
tion; (2) validate computer simulations and experimental
methods used for in vivo measurements of parameters such
as blood average velocity and hematocrits; and (3) to
separate vessel or wall effects from hemodynamics effects.
Figure 15 shows channels that were created using soft
lithography. The different configurations shown are a ser-
ies of 10 mm diameter channel in parallel, a series of
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Figure 15. Photographs of microfabrica-
ted channels. The dashed lines on the top
and bottom of the channels are length scales
and each line represents 100mm. Channels
were created with inner diameters ranging
from 5 to 100mm.



channels with an endothelial cell like pattern surface, a
channel with a constriction, and a channel with a bifurca-
tion.

The application of MEMS in the area of microfluidics is a
new and emerging field. It includes the development of
miniature devices in fluid control, fluid measurement, and
medical testing. Because of our need and interest in under-
standing, preventing, and treating diseases, most of the
emerging MEMS applications are expected to be in biomi-
crofluidics. One of these applications is the development of
gene chips and related deoxyribonucleic acid (DNA) tools.
Others applications include microscale chemical analysis,
known as microelectrophoresis, blood chemistry measure-
ments using micromachined thin-film sensor, micropumps,
drug delivery systems, glucose sensors, and chip-based
microflow cytometry devices.

The major advantages of MEMS-based devices are that
they are smaller and have the potential to be less expen-
sive, more durable, and more reliable than conventional
techniques. In addition, they can perform chemical tests
much faster.

Finally, another area that will benefit from the advance-
ment of technology is the development of blood substitutes.
This is a needed area since the demand for blood continues
to outpace the supply, especially in developing countries.
With new technologies, the life span of blood substitutes
based on cell-free hemoglobin, which is presently too short,
could be lengthened. New methods could also be developed
in order to produce human red cells, and other cell types, in
culture.

Needless to say that, in order to be successful, all these
new technical advances will need to be combined with an
improved understanding of cell biology and rheology. This
advancement will also depend on the successful incorpora-
tion of more sophisticated mathematical and computa-
tional techniques. In general, the field of biorheology is
moving towards better understanding phenomena at the
molecular level. For example, the knowledge of the signal
transduction pathways associated with the responses of
cells to deformation is essential in the field of tissue engi-
neering, where mechanical environment during growth
can affect cell response and the material properties of
the tissue construct or living implant.

It is clear that blood rheology plays a major role in the
maintenance of the human body and in the development of
artificial organs and other medical devices, but our under-
standing, of that role and of the clinical implications of
having an altered blood rheology, is far from being complete.
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INTRODUCTION

Blood has such a multitude of physiological functions; it
provides a circulating volume to transport substrate and
metabolites, and it transports the most valuable of sub-
strates, oxygen. It is an organ intimately involved in the
immune system, delivering antibodies and cellular
elements to sites of infection. It carries the instruments
for coagulation. It is the communication highway for the
endocrine system. It is a metabolic organ containing
enzyme systems to convert molecules to active and inactive
forms. Blood is intimately involved in temperature regula-
tion. The manufacture of an artificial substitute to fulfill all
those purposes is beyond the capability of current science.
However, several of the functional capabilities of blood
have been incorporated into various blood substitutes.

The most basic function of blood is to provide a circulat-
ing volume for transportation of substrate and metabolites.
Supplementation of intravascular volume with crystalloid
and colloid fluids has been a part of medical practice for a
century. Recent progress has concentrated on the devel-
opment of substitute solutions that can transport oxygen.
These solutions are known as oxygen therapeutics or red
cell substitutes.

Currently, the only available oxygen therapeutic is
typed and cross-matched allogeneic human blood. This is
made available in the civilian setting by the Red Cross, the
American Blood Centers, and the blood banking system.
Blood shortages, due to increasing blood usage and declin-
ing blood donations (1), are one of the factors driving the
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search for alternatives. In the past two decades there has
also been an increasing concern regarding the infectious
risks of blood borne pathogens (2,3). Awareness of the
potential significance of the problem occurred with the
increasing risk of human immunodeficiency virus (HIV)
transmission from blood transfusion during the 1980s.
Improved screening for HIV in the 1990s saw a dramatic
improvement in blood safety so that now the risk of con-
tracting HIV from a unit of blood is approaching
1/1,000,000. But there are still substantial concerns
regarding not only the risk of contracting acquired immune
deficiency syndrome (AIDS) or hepatitis, and also of other
infectious diseases newly recognized as possibly being
transmissible by transfusion, such as bovine spongiform
encephalopathy (mad cow disease) and West Nile virus.

Another concern leading to the need for blood substi-
tutes is that some groups Jehovah’s Witnesses, have reli-
gious beliefs that cause them to refuse all blood products.

Banked blood is often wasted while active bleeding
continues in the surgical setting. While hemorrhage con-
tinues, blood products administered are rapidly lost
through the site of bleeding. Blood substitutes could be
used as a resuscitation bridge until bleeding is controlled (4).

Initial research on artificial blood was lead by the U.S.
military, which needed a ready supply of a substitute that
could be stored easily and indefinitely in the field and not
require typing or cross-matching. These considerations
would also make a blood substitute valuable to the emergency
medical services in ambulance and helicopter transfers.

All these concerns have stimulated efforts to develop red
cell substitutes for use in the routine clinical setting. In an
initial approach, prior to World War II, the defense depart-
ment sought a hemoglobin solution that could be stored
indefinitely at room temperature, preferably in a powdered
form to be dissolved in normal saline, and that could be
transfused without a need for cross-matching. Although
the development of a reconstitutable powder has not been
feasible, there are several hemoglobin-based products that
are in various stages of clinical testing (5).

Other molecules apart from hemoglobin have been
assessed for the function of oxygen transportation. Most
success has been achieved with emulsions of perfluoro-
chemicals.

Perfluorochemicals are inert liquids, which have a solu-
bility for oxygen and carbon dioxide 20 times that of water.
These liquids are immiscible in water and an emulsion
form is required to allow them to mix with the recipient’s
blood after administration. A comparison of the advantages
and disadvantages of perfluorocarbon and hemoglobin
solutions is shown in Table 1.

Emulsions of perfluorochemicals have completed animal
testing and have been investigated in the clinical setting.
However, difficulties in their use have been observed, to date
they have not been made available for routine use.

CURRENT RISKS OF BANKED BLOOD

Risks of Transfusion

Blood transfusion is safer today than it has ever been, with
a death rate for each blood transfusion of� 1 in 300,000 (6).

Two-thirds of these deaths are due to clerical errors (i.e.,
the wrong blood given to the wrong patient). Other risks
associated with blood transfusion include infection and
immune reactions (7,8). However, 20 million blood transfu-
sions are administered each year in the United States, with
an impressive safety record (9).

Infection

The risk of transmission of infection includes viral agents,
other exotic infectious agents, and the risk of bacterial
contamination of blood products. Blood donors with a
history of risk factors are excluded from donation. Screen-
ing donated units and elimination of units that contain
known infectious agents eliminates most of the remaining
risk of infection.

HIV

The risk of HIV transmission from blood transfusion has
caused the most public concern, though it is difficult to
accurately assess the true risk of transmission because it is
small and cases can be determined only after a significant
period. Initial testing for HIV consisted of antibody testing
alone, but this was felt to leave a risk of HIV from indivi-
duals who were infected, but had not yet sero-converted. In
March 1996, HIV antigen p24 testing was instituted in the
United States and only 3 out of 18 million units were
identified as being antibody negative and antigen positive
over the next 18 months (10). Blood donations are now
tested for HIV-1 and HIV-2 (11). The apparent risk of HIV
transmission is currently � 1 in 1,000,000.

Hepatitis

Hepatitis has a higher prevalence; 1:60,000 for hepatitis B,
and 1:103,000 for hepatitis C, but is much less feared by the
general public. Antigen screening tests have reduced the
risk of post-transfusion hepatitis (B or C) to < 1 in 34,000
(12). Hepatitis G has more recently been recognized, and
has a high incidence worldwide of 1 (13)–7% (14). Approxi-
mately 2% of blood donors and 15–20% of intravenous drug
abusers in the United States have detectable hepatitis G
(15). It may be identified by the polymerase chain reaction
test, but this has not been implemented as a routine
screening test. Fortunately, it appears that the hepatitis
G virus is not responsible for non-A, non-B, non-C post-

512 BLOOD, ARTIFICIAL

Table 1. Comparison of Perfluorocarbon and Hemoglobin
Solutions

Advantages Disadvantages

Perfluorocarbon High O2 Solubility Requires high PO2

Emulsions Inert Long tissue life
Ample supply Short vascular life

Toxicities

Hemoglobin Carry O2 at normal PaO2 Vasoconstriction
Solutions Unloads like RBCs Supply

May be stored dry? Short vascular life
Toxicities



transfusion hepatitis and the results of infection appear to
be minimal (16,17), although there is a weak link between
hepatitis G and fulminant hepatitis in rare cases (18).

Other Viruses

Creutzfeldt–Jakob disease (vCJD) can be transmitted by
transfer of central nervous system tissue (or extract).
However, no cases have been definitively linked to blood
transfusion (19).

In the United Kingdom an outbreak of bovine spongi-
form encephalopathy (BSE) or ‘‘Mad Cow Disease’’ has led
to concern that a new variant vCJD could be transferred
to the human population through consumption of
contaminated beef products. Transmission of BSE by
blood transfusion can occur in sheep (20). In the United
Kingdom, blood products for transfusion are leucode-
pleted, which is thought to reduce the risk of transmission
of vCJD. The possibility that infection might occur has led
the U.S. Food and Drug Administration (FDA) to institute a
policy ‘‘deferring’’, that is, declining, blood donations from
anyone who has lived in the United Kingdom for a cumu-
lative period of more than 6 months during the years 1980–
1996 (21).

West Nile virus transmission has occurred in four
patients who received solid organ donations from an
infected donor. The organ donor had received blood trans-
fusions from 63 donors, and follow up of those donors
showed that one of them was viremic at the time of dona-
tion (22).

Bacterial contamination of stored blood is rare
(1:500,000), but has a mortality rate of 25–80%. The most
common infectious contaminants in red cells are gram-
negative species such as Pseudomonas or Yersinia (23).
Platelets are stored at room temperature, allowing rapid
bacterial proliferation, and there is a risk of 1:3000–7000
of bacterial infection with these units. Bacterial
contamination of platelets is typically with Gram-positive
staphylococci.

Immune Reactions

Minor immune reactions, such as febrile reactions, are
common and may be discomforting to the patient, but
are not associated with significant morbidity, though the
transfusion may have to be stopped and the product dis-
carded. The risk of serious immune reactions is small, but
present. Most acute hemolytic reactions are due to clerical
errors, because cross-matching should predict and prevent
these events. However, immune reactions remain the most
common cause of fatality associated with transfusions.

Graft versus host disease may occur rarely after trans-
fusion, most commonly after transfusion of nonirradiated
blood components to patients with immunodeficiency.
Transfusion-associated graft versus host disease has a
high mortality and is rapidly fatal. Immunodeficienct
patients should receive irradiated units. Immunocompe-
tent individuals may develop graft versus host disease if
common histocompatibility leukocyte antigen haplotypes
between the donor and recipient prevent destruction of
stem cells transfused. This can occur between first-degree
family members and therefore, relative-to-patient-directed

donations, which are often preferred by patients because of
a perceived reduction in risk of infection, may in fact carry
an increased risk of initiating transfusion-associated graft
versus host disease.

Transfusion-related immunomodulation has been
recognized since the mid-1970s, but is not well quantified.
Exposure to allogeneic blood can cause both allosensitiza-
tion and immunosuppression. Studies have demonstrated
a beneficial effect of allogeneic blood transfusion on trans-
plant organ survival, but increases in the rates of cancer
recurrence and postoperative infection have also been
noted (23,24). Leukocyte depletion and removal of plasma
may ameliorate the effects of TNF- suppression and inter-
leukin induction (25).

The risk of infection and concerns regarding immune
reactions and immunomodulation have been a large incen-
tive to the development of oxygen-carrying colloids.

PERFLUOROCHEMICAL EMULSIONS

Perfluorochemicals (PFCs) are chemically inert liquids
with a high solubility for gases. The PFCs that have been
used as blood substitutes are 8–10-carbon atom structures
that are completely fluorinated. The PFCs are chemically
inert, clear, odorless liquids with a density nearly twice
that of water. The solubility of PFCs for oxygen is nearly 20
times that of water.

In 1965, Clark and Gollan (26) performed an experiment
to see whether an animal could survive if it breathed liquid
PFC equilibrated with 1 atm of oxygen. A rat could be
submerged beneath this liquid for 30 min and be retrieved
in good condition. Respiration of liquid PFC allowed oxygen
absorption from the lungs together with CO2 excretion.

An intravenous injection of PFC is immediately lethal
because the injectate is immiscible with water and forms a
liquid embolus. An emulsion of an immiscible liquid can,
however, mix with water or blood. In 1968, Gehes (27)
produced a microemulsion (particle size, 0.1mm) of a PFC
in normal saline. An exchange transfusion could be done,
eliminating all normal blood elements, and a rat with a
hemoglobin of 0 could survive breathing 100% oxygen.

Because of the inert nature of these compounds, they are
not metabolized, but are cleared from the vascular space by
the reticulo-endothelial system (RES), and ultimately col-
lected in the liver and spleen. Eventually, the PFC slowly
leaves the body as vapor in the respiratory gas.

Perfluorochemical Oxygen Content

Because PFCs transport oxygen by simple solubility, the
amount of oxygen they carry is directly proportional to the
percentage of PFC in the bloodstream and to the PaO2.

Hemoglobin carries most of the oxygen in whole blood
and does so in a nonlinear fashion. The plot of oxygen
content against PaO2 for hemoglobin, known as the oxygen
dissociation curve, is seen in Fig. 1. Perfluorochemicals
(PFCs) carry oxygen by direct solubility, as does plasma.
Because of the shape of the oxygen dissociation curve,
hemoglobin is fully saturated and carries little or no more
oxygen above a PO2 of 90 mmHg (11.99 kPa). Because
oxygen content dissolved in plasma, or carried by PFCs,
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is linearly related to PO2, additional oxygen is dissolved in
the plasma phase or by PFC as oxygen tension increases.

Arterial content of oxygen (CaO2) is defined as the
volume of oxygen in milliliters (mL) carried by each
100 mL of blood and is defined as follows:

CaO2 ¼ ðHb� 1:34� SaO2Þ þ ð0:003� PaO2Þ

� 20 mL=100 mL
ð1Þ

(Hb¼hemoglobin: SaO2, arterial oxygen saturation: PaO2,
arterial oxygen tension)

With a normal 15 g of hemoglobin and normal PaO2 and
SaO2 values of 90 mmHg (11.99 kpa) and 97%, respectively,
an arterial oxygen content of 20 mL �dL�1 is obtained.

When blood contains an oxygen carrying PFC, the oxy-
gen content equation requires a third term to represent the
contribution from perfluorocarbon.

CaO2 ¼ ðHb� 1:34� SaO2Þ þ ð0:003� PaO2Þ
þð0:057� Fct=100� PaO2Þ ð2Þ

where Fct¼fluorocrit, which is the fraction of the blood
volume that is PFC (analogous to the Hct).

Note that the solubility factor of PFC in the third term
should be 0.06, that is, 20 times that of the solubility factor
for oxygen in plasma (0.003), however, it is reduced by the
amount of the plasma solubility factor to account for the
plasma displaced by the presence of PFC.

The PFCs carry much more oxygen than plasma, but
hemoglobin itself is able to carry much more than any PFC.
Figure 1 shows that blood with a Hct of 45% will have a
CaO2 of 20 mL/100 mL at a PO2 of 100 mmHg (13.33 kPa),
but a solution with a Fct of 45% would have an oxygen
content of 2.7 mL/100 mL. Because the PFC carries oxygen
by direct solubility, it also releases it in direct proportion to
the PO2, unlike the cooperative binding effect of Hg, with
which the PO2 has to fall below the elbow of the curve for

oxygen release to occur. The potential contribution of PFCs
to oxygen transport can be assessed by looking at the
oxygen consumption required by tissues, the Fct and the
PO2 required to allow this quantity of oxygen to be released
in the tissues (28).

Mixed venous blood has an oxygen content of 15 mL/
100 mL; therefore 5 mL/100 mL of oxygen is consumed in
the periphery.

If we assume a mixed venous oxygen tension (PvO2) level
of 40 mmHg (5.33 kPa) and an oxygen extraction of 5 mL/dL,
a bloodless animal could survive with a Fct of 45% with a
PaO2 of 235 mmHg (31.33 kPa). Any increase in PaO2 above
this value would raise the PvO2 by the same amount (Fig. 2).
The elevated PvO2 in these circumstances could have the
beneficial effect of increasing the pressure gradient for
oxygen diffusion from the vascular space into the tissues
and cells, theoretically increasing tissue oxygenation.

It is, however, difficult to manufacture a 45% emulsion
of PFC. In the late 1970s, the Green Cross Corporation in
Japan developed a product called Fluosol DA 20%. This
solution contains only 10% PFC (Fluosol DA 20% is 20% by
weight, 10% by volume). To supply 5 mL/100 mL of oxygen
consumption and a PvO2 of 40 mmHg (5.33 kPa), a blood-
less animal with a fluocrit of 10% would require a PaO2 of
920 mmHg (122.65 kPa).

In practice, this would make it difficult to completely
replace the blood with PFC emulsion. Although the emul-
sion is cleared from the vascular space within 24 h, the long
tissue half-life of a PFC in the body (months to years), make
it unfeasible to continuously redose the patient.
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Figure 1. Oxygen content plotted against PO2 for whole blood,
plasma, and a perfluorochemical emulsion, with a 45% content of
PFC. Hemoglobin saturates at a PO2 of 100 mmHg (13.33 kPa), but
the curve continues to rise because of the dissolved oxygen in
plasma, so the whole blood and plasma lines are parallel above a
PO2 of 100. The line for perflubron is similar to plasma, but has a
higher slope because of the greater affinity for oxygen (Hct¼
hemocrit).
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Figure 2. At an arterial PO2 (PaO2) of 300 mmHg (13.33 kPa)
blood has an oxygen content of 21 mL/100 mL. If 5 mL/100 mL are
extracted the venous PO2 (PvO2) will be <50 mmHg. A PFC with a
Fct of 45% could carry enough oxygen at a PaO2 of 235 to deliver 5
mL and give a similar PvO2. Increasing the PaO2 to 300 mmHg
(39.99 kPa), increases the oxygen carried by the PFC so the PvO2

will be > 100 mmHg (13.33 kPa) after delivery of 5 mL O2. (Adap-
ted, with permission, from Woodcock BJ, Tremper KK. Red Blood
Cell Substitutes. In: Evers AS, Maze M, editors. Anesthetic Phar-
macology, Physiological Principles and Clinical Practice: A Com-
panion to Miller’s Anesthesia. Philidelphia: Churchill Livingstone;
2004.)



CLINICAL STUDIES WITH PFCS

Fluosol DA

Fluosol DA 20% was developed in the 1970s and was an
emulsion composed of two perfluorochemicals; perfluoro-
decalin, which has emulsion stability and perfluorotripro-
pylamin, which has a shorter half-life (29) (Fig. 3). The
surfactant used to maintain this emulsion of Fluosol DA
was Pluronic F68, an emulsifier used in other medical
products. The product needed to be frozen to maintain
stability until used.

Initial clinical studies were in patients who were
actively bleeding, required surgery, and refused blood
transfusion. A 20-mL �kg�1 body weight of Fluosol DA
20% PFC emulsion was transfused preoperatively with
a maximum of one additional dose postoperatively (29,30).
The patients achieved a maximal fluorocrit of < 3% with
an intravascular half-life of � 19 h. Subsequent studies
confirmed the oxygen-carrying contribution of the PFC,
but could not show a beneficial effect on patient outcome
(31).

Fluosol DA 20% gained FDA approval, not for use as a
red cell substitute but for intracoronary infusion in
patients undergoing angioplasty. Fluosol is no longer being
manufactured because of low demand.

Perflubron

Second generation PFC emulsions have been developed.
One of these, Oxygent, employs perfluoro-octylbromide or
perflubron (32) (Fig. 4). This PFC has one bromine repla-
cing fluorine, making it radiopaque. The emulsion (Oxy-
gent: Alliance Pharmaceutical, San Diego, CA) contains
60% PFC by weight, or 30% by volume. It is emulsified with
lecithin (egg yolk phospholipids) and is stable at room
temperature for > 6 years.

Because of a short intravascular half-life and the need
for a high FiO2, it has been suggested that these PFC
solutions should be used in conjunction with acute normo-
volemic hemodilution. In this setting, patients who are
expected to have significant surgical blood loss should have
two to four units of blood removed immediately before
surgery. Initial volume expansion is with crystalloid or

colloid. As surgical bleeding continues, the PFC is admi-
nistered at the first transfusion trigger, allowing for ade-
quate oxygen delivery at low hemoglobin levels. When
surgical bleeding stops, the patient would receive the pre-
viously harvested autologous blood.

The European Perflubron Emulsion Study Group looked
at this technique of normovolemic hemodilution in ortho-
pedic surgery. Perflubron was administered in response to
transfusion triggers of tachycardia, hypotension, increased
cardiac, and decreased mixed venous PO2. The triggers for
transfusion were at least as effectively reversed by per-
flubron, with 100% oxygen ventilation, as by autologous
transfusion or colloid administration (33). Patients who
received perflubron had higher mixed venous PO2 levels,
which continued for longer than the other treatment
groups. Allogeneic blood transfusion requirements were
not reduced by perflubron administration.

A phase III cardiac surgery study of perflubron was
voluntarily suspended in 2001 because of an increased
incidence of stroke, but it has not been determined if this
was due to PFC administration.

A phase III study of perflubron in noncardiac surgery,
again from the European Perflubron Emulsion Study
Group (34), in 492 patients showed an intraoperative
reduction in blood transfusion requirement, but there
was no significant reduction by time of the postoperative
period. Of the patients in the intent-to-treat population,
33% experienced low (< 20 mL �kg�1) blood loss. When
these patients were excluded to leave a protocol defined
target population, the patients treated by acute normovo-
lemic hemodilution (ANH) and PFC administration experi-
enced a reduction in transfusion that remained significant
throughout the study (3.4 vs. 4.9 units). The PFC group
also had a significantly greater avoidance of transfusion
(26 vs. 16%). The clinical relevance of these findings is hard
to elucidate. The control group did not undergo ANH and
had higher transfusion triggers during the operative per-
iod, it is difficult to tell if the benefit accrued was due to the
PFC or the hemodilution technique (35).

Microcirculation and Oxygen-Carrying Colloids

Oxygen-carrying colloids differ from red cells in terms of
size. Free hemoglobin molecules in solution range in size
from 68,000 to 500,000 Da, and the fluorochemical emul-
sion particles are � 0.2mm. These sizes are within the
range of many of the plasma proteins, and like plasma pro-
teins, PFCs are able to cross the capillary basement
membrane and participate in extravascular circulation.
Animal data have shown that these oxygen-carrying col-
loids leave the intravascular space and rejoin it through
lymphatic circulation (36). Thus, these colloids may be able
to provide increased oxygen delivery to the extravascular
space (37,38). In addition, studies on microcirculation have
shown that plasma flow continues through capillaries even
when the capillary is closed to red blood cells. Oxygen
delivery to tissues can be provided, even though red cells
are not present in the capillaries, through the circulation of
oxygen-carrying colloids.

This potential application of blood substitutes, as ‘‘ther-
apeutic oxygenating agents’’ for ischemic tissue, has been
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investigated for myocardial ischemia (39–41) and for
enhancing the effectiveness of radiation therapy and che-
motherapy of ischemic tumors by rendering the tumor
hyperoxic (42,43).

Perfluourochemicals have been used in other circum-
stances as oxygen-carrying molecules. The PFCs have been
used for cardiplegia (44) and preservation of transplanted
organs (45–47). The PFCs have also been studied in models
of myocardial and cerebral infarcts to minimize infarct size
(45,48,49).

Liquid Ventilation with PFC

Perfluorochemicals have been used for liquid ventilation in
the treatment of acute respiratory distress syndrome
(ARDS). The PFCs bind oxygen and carbon dioxide avidly.
Perflubron (LiquiVent, Alliance Pharmaceutical Corp.,
San Diego, CA) can be instilled into the endotracheal tube
of a ventilated patient with ARDS until a fluid level is seen
outside the patient. The ET is then connected to the normal
ICU ventilator and sufficient gas transfer occurs across the
PFC–gas interface to allow oxygenation of the patient and
CO2 clearance (50,51). This PFC has excellent surfactant
properties and is possibly able to stent open alveoli (leading
it to be termed ‘‘liquid PEEP’’ or ‘‘PEEP in a bottle’’) (52).
There are also benefits of increased secretion clearance and
possible antiinflammatory effects (53,54). Studies to date
have not shown any benefit over conventional ventilation
(55).

Future of PFCs

The PFCs have inherent limitations of a short endovascu-
lar half-life and the requirement for high inspired oxygen.
These problems limit the use of PFC emulsions to acute
settings in which supplemental oxygen is readily available.
It is yet to be seen whether PFCs can have a useful role as
blood substitutes.

HEMOGLOBIN SOLUTIONS

Hemoglobin Solutions: Oxygen Content

When a solution of free hemoglobin (FHb) has the same P50
as blood (27 mmHg 3.59 kPa), there is no difference
between the hemoglobin solution oxygen-content curve
and the curve for normal whole blood.

CaO2 ¼ ðFHb� 1:34� FSaO2Þ
þ ðHb� 1:34� SaO2Þ þ ð0:003� PaO2Þ ð3Þ

[FHb is the concentration of free hemoglobin solution in
blood (g � dL�1), and FSaO2, is the saturation of FHb.]

In clinical practice, arterial content of oxygen can be
calculated using a single term for hemoglobin and satura-
tion. A spectrophotometrically measured total hemoglobin
should be used, which will measure total hemoglobin pre-
sent, whereas the hematocrit only measures red blood cell
hemoglobin. The saturation measured by an oximeter gives
a mean saturation of both forms of hemoglobin because the
device measures the amount of oxyhemoglobin and divides
it by total hemoglobin to achieve the calculated saturation.

Formulation of Hemoglobin Solutions

A solution of hemoglobin from lyzed human red cells is
unusable as a blood substitute for a variety of reasons.
Hemoglobin outside the red cell membrane loses its tetra-
meric form and breaks down into dimers. The abundance of
dimers in plasma has a pronounced oncotic effect creating
an excessively high colloid oncotic pressure (41). This
would draw fluid from the extracellular space and would
cause an increase in circulating blood volume. The dimers
have a molecular weight of 32,000 Da and are able to cross
the renal glomerular basement membrane leading to a
potent osmotic diuretic effect. The loss of oxygenated hemo-
globin in the urine gave the early solutions the reputation
of being ‘‘red mannitol’’.

The loss of 2,3-DPG, which is normally maintained
inside the RBC, reduces the P50 of hemoglobin to 12–14
mmHg (1.59–1.86 kPa) from a normal level of 26. This
shifts the oxygen dissociation curve markedly to the left,
meaning that the free hemoglobin will avidly bind oxygen
during passage through the lungs but will not release it in
the peripheral tissues unless the PO2 is extremely low.

The early attempts at making a hemoglobin solution
used resuspended hemoglobin filtered from lyzed, out-
dated, human blood. This solution caused a high incidence
of renal failure, which proved not to be due to the free
hemoglobin, but due to the ‘‘stroma’’ of residual red blood
cell elements left after cell lysis (56).

Several types of hemoglobin solution have been devel-
oped, and have taken different approaches to these pro-
blems. One product is produced from modified polymerized
bovine hemoglobin (Hemopure, HBOC-201, Biopure,
Cambridge, USA) (57,58). The dimer form is polymerized
to form a larger roughly octomeric molecules (Fig. 5). It is
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Figure 5. Hemoglobin dimer subunits can be polymerized (a) to
form tetramers. These can be further polymerized (b) to form
octamers or larger units, or can be cross-linked (c) to increase
molecular size.



then filtered to remove the smaller molecular weight tetra-
meric hemoglobin molecules. This reduces the oncotic
pressure and prevents passage of the molecule though
the glomerulus into the urine. Polymerization also
increases the P50 into the normal range and allows the
hemoglobin solution to release oxygen in the tissues (41).

Other products have been developed from outdated
human blood: Cross-linking hemoglobin molecules with
pyridoxal-5-phosphate (Fig. 5), which acts as an artificial
2, 3-DPG, can increase the P50. This technique is used in
PolyHeme polymerized hemoglobin solution (Northfield
Pharmaceutical, Chicago, IL) (59–61), and pyridoxylated
hemoglobin polyoxyethylene conjugate or PHP hemoglobin
(62). Diaspirin Cross-Linked Hemoglobin, DCLHb (Baxter
Healthcare, Chicago, IL) (63,64) and Hemolink (Hemosol,
Toronto, Ontario, Canada) also have a P50 within the
normal range and have an increased size due to cross-
linking or polymerization.

The size of the hemoglobin molecule can also be
increased by attaching the dimer to a large non-hemoglobin
molecule, for example, polyethylene glycol used in PEG–
hemoglobin (Enzon, Piscataway, NJ). A final method of
increasing molecular size is to encapsulate hemoglobin in
phospholipid vesicles or liposomes (65).

Hemoglobin cannot only be obtained from outdated
human blood, but also from bovine blood. There is a tre-
mendous supply of bovine blood, since nearly 1 million
units/day are produced as a byproduct of meat production.
Bovine hemoglobin does not normally require 2, 3-DPG,
and maintains a P50 in the range of 32 mmHg (4.26 kPa),
even as a dimer (66). Concern over the spread of BSE or
variant vCJD may impact the development of bovine pro-
ducts (67). The FDA has restricted the import of bovine
products from Europe because of the outbreak of Mad Cow
disease there (68).

Recombinant hemoglobin has been used as an alterna-
tive source of hemoglobin. Optro (Somatogen), was
engineered to have a P50 in the normal range. However,
manufacture has been discontinued (67).

The hemoglobin solutions that have undergone clinical
trial are listed in Table 2. Since these solutions are pro-
duced from different hemoglobin sources, and have differ-
ent sizes and different P50 values, each needs to be
evaluated as a separate drug with its own effectiveness
and toxicity profile.

All of these products have a relatively short intravas-
cular half-life compared to hemoglobin contained in
red blood cells, and are cleared from the vascular space
by the reticuloendothelial system with a half-life of
� 24 h.

Hemodynamic Effects of Hemoglobin Solutions

Pulmonary and systemic hypertension have been observed
in studies in animals (63,69–72) and human clinical studies
(36,38,57,64,73–78). The cause of this appears to be related
to the nitric oxide (NO) scavenging properties of hemoglo-
bin. Endothelium derived relaxant factor (EDRF) was
identified as NO in the 1990s and its role in controlling
vascular resistance was elucidated. Nitric oxide is pro-
duced in the endothelial cells of blood vessel walls, and
produces smooth muscle relaxation, thereby causing vaso-
dilatation. As blood flow increases, nitric oxide is carried
away, reducing its concentration and causing vasoconstric-
tion (79). Binding of nitric oxide to hemoglobin plays an
important role in its removal, and thereby the control of
vascular tone. Free hemoglobin binds nitric oxide more
avidly than hemoglobin within the red cell and nitric oxide
clearance is increased (80). This leads to hypertension in
the pulmonary and systemic vascular beds. Smaller hemo-
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Table 2. Hemoglobin Solutions in Clinical Trials

Product (Manufacturer) Configuration P50 Status

Bovine Hemoglobins

HBOC201 Hemopure (Biopure) Polymerized with
glutaraldehyde

34 mmHg Licensed in South Africa and
for veterinary use. FDA review;
further studies required

PEG-hemoglobin (Enzon) PEG (polyethylene
glycol) conjugated
noncross-linked,
encapsulated

20 mmHg Phase 1 melanoma studies
completed Now discontinued

HumanHemoglobins

Polyheme (Northfield) Polymerized,
tetramer-free

30 mmHg Phase 3 study, before
FDA review

Hemolink (Hemosol) Polymerized with
o-raffinose

32 mmHg Under review United
Kingdom and Canada

DCLHb (Baxter) Cross-linked with
diaspirin

32 mmHg Discontinued

PHP (Curacyte) Pyridoxylated Studied in SIRS

Recombinant Hemoglobins

Optro (Somatogen) Genetically fused 17 mmHg Discontinued



globin molecule size appears to increase NO clearance, and
pulmonary hypertension becomes more problematic. The
severity of this side effect varies with the different forms
and preparations of hemoglobin.

The observed vasoconstriction with hemoglobin solu-
tions led to the evaluation of DCLHb solution as an ‘‘all-
in-one’’ therapeutic strategy in vasodilated shock states
(38) as a vasopressor in critically ill patients with septic
shock. In septic shock or systemic inflammatory response
syndrome, the vasodilated state may be due to excessive
synthesis of NO. The scavenging effect of the hemoglobin
solution may be beneficial in restoring vascular tone in this
setting (37). Tissue perfusion may be improved because of
the small size of the hemoglobin molecules compared to red
cells, improving oxygen delivery through the microcircula-
tion. In a mouse model of gram-negative sepsis, hemoglo-
bin solution was associated with increased circulating
tumor necrosis factor and increased lethality (81). In pigs
with septic shock, DCLHb administration restored blood
pressure and allowed a reduction in dopamine infusion
being used for resuscitation (82). Further work is required
to determine the utility of hemoglobin solutions in critical
illness (83).

Although NO scavenging may play a major role in the
vasoconstriction seen with hemoglobin solutions it may not
explain the whole picture. Hemoglobin molecules with
similar rates of NO binding may have strikingly different
degrees of vasoconstriction. The fall in PO2 in terminal
arterioles may play a large role in the autoregulation of
microvascular circulation by causing vasoldilation. Hemo-
globin solutions may deliver excess oxygen to the terminal
capillaries causing vasoconstriction and paradoxically
reducing oxygen delivery to the tissue (84).

This proposed effect on microcirculation has led to the
adoption of a ‘‘counterintuitive’’ approach to hemoglobin
solution development. An anemic but hyperoncotic solution
with a very low P50 could delay oxygen release and prevent
vasoconstriction (85). Such a solution has been developed
in MalPEG-Hb (maleimide-activated polyethylene glycol
conjugated hemoglobin). This MalPEG-Hb solution has a
P50 of 5.5 mmHg and has been shown to improve micro-
vascular circulation in hypovolemic shock in hamsters (86).

Duration of Action of Hemoglobin Solutions

Just as free hemoglobin is scavenged following intravas-
cular hemolysis, the RE system scavenges hemoglobin
solution from the blood stream. The effective intravascular
life of the hemoglobin solution is � 12–48 h, depending on
the dose (66). Therefore, hemoglobin solutions, like the
PFCs, will not have a role in maintaining oxygen-carrying
capacity in chronically anemic patients. They may be used
in acute, limited blood-loss situations as resuscitative
fluids, especially in combination with perioperative auto-
logous hemodilution to minimize loss of the patients own
blood (87,88).

Hematopoietic Effect of Hemoglobin Solutions

Hemoglobin solutions may have a profound effect in sti-
mulating erythropoiesis. Studies in which animals are
hemodiluted to a low Hct, and given a transfusion of

hemoglobin solution, demonstrate a pronounced level of
red blood cell production exceeding that expected even with
the administration of exogenous erythropoietin (36).

Free iron liberated when hemoglobin solutions are
broken may stimulate erythropoiesis, reducing the requi-
rement for subsequent red cell transfusion (89,90). Trans-
fusion of diaspirin cross-linked hemoglobin (DCLHb) to
transfuse cardiac surgery patients in the postbypass period
resulted in 19% of patients not requiring packed red blood
cell transfusion, although the DCLHb was rapidly cleared
from the circulation (77). After acute normovolemic hemo-
dilution (ANH) with HBOC-201 in human volunteers there
were increases in serum iron, ferritin, and erythropoietin
that did not occur following ANH with Ringer’s lactate
solution (91).

Other Uses of Hemoglobin Solutions

Hemoglobin solutions have an oxygen delivery curve simi-
lar to that of hemoglobin in red blood cells. At low tem-
peratures the curve is shifted to the left, preventing release
of the bound oxygen, they therefore may not be of any
benefit as a constituent of cardioplegia solutions or organ
preservatives used for transplanted organs.

Artifical oxygen carriers have a potential for abuse by
elite athletes, and international sporting federations have
already added the class of agent to their banned substance
lists (92).

Clinical Trials: Hemoglobin Solutions

HBOC-201 (Hemopure). The bovine product HBOC-201
(Hemopure, Biopure, Cambridge, MA) is produced from
modified polymerized bovine hemoglobin and has been
studied in patients undergoing abdominal aortic aneurysm
surgery. Treatment with the hemoglobin solution produced
an increase in pulmonary and systemic vascular resistance
and an associated decrease in cardiac output (57). In
another study in aortic surgery HBOC-201, 27% of patients
did not need blood transfusion, but the median transfusion
requirement was not decreased. Mean arterial blood pres-
sure increased by 15% in this study (75). Vasoconstriction
and hypertension have been noted in many studies with
HBOC-201. A study looking at preoperative hemodilution
with bovine HBOC-201 before liver resection showed an
increase in systemic vascular resistance and a fall in
cardiac output (73). More recently, a study by Wahr
et al. (36) found this product to be useful in reducing the
amount of allogeneic blood in operative patients. Increases
in pulmonary or systemic resistance were not seen, but a
mild increase in blood pressure occurred.

In postoperative cardiac surgery patients, administra-
tion of up to 1000 mL HBOC-201 prevented packed red
blood cell administration in 34% of patients who would
otherwise have received it (93). Although the HBOC-201
had a short duration in the circulation, Hct was restored
rapidly, perhaps due to a hematinic effect. The HBOC-201
patients had a slightly greater increase in blood pressure
after transfusion.

HBOC-201 has been administered to patients with
sickle cell anemia and may have a role in the treatment
of vasoocclusive or aplastic crises in this disease (94,95).
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The HBOC-201 can be used instead of PRBCs to transfuse
patients with severe autoimmune hemolytic anemia, the
hemoglobin solution does not have the surface antigens
associated with red blood cells (96). In the presence of a Hct
of 4.4% the hemoglobin solution reversed both lactic acido-
sis and myocardial ischemia.

In South Africa, HBOC-201 (Hemopure) has been
licensed to treat anemia in surgical patients; this is the
first time a hemoglobin solution has reached the market in
humans. It is also licensed, as Oxyglobin, for veterinary use
in the United States and Europe. The FDA approval for
human use in the United States has been delayed pending
a request for further information and animal testing.

Diaspirin Cross-Linked Hemoglobin, DCLHb

The DCLHb (Baxter Healthcare, Chicago, IL) has been
developed from outdated human blood. Clinical studies to
date have had varying results with DCLHb.

The DCLHb effectively scavenges NO and has been noted
to increase pulmonary and systemic vascular resistance in
the hemodilution model in animals to the point of reducing
cardiac index and oxygen delivery relative controls (63).
Pulmonary and systemic hypertension with rises in SVR
and PVR also occurred in human studies of DCLHb given
after cardiac surgery, and this led to decreased cardiac
output compared to patients given red cell transfusion
(77). Another study (76) showed that DCLHb could be used
to reduce the number of patients requiring perioperative
packed red blood cell (PRBC) transfusions following vascu-
lar, orthopedic, and abdominal surgery compared with
patients randomized to PRBC transfusions. However, the
total PRBC and other blood product requirements of the two
groups were similar over the subsequent week. Side effects
of hypertension, jaundice and hemoglobinuria were noted.
One death from respiratory distress syndrome was attrib-
uted to DCLHb, and the study was terminated early.

This solution was also investigated in a randomized
study of patients with acute ischemic stroke (64). Patients
receiving the hemoglobin solution had more deaths, serious
adverse outcomes, and worse outcome scale scores.

Studies in patients with hemorrhagic shock in the
United States and Europe were discontinued because of
increased mortality in the U.S. study, and a lack of benefit
with DCLHb administration in the European study (97).

Because of these results Baxter has discontinued
further work with DCLHb. He subsequently acquired
Somatogen, manufacturer of Optro, a first generation
recombinant hemoglobin, development of which has since
been discontinued.

PolyHeme

PolyHeme (Northfield Pharmaceutical, Chicago, IL) has
been used in trials treating acute trauma patients. Gould
et al. administered 1–20 units of PolyHeme to 171 patients
with urgent blood loss; 81 patients received 5 or more units
and 34 received 10–20 units (98). Overall there was a
mortality of 10.5 compared to 16% of historical controls
who declined blood transfusion because of religious reasons
during surgery, and had Hb levels< 8 g/dL. However, there
was no comparison with controls receiving transfusion of

allogeneic packed red blood cells. An earlier study, also by
Gould, randomly assigned 44 trauma patients to either
receive blood (23 patients) or up to 6 units of PolyHeme (21
patients) (60). There were no adverse effects on pulmonary
and systemic vascular resistance or cardiac output from
the administration of PolyHeme. There were no differences
in patient outcomes, although there was a reduced need for
red blood cells in the PolyHeme group at day 1, which was
no longer seen by day 3. The lack of effect of PolyHeme on
systemic and peripheral vascular resistance is attributed
to its manufacturing process, which filters out the smaller
tetrameric hemoglobin (59,60). It is speculated that the
smaller size hemoglobin elements can defuse through the
vessel wall, increasing NO scavenging and producing vaso-
constriction.

Studies have found an intravascular half-life of 24 h of
PolyHeme, which is longer than that found in previous
studies that found a halflife in the range of 9–12 h. It may
be that the half-life of these products is dose dependent;
studies showing a larger dose produces a longer half-life.

PolyHeme is currently being assessed in a large multi-
center study compared to saline for trauma patients.
An application to the FDA for approval may follow this
study and PolyHeme could have a role in future clinical
practice.

Hemolink

Hemolink (Hemosol, Toronto, Ontario, Canada) is an
O-raffinose cross-linked human hemoglobin, which has
been shown to cause vasoconstriction in animals (70). As
with other cross-linked hemoglobin solutions, the hemody-
namic effects are less pronounced than with unmodified
hemoglobin solutions (99) but exceed that of polymerized
hemoglobin solutions.

A Phase I study in healthy human volunteers showed
the solution was well tolerated apart from some moderate
to severe abdominal pain, which occurred in all subjects at
higher doses. Blood pressure rose by 14% following admin-
istration, and with higher doses this elevation lasted 24 h
(78). The findings of a Phase II study in coronary artery
bypass (CAB) surgery (74) reported a 7–10% increase in
blood pressure, which was not statistically significant, and
a reduction in the number of patients requiring red cell
transfusion from 57 to 10%. A further report by the same
group using intraoperative autologous donation and
volume replacement with Hemolink or pentastarch in
CAB surgery abolished the need for intraoperative trans-
fusion (0 vs. 17% in the pentastarch group) (100). The
reduction in transfusion requirement continued at 1 day
(7 vs. 37%) and 5 days (10 vs. 47 %) after surgery. Adverse
effects included hypertension (43 vs. 17%) and atrial fibril-
lation (37 vs. 17%).

A similar study in CAB patients using intraoperative
autologous blood donation (IAD) and volume replacement
with Hemolink or pentastarch showed a reduction in trans-
fusion from 76% in the pentastarch group to 56% with
Hemolink (101). This was compared to an historical group
of patients in whom IAD was not used, who required
transfusion in 95% of operations. Hypertension was again
noted in the Hemolink treated group.
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Hemolink is under review for approval by the drug
agencies of the United States, Canada, and the United
Kingdom.

PEG Hemoglobin

The PEG Hemoglobin (Enzon, Piscataway, NJ) is a bovine
hemoglobin conjugated with polyethylene glycol. This
increases the molecular size without using cross-linking
between molecules. Retention in the circulation is increased
as the conjugated molecule does not cross the glomerular
basement membrane. Administration in dogs resulted in no
elevation of blood pressure and it was well tolerated (102).

The PEG hemoglobin has been used to sensitize tumors to
chemotherapy (103) and radiotherapy in rodents (104). The
small molecular size, compared to red cells, improves micro-
vascular oxygenation, and tumors that are hypoxic become
more responsive to chemotherapy and radiotherapy.

The PEG hemoglobin has also been used in rabbits, in
the preservative perfusate, and for protection of trans-
planted hearts during the ischemic period with improve-
ment in cardiac function post-transplant (105).

PHP

Pyridoxilated hemoglobin polyoxyethylene conjugate or
PHP (Curacyte, Chapel Hill, NC) is a human hemoglobin
solution, cross-linked by pyridoxal-5-phosphate, which is
being developed as a NO scavenger for use in septic shock
and systemic inflammatory response syndrome (62). A
Phase II study has been completed and a Phase III study
is in progress looking at PHP for the treatment of NO
induced shock.

Encapsulated Hemoglobins

The problems of small hemoglobin molecule size, leading to
NO scavenging, high oncotic pressures, and osmotic
diuresis can be countered by encapsulating the hemoglo-
bin. This mimics the natural presentation of hemoglobin in
whole blood and is sometimes referred to as ‘‘neo red cells’’
(65). Most work has used liposome encapsulated hemoglo-
bin (LEH), but biodegradable polymer microcapsules have
also been used (106). Circulation time of the hemoglobin is
increased by encapsulation and can be increased, from 18
to 65 h, by polyethylene glycol (PEG) modification (107),
these long-lasting derivatives have been named ‘‘stealth’’
liposomes. However, there is significant accumulation of
liposomes in the liver and spleen, when LEH is given,
causing vacuolization seen on liver biopsy. Liver transa-
minases may also be elevated (41).
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INTRODUCTION

Bone has a variety of functions in the body of which some of
the most important are structural in nature: protection of
vulnerable body parts, support of the body, and to provide
muscle attachments. A knowledge of the mechanical and
adaptive properties of bone is useful in the design and use
of prostheses that replace a bone or a portion of a bone.
Mechanical properties of bone are also of interest in trauma
biomechanics and in efforts to prevent injury to the body.
As for teeth, they also are replaced by artificial materials
which are called upon to perform the mechanical functions
of the original tooth. This article contains a survey of
known properties of bone and teeth and their components
collagen and apatite, with an emphasis on bone and its
mechanical properties.

A voluminous literature is available dealing with the
properties of bone and to a lesser extent of teeth’s major
constituents: collagen and apatite. Reported properties are
often found to differ. Some of the differences arise from the
fact that bone and tooth structures are of biological origin
and consequently vary depending on the individual and on
the part of the body from which the specimen is taken.
Other differences are due to experimental technique and
variations in environmental conditions during experi-
ments. Of necessity, results presented in this article are
selected from a large mass of published reports. The
authors have endeavored to select results obtained by good
techniques and representative of accepted values. Never-
theless, other results obtained by equally good techniques
may be expected to differ somewhat as a result of biological
variability. Therefore, it is suggested that additional mea-
surements of the properties of bone and teeth can be found
in several of the source books listed in the Bibliography [see
(1–10)].

MECHANICAL PROPERTIES OF COMPACT BONE

Compact Bone Structure

The mechanical properties of bone are inseparably related
to its structure. Bone tissue is a complex composite mate-
rial that at different levels of scale exhibits fibrous, porous,
and particulate microstructural features (1–5). The follow-
ing constituents are present in bone: mineral, protein,
other organic materials, and fluids such as water. The
mineral, principally a carbonated apatite, where the
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carbonate group substitutes in part for the phosphate
group [Ca10(PO4,CO3)6(OH)2] (5,6). In mature bovine cor-
tical bone (similar to human cortical bone) it occurs as
microcrystalline inclusions of plate-like shape (minera-
lites) of dimensions � 0.7� 11� 17 nm (11). However, in
young postnatal bovine bone, the mineralites are thicker,
shorter, and narrower, [i.e. 2� 6� 9 nm (12)]. These miner-
alite sizes measured by AFM are closest to the actual
values as, ‘‘AFM yields the full three-dimensional struc-
ture of mineralites rather than a projection � � � ’’ thus pro-
viding the full shape of each mineralite measured. The
other major techniques for measuring mineralite sizes,
transmission electron microscopy (TEM) and X-ray diffrac-
tion line broadening, each suffer from artifacts that result
in increased sizes of some of the dimensions (3).

On the ultrastructural level (nanoscale), the mineral
crystallites are in intimate apposition with fibrils of the
protein collagen. A, ‘‘(d)iagrammatic depiction of the supra-
molecular packing of collagen molecules in a fibril � � � ’’ plus
the possible arrangement of the mineralites within a fibril
is given as Fig. 7 in Ref. 12. These fibrils are from 20 to 200
nm in diameter and are organized into fibers that are in
turn arranged in bone into lamellae or layers. The fibers in
each lamella run longitudinally, spirally, or nearly circum-
ferentially. Moreover, the orientation of these layers are
different in alternate lamellae. A micromechanical model
for the Young’s modulus of bone has been proposed, based
on these histological features, however, it has not yet been
tested experimentally. The organization of collagen fibrils
differs in woven bone and lamellar bone. Mineralized
collagen fibrils and isolated crystals from the mid-dia-
physes of human fetal femurs were observed with scan-
ning, TEM, and high resolution electron microscopy. The
apatite crystals in woven bone are also platelet shaped,
similar to mature crystals from lamellar bone. Average
crystal dimensions are considerably smaller in woven bone
than those of mature crystals in lamellar bone. In diseased
bone such as that affected by osteogenesis imperfecta, the
apatitic crystals occur in various sizes and shapes; they are
oriented and aligned with respect to collagen in a manner
that differs from that found in normal calcified tissues.

In compact cortical bone, the lamellae are layers
arranged circumferentially around a central canal and
form the Haversian system (secondary osteon). Haversian
canals typically contain small blood vessels. Haversian
bone occurs in the cortices of bones in adult humans (1–
3,5) and in the bones of various large animals (1,2). Osteons
are roughly cylindrical structures up to � 200 mm in
diameter. In a long bone, they tend to run approximately
parallel to each other and to the bone axis. Figure 1 dis-
plays the typical structure of human cortical bone, whereas
Fig. 2 displays the typical structure of human cancellous
(also known as trabecular or spongy) bone. The large
circular or elliptical features in the former figure are the
cross-sections of osteons, the concentric layers are lamel-
lae, and the central dark circles are the cross-sections of
Haversian canals. The numerous spots among the lamellae
are the lacunae, in which the osteocytes, or bone cells live.
The lacunae are roughly ellipsoidal and have dimensions of
� 10� 15� 25 mm. The osteocytes have many thin pro-
cesses that occupy channels in the bone matrix known as

canaliculi; they are too small to be visible in Fig. 1. The
mechanical properties of bone depend on its degree of bulk
and surface hydration and the details of its structure that
depend on variables such as the age, state of health, and
level of physical activity of the individual, the location of
the bone in the body, as well as the rate and direction at
which load is applied to the bone.

The emphasis in this article is on wet skeletal tissues,
bone and teeth, from healthy adults, with occasional refer-
ences to dry tissues for comparison. However, there are
many studies of mammalian skeletal tissues as they pro-
vide a useful counterpart to the human studies; studies of
the properties of bovine bone and teeth are the most
numerous in this respect. The structures of both mature
bovine cortical and cancellous bone are very similar to
those corresponding human tissues Figs. 1 and 2, respec-
tively. Young bovine cortical bone structure is quite dif-
ferent as seen in Fig. 3. This plexiform (or lamellar) bone
resorbs and remodels to Haversian bone as the animal
matures. Comparison of the young and mature bovine bone
properties provides added insight into the importance of
structure in determining the mechanical properties of
bone. Thus, where appropriate, properties of bovine bone
and teeth are included in Tables 1–7.
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Figure 1. Human Haversian bone. Reflected light micrograph of
a specimen cut perpendicular to the bone axis. Scale mark: 200mm.

Figure 2. Human cancellous bone from the proximal femur. The
marrow has been removed. Scale mark: 5 mm.



Elasticity of Compact Bone: Comparison with Teeth and
Other Materials

Elastic materials deform under load; elasticity entails rever-
sible behavior in which the material returns to its original
configuration after the load is removed. If the load is suffi-
ciently small, there is a linear relationship between stress
and strain. For simple tension or compression, the constant
of proportionality is referred to as Young’s modulus E and
for shear or torsion it is the shear modulus G(4,29). The
stiffness of human compact bone as quantified by Young’s
modulus typically lies between 12 and 25 GPa for tension or
compression depending on sample orientation and experi-
mental technique (17), (1 GPa¼ 145,000 lb� in.�2). It has
been suggested that the tensile and compressive elastic
moduli are not equal, but at small strain, the best evidence
indicates that tensile and compressive properties are
identical (13).

In Table 1, some examples of the elastic moduli of wet
human bone and teeth are compared with those of various
other materials. The mechanical testing strain rates for
bone are faster than those encountered by bones in walk-
ing, but are perhaps comparable to those in vigorous
activities. They are slower than those that occur during

fracture. Compact bone is � 10 times stiffer than most
‘‘rigid’’ polymers, but is about one-tenth as stiff as common
metals such as steel. Table 1 also shows the relationship
between stiffness and density. This relationship governs
the structural efficiency of whole bones. In view of the fact
that the skeleton represents � 17% of the weight of the
human body, structural efficiency of bones is relevant to
their performance in the body. For example, the overall
rigidity per unit weight of a bone acting as a short column
or as a tensile member is proportional to the modulus to
density ratio, E/r, of the bone tissue of which it is made. By
contrast, for a given weight of material, the Euler buckling
load of a bone acting as a slender column or the bending
stiffness of a bone acting as a beam of constant shape is
proportional to E/r2(2,6). Density enters these relations in
a different way since the rigidity of a short column depends
on its cross-sectional area while the bending rigidity of a
beam is governed by its moment of inertia.

A more complete listing of the properties of both human
and bovine bone and teeth is given in Table 2, the latter
data are included because of the similarity in hierarchical
structure and organization of mature bovine compact bone
with that of human compact bone. These data were
obtained using various techniques, mechanical testing,
ultrasonic wave propagation (UWP). In the low megahertz
(MHz) region (2–5 MHz), scanning acoustic microscopy
(SAM) in the high megahertz region (400–600 MHz), and
nanoindentation. The first three techniques also were used
to obtain the teeth data. Here too, the properties are
strongly dependent on the sample location and orientation,
for example, the range in dentin properties over the sample
surface obtained by SAM (21), Table 2. Corresponding
properties of human trabecular bone volumes and indivi-
dual trabeculae are given in Table 7.

Because SAM is not as well documented compared to
either UWP or mechanical testing (MT) in obtaining elastic
properties, a description of the technique follows below.

Scanning Acoustic Microscopy

The development of SAM (30,31); see also (9) enabled the
analysis of the biomechanical properties of materials at
much higher resolution than was previously achieved
using traditional ultrasonic wave propagation techniques.

BONE AND TEETH, PROPERTIES OF 525

Figure 3. Bovine plexiform bone. Reflected light micrograph of a
specimen cut perpendicular to the bone axis. Scale mark: 200 mm.

Table 1. Bone, Teeth, and Other Materials: Stiffness

Material Young’s Modulus E, GPa Density (r), g � cm�3 E/r E/r2

Human compact bone
longitudinal direction (13) 17 1.8 9.4 5.2
transverse direction 12.5

Tooth dentin (7,14) 18 2.1 8.6 4.1
Tooth enamel (7,15) 50 2.9 17 6.0
Polyethylene (high density) (4) 0.5 0.95 0.53 0.55
Polymethyl methacrylate (4) 3.0 1.2 2.5 2.2
Steel(structural) 200 7.9 25 3.2
Aluminum 70 2.7 26 9.5
Granite 70 2.8 25 9.1
Concrete 25 2.3 11 4.6
Wood(pine) 11 0.6 18 30



A significant advantage of SAM is the ability to investigate
the properties of internal and subsurface structures in
addition to the surface properties of most materials, includ-
ing those that are optically opaque. Another advantage of
special interest for studying biological materials is that a
liquid couplant must be used to transmit the acoustic
waves from the acoustic lens to the specimen being studied,
thus the specimen is kept wet during all measurements.
Therefore, fresh tissue specimens can be used as well as
embedded specimens. In addition, the use of high quality,
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Table 2. Elastic Properties of Wet Human and Bovine
Bone and Teeth

Material Young’s Modulus, GPa References

Human compact bone
axial direction (femur) 27.7 (U)a 16

17.6 (M)a 17
23.4 (S)a 18

(osteons) 22.4 (N)a 19
(interstitial lamellae) 25.7 (N) 19
radial direction (femur) 18.9 (U) 16

12.5 (M) 17
13.0 (N) 19

Human teeth
dentin 13.0 (S) 20

16.4–38.6 (S) 21
enamel 62.7 (S) 20
Bovine compact bone
axial direction (tibia) 36.0 (M) 2
axial direction (femur) 22.7 (M) 17
axial direction (femur) 21.9 (U) 22
radial direction (tibia) 22.8 (M) 2
radial direction (femur) 10.3 (M) 17
radial direction (femur,

average)
13.1 (U) 22

Bovine teeth
dentin 26.3 (U) 23,24
dentin 25.2 (U)b 25
enamel 105.1 (U) 23,24
enamel 97.8 (U)b 25

a
U¼Ultrasonics; M¼Mechanical Testing; S¼Scanning Acoustic Micro-

scopy; N¼Nanoindentation.
b
Average of measurements of several samples.

Table 5. Comparison of Materials: Tensile Strength

Material
Strength
sult, MPa

Density
r, g � cm�3 sult/r

Human femoral compact
bone (17),
longitudinal direction 148 2.0 74
transverse direction 49 2.0 25

Bovine femoral plexiform
bone, (13)
longitudinal direction 167 2.0 83

Tooth dentin (8), average 271 2.1 130
Tooth enamel (8), average 275 2.9 95
Polyethylene (high density) 20–40 0.95 21–42
Poly(methyl methacrylate)

(PMMA)
70 1.2 59

Steel(structural) 400 7.8 51
Aluminum(1100-H14) 110 2.7 41
Granite 20 2.8 7.2
Concrete(compression) 28 2.3 12

Table 3. Elastic Anisotropy of Bovine and Human Bone

Elastic constant

Tensorial Elastic Moduli (GPa), Determined Ultrasonically Wet
Bovine Femur (26) Dry Human Femur (27)

Haversian (transverse isotropic) Plexiform (orthotropic) Haversian (transverse isotropic)

C11 21.2 22.4 23.4
C22 21.0 25.0
C33 29.0 35.0 32.5
C44 6.30 8.20 8.71
C55 6.30 7.10
C66 5.40 6.10
C12 11.7 14.0 9.06
C13 12.7 15.8
C23 11.1 13.6 9.11

Table 4. Elastic Anisotropy of Bonea

Young’s Moduli, GPa Shear Moduli, GPa Poisson’s Ratios, Dimensionless

Human Bovine Human Bovine Human Bovine

E¼17.0b 22 G¼ 3.6 5.3 v¼ 0.58 0.30
E¼11.5c 15 G¼ 3.3 6.3 v¼ 0.31 0.11
E¼11.5d 12 G¼ 3.3 7.0 v¼ 0.31 0.21

a
Technical elastic moduli. Wet human femoral bone by mechanical testing (13) and bovine femoral bone by ultrasound (23).

b
Radial direction.

c
Circumferential direction.

d
Longitudinal direction.



high frequency focusing acoustic lenses permits examina-
tion of the elastic properties of biological materials on a
microscope scale comparable to the optical histology stu-
dies. The heart of the SAM is a spherical lens formed at the
interface between a high acoustic velocity solid (e.g., sap-
phire) and the low acoustic velocity couplant liquid. Due to
the high acoustic ‘‘refractive index’’, spherical aberration is
negligible and an acoustic beam displaying significant
convergence can be obtained. A radio frequency (RF) signal
is generated from the transmitter. The acoustic lens is
equipped with a piezoelectric transducer that converts
the RF signal into an acoustic wave. This signal is then
made to converge by the lens and propagates to the speci-
men through the coupling liquid. When reaching the sur-
face of the specimen, a part of the acoustic wave is reflected
back through the lens to the transducer, that, acting now as
a receiver, transforms the acoustic signal into an RF signal.
The amplitude of the echo reflected back to the lens is a
measure of the acoustic reflectivity of the surface of the
investigated material at the point in focus. It is propor-
tional to the reflection coefficient, r, which is related to the
acoustic impedances of the liquid couplant, Z1, and the
investigated material, Z2, by the equation r given in Fig. 4.
Acoustic impedance, Z, is measured in Rayls and is defined
as Z¼ rv, where r is the material density and v is the
velocity of the longitudinal (dilatational) acoustic wave
propagating in the direction perpendicular to the surface.
The images present the variations in acoustic signals that
originate either from the intrinsic acoustic reflectivity of
the material surface or through interference occurring
between different surface and subsurface reflected signals.
In the former case, surface imaging, the acoustic reflectiv-
ity variations are a result of the local changes in acoustic
impedance (32).

Figure 5 is a plot of elastic stiffness (GPa) versus reflec-
tion coefficient, r, for a wide range of materials. Bone has
an acoustic impedance in the neighborhood of Z¼ 7.5
Mrayls, yielding a reflection coefficient in the neighborhood
of r¼ 0.67. Of course, Z for bone can vary over a consider-
able range depending on a number of factors that would
affect both the density and structural cohesivity of the
specific specimen being measured. Likewise, Z for water
will vary depending on the temperature at which the
couplant fluid is maintained during the experiment, for
example, at 0 8C, Z(H2O)¼ 1.40 Mrayl; at body tempera-
ture, 37 8C, Z(H2O)¼ 1.51 Mrayl; and at 60 8C, Z(H2O)¼
1.53, due mainly to the variations in water’s acoustic
properties with temperature.

As described above, the high frequency mode at 400 and
600 MHz also has been used to study the in vitro micro-
mechanical elastic properties of human trabecular and
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Table 6. Elastic Properties of Apatites

Material Young’s modulus, GPa Bulk modulus, GPa Shear modulus, GPa Reference

Hydroxyapatite
(polycrystalline) 117 88.0 45.5 27
(single crystal, modelinga) 120 111 45.3 8

Fluoroapatite
(polycrystalline) 120 94.0 46.4 27
(single crystal, ultrasonicsa) 130 117 49.4 28

Chloroapatite
(polycrystalline) 94.3 68.5 37.1 27

a
Calculated from single-crystal elastic constants.

Table 7. Elastic Modulus of Trabecular Bone Volumes
and Trabeculae

Trabeculae Elastic Modulus, GPa Reference

Human trabecular bone
(Trabeculae)

17.4 (S) 18

(longitudinal) 19.4 (N) 19
(transverse) 15.0 (N) 19
Human trabecular

bone volumes
(proximal tibia) 0.445 (M) 3

2

1

T

R

I r : Density
v : Long velocity
r : Reflection coefficient
z : Acoustic Impedance

z 1 = r1v 1

z 2 = r2v 2

r = Ar/A1

r = z2−z1
z2+z1

Figure 4. Schematic diagram of the incident, reflected, and trans-
mitted signals at the interface between two materials.
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compact cortical femoral bone (15,31). In this study, they
were able to image the properties of the individual osteonic
lamellae at high enough resolution so that three new
micromechanical observations were made: (1) the outer-
most lamellae, always appear to be more compliant; (2) the
outermost lamellae of adjacent abutting osteons appear to
have the same acoustic impedance (and thus Young’s
modulus), even though structurally distinct; and (3) adja-
cent lamellae within an osteon alternate in their acoustic
impedance (and thus Young’s modulus).

Scanning acoustic microscopy is particularly powerful
in providing physical evidence of the possible differences in
sound velocity in regions of significant differences in gray
level, that is, the darker the gray level, the lower the
acoustic impedance, the brighter the gray level, the higher
the acoustic impedance, Fig. 6a–c. Figure 6a is a SAM
micrograph (400 MHz Burst mode, 1208 aperture lens) of
human femoral cortical bone (18). The two much darker
Haversian systems in the middle of the image are sur-
rounded by the types of Haversian systems (secondary
osteons) usually observed in normal bone. The startling
difference in gray levels could arise due to out-of-focus
artifacts developed in cutting or polishing the specimen.
However, performing a x–z curve along the line depicted in
Fig. 6b, which goes through the lower, darker Haversian

system and the surrounding tissues, yields the image,
Fig. 6c; note that the upper level of the broad band is
essentially level, indicating that the specimen surface is
everywhere level and normal to the acoustic beam. More
important, the narrow band and secondary reflection cor-
responding to the dark Haversian reflects the lower Z and r
for the Haversian. A possible explanation for the Haver-
sians is that there was an arrested state of development
leading possibly to a hypomineralized area. Unfortunately,
we do not have information concerning the possibility of a
disease state or a drug modality responsible for these two
underdeveloped Haversians that possibly formed just prior
to the death of the individual. They are illustrated here to
show the ability of the SAM to permit highly sensitive
measurements, at high resolution, of variations in Z and r
due to remodeling.

In order to convert from reflection coefficient to Young’s
modulus on the SAM scans of materials of unknown prop-
erties, taken with the Olympus UH3 SAM, it is necessary to
develop three calibration curves—voltage (V) versus reflec-
tion coefficient (r); reflection coefficient (r) versus acoustic
impedance (Z); and acoustic impedance (Z) versus Young’s
modulus (E)—based on using the values of known materi-
als ranging from polymers at the low end of r to metals and
ceramics at the high end (18).
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Figure 6. (a) The 400 MHz SAM image of
two hypomineralized osteons from human
femoral cortical bone. (b) Same area as in
part a showing the line along which an x–z
interference image was taken. (c) The x–z
Interference image taken along the line
shown in part b.



The stiffness of compact bone tissue depends on the bone
from which it is taken. Fibular bone has a Young’s modulus
� 18% greater, and tibial bone � 7% greater than that of
femoral bone (33). The differences are associated with
differences in the histology of the bone tissue. Femoral
bone, for example, has a high proportion of osteons that
appear light in the polarizing microscope and that have a
preponderantly circumferential collagen fiber orientation (34).
The histology of a bone is unquestionably related to its
function in the body. The relationship has been explored in
some detail in the context of bones of very different function
in various species of animals (1,2).

Bone is elastically anisotropic, that is, its properties
depend on direction. Such behavior is unlike that of steel,
aluminum, and most plastics, but is similar to that of wood.
Anisotropic properties of bone are shown in Tables 3 and 4.
As can be seen from the data in Table 4, human compact
femoral bone is � 1.5 times as stiff in the longitudinal
direction as it is in the transverse directions. The shear
modulus G, determined from a torsion test upon a specimen
aligned with the bone axis, is � 3.3 GPa (13), so that E/
G¼ 5.15. Such a small value of G in comparison with
Young’s modulus E is a further manifestation of the aniso-
tropy of cortical bone. For normal isotropic materials (posi-
tive Poisson’s ratio), E/G, must lie between 2 and 3 and is
typically � 2.6. Detailed studies of the anisotropy of bone
have been conducted using ultrasonic methods as well as
by mechanical testing. The elastic constants given in Table
3 are components of the elastic modulus tensor Cijkl in the
following relation between stress sij and strain ekl in an
anisotropic material. The 3 axis is here assumed to be the
bone’s longitudinal axis, the 2 direction is circumferential,
and the 1 direction is radial.

sij ¼
X3

k¼1

X3

l¼1

Cijklekl

In this equation, indexes i and j can have values 1, 2, or 3, so
that there are nine components of stress of which six are
independent. Since there are six independent components
of strain, the number of independent C values is reduced
from 81 to 36. Consideration of conservation of mechanical
energy further reduces the number of elastic constants to
21, for the least symmetric anisotropic material (7). Mate-
rials that have some structural symmetry are described by
fewer anisotropic elastic constants. For example, an ortho-
tropic material, (e.g., wood), with three perpendicular
planes of symmetry is described by nine constants. A
material with transverse isotropic symmetry, (i.e., one that
appears the same under an arbirary rotation about an
axis), is described by five constants. In crystal physics,
the former symmetry is referred to as orthotropic, while
the latter is referred to as hexagonal. An isotropic material
appears the same under any rotation and has the same
properties in any direction. Two independent elastic
constants are needed for the description of the elastic
behavior of such a material. Equation 1 can be reduced
to a more tractable form by a compaction of the counting
indices, the so-called Einstein notation, that is, si¼Cijej,
where 11! 1, 22!2, 33!3, 23! 4, 13!5, 12! 6 (e.g.,
C1123!C14). This reduced notation is used in Table 3.

Both structural considerations and experiments indicate
that human compact bone has five independent elastic con-
stants and therefore exhibits transverse isotropic symmetry
(27,35,36). Results of a different ultrasonic experiment sug-
gest different stiffnesses in the radial and circumferential
directions (16). Based on these results, it has been proposed
that human compact bone is orthotropic. The difference
between the stiffnesses in the radial and circumferential
direction is, however, small and has been attributed to the
gradient in porosity going from the periostium to the endo-
stium. Thus, for modeling purposes transverse isotropy is the
appropriate choice of symmetry (37,38).

Note that the elastic moduli found at high frequencies
by ultrasonic methods are greater than those obtained
statically or at low frequencies via mechanical testing
machines. This is a result of the rate dependence (viscoe-
lasticity) of bone. In the mechanics of whole bones, the
principal macroscopic manifestation of cortical bone tissue
anisotropy is that the bending rigidity of a bone (the femur)
is much greater than its torsion rigidity (39). The degree of
anisotropy and the symmetry of bone tissue depends on the
species and on the location of the bone in the body. Bovine
plexiform bone is stiffer than human Haversian bone, but
dry bone is stiffer than the same type of bone when wet.
Bovine plexiform bone is orthotropic and has significantly
different elastic moduli in the longitudinal, radial, and
circumferential directions (40). These properties reflect
the laminar architecture of this type of bone, as shown
in cross-section in Fig. 2. The scale mark is in the radial
direction and is perpendicular to the laminae. Bovine
plexiform bone is a type of primary bone that occurs in
relativley young cattle. It is often used for experiments as
a result of its availability. Canine femoral bone is also
orthotropic (16), however, canine mandibular bone and
possibly also human mandibular bone, is transversely
isotropic (41).

Anisotropic properties of bone may also be expressed in
terms of the technical elastic constants, Young’s modulus
E, shear modulus G, and Poisson’s ratio, v, for different
directions. Poisson’s ratio is minus the transverse strain
divided by the axial strain in the direction of stretching or
of compressing force. Representative values for dry human
femoral bone are shown in Table 3. The 3 direction is the
long axis of the bone, the 2 direction is circumferential, and
the 1 direction is radial. We note that Poisson’s ratio in
isotropic materials must be less than one-half (7). In
anisotropic materials, larger values are permissible, so
that the values reported for bone do not violate any phy-
sical law.

Bone mineral density plays an important role in deter-
mining all of the elastic properties described above. Under
normal physiological and physical conditions, as bone den-
sity increases so do the respective elastic properties. How-
ever, bone density alone does not always determine fracture
risk in pathologies such as osteporosis. A general term in
vogue now, ‘bone quality’, is being used to qualify what is
information is necessary to determine when bone is at risk of
failure due to reduced density. Structure–property relation-
ships are the key here, especially in understanding when
trabecular bone will fail. Even under the conditions of
reduced density, the appropropriate structural organization
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of the bone may still provide adequate support during
normal function. Similarly, good density alone, if associated
with a genetic pathology, such as found in osteopetrosis, will
not provide adequate prrotection against fracture. The hard-
ness and elastic moduli of osteopetrotic cortical bone are
even well below that of osteoporotic bone even though the
density of the former is in the normal range (26,42). Indeed,
osteopetrotic bone tends to fracture quite readily.

It is clear that for a detailed modeling of the elastic
properties of bone, its complex hierarchical structure must
be taken into account (37,38,43).

Strength

The ultimate strength of bone tissue refers to the maximum
stress the material can withstand before breaking. The
tensile strength of human compact bone (17) in a direction
parallel to the osteons is about 150 MPa or 21,000 lb � in.�2

(1 MPa¼ 145 lb � in.�2). As indicated in Table 5, bone is
stronger than various plastics, concrete, brick, some metals,
(e.g., aluminum), and most woods. Although bone is stron-
ger than aluminum, commonly used aluminum alloys are
stronger than bone. Even so, bone has a lower density than
aluminum and a much lower density than steel. The criter-
ion for structural strength in beam bending is material
strength divided by the 1.5 power of density [3.�]. For
bending of plate-shaped structural elements the criterion
is material strength divided by the square of the density.
The strength to density ratio for bone is greater than that for
structural steel. Therefore bone has very favorable proper-
ties in comparison with steel and is competitive with alu-
minum alloys. Bone is anisotropic in its strength as well as
in its elastic behavior. In particular, bone is considerably
weaker when loaded transversely than when loaded along
the osteon direction. Fortunately, bone in the body does not
normally experience significant transverse loads. Several
investigators have explored the dependence of bone strength
upon age. Tensile strength of adult compact bone decreases
4% per decade of age (44) as does its shear strength (45). In
other studies, no significant age dependence of strength was
found (46,47). More recently, it was found that the tensile
strength of femoral bone decreases 2.1% per decade of age
while that of tibial bone decreases 1.2% per decade of age
(48). The decrease in strength was statistically significant in
the case of femoral bone, but not in the case of tibial bone.
Both kinds of bone exhibit significant decreases, 6.8% per
decade for femur and 8.4% per decade for tibia, in energy
absorption to fracture, a measure of toughness. No signifi-
cant difference between age-matched males and females
was found for any mechanical property (48). Tibial bone
is stronger in tension than femoral bone by � 19% (49,50)
and is � 4% stronger than fibular bone.

Currey observes that the average stiffness of human
and sheep bone increases monotonically with age (in
humans from age 2–50), while energy absorption to frac-
ture decreases. The lower mineralization and stiffness and
higher toughness seen in young bones is considered adap-
tive in view of the many falls and bumps experienced by
children and young animals (1).

The fracture behavior of a material is not described fully
by its yield and ultimate strengths alone; toughness is also

important. Toughness is seen as an important character-
istic of bone in view of the microcracks that occur in living
bone. Fracture of laboratory specimens containing con-
trolled notches provides information concerning the tough-
ness of materials (49,50). For example, the nominal
fracture strength of a tensile specimen with an edge notch
of length a is sult¼K1ca

�1/2/Y in which Y depends on the
specimen geometry and K1c is called the critical stress
intensity factor. A large value of K1c results in high
strength even in the presence of a notch; K1c is a measure
of material toughness.

The critical stress intensity factor K1c for fracture of
compact tension specimens of bovine femur bone is from 2.2
to 4.5 MN�m�3/2, and the specific surface energy for frac-
ture is from 390 to 560 J �m�2 (49). The toughness does not,
however depend on the sharpness of the controlled notch in
the expected way; the significance of this observation is
discussed in the section Compact Bone as a Composite
Material. As for the age dependence of bone fracture tough-
ness, the energy absorbed to fracture is observed to
decrease during childhood and early middle age, and the
elastic modulus increases (51). Recently, fracture surfaces
from accident victims have been examined microscopically
(52). Such surfaces are observed to be much rougher and
more intricate than fracture surfaces produced in labora-
tory specimens of dead bone, which suggests a greater
toughness in living bone. The influence of bone viability
on its mechanical properties is not well understood. The
dependence of bone elastic modulus on viability has been
explored in several studies, but the evidence for a differ-
ence in elasticity is not compelling.

Currey (1), compares density, modulus, strength and
toughness of bones from deer antler, cow thigh, and whale
tympanic bulla. As one might expect, modulus increases and
toughness decreases with density. Strength is the highest
for the femoral bone. Properties vary considerably between
these types of bone; the difference is attributed largely to
mineralization but partly to histology. The high mineraliza-
tion of the whale ear bone is responsible for its stiffness,
density and brittleness. The stiffness and density are useful
given the acoustic function of the ear bone. The brittleness is
not a problem since the ear bone is deep within the skull.
Conversely, antler is subjected to repeated severe impacts
during use, so toughness is beneficial.

Yielding and Plastic Deformation

Wet bone when loaded sufficiently exhibits a yield point,
sy¼ 114 MPa (13). Beyond this critical stress level, the
material does not recover upon the release of the load;
permanent or plastic deformation has occurred. In bone as
in most materials that exhibit yielding, the yield point is
approximated by the proportional limit. The proportional
limit is the boundary between the linear and nonlinear
portions of the stress–strain curve. The mechanism for
yield in bone differs from that in metals. In bone, yield
occurs as a result of microcracking and other microdamage
while in metals, yield results from motion of dislocations.
Published reports have not been in agreement as to the
amount of plastic deformation in bone. Much of the dis-
agreement has been attributed to the fact that the observed
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plastic deformation is highly sensitive to the hydration of
the bone. Dry specimens or specimens with dried surfaces
or dried and rewetted surfaces behave in a much more
brittle manner than those which have been kept fully
hydrated during preparation and testing. In the latter case
(9), the maximum strain at fracture of bone under tension
in the longitudinal direction is 0.031. Yielding of bone has
considerable relevance to the function of bone in the body
since very much mechanical energy can be absorbed in
plastic deformation without fracture. In certain injuries,
plasticity in bone can result in residual deformation, which
is obvious on a clinical radiograph (53).

Bone Strain In Vivo

To ascertain the significance of bone elasticity and strength
data in connection with the function of bone in the body, it
is desirable to know what levels of stress and strain occur in
bones during normal activities and under traumatic con-
ditions. It is possible to make inferences from macroscopic
measurements of forces acting on the extremities. The
validity of such inferences is rendered uncertain by the
fact that muscle forces cannot generally be uniquely deter-
mined. It has become possible to determine bone strains
explicitly in various animals (54) and in humans (55) by
directly cementing foil strain gages to bone surfaces (56). In
a human volunteer, maximum strain along the tibia axis
was � 3.5� 10�4 during normal walking at 1.4 m � s�1 and
8� 10�4 during running at 2.2 m � s�1. Strains of similar
magnitudes have been observed in animals such as sheep
(53). The largest strain magnitude observed in the normal
activity of an animal was 3.2� 10�3 in the tibia of a
galloping horse (57). In comparison (5), in tension in the
longitudinal direction human bone yields at a strain of
6.7� 10�3 and fractures at a strain of 0.03. The strain
levels observed in vivo are significant in view of the fatigue
properties of bone. Race horses can experience bone strain
exceeding 4.8� 10�3 at maximum effort (58).

Fatigue

Bone, like other materials, accumulates damage when
loaded repeatedly and this damage can lead to fracture
at a lower stress than the ultimate strength measured
using a single load cycle. The results of in vitro mechanical
fatigue studies on dead bone suggest that bone may accu-
mulate significant fatigue damage during normal daily
activity. Biological bone remodelling is concluded to be
essential to the long-term structural integrity of the ske-
letal system (59). It is notable that dead bone, unlike steel,
does not exhibit an endurance limit. The endurance limit is
defined as a stress below which the material can withstand
an unlimited number of cycles of repetitive load without
breaking in fatigue. In the absence of an endurance limit,
dead bone subjected to the prolonged cyclic load of daily
activity must eventually break. Living bone, by contrast, is
able to repair microdamage generated during fatigue.

The resistance of human cortical bone to fatigue frac-
ture is more strongly controlled by strain range than
stress range. Fatigue strength shows a weak positive
correlation with bone density and with bone modulus
and a weak negative correlation with porosity (59). Fati-

gue strength in uniaxial tests is lower than in bending
tests. In immature bone (60), bone fatigue resistance for a
given strain range decreases with maturation, while the
elastic modulus, density, and ash content increase with
maturation. Cracking or fracture of bone due to fatigue
manifests itself clinically as ‘stress fractures’ that can
occur in individuals who suddenly increase their level
of physical activity (61). In the case of a person in poor
physical condition who sustains a fatigue fracture during
military training, it is called a ‘‘march fracture’’. Labora-
tory results for fatigue in bone are not inconsistent with
clinical experience with fatigue fractures in athletes and
military recruits (62). In particular, a recruit may accu-
mulate in 6 weeks of training a load history equivalent to
100–1000 miles of very rigorous exercise, associated with
peak bone strains of 0.002 and a maximum strain range of
0.004, which can be sufficient to precipitate a fatigue
fracture (62).

Stress Concentrations

It is common practice in orthopedic surgery to drill holes in
bones for the placement of screws. Such holes cause the
bone to be weaker than an intact bone, so that it may
fracture as a result of less trauma than would ordinarily be
required (63,64). This phenomenon may be understood in
view of the fact that holes in elastic solids are known to
cause a concentration of stress in the vicinity of the hole.
According to the theory of elasticity, the stress concentra-
tion is not dependent on a decrease in the amount of
material available to bear the load; it can be severe even
for small holes. Laboratory studies of whole bone fracture
have disclosed that a 3 mm diameter hole weakens a tibia
by 40% in bending and 12% in torsion (65). A 2.8-or a 3.6-
mm hole reduces the strength of dog bones (63) under
rapidly applied torsion by a factor of 1.6. It is of interest
to compare the observed stress concentration with pre-
dicted values based on the theory of elasticity. The pre-
dicted stress concentration factor for a hole in a field of
shearing stress is 4.0 provided that the hole is small
compared with the structure as a whole (66). The discre-
pancy has been attributed to the fact that intact bone
already has stress raisers by virtue of its heterogeneous
structure and porosity (63). However, in specimens loaded
in the linear elastic range, well below yield or fracture,
distributions and concentrations of strain differ from pre-
dicted values (67). Similar discrepancies have been
reported in manmade fibrous composites without preexist-
ing porosity (68,69). The role of the fibrous architecture of
bone in relation to stress concentrations is discussed in the
section on composite properties of bone.

Viscoelasticity

Bone exhibits viscoelastic behavior, that is, the stress
depends not only on the strain, but also on the time history
of the strain. Such behavior can manifest itself as creep,
which is a gradual increase in strain under constant stress;
stress relaxation, which is a gradual decrease in stress in a
specimen held at constant strain; load-rate dependence of
the stiffness; attenuation of sonic or ultrasonic waves;
or energy dissipation in bone loaded dynamically (10).
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Experimental modalities based on each of the above phe-
nomena have been used in the study of bone (70–74). The
results have been converted to a common representation
via the interrelationships inherent in the linear theory of
viscoelasticity, to permit a direct comparison of results
(75,76). In the case of tension–compression, there is very
significant disagreement among the published results.
This disagreement may result from nonlinear viscoelastic
behavior not accounted for in the transformation process,
or from experimental artifacts. In the case of shear defor-
mation, however, there is good agreement between results
obtained in different kinds of experiments. The loss tan-
gent, which is proportional to the ratio of energy dissipated
to energy stored in a cycle of deformation, achieves a
minimum value of � 0.01 at frequencies from 1 to 100
Hz. At lower and higher frequencies, the loss tangent,
hence the magnitude of viscoelastic effects is greater
(e.g., 0.08 at 1 MHz and at 1 mHz). To compare, the loss
tangent of quartz may be < 10�6, in metals, from 10�4 to
0.01, in hard plastics from 0.01 to 0.1, and in soft polymers,
it may attain values > 1. It is notable that the minimum
energy dissipation in bone occurs in a frequency range
characteristic of load histories during normal activities.

A synopsis of wet bone viscoelastic behavior in shear is
presented in Fig. 7. The tan d attains a broad minimum
over the frequency range associated with most bodily
activities. Some authors have suggested that the viscoe-
lastic behavior in bone confers a shock- absorbing role. The
observed minimum in damping at frequencies of normal
activities is not supportive of such an interpretation.

Some authors refer to three element spring dashpot
models used in tutorials on viscoelasticity. The behavior
of such a model corresponds to a Debye peak in tan d, also

shown in the figure. This corresponds, by Fourier trans-
formation, to a single exponential in the creep or relaxation
behavior. The tan d of bone occupies a much larger region of
the frequency domain than a Debye peak, so the spring
dashpot model is not appropriate.

Compact Bone as a Composite Material

Early composite models (83–87) for bone were two-phase
models involving the mineral and protein phases only. At
the ultrastructural level one may imagine the mineral
crystals as a particulate reinforcing phase and the sur-
rounding collagen as a matrix phase. Strong arguments
were presented that bone cannot be described simply as a
compound bar or as a material similar to prestressed
concrete. Based on measured Young’s moduli of 114 GPa
for hydroxyapatite (24) and 1.2 GPa for collagen derived
from tendon (83), rigorous upper and lower bounds on the
elastic modulus of compact bone were calculated (85,86).
Young’s modulus of bone lay between these bounds and
was less than the value obtained by a simple rule of
mixtures approach. Similar comparisons were made for
other natural collagen-apatite composites such as dentin
and enamel from human teeth.

The wide disparity in the upper and lower bounds in this
approach limited its applicability. Later, a composite model
of the elastic properties of cortical bone was attempted in
order to explain the angular dependence of the elastic
properties of both wet and dried bovine cortical bone as
determined in an ultrasonic wave propagation experiment
(87). However, this modeling failed due to the much stronger
decay in the angular dependence of the elastic modulus
calculated than was found experimentally. Both this
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Figure 7. Viscoelastic behavior of wet
compact bone in shear. Comparison of re-
sults of various authors, adapted from (3).
Low frequency tan d inferred from slope of
long-term creep by Park and Lakes, 1986
(77), center circles, �. Results calculated
from integration of constitutive equation of
Sasaki et al. 1993 (78) for torsion relaxa-
tion in bovine bone (slant squares, &).
Damping adapted from data of Lakes
et al., 1979 (75) for wet human tibial bone
at 378C (Calculated from relaxation, cir-
cles,*; directly measured, ~). Direct tan d

measurements by Garner et al., 2000 (79)
for wet human bone in torsion, diamonds,
!. Damping data of Thompson, 1971 (80)
for whole dog radius at acoustic frequen-
cies (diamonds, &). Damping of wet hu-
man femoral bone by Lakes, 1982 (81) via a
piezoelectric ultrasonic oscillator (cross,
þ). Damping at ultrasonic frequency for
canine bone by Adler and Cook (1975)
(82) at room temperature (open triangles,
~). Theoretical debye peak corresponding
to an exponential in the time domain, solid
circles 	.
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attempt (88) and the earlier calculations (84–87) failed to
model the properties of compact bone because they did not
incorporate the dependence of its properties on its complex
hierarchical structure. Inclusion of the hierarchical struc-
tural organization of bone was accomplished by adaptation
of the hollow fiber composite model (89) so that it resembled
the structure of Haversian bone with the osteons viewed as
hollow fibers embedded in a matrix (36,37). Subsequently,
the same model (35,36,89) was adapted to calculate the
viscoelastic properties of bone (90). In recent years, homo-
genization techniques have been applied to obtain even
further improvements In the composite modeling (91,92).

The matrix is the ground substance that comprises the
cement lines between osteons and is thought to be princi-
pally composed of mucopolysaccharides. The stiffness of
the ground substance has not been determined experimen-
tally, but it has been inferred from the composite model in
conjunction with experimental data from the ultrasound
studies on whole bone (93,94). Based on this calculation,
the ground substance was computed to be about one-quar-
ter as stiff as the osteon itself. The view of the ground
substance as a compliant interface is also supported by the
results of several experimental studies. Localized slippage
occurs at the cement lines in specimens of bovine plexiform
bone (95) of human Haversian bone (77) subjected to
prolonged stress. Under such conditions, the ground sub-
stance at the cement lines appears to behave in a viscous
manner. Considering the full range of load rates and
frequencies, one may view the ground substance as a
compliant and highly viscoelastic material. Such a conclu-
sion is perhaps surprising (2) in view of the fact that the
ground substance is highly mineralized (96). Nevertheless
a view of the ground substance as a compliant interface is
supported by further experiments. For example, studies of
single osteons and osteon groups in torsion have revealed
size effects to occur and the osteon to have a higher
effective shear modulus than whole bone (97). Similar size
effects were observed in torsional and bending experiments
upon larger microsamples (98,99). These latter results
have been interpreted in light of a generalized form of
elasticity theory, known as Cosserat elasticity, which
admits both strain of the material and local rotations of
microscopic constituents, for example, the osteons (97–99).
A twist per unit area or couple stress can occur in addition
to a force per unit area or couple stress. By contrast,
classical elasticity (Eq. 1), which describes most ordinary
materials, involves only strains and stresses. Cosserat
elasticity is likely differ significantly from classical elasti-
city in its predictions of stress and strain around holes,
cracks, and interfaces. For large, whole bones, conven-
tional anisotropic elasticity has been shown to be entirely
adequate (39).

The interface between osteons also appears to be impor-
tant in conferring a measure of fracture toughness upon
compact bone. In particular, the crack blunting mechanism
of Cook and Gordon (100) confers toughness in fibrous
media by the action of a weak interface between fibers in
blunting a propagating crack (101). Evidence for the role of
the cement substance as such a weak interface has been
presented by Piekarski (102). Pullout of fibers can result in
a large energy absorption in the fracture of fibrous compo-

sites (103). This toughening mechanism also appears to be
operative in compact bone, as seen in micrographs of pull-
out of osteons in fractured bone specimens (51,104).

Consideration of bone as a composite material may
provide insight regarding various phenomena in the
mechanics of bone. In particular, stress concentration
around holes is significantly less than the predicted value
(63). The strength of notched specimens does not decrease
with the sharpness of the notch as expected; instead, the
strength is independent of notch sharpness (49). Residual
strain around holes in bone does not follow the predictions
of classical anisotropic elasticity (98,99). The fatigue life of
bone specimens in bending exceeds that of specimens in
tension by a factor of several thousand (59). Similar effects
have been observed in various manmade fibrous compo-
sites such as boron-epoxy and graphite-epoxy (104). Such
phenomena are not correctly predicted by elasticity theory,
but may be accounted for in the context of structural models,
composite theories, or generalized continuum models (77).

Polycrystalline elastic properties and single-crystal
elastic constants of apatites that are useful In the modeling
of calcified tissues elasticity are given in Table 6.

Mechanical Properties of Cancellous Bone

Cancellous or trabecular bone is a highly porous or cellular
form of bone. In a typical long bone, the cortex or exterior of
the shaft (diaphysis) and flared ends (metaphysis) is com-
posed of compact bone while the interior, particularly near
the articulating ends, is filled with cancellous bone. Can-
cellous bone may also be found to fill the interior of short
bones and flat bones as well as in the interior of bony
tuberosities under mucle attachments. The structure of
cancellous bone is that of a latticework of bars and plates;
typical structure is shown in Fig. 3. The volume fraction of
solid material can be from 5 to 70%; the interstices are filled
with marrow. The compressive strength sult(in MPa)
depends very much on the density r (in g � cm�3) and also
varies with the strain rate de/dt (in s�1) as follows (105).

sult ¼ 68ðde=dtÞ0:06r2

This relation also models the compressive strength of com-
pact bone (221 MPa, at a density of r. ¼ 1.8 g � cm�3). To a
certain degree of approximation, both compact and cancel-
lous bone may be mechanically viewed as a single material
of variable density (105). Density is not, however, the only
determinant of the properties of cancellous bone. The micro-
structure can vary considerably from one part of the body to
another (106). For example, in the vertebras and in the tibia
(107), a highly oriented, columnar architecture is observed.
This kind of trabecular bone is highly anisotropic: the
Young’s modulus in the longitudinal direction can exceed
that in the transverse direction by more than a factor of 10
(107). By contrast, in regions such as the proximal part of
the bovine humerus, the cancellous bone can be essentially
isotropic (108). This bone is about twice as strong in com-
pression as in tension. In many ways, cancellous bone (109–
111) is similar in its behavior to manmade rigid cellular
foams (112). For example, in compression, the stress–strain
curves contain a linear elastic region, up to a strain of�0.05,
at which the cell walls bend or compress (112). A plateau
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region of almost constant macroscopic stress is associated
with elastic buckling, plastic yield, or fracture of the cell
walls. The compressive failure of the cancellous bone pro-
ceeds at approximately constant stress until the cell walls
touch each other; at this point any further compression
causes the stress to rise rapidly (112). By contrast, fracture
of cancellous bone in tension proceeds abruptly and cata-
strophically (108). The energy absorption capacity of can-
cellous bone is consequently much less in tension than it is
in compression (109). This suggests that tensile and avul-
sion fractures of cancellous bone observed clinically are
associated with minimal energy absorption, and therefore
may be precipitated by relatively minor trauma (109). The
elastic modulus E for cancellous bone increases as the
square of the density (E¼ kr2) if the structure consists of
open cells forming a network of rods (110,111). In closed-cell
cancellous structures consisting of plates, the modulus E is
proportional to the cube of the density (E¼ kr3). Based on
study of micrographs and density maps of femora and
vertebras, it is suggested that an open cell structure of rods
is found when the solid volume fraction is less than � 0.13,
while a closed cell plate structure occurs at a density of >
350 kg �m�3 corresponding to a relative density or solid
volume fraction of 0.20 (110). The relationship between
density and structure may not be so straightforward in
all situations. As for the highly oriented columnar cancel-
lous bone from the human tibia (107), the modulus E in the
longitudinal direction is proportional to the density (E¼ kr).
Such behavior is anticipated on the basis of an axial com-
pressional mode of deformation of the cell walls, in contrast
to the bending mode that is expected in rod and plate
structures (112).

It is important to distinguish the difference between the
elastic moduli of volumetric samples of trabecular bone
that are highly porous, low density structures, thus exhi-
biting low moduli, generally well below 1.0 GPa as obtained
by mecanical testing techniques, and that of individual
trabeculae, comparable in structure and density to cortical
bone,thus exhibiting much higher moduli (10–20 GPa), as
obtained in recent years by nanoindentation (19) and SAM
(18) in addition to that obtained by mechanical testing).
Values of the elastic moduli of both trabecular volumes and
individual trabeculae are given in Table 7.

ADAPTIVE PROPERTIES OF BONE

Phenomenology

The relationship between the mass and form of a bone to
the forces applied to it was appreciated by Galileo (113),
who is credited with being the first to understand the
balance of forces in beam bending and with applying this
understanding to the mechanical analysis of bone. Wolff
(114) published his seminal 1892 monograph on bone
remodeling; the observation that bone is reshaped in
response to the forces acting on it is presently referred
to as Wolff’s law. Cowin, in Chapter 25 of Ref. 3, discussed
‘‘The Problems with Wolff’s Law ’’. Many relevant observa-
tions regarding the phenomenology of bone remodeling
have been compiled and analyzed by Frost (115,116). Sali-
ent points are as follows:

1. Remodeling is triggered not by principal stress but
by ‘‘flexure’’.

2. Repetitive dynamic loads on bone trigger remodel-
ling; static loads do not.

3. Dynamic flexure causes all affected bone surfaces to
drift toward the concavity that arises during the act
of dynamic flexure.

These rules are essentially qualitative and they do not
deal with underlying causes. A critique of these ideas has
been presented by Currey (1,2). Additional aspects of bone
remodeling may be found in the clinical literature. For
example, after complete removal of a metacarpal and its
replacement with graft consisting of a strut of tibial bone,
the graft becomes remodeled to resemble a real metacarpal;
the graft continues to function after 52 years (117). In the
standards of the Swiss Association for Internal Fixation it
is pointed out that severe osteoporosis can result from the
use of two bone plates in the same region as a result of the
greatly reduced stress in the bone (118). Pauwels (119)
suggested that as a result of bending stresses the medial
and lateral aspects of the femur should be stiffer and
stronger than the anterior and posterior aspects. Such a
difference has actually been observed (120). Large cyclic
stress causes more resorption than large static stress (121).
Immobilization of humans causes loss of bone and excre-
tion of calcium and phosphorus (122). Long spaceflights
under zero gravity also cause loss of bone (123,124); hyper-
gravity induced by centrifugation strengthens the bones of
rats (125,126). Studies of stress-induced remodeling of
living bone have been performed in vitro (127). Recently,
in vivo studies in pigs (128) were conducted. In this study,
strains were directly measured by strain gages before and
after remodeling. Remodeling was induced by removing
part of the pigs’ ulna so that the radius bore all the load.
Initially, the peak strain in the ulna approximately
doubled. New bone was added until, after 3 months, the
peak strain was about the same as on the normal leg bones.
In vivo experiments conducted in sheep (129) have dis-
closed similar results. It is of interest to compare the
response time noted in the above experiments with the
rate of bone turnover in healthy humans. The life expec-
tancy of an individual osteon in a normal 45 year old man is
15 years and it will have taken 100 days to produce it
(130,131).

Remodeling of Haversian bone seems to influence the
quantity of bone but not its quality, that is, young’s mod-
ulus, tensile strength, and composition (132). However, the
initial remodeling of primary bone to produce Haversian
bone results in a reduction in strength (1,2). As for the
influence of the rate of loading on bone remodeling, there is
good evidence to suggest that intermittent deformation can
produce a marked adaptive response in bone, whereas
static deformation has little effect (127). Experiments
(133) upon rabbit tibiae bear this out. In the dental field,
by contrast, it is accepted that static forces of long duration
move teeth in the jawbone. In this connection (134), the
direction (as well as the type) of stresses acting on the bone
tissue should also be considered. Currey (1,2) points out
that the response of different bones in the same skeleton to
mechanical loads must differ, otherwise lightly loaded
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bones such as the top of the human skull, or the auditory
ossicles, would be resorbed.

Failure of bone remodeling to occur normally in certain
disease states is of interest: for example, osteropetrotic
bone contains few if any viable osteocytes and usually
contains a much larger number of microscopic cracks than
adjacent living bone (135). This suggests that the osteo-
cytes play a role in detecting and repairing the damage. In
senile osteoporosis, bone tissue is removed by the body,
often to such an extent that fractures occur during normal
activities. Osteoporosis may be referred to as a remodeling
error (116).

Some theoretical work, notably by Cowin and others
(3,136) has dealt with the problem of formulating Wolff’s
law in a quantitative fashion. In this theory, constitutive
equations are developed, which predict the remodeling
response to a given stress. Stability considerations are
invoked to obtain some constraints on the parameters in
the constitutive equation.

Feedback Mechanisms

Bone remodeling appears to be governed by a feedback
system in which the bone cells sense the state of strain in
the bone matrix around them and either add or remove
bone as needed to maintain the strain within normal limits.
The process or processes by which the cells are able to sense
the strain and the important aspects of the strain field are
presently unknown. Bassett and Becker (137) reported
that bone is piezoelectric, that is, that it generates electric
fields in response to mechanical stress; they advanced the
hypothesis that the piezoelectric effect is the part of the
feedback loop by which the cells sense the strain field. This
hypothesis obtained support from observations of osteogen-
esis in response to externally applied electric fields of the
same order of magnitude as those generated naturally by
stress via the piezoelectric effect. The study of bone bioe-
lectricity has received impetus from observations that
externally applied electric or electromagnetic fields stimu-
late bone growth (138). The electrical hypothesis, while
favored by many, has not been proven. Indeed, other
investigators have advanced competing hypotheses that
involve other mechanisms by which the cells are informed
of the state of stress around them.

For example, inhomogeneous deformation at the lamel-
lae may impinge on osteocyte processes and thus trigger
the osteocytes to initiate bone formation or remodelling
(139). Motion at the cement lines was observed and it was
suggested that such motion could act as a passive mechan-
ism by which bone’s symmetry axes may become aligned to
the direction of time averaged principal stresses (99).
Stress on bone may induce flow of fluid in channels,
(e.g., canaliculi), and such flow could play a role in the
nutrition and waste elimination of osteocytes, which may
be significant in bone remodeling (140). In a related vein,
theoretical arguments have been presented in support of
the hypothesis that bone cells are directly sensitive to
hydrostatic pressure transmitted to them from the bone
matrix via the tissue fluid (141). Although no experimental
test of this direct pressure hypothesis has been published,
we observe with interest that direct hydrostatic pressure

has been observed to alter the swimming behavior of
paramecia, possibly by means of action upon the cell mem-
brane (142). Otter and Salman found that a hydrostatic
pressure of 68 atm abolishes the reversing of direction of
swimming, 170 atm stops swimming, and 400–500 atm
irreversibly damages the cell. We observe that 100 atm
corresponds to 1400 psi stress, or in bone, a strain of 0.07%,
which is in the normal range of bone strain and 500 atm
corresponds to 7000 psi or a strain of 0.35%, well above the
normal range of bone strain. Stress in bone also results in
temperature differences between osteons (143); the cells
may be sensitive to sudden temperature changes during
human activity. A mechanochemical hypothesis has been
advanced, in which the solubility of calcium may be
affected by stress in the bone matrix (144). Strain energy
in bone might also influence the energetics of bone mineral
nucleation (145). It has also been suggested that remodel-
ing may be initiated in response to microcracks generated
by mechanical fatigue of bone (146). In summary, many
hypotheses have been proposed for the mechanism by
which appropriate cells sense the state of strain in bone,
but little or no experimental evidence is available to dis-
criminate among them.

Cellular and Biochemical Aspects of Bone Remodeling

The adaptive response of bone to mechanical stimuli is
mediated by living cells. A great deal is known concerning
bone cell function and its control by ionic and hormonal
factors, but little is known concerning the effect of mechan-
ical strain in bone upon the biochemistry of its cells.
Rasmussen and Bordier (147) have presented an extensive
review of studies of bone cell physiology. Recently, the
biochemical consequences of electrical stimulation of bone
have been reported (148). Biochemical steps associated
with cell activation are as yet poorly understood, but ion
fluxes appear to play a role (149). Cyclic nucleotides med-
iate the effects of extracellular signals (150) and prosta-
glandins modulate them (149). Prostaglandin E2 has been
hypothesized to mediate bone resorption in trauma, malig-
nancy, and periodontal disease. This prostaglandin, as well
as the cellular constituents cyclic AMP and cyclic GMP, has
been found in association with regions of bone stimulated
electrically (148).

ELECTRICAL PROPERTIES OF BONE

Fukada and Yasuda (151) first demonstrated that dry bone
is piezoelectric in the classic sense, that is, mechanical
stress results in electric polarization, the indirect effect;
and an appplied electric field causes strain, the converse
effect. The piezoelectric properties of bone are of interest in
view of their hypothesized role in bone remodeling (137).
Wet collagen, however, does not exhibit piezoelectric
response. Studies of the dielectric and piezoelectric proper-
ties of fully hydrated bone raise some doubt as to whether
wet bone is piezoelectric at all at physiological frequencies
(152). Piezoelectric effects occur in the kilohertz range, well
above the range of physiologically significant frequencies
(152). Both the dielectric properties (153) and the piezo-
electric properties of bone (154) depend strongly on
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frequency. The magnitude of the piezoelectric sensitivity
coefficients of bone depends on frequency, on direction of
load, and on relative humidity. Values up to 0.7 pC/N have
been observed (154), to be compared with 0.7 and 2.3 pC/N
for different directions in quartz, and 600 pC/N in some
piezoelectric ceramics. It is, however, uncertain whether
bone is piezoelectric in the classic sense at the relatively
low frequencies which dominate in the normal loading of
bone. The streaming potentials examined originally by
Anderson and Eriksson (155,156) can result in stress gen-
erated potentials at relatively low frequencies even in the
presence of dielectric relaxation, but this process is as yet
poorly understood.

Potentials observed in bent bone differ from predictions
based on the results of experiments performed in compres-
sion (157). The piezolectric polarization may consequently
depend on the strain gradient (157) as well as on the strain.
This piezoelectric theory has been criticized as ad hoc by
some authors, however, the idea has some appeal in view of
Frost’s modeling (115,116) and Currey’s suggestion (1,2)
that strain gradients may be significant in this regard. The
gradient theory is not ad hoc, but can be obtained theore-
tically from general nonlocality considerations (158). The
physical mechanism for such effects is hypothesized to lie
in the fibrous architecture of bone (26,78). Theoretical
analyses of bone piezoelectricity (159–162) may be relevant
to the issue of bone remodeling. Recent thorough studies
have explored electromechanical effects in wet and dry
bone. They suggest that two different mechanisms are
responsible for these effects: Classical piezoelectricity
due to the molecular asymmetry of collagen in dry bone,
and fluid flow effects, possibly streaming potentials in wet
bone (163).

Bone exhibits additional electrical properties which are
of interest. For example, the dielectric behavior (e.g., the
dynamic complex permittivity) governs the relationship
between the applied electric field and the resulting electric
polarization and current. Dielectric permittivity of bone
has been found to increase dramatically with increasing
humidity and decreasing frequency (152,153). For bone
under partial hydration conditions, the dielectric permit-
tivity (which determines the capacitance) can exceed 1000
and the dielectric loss tangent (which determines the ratio
of conductivity to capacitance) can exceed unity. Both the
permittivity and the loss are greater if the electric field is
aligned parallel to the bone axis. Bone under conditions of
full hydration in saline behaves differently: the behavior of
bovine femoral bone is essentially resistive, with very little
relaxation (164). The resistivity is � 45–48 mm for the
longitudinal direction, and three to four times greater in
the radial direction. These values are to be compared with a
resistivity of 0.72 mm for physiological saline alone. Since
the resistivity of fully hydrated bone is� 100 times greater
than that of bone under 98% relative humidity, it is sug-
gested that at 98% humidity the larger pores are not fully
filled with fluid (164).

Compact bone also exhibits a permanent electric polar-
ization as well as pyroelectricity, which is a change of
polarization with temperature (165,166). These phenomena
are attributed to the polar structure of the collagen mole-
cule; these molecules are oriented in bone. The orientation of

permanent polarization has been mapped in various bones
and has been correlated with developmental events.

Electrical properties of bone are relevant not only as a
hypothesized feedback mechanism for bone remodeling,
but also in the context of external electrical stimulation
of bone to aid its healing and repair (167,168).

The frequency of electrical stimulation influences its
effectiveness (169). A frequency band of 20–30 Hz was
found from analysis of strain data. Bone growth could be
stimulated more easily in the avian ulna at relatively
higher frequencies. Electromagnetic stimuli also prevent
bone loss due to disuse as revealed in an isolated canine
fibula model (170). Bone density may be maintained and
increased by weight lifting, which involves no medical
intervention. Indeed, bone mineral content values (as
determined with dual photon absorptiometry) in the spines
of athletes were extremely high and were closely correlated
to the amount of weight lifted during training (171).
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INTRODUCTION

Many years of intensive research by Rohm led to the
development of poly(methyl methacrylate) (PMMA), the
basis of bone cement, in 1934 (1,2). This polymer was
reportedly first used to close cranial defects in monkeys
in a medical application in the late 1930s (2). The use of
acrylic bone cement in orthopedic surgery was first advo-
cated in 1951 by Kiaer and Jansen. It was applied as pure
anchoring material by fixing acrylic glass caps on the
femoral head after removing the cartilage (2–4). At that
time, the femoral components in total hip replacements
were still implanted by simply press-fitting the prosthesis
tightly into the prepared intramedullary (marrow) canal of
the femur. Patients were confined to bed for a relatively
long period of time after surgery and often experienced
pain later from loosening of the implant. In 1958, Sir John
Charnley first applied the self-curing bone cement for the
fixation of artificial joints (4). In this surgery, the cement
filled the free space between the prosthesis and the bone
(2). Bone cement served as a mechanical interlock between
the metallic prosthesis and the bone and it has been found
to be an appropriate material to transfer the load consis-
tently (5). In 1969, bone cement was approved for general
use within the United States and since then the number of
total hip and knee replacements has increased dramati-
cally (3). Currently, it is the only material used for anchor-
ing cemented arthroplasties to the contiguous bones (6).
More than one-half million hip replacement surgeries are
performed every year worldwide and 70% of the surgeries
are performed using bone cements (7–10).

Bone cement is also extensively used in the fixation of
pathological fractures, spinal surgery, and neurosurgery
(11). Every year, osteoporosis results in > 310,000 frac-
tures in the United Kingdom alone (12). Vertebral com-
pression fractures occur in 20% of people over the age of 70
years and in 16% of postmenopausal women (12). Although
traditional conservative techniques, such as bed rest and
the prescription of analgesics may be successful in a pro-
portion of cases, a significant number of sufferers remain in
long-term pain. Vertebroplasty is now being used exten-
sively for vertebral compression fracture treatments
(12,13). This technique entails the percutaneous injection
of bone cement into the fractured vertebra in attempts to
stabilize the fracture and reduce pain. Studies have
reported excellent pain relief and improved function in
most patients (12,13). Bone cements have also been applied
as an adjunct to internal fixation for treating fractures.
Bone cement fills voids in bone, thereby reducing the need
for bone grafts, and may improve the holding strength
around the devices in osteoporotic bone. Recently, the
technique of PMMA bone cement injection into the osteo-
porotic proximal femur was proposed (14). Results indi-
cated that cement injection increased the peak fracture
load > 80 and 20% in the simulated fall and one single limb
stance configurations, respectively (14). This technique
could become a treatment option to solve the problems
with osteoporotic hip fractures in patients at risk. Such
treatment may hold a significant impact on the economy
and human health as hip fractures result in � 300,000
hospital admissions annually in the United States with
an estimated $9 billion in direct medical costs (14). There-
fore, bone cements are significantly valuable for biomedical
applications.

In many cases, the bone cemented implants perform
satisfactorily for years. However, failure of the implants
may be linked to bone cement properties. It is well recog-
nized that there are a number of drawbacks that exist
with the usage of bone cement, significant ones including
its poor mechanical properties and the potential necrosis
of bone tissues (6,15,16). For example, bone cement has
been called the ‘‘weak link’’ in the prosthesis system and
long-term loosening of the prosthesis has been attributed
to its mechanical disintegration (10). It is worth pointing
out that aseptic loosening of a cemented arthroplasty is a
multifactorial phenomenon involving interfacial failure,
bone failure, bone remodeling, and cement failure (6). It is
not firmly established whether the drawbacks of bone
cements contribute to the initiation or are the conse-
quence of aseptic loosening of the implant (6). In spite
of the many drawbacks of bone cement, the survival
probabilities of recently cemented joint replacements
are still high. Currently, cemented total hip arthroplasty
shows survival rates of 90% at 15 years and 80–85% at 20
years (10,15,17–21). Increasing bone cement properties
along with improving cementing techniques and implan-
tation methods may further extend cemented implant
longevity.

In recognizing the drawbacks of bone cement usage,
there have been considerable efforts to secure the implants
without using cement. Early noncemented prostheses were
the press-fitted or screwed-in types (10). The press-fit
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techniques must lead to good initial fixation; otherwise,
mobility will occur and this will facilitate wear and/or
formation of fibrous tissue. Such techniques have limited
successes due to a number of reasons, including bone
resorption, geometrical constraints, and increased opera-
tional fractures. Noncemented porous coated prostheses
were also introduced to provoke bony ingrowth for
improved fixation. The noncemented prostheses are used
predominantly in younger patients (< 60 years), where it is
assumed that these prostheses eventually simplify a revi-
sion operation (10). Bone ingrowth strategies are not
appropriate for older patients. Research indicates that
some of the noncemented devices have failed, but others
are doing well in the mid- to long- term (10). The clinical
applications of cementless total hip and knee arthroplas-
ties induce a new set of problems, including perioprosthetic
osteolysis, high thigh pain, and failure of the bone–implant
interface (6). Thus, there is currently a resurgence of
interest in bone cement (6). Definite conclusions about
the ultimate clinical performances of cement or cementless
fixation devices require longer term studies (10). The
debate is still open as to which fixation method is best.
The development of cementless modes of fixation is an area
of active research and clinical practice; however, acrylic
bone cement continues to be the most commonly used
nonmetallic implant material by orthopedic surgeons
(6,11).

The literature on bone cement is voluminous with
respect to its material development, manufacturing, ther-
mal response, chemical and biological effects to bone, and
its short- and long-term physical and mechanical proper-
ties (static, fatigue, etc.). This article discusses some of
these aspects, especially on cement’s material character-
istics. For more ample assessment, the readers should refer
to other excellent comprehensive reviews [e.g., Krause
(3,11), Lewis (6,22), Kuhn (2), Saha (23), Kenny (5), Deb
(24), Hasenwinkel (15), Serbetci and Hasirci (16)]. The
article is arranged into several sections. It begins with
the description of bone cement compositions, followed by
a section on cement setting procedure and cementing
technique. Then, the thermal and volumetric change
effects are discussed. The final section focuses on the
physical and mechanical properties of cement. Finally,
the article ends with a brief summary.

CEMENT COMPOSITIONS

There are a number of bone cements [> 60 types (2)]
available to the orthopedic community. Some popular
cements currently available in the United States are given
in Table 1 (2,6,11). Most of the present commercial bone
cements have similar compositions (Table 2) (2,11,25). The
presently used form of bone cement is predominantly the
same as the one Sir John Charnley introduced. All acrylic
bone cements on the market are chemically based on the
identical basic substance: methyl methacrylate (MMA) (2).
Pure MMA exhibits a shrinkage of � 21% during polymer-
ization (2), and the polymerization temperature can
increase to 100–1208C. Such a high shrinkage is intolerable
for use in bone cement (2). For this reason, bone cements

are offered as two-component systems in the marketplace:
a prepolymerized powder and a liquid mm monomer (2).
The MMA in aqueous suspension is prepolymerized in
easily cooled reaction boilers. The polymer, obtained
in the form of tiny balls (< 150mm), is easily dissolved in
the MMA. By using the prepolymerized polymer powder,
both the shrinkage of the sample and the temperature of
the reaction can be considerably decreased. In most bone
cements on the market, the mixing ratio is two to three
parts powder to one part monomer. This reduces the
shrinkage and the generation of heat by at least two-thirds,
as only the monomer is responsible for these reaction
symptoms (2).

Usually, the solid part of bone cement consists of
prepolymerized PMMA beads ranging in size from 1 to
150mm. Other kinds of polymers sometimes are added,
including poly(ethyl acrylate), poly(methyl acrylate), poly
(styrene), and poly(butyl methacrylate). Free radicals of
benzoyl peroxide (BPO) are present within the beads as
remnants from the emulsion polymerization process (the
process by which most of the beads are manufactured). An
additional amount of BPO is mixed with the solid to obtain
1–2.5% by weight benzoyl peroxide. In addition, bone
cements generally contain � 10–15% by weight barium
sulfate, zirconia, or other additive. The presence of barium
sulfate or zirconium dioxide in the powder is necessary for
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Table 1. List of Popular Commercial Bone Cements
Currently Available in the United Statesa

Bone Cements Manufacturer or Distributor
CMW1 Depuy, Warsaw, IN
CMW3 Depuy, Warsaw, IN
Palacos R Smith and Nephew, Memphis, TN
Simplex P Stryker Howmedica Osteonics,

Rutherford, NJ
Osteobond Zimmer, Warsaw, IN
Zimmer dough-type Zimmer, Warsaw, IN

a
See Refs. 2,6, and 11.

Table 2. Compositions of Commercial Bone Cements
Currently Available in the United Statesa,b

Liquid component

Methylmethcrylate (monomer)/
Butylmethacrylate
(binding agent)

�98

Activator/Co-initiator: Dimethyl-
paratoluidine

0.4–2.75

Stabilizer/inhibitor/radical catcher:
Hydroquinone, Ascorbic acid

15–75 ppm

Coloring: Chlorophyll 267 ppm
Powder

Poly(methyl methacrylate)/copolymer �90
Initiator: Benzoyl peroxide 0.5–3
Opacifier: BaSO4 or ZrO2 10–15%
Coloring: Chlorophyllin 200 ppm
Antibiotics: Gentamicin,
erythromycin, and colistin

a
Compositions are in percent (w/w) except where stated otherwise.

b
See Refs. 2,6,11 and 25.



a clinical reason. The original bone cements, which did not
contain radiopacifiers could not be visualized on radio-
graphs. The main components in the liquid phase are
MMA, and, in some bone cements, other esters of acrylic
acid or methacrylic acid, one or more amines (as activators
for the formation of radicals), a stabilizer and, possibly, a
colorant (2). The amine in the bone cement, N,N-dimethyl-
p-touluidine (DMPT), acts as an accelerator. The liquid
component also consists of 50–100 ppm hydroquinone,
which inhibits the polymerization reaction within the
monomer and allows for storage of the liquid component.
Some cement also contains chlorophyll that gives it a green
color. This allows better distinction from body tissues
during surgery.

Prosthesis-related infection is described as a devastat-
ing failure scenario of a cemented orthopedic implant.
Infectious complications of a cemented prosthesis lead to a
deterioration of function and increase pain. Buchholz and
Engelbrecht first reported on the possibilities of mixing
antibiotics in bone cement in 1970 (17). They considered
gentamicin sulfate to be the antibiotic of choice because of
its wide-spectrum antimicrobial activity, its excellent
water solubility, its thermal stability and its low aller-
genicity. Apart from gentamicin, other antibiotics have
also been used as an additive to bone cement. The combi-
nation of erythromycin and colistin is an example that
made it to a commercial product (17). In most cases, the
manufacturers make their antibiotic cements by simply
mixing antibiotic to a plain cement version they have
(2,15,16).

Currently, bone cement fracture is regarded as a major
factor in the mechanical failure of implant fixation (26–28).
It is directly related to the mechanical properties of the
cement, especially the resistance to fracture of the cement
in the mantle at the cement–prosthesis interface or the
cement–bone interface. Thus, many investigators have
attempted to incorporate second phase materials including
polyethylene (29), hydroxyapatite (30), PMMA (31), Kevlar
(32,33), carbon (34–36), titanium (37), and steel (38–40) to
improve the fatigue properties and fracture toughness of
the PMMA. Most of the results regarding the properties of
these composite materials have been encouraging; how-
ever, the biocompatibility issues regarding some of these
fibers are as yet unresolved (6). Consequently, none of the
commercial bone cements have incorporated these fibers in
cements on the market.

CEMENT SETTING AND CEMENTING TECHNIQUE

Most structural materials are fabricated under controlled
conditions at a factory, then transported and assembled on
site. Bone cement is one of the few structural materials
that are created in situ. The surgeon prepares the bone
cement directly at the operation table according to the
manufacturer’s instructions. All of the cements are sup-
plied in sets of the polymer powder and the monomer liquid
components packed in two separate containers within a
package. At the time of surgery, the liquid monomer and
powder are mixed, the DMPT reacts with the BPO to
generate free radicals, which in turn are used in the

additional polymerization of the MMA monomers to form
PMMA. Polymer chains from the PMMA become available
for free radical polymerization and entanglements of these
chains with newly formed chains lead to an intimate con-
nection between the newly formed PMMA with what was
already present. The resulting product is a doughy mixture
that later polymerizes to a hard and brittle substance.

The curing process of acrylic PMMA bone cement can be
divided into four basis steps (2): the mixing, waiting, work-
ing, and hardening phase. The characteristics of these
phases, well described by Kuhn (2), are shown in
Table 3. The time at which the cement does not stick to
the surgeon’s glove is referred to as dough time (Fig. 1). The
waiting phase ends at this time point. This occurs � 2–3
min after the beginning of mixing for most PMMA cements
in an ambient temperature of 23 8C (2,11). The working
phase is the time during which the surgeon can easily
apply cement to the femur. For manual application, the
cement must no longer be sticky during this phase, and the
viscosity must not to be too high. With the use of mixing
systems, the user needs not to wait until the cement is no
long sticky. The working time from the end of dough time to
the cement is too stiff to manipulate is usually 5–8 min. The
cement will fully polymerize to a hardened mass within
8–12 min after initial mixing (2,11).

The quality of the cement dough produced in the opera-
tion room will have considerable influence on the clinical
long-term result of a cemented prosthesis. Mixing of
cements is an important step, as it has a noticeable influ-
ence on the mechanical properties of acrylic bone cements
(2,6,24). In the 1970s, loosening of the femoral stem was the
most common reason for total hip arthroplasy revision,
often occurring 5–10 years postoperatively with early com-
ponent design and cement technique (21). Early methods
of cement preparation involved hand mixing in open air of
the MMA monomer with the prepolymerized powder mix-
ture. A slurry was formed that could be hand patted or
injected into the femoral canal. Many air bubble voids were
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Table 3. Four Phases of Bone Cement Polymerization
Processa

Phases
Time Duration,

min Characteristics

I. Mixing 1–2 Wetting
Cement relatively liquid

(low viscous)
II. Waiting 2–3 Swellingþpolymerization

Increase of viscosity
Polymer chains, less

movable
Sticky dough

III. Working 5–8 Chain propagation
Reduced movability
Increase of viscosity

Heat generation
IV. Setting 2–6 Chain growth finished

No movability
Cement hardened
High temperature

a
See Ref. 2.



created in the mixture during the hand-mixing process. To
address this problem in cemented arthroplasty, intensive
studies have attempted to improve the technique of cemen-
ted stem insertion (21). This results in advancing the
cementing techniques from first generation cementing to
second and third generation cementing (Table 4). Tradi-
tionally, bone cement was mixed using a spatula–bowl
arrangement (first generation), which can have the con-
sequence of introducing a high degree of porosity into the
cement structure. In addition, the person mixing the
cement was exposed to a high level of methyl methacrylate
vapors. Second-generation cementing mainly consisted of
the use of a canal plug, a cement gun and a high strength
cement (21,41,42). Injection guns have been advocated for
application of bone cement because long slender injection
tips are useful for inserting the cement deep into the cavity,
instead of trying to apply it by hand. Gun application also
reduces the tendency to form laminations and voids in the
cement and also reduces the inclusion of blood into the
cement. Substantial improvements in stem survival were
reported using such techniques, resulting in stem loosen-
ing rates of < 5% at 5–10 years (21,42). The introduction of
porosity reducing measures marked the start of third
generation cementing techniques. Cracks may initially
occur at the voids in bone cements, which act as stress
concentration points (24). Vacuum mixing is a typical ways
to achieving pore reduction. Other third-generation devel-

opments in cementing techniques are the use of prosthesis
positioning devices that ensure correct placement of the
prosthesis, pressurization, and enhanced surface finishes
(21,43). Attempts to improve cement-bone interlock using
techniques such as endosteal preparation, retrograde
cement insertion and cement pressurization improve
implant survival. Improving cementing techniques have
assisted to dramatically decrease the number of failure in
the last three decades. Currently, cemented total hip
arthroplasty shows survival rates of 90% at 15 years and
80–85% at 20 years (10,17,18,21).

POLYMERIZATION HEAT

Bone cement generates significant thermal energy during
cement setting (an energy of 52 kJ�mol�1 of MMA (2)) and
this may result in a temperature increase in the cemented
system. The exothermic response of the bone cement can be
characterized according to American Society for Testing
and material (ASTM) standard F451 (44) or international
standard ISO 5833. In the ASTM test, a package of cement
is mixed at an air conditioned room (23� 1 8C, 50� 10%
relative humidity) as directed by the manufacturer’s
instructions. Within 1 min after doughing time, � 25 g of
the dough is then gently packed into an ASTM specified
test mold to achieve a 60 mm diameter with 6 mm thick
disk cement mantle (44). The setting curve of temperature
change with respect to time (Fig. 1) is recorded with a
thermocouple (usually No. 24 gage wire k-type thermocou-
ple) placed at the cement mantle center from the onset of
mixing until cooling is observed. The setting time is defined
as the time from initial mixing to the time at which the
temperature of the polymerising mass has reached half of
the maximum temperature (peak temperature) (44). The
setting times range from 6 to 14 min and peak tempera-
tures range from 54 to 83 8C for the popular commercial
bone cements (2,11). A number of variables will affect the
measured setting time and peak temperature, including
the powder/liquid ratio of the cement, cement preparing
method, cement mantle thickness, the initial temperature
of the cement, and the ambient conditions (11). By mixing
bone cement with Howmedica Mix-Kit I system and the
Zimmer Osteobond vacuum system, Dunne and Orr (45)
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Start of mixing

Dough time

(Tambient  + Tmax)/2

TIME

TEMPERATURE

Tambient

Tmax

Working 
time

Setting time

0

Figure 1. A typical temperature changes
with respect to time during cement poly-
merization. Time zero is designated when
the monomer liquid is added to the polymer
powder.

Table 4. Developments in Cementing Techniques

Generations Techniques Time

1st Generation Finger packing 1960s
No cement restrictor

2nd Generation Intramedullary femoral plug 1970s
Cement gun

High-strength cement
3rd Generation Pressurization of cement

after insertion
mid-1980s–

Porosity reduction
(vacuum mixing)

Surface roughening or texturing
Precoating

Avoiding trochanteric osteotomy



found peak temperatures increased from 36 to 46 8C and 41
to 59 8C for Palacos R and CMW3 bone cement, specifically.
Cold cement in a cold room takes longer to set. Precooling
cement prior to use extends the cure time and decreases the
peak temperature (46). Using a test mold and cementing
techniques that simulated a clinical situation, Iesaka et al.
(47) showed that the peak temperatures at the bone–
cement interface were 53.1, 50.2, and 48.8 8C, while the
polymerization time was 4.1, 8.3 and 11.2 min, when the
monomer component of bone cement was initially at 37, 23,
and 4 8C, respectively. Research also found that bone
cement thickness has significant effects on the thermal
responses. Meyer et al. (48) found a setting temperature of
60 8C with 3 mm thick specimens of Simplex R, and 107 8C
with 10 mm thick specimens. Sih and Connelly (49) showed
that the temperatures were 41, 56, and 60 8C for cement
thicknesses of 1, 5, and 6-7 mm, respectively. Vallo (50) and
Li et al. (51) demonstrated similar results with finite
element modeling. Test mold materials also affect the
measured setting time and peak temperature (50,51).
According to the ASTM methodology, there is no limit to
the setting time. However, the maximum allowable tem-
perature for bone cements is 90 8C (44). There are limits
stipulated for setting time and doughing time with ISO
5833 Standard.

The importance of temperature rise is that it may result
in thermal necrosis of the bone tissue surrounding the
implant (2,11,52–56). In vitro studies have shown that
maximum temperature of bone cement can be reach higher
than 100 8C, varied between 37 and 122 8C in different
reports (57). Wang et al. (58) measured four different
brands of bone cement (Palaces R, Simplex P, Sulfix,
and CMW 1) during polymerization and the peak tempera-
ture in the cement was 46–124 8C. Clinical tests show a
considerable lower temperature in the body (2,55). The
bone-cement interface temperatures have ranged from
35 to 70 8C (2,11,52,3,54,55,57,59). Reasons for this obser-
vation are the thin layer of cement (� 3–5 mm) and the
blood circulation and heat dissipation in the vital tissue
connected with it (2). Moreover, further heat dissipation of
the system is attained via the prosthesis (2). Belkoff and
Molloy (59) found that peak temperatures at the anterior
cortex ranged from 44 to 113 8C, in the center ranged from
49 to 112 8C, and 39 to 57 8C at the spinal canal in the
ex vivo vertebroplasaty tests. Toksvig-Larsen (57) per-
formed tests with 31 total hip replacements and showed
that the maximum temperature in the acetabulum ranged
from 38 to 52 8C and in the femur from 29 to 56 8C. It has
been found that not only the temperature, but also the
exposure time plays a significant role in direct thermal cell
necrosis (52,60–63). The findings of Moritz and Henriques
(60) suggest that epithelial cell necrosis occurs 30 s after
exposure to a temperature of 55 8C and 5 h after exposure to
45 8C. Lundskog (61) roughly confirmed these trends for
bone cells, although he found a slightly lower threshold
level. For example, he observed bone cell necrosis after 30 s
at 50 8C. He also established that the regenerative capacity
of the bone tissue is only damaged after exposure to tem-
peratures of 70 8C and above. Eriksson and Alberksson (64)
found the temperature threshold for impaired bone regen-
eration to be in the range of 44–47 8C for 1 min exposure.

Thermal damage to bone tissue caused by cement poly-
merization cannot be ruled out and attempts to lower the
potential degree of thermal necrosis have been investi-
gated. To reduce the risk of thermal injury it is necessary
to avoid exposing bone to temperatures above a certain
threshold (62). The thermal responses rely on the quantity
of heat produced by the bone cement (cement formulations
and cement volume, etc.), rate of heat produced and how
the heat conducts (55). The temperature peak can only by
influenced to a small extent by adding heat-conducing
radiopaque media or by slightly changing the chemical
composition of the liquid (2). This, will, however, result
in quite different dissolution properties with the polymer,
which means it will result in different working properties
and, usually, a significant reduction in mechanical stability
(2). The thicker the cement mantle, the greater the volume
of material and hence the more heat generated. However,
simply reducing the thickness of the mantle is not a
favorable option as the mechanics of the joint is affected
by this. A slightly reduced level of heat generation has
been shown by vacuum mixing the bone cement (45,57).
Precooling the cement constituents prior to mixing
increases the setting time, but has only minor effects on
the maximum temperature of the cement (56). The use of a
precooled femoral prosthesis did not affect the peak tem-
perature as well (56,57). To avoid local tissue damage,
surgeons may irrigate the implant with ice-cold saline
during the polymerization process to decrease both the
duration and the level of temperature elevation. Without
cooling, the temperature was 49 8C (41–67) at the bone–
cement interface, while it decreased to 41 8C (37–47) with
water cooling in 19 cases of arthroplasties (65). Investiga-
tions on the potential tissue thermal necrosis have
obtained varied results: while thermal bone necrosis due
to cement curing heat has not been widely reported, some
studies showed that thermal necrosis of bone did occur
(52,54,59). Nevertheless, few would disagree that a clear
understanding of the potential thermal necrosis problem
requires further investigations.

VISCOSITY

During the working stage of the cement, its viscosity must
be low enough to make it easy to force the cement dough
through the delivery system and cause it to flow and
penetrate into the interstices of the bone surface in a very
short time (6,11,22). In vitro determination of viscosity is
usually accomplished with the use of a capillary extrusion
or rotational rheometer (6,11,22). The viscosity of the
material can be determined by causing the material to
flow at a specific shear rate and measuring the shear stress
of the fluid against the stationary instrument (11). Visc-
osity varies across cements. The dynamic viscosity of its
dough during the mixing period has been used to categorize
bone cement materials into low viscosity brands (e.g.,
Osteopal), medium-viscosity brands (e.g., Simplex P),
and high viscosity brands (e.g., Palacos R) (22). High
viscosity bone cements typically have a doughy consis-
tency; low viscosity cements are similar to viscous oil in
consistency. Low viscosity cements have a long liquid
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phase, or low viscosity wetting phase. The cement remains
sticky for quite some time. Viscosity increases rapidly
during the working phase, and the doughy cement becomes
warm and sets quickly. High and low viscosity bone
cements have different handling characteristics and
require different cementing techniques. For optimal
results, it is necessary to observe the specific mixing
instructions for a given bone cement in combination with
a given mixing system. Although some researchers suggest
that low viscosity brands may have longer fatigue lives
compared to high viscosity ones, some report no significant
difference (22).

POROSITY, VOLUMETRIC CHANGES, AND RESIDUAL
STRESS

Polymerized bone cement is a porous material, containing
macropores (pore diameter > 1 mm) and micropores (pore
diameter � 0.1–1 mm) (6). The degree of porosity varies
with cement brands and mixing methods. Jasty et al. (66)
found that the porosities were 11.99% (CMW), 9.70%
(Palacos R), 9.39% (Simplex P), 12.38% (Zimmer Regular),
and 5.00% (Zimmer LVC) using manual mixing, while they
were 6.00% (CMW), 4.25% (Simplex P), 6.00% (Zimmer
Regular) and 4.15% (Zimmer LVC) with centrifugation.
For CMW 1 cement, Muller et al. (67) found that the
porosity decreased from 6.67 to 1.28% when using
vacuum-mixing instead of hand-mixed methods. The pores
generated in polymerized bone cement have been attrib-
uted to several sources (6,68–72). It may result from the air
that is initially present in the powder interstices;
entrapped during blending, mixing, transfer, or delivery;
or entrained during insertion of the metal stem. Evapora-
tion of the liquid monomer at the high temperatures of
polymerization may contribute. Another aspect of porosity
development is polymerization shrinkage.

The presence of pores in the polymerized cement may
affect its mechanical properties. Pores may act as stress
risers and initiation sites for cracks, rendering the cement
susceptible to early fatigue failure (6). However, pores also
may play a role in blunting crack propagation, thereby
prolonging the life of the implant (73). In vitro experiments,
the static and fatigue strength of bone cement both usually
decrease with increased porosity (6,22,23,69,70). Reducing
the porosity of both bulk cement and its interfaces should be
of clinical benefit. Several methods of reducing the porosity
of the bone cement have been developed (66). One commonly
used method of void reduction is the centrifugation of a
chilled, premixed bone cement prior to insertion into the
bone. The other one is the mixing of the bone cement in a
vacuum environment. Both techniques have been shown to
substantially reduce the porosity of bone cement. It has been
observed that mixing procedures plays a significant role in
determining the quality of bone cement produced (2,74,75).
The influence of vacuum mixing on the pores results in a
15–30% improvement of the bending strength of Palacos R
while centrifuging Simplex P cement reduced its porosity
from 9.4 to 2.9%. Experiments have shown that relative to
hand mixing, centrifugation or vacuum mixing leads to a
substantial reduction in porosity (2,6). The extent of such a

reduction depends on many mixing variables, including
mixing system, monomer storage temperature, vacuum
pressure and centrifugation speed, and durations. In the
hand-mixing process, air bubbles are mixed into the dough
by thorough mixing. The porosity of the material is high and
mechanical stability is endangered. Slower mixing of
cement over a shorter time decreases air voids within
cement and thus improves the strength characteristics. A
high degree of porosity is found to exist in cement that is
inadequately mixed (74). Monomer bubbles can easily
appear, which may develop during the evaporation of the
monomer while evacuating the system or later during poly-
merization under high pressure by the faulty use of vacuum-
mixing systems.

Cement porosity distributions, especially at the bone–
cement interface, may affect the cemented system. There is
strong evidence that cracks in the cement are initiated at
voids, particularly at the cement–prostheses interface (69).
The preferential formation of voids at this site results from
shrinkage during bone cement polymerization and the
initiation of this process at the warmer bone–cement inter-
face, which causes bone cement to shrink away from the
prosthesis (2,68,69). It is expected that a reversal of poly-
merization direction would shrink the cement onto the
prosthesis and reduce or eliminate the formation of voids
at this interface (69). One innovative surgical approach to
affect this behavior is to preheat the prosthesis prior to
implantation. Results indicated that voids near the
cement–prosthesis interface decreased significantly
(69,76). The porosity at the cement–prosthesis decreased
from 16.4 to 0.1% when the prosthesis was preheated to
378C from room temperature, 23 8C. Additionally, the
residual stress due to such polymerization curing was
shown to decrease significantly at the cement–prosthesis
interface (77). Studies also showed that preheating the
prosthesis prior to implantation is unlikely to produce
significant thermal damage to the bone when compared
to implanting a prosthesis initially at room temperature
(46,69). However, this procedure may induce more voids at
the bone–cement interface, and its effects on the damage at
this region should be studied (69,78).

The conversion of the monomer molecules into a poly-
mer network is accompanied with a closer packing of the
molecules, which leads to bulk contraction (68,79). A num-
ber of devices for determining the volumetric changes have
been applied, including using a mercury dilatometer or a
water displacement dilatometer (79,80). Theoretical calcu-
lations predict that bone cement polymerization will pro-
duce a volumetric shrinkage of 8% (81). Muller et al. (67)
found volume shrinkages of CMW 1 bone cement were 3.43
and 5.99% with hand and vacuum mixing, respectively.
Gilbert et al. (68) found shrinkages of Simplex P cement
were 5.09 and 6.67%, respectively. The measured volume
shrinkage is less than the theoretical prediction. This can
be explained by void growth during polymerization (67).

In a situation where a curing material is bonded on all
sides to rigid structures or constrained, bulk contraction
cannot occur freely, and shrinkage must be compensated
for by some kind of volume generation. This can come from
a strain on the material and mainly for dislodgement of the
bond, increase in porosity or internal loss of coherence (79).
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Shrinkage of the polymerizing cement in vivo (i. e., a
constrained state) therefore might result in the develop-
ment of porosity, both at the interfaces and inside the bulk
cement. Thus, polymerization shrinkage may be a signifi-
cant factor in porosity development (68). On the other
hand, polymerization may induce high residual stresses.
Shrinkage stress occurs when the material contraction is
obstructed and the material is rigid enough to resist suffi-
cient plastic flow to compensate for the original volume
(79). The process of cement curing is a complex solidifica-
tion phenomenon where transient stresses are generated
and the residual stresses vary with different initial and
boundary conditions during curing. A number of
approaches have been used to estimate or measure the
level of shrinkage stress in bone cement around femoral
replacements, including theoretical model, finite element
analysis, strain-gage methods and photoelastic methods
(52,77,82–88). Currently, the subject of residual stress has
often been neglected because it is assumed that residual
stress will relax due to the viscoelastic properties of the
cement. However, transient and residual stresses are
believed to affect cement mechanical responses. Inclusion
of the residual stress at the interface resulted in up to a
four-fold increase in the von Mises cement stresses com-
pared to the case without residual stresses (83,84).
Recently, Orr et al. proposed that residual stresses are
sufficient to initiate crack propagation in the cement before
any load is applied (85). Lennon and Prendergarst have
experimentally observed that residual stresses in the
cement may induce cracking even before weight bearing
of the cement (89). The initial residual stresses may have
immediate effects influencing the possible initiation of
cracks and debonding at the cement–prosthesis interface.

MECHANICAL PROPERTIES

Bone cement fills the space between the prosthesis and the
bone; this connection is only a mechanical bond (1). Cement
mechanical properties are therefore of particular signifi-
cance for the performance of acrylic bone cement because
cement must endure considerable stresses in vivo. There
are many physical and mechanical properties of the cement
that are considered germane to its clinical performance in
the construct, including quasistatic tensile and compres-
sive strength, modulus and ultimate strain, flexural

strength and modulus, shear strength and modulus, fati-
gue properties (e.g., work of fracture, fracture toughness,
fatigue resistance, fatigue crack propagation resistance),
and creep (6). The mechanical properties of acrylic bone
cement have been widely reported in the literature. Kuhn
(2) investigated the static bending and compressive char-
acteristics of a number of bone cements under the same test
regimes (2). Test results of some of the most commonly used
bone cement in United States are listed in Table 5. Osteo-
bond cement was shown to have both the highest ISO 5833
bending strength and compressive strength among these
six cement brands, while Zimmer dough has both the
lowest ISO 5833 bending strength and compressive
strength. All the measured bending strengths of the bone
cement using the DIN53435 standard were larger than the
ones using ISO 5833 standard, with Palacos R bone cement
having the highest bending strength in this case. Harper
and Bonfield (90) found a wide range of tensile strength
(Table 6) and fatigue failure cycles (Table 7) results. They
found that the Palacos R and Simplex P cements were
significantly higher in tensile strength compared to the
other cements tested with exception of CMW 3. There was
no statistical difference between the values obtained for
CMW 1 and Osteobond. The differences among the fatigue
results for the different cements were much larger than
those found with the static tensile results. The highest
Weibull median fatigue cycles to failure obtained for Sim-
plex P and Palacos R were considerably higher than found
for Zimmer dough type. Harper and Bonfield (90) found
that there was some correlation between the static and
fatigue strengths, but the ranking of static strength does
not exactly follow that of fatigue life. The fatigue results
were found to correlated well to the clinical data (91): the
order of success of implants with the cement brand was the
same as that obtained from the fatigue test.

It has long been recognized that PMMA surgical bone
cement undergoes viscoelastic (creep) deformation under
physiological loads (92,93). Many studies have been per-
formed to assess the viscoelastic properties of bone cement
(6,23). Radiological observations of hip stems have shown
subsidence of the stem within the cement mantle without
visible cement fractures (94). Creep has been implicated in
prosthesis subsidence, in particular subsidence of the
femoral stem in hip replacements (6,95). Excessive subsi-
dence can lead to prostheses loosening. Lu and McKellop
(92) studied the effects of cement creep on the subsidence of
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Table 5. Comparison of the Values of Three Mechanical Properties of Six Different Bone Cements Under Same Test
Regimesa

Cement
Brands

ISO 5833 Bending
Strength, MPa

Bending
Modulus, MPa

Compressive
Strength, MPa

DIN53435
Bending

Strength, MPa

Impact
Strength,
kJ�m�2

CMW1 67.0 2634 94.4 86.2 3.7
CMW3 70.3 2764 96.3 72.4 2.9
Palacos 72.2 2628 79.6 87.4 7.5
Simplex P 67.1 2643 80.1 70.5 3.9
Osteobond 73.7 2828 104.6 80.1 3.5
Zimmer dough 62.5 2454 75.4 77.0 5.0

a
See Ref. 2.



the stem and on the stress within the cement using a cyclic
load and three interface bonding conditions (bonded, fric-
tional, and debonded). Results showed that the creep defor-
mation of the cement was accompanied by additional
subsidence of the stem and a decrease in the stress compo-
nents within the cement. The results agreed with an experi-
mental study using stems cemented into cadaver femora
(96). Cement creep would accumulate for the frictional
stem–cement interface, resulting in 0.46 mm total stem
subsidence and a 13% decrease in the stress within the
cement (92). Ling et al. (97) concluded that, at least for
smooth tapered stems, that substantial hoop and radial
creep of the cement not only occurs, but also is essential
for the optimum clinical performance of the prosthesis. On
the other hand, a limited degree of creep may help in
maintaining the cement–implant interface. Also, Harris
(98) stated that creep of the cement mantle surrounding a
hip prosthesis may be negligible under cyclic physiological
loading. The role of creep of the bone cement on the chance of
failure of the cement mantle is still a subject of controversy.
Due to its viscoelastic nature, cement tested at different
strain rates may have changing characteristics (11). There
is still lack of tests of bone cement in ways that represent
real-life loading patterns that mimic those experienced by
the cement in vivo (99). The true understanding of the
mechanical behavior of bone cement can only be attained
if the testing procedure is truly representative (99).

There are considerable differences between the values of
physical and mechanical properties of bone cement reported
in the literature. This disagreement may be the result of
cement type, cement preparation technique, specimen geo-
metry, measurement technique, test parameters, and

testing environment (11). Therefore it may be impossible
to compare results from different investigations (90). How-
ever, results with specific conditions may be found in a
number of the excellent comprehensively reviews (1–
3,6,11,22,23). It has been shown that cement formulations
play a significant role on the cement mechanical properties
(Table 5). Also, the test methods will affect the values
obtained, which can be easily seen by comparing the bend-
ing strength results using ISO 5833 standard to that using
DIN 53435 standard (Table 5). Cement mixing methods
(hand mixing, vacuum mixing, or centrifugation) have been
shown to affect the physical properties of bone cement
(74,100,101). Even with vacuum mixing, using different
vacuum mixing systems have resulted in different bone
cement porosity, static strength, and fatigue strength
(75,102). The storage temperature of cement constitutive
was shown to have minor effects on porosity and fatigue
performance (100). Ishihara et al. (103) showed that
the fatigue of bone cements at 1 Hz are shorter by one
to two order of magnitude as compared with fatigue lives at
20 Hz. On the other hand, Lewis et al. (104) found that
frequency (over the range used) did not exert a statistically
significant effect on the fatigue life of cement tested in their
investigations.

SUMMARY

Acrylic bone cement has been widely used in orthopedic
surgery. Currently, the cement is not without its drawbacks
as discussed previously. One major research area focusing on
modifications of cement formulations may lead to obtain more
favorable cement mechanical properties and biological
compatibilities. One example of these developments is to
incorporate second phase materials (bioactive agents, rein-
forcement fibers, etc.) into the existing bone cement. Another
approach to overcome cement weakness is to manipulate
cement processing procedure and the surgical techniques.
A good example is to reduce cement porosity by vacuum
mixing techniques. It is worth pointing out that considerable
research is needed to develop techniques for accurate
characterizations of cement properties, monitoring cement
curing process and evaluations of potential bone cement
failure.
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INTRODUCTION

Chronic diseases, such as musculoskeletal complications,
have a long-term debilitating effect that greatly impacts
quality of life. Osteoporosis is a reduction in bone mass or
density that leads to deteriorated and fragile bones and is
the leading cause of bone fractures in postmenopausal
women and in the elderly population for both men and
women. About 13–18% of women aged 50 years and older,
and 3–6% of men aged 50 years and older, have osteoporo-
sis in the United States alone. These rates correspond to
4� 6 million women and 1� 2 million men who suffer from
osteoporosis (1). One-third of women over 65 will have
vertebral fractures and 90% of women aged 75 and older

have radiographic evidence of osteoporosis (2–4). Another
37–50% of women aged 50 years and older, and 28–47% of
men of the same age group, have some degree of osteopenia.
Thus, approximately a total of 24 million people suffer from
osteoporosis in the United States alone, with an estimated
annual direct cost of over $18 billion to national health
programs. Hence, early diagnosis that can predict fracture
risk and result in prompt treatment is extremely important.
Early identification of fracture risk, most commonly caused
by osteoporosis-induced bone fragility, is also important in
implementing appropriate treatment and preventive stra-
tegies. Indeed, the ability to accurately assess bone fracture
risk noninvasively is essential for improving the diagnostic
as well as therapeutic goals (i.e., assessing temporal
changes in bone during therapy) for bone loss from such
varied etiologies as osteoporosis, microgravity, bed rest, or
stress-shielding around an implant.

Assessment of bone mineral density (BMD) has become
as essential element in the evaluation of patients at risk for
osteopenia and osteoporosis (2,5–8). Bone density was
initially estimated from the conventional X ray by compar-
ing the image density of the skeleton to the surrounding
soft tissues. Although demineralized bone has an image
density closer to soft tissues, dense mineralized skeletal
tissues appears relatively white on an X-ray image. Hence,
the mineral density of bone can be estimated by the degree
of gray color of the X-ray image in the bone region. How-
ever, because of its resolution and variations generated in
the X-ray image, it has been suggested that bone mineral
losses of at least 30% are required before they may be
visually measured using a conventional X ray (9,10). Grow-
ing awareness of the impact of osteoporosis on the elderly
population and the consequent costs of health care,
together with the development of new treatments to pre-
vent fractures, have led to a rapid increase in the demand
for bone densitometry measurements. Many image mod-
alities and techniques have been developed to improve the
quality and the accuracy of the measurement for bone
mineral and dense assessment. Two major densitometry
techniques are commonly used in assessing bone density,
that is, radiography-based densitometry and ultrasound-
based assessment.

RADIOGRAPHY-BASED DENSITOMETRY

To improve the sensitivities of X-ray images to bone density
changes and assessment, several technologies have been
developed. Bone densitometry is a term that is defined as a
method for imaging density of bone. However, the ‘‘true’’
density is not applicable in the current radiography-based
techniques. In the field of densitometry, the term ‘‘bone
mineral density’’, referred to as BMD, is related to the mass
of bone in the tissue level, which includes both bone and
marrow components as well as surrounding soft tissues.
Furthermore, most densitometric techniques are projec-
tional for the image formation that provides a two-
dimensional image of the three-dimensional (3D) bone
volume being measured. Therefore, the BMD defined from
the projectional techniques is the mass of bone tissue mass
(including marrow and/or soft surroundings) per unit area
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in the image, not per unit volume of the tissue. Hence, what
is actually measured is the apparent bone mineral density,
which is defined by the bone mineral content contained in
the area scanned, or expressed as gram per squared cen-
timeter in unit. To detect osteoporosis accurately, several
methods are developed for the noninvasive measurement
of the skeleton for the diagnosis of osteopenia, osteoporosis,
and/or the evaluation of an increased risk of fracture (11).
These methods include single-energy X-ray absorptiome-
try (SXA), dual energy X-ray absorptiometry (DXA or
DEXA), quantitative computed tomography (QCT), peri-
pheral quantitative computed tomography (pQCT), radio-
graphic absorptiometry (RA), dual photon absorptiometry
(DPA), and single photon absorptiometry (SPA). There are
two types of BMD measurements, peripheral BMD and
central BMD. The peripheral BMD instruments are
usually smaller, less expensive, and more portable than
the central BMD. Central BMD is capable of measuring
multiple skeletal sites, that is, the spine, the hip, and the
forearm. Table 1 lists these methods currently available for
the noninvasive measurement of the skeleton for the diag-
nosis of osteoporosis. These techniques differ substantially
in physical principles, in the particular physical body sites
(e.g., spine, hip, or total body), in the clinical discrimination
and interpretation, and in availability of the facility and
cost.

Single-Energy Densitometry

This instrumentation passes a beam of radiation through
the limb of the body (e.g., forearm) and determines the
difference between the incoming (or incident) radiation and
the outgoing (or transmitted) radiation, referring to the
attenuation. The higher the bone mineral content, the
greater the attenuation. Mineral content can be calculated
by the attenuation of the radiation. BMD can then be
calculated by dividing the mineral content by the detected
bone area. The relation between incoming and outgoing X-
ray energy can be expressed as

I ¼ I0expð�ldÞ ð1Þ

where I0¼ incoming radiation intensity, I¼ transmitted
radiation intensity, l¼mass attenuation coefficient, and
d¼ area density of the attenuating materials (g � cm�2).
The mass attenuation coefficient is a physical property
that describes how much a given material attenuates
and X-ray energy. If the attenuation coefficient can be

experimentally determined, the equation becomes explicit,
and the area density can be determined by

d ¼ k logðI0=IÞ ð2Þ

where k is an experimentally determined constant for the
attenuation coefficient.This technology is relatively simple
and easy to understand. However, biological tissues and
body are composed by multiple materials (e.g., bone, mus-
cle, and other soft tissues). The accuracy of the technology
is limited.

Single-Photon Absorptiometry

Bone density can be measured by passing a monochromatic
or single-energy photon beam through bone and soft tissue.
This procedure is referred as SPA. The amount of mineral
content can be quantified by the attenuation of the beam
intensity. After the photon beam attenuation is calculated,
the value of the attenuation can be compared with a
calibration parameter derived from a standard mineral
content (e.g., using ashed bone of known weight). This
procedure can finally determine the BMD with measured
attenuation. Iodine-125 at 27 keV, or americium-241 at
59.5 keV, was initially used for generating of the SPA
beam. SPA is rarely used in clinical practice today. SPA
determined bone mineral content is calculated through
uniform thickness of the soft tissue in the path of the beam.
The targeted scan site (e.g., limb or forearm) had to be
submerged in the water or a tissue-equivalent material,
which limited the practical applications of the SPA. The
advantages of this technique include a low dose of radia-
tion, portable, and use for particular body sites with rela-
tively precisely measurement. Although the SPA is an
approximate method, the limitations of SPA include lim-
ited accuracy of the measurement, radiation, and used only
on the particular peripheral sites, like forearm and heel.

Dual-Photon Absorptiometry

To overcome the limitations of single-energy or photon
densitometry, if a dual radiation source was used, the
influence of soft tissues could be eliminated. The basic
principle involved in DPA for bone density measurement
was similar to SPA. The degree of attenuation of the photon
energy beam between incoming and outgoing energy
through bone and soft tissue is quantified. As with SPA,
the beam source was originally used, but with an isotope
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Table 1. Radiography-Based Bone Densitometrya

Technique ROI Unit Precision, %CV Effective Dose, mSv

SXA Total body BMD (g�cm�2) 1 3

QCT Spine BMD (g�cm�2) 3 50–500

pQCT Forearm BMD (g�cm�2) 1–2 1–3

RA Phalanx BMD (g�cm�2) 1–2 10

SPA Forearm BMD (g�cm�2) 3–4 1–10

DPA Total body BMD (g�cm�2) 1 1–10

DXA PA spine BMD (g�cm�2) 1 1–10

Proximal femur 1–2 1–10
Total body 1 3

a
See Refs. 5,6, 12–14.



used, which emitted photon energy at two distinct photo-
electric peaks. When the beam was passed through a region
of the body with both hard and soft tissues, attenuation of
the photon beam appeared to both photon energy peaks.
The contributions of soft tissue to beam attenuation can be
determined by the quantifications of the relative relations
between two attenuations (15). Because of its capability to
distinct bone from soft tissue, DPA has been used to
quantify bone density in deep tissue and large skeletal
areas where bone is surrounded by large volume of soft
masses (e.g., spine and hip) (16). DPA was considered a
major advance from SPA due to its ability to quantify BMD
and mineral content in such deep areas like spine and hip,
as well as its capability of quantifications of effects from
soft tissues. However, DPA has many notable limitations.
First, the maintenance of the beam source was expensive,
which had to be replaced yearly. Second, the radioactive
source decay increased as much as 0.6% per month, which
added difficulties for the calibration. These factors may
result in the precision of 2–4% for DPA measurements in
the region of interests. This precision (e.g., 2%) would limit
its clinical application, in which a great change (e.g., 5–6%)
from the baseline value had to be observed before one could
reach the 95% confidence level for the change of bone
density. Nevertheless, the concept of dual-photon densito-
metry has impacted the development of new technologies
such as DXA.

Dual-Energy X-ray Absorptiometry

Perhaps the most popular bone densitometry used in clin-
ical practice is the DXA or DEXA. The basic principles of
DXA are the same as DPA. To overcome the major limita-
tion of DPA, it did not take long for manufacturers who
originally had the DPA product to replace the decaying
isotope beam source with a highly stable dual-energy X-ray
tube. There are several advantages of using X-ray sources
over radioactive isotopes (i.e., no beam decay concerned in
the X-ray tube and no calibration required for correction of
the drifting because of the source decay in the DPA). The
fundamental basis for DXA is the measurement of the
transmission through the body of X rays of two different
photon energies. The radiation source is collimated to a
pencil beam and aimed at a radiation detector placed
directly opposite the objective to be measured (Fig. 1).
The patients are positioned on a table in the path of the
X-ray beams. Due to the dependence of the attenuation
coefficient on atomic number and photon energy, assess-
ment of the transmission factors and attenuations at two
energies enables the 2D apparent density, that is, bone
density per unit projected area, of two different types of
tissues to be inferred (17–19). The X-ray source and detec-
tor pair is scanned back and forth across the region of
interests in the body, generating annotation images, which
the BMD is calculated as the ratio of the bone content to the
measured area. Radiation dose to the patients is very low
on the order of 1–10 mSv. The DXA system can measure the
BMD of the spine, proximal femur, forearm, and the total
body. Recent technology uses a fan beam geometry in the
DXA scanners that can increase the speed and reduce the
acquisition time (GE Medical System Inc.). The image

quality of recent DXA has improved significantly via com-
putational capability for better visualization. In addition to
the body DXA scanners, recent technology has also adapted
for development of lower cost, small, and particular site
densitometries (Fig. 2). These systems are available to the
clinic for specific body regions (e.g., spine, hip, leg, arm, and
hand). The DXA systems are available for the diagnostic
clinical use by many major manufacturers (e.g., GE Medical
Systems of Madison, Norland, and Hologic Inc. of Bedford).

The basic working principle of DXA and its ability to
reduce the effects of soft tissue is to use two X-ray sources
and mathematically solve the bone thickness and soft-
tissue thickness (15). By using two X-ray energies, two
equations can be derived by scanning the measurement
site twice with low (L) and high (H) energies once at each.

IL ¼ IL
0 ½exp� ðlL

b db þ lL
s dsÞ� ð3Þ

IH ¼ IH
0 ½exp� ðlH

b db þ lH
s dsÞ� ð4Þ

where I0¼ incoming radiation intensity, I¼ transmitted
radiation intensity, l¼mass attenuation coefficient,
d¼ area density of the attenuating materials (g � cm�2),
and b and s refer to the bone and soft tissue. Two scans are
usually performed simultaneously with either two en-
ergies or rapid switching between two energies. When the
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Pencil beam

Detector 

Figure 1. Scan path pattern for DXA densitometer using pencil-
beam format.

Figure 2. DEXA machine for a whole-body scan (QDR4500 fan-
beam scanner, Hologic Inc., Bedford, MA) (left). DEXA bone den-
sitometry is widely used in.



attenuation coefficients for bone and soft tissue are known
for both low and high energies, the apparent or area bone
mineral density can be calculated as

db ¼
ðlL

s =l
H
s ÞlogðIH=IH

0 Þ � logðIL=IL
0 Þ

lL
b � lH

b ðl
L
s =l

H
s Þ

ð5Þ

The attenuation coefficient for bone is relative constant
but varied to persons. The soft-tissue attenuation coeffi-
cient, however, is contributed by fat and other soft tissues
and varied greatly in the body. This is the source for the
errors generated in the measurement. The manufacturers
usually provide phantoms for calibration for the system.

Traditionally, the focus of clinical bone evaluation has
been apparent or area BMD as measured by DXA or DEXA
(20–23). DEXA provides an effective way to measure BMD
in a specific region of interest and is the most widely used
diagnostic modality for assessing osteoporosis and osteo-
penia (8,24–26). However, in particular, DEXA suffers
from several shortcomings. Although density (quantity)
does positively correlate with strength (27,28) and fracture
risk (29–31), anywhere from 10–90% of the variability in
bone strength remains unexplained the (32). Additionally,
as discussed below, the stereology of trabecular bone is one
of its distinguishing features (especially with respect to its
mechanical behavior), but because DEXA provides only a
2D image of apparent density, it is inherently limited in
this regard. DEXA also suffers from an inability to differ-
entiate trabecular from cortical bone. Although it is true
that cortical bone also deteriorates with age (33,34), the
effects of bone loss are more prevalent in trabecular bone
due to its much higher surface area, and the greater net
amount of bone mineral content in cortical bone can conceal
small changes in the trabecular bone when measuring only
BMD. Nevertheless, as one of the key factors that contri-
bute to the bone’s quality evaluation, BMD measured by
DEXA is a most popular modality used in assessing the
status of bone and the risk of fracture.

Quantitative Computed Tomography (QCT)

QCT provides the true volumetric 3D bone density
(mg � cm�3) compared with the 2D apparent or aeral density

measurement with DEXA (35–43). Because of its high
resolution, QCT can provide the measurement in the tra-
becular region (e.g., femoral neck and vertebral bodies)
(39,40,44,45). Compared with DXA the advantage of QCT
is the image-based cross-sectional anatomy, which allows
for a selection of the region of interests (ROI) and a better
assessment of geometrical properties (Fig. 3). Most CT
systems provide a software package to automate the place-
ment of the ROI within a particular body volume, e.g.,
vertebral bodies. QCT scans are generally performed using
a single kilovolt setting (single-energy QCT). It is possible
to use a dual-energy QCT, which can provide further
improvement of the resolution, but at the price of poorer
precision and higher radiation dose. New 3D volumetric
techniques acquire datasets with which analysis of bone
macroarchitecture may be further optimized. Due to its
capability of high resolution, geometric and structural
parameters determined in QCT may contribute to deter-
mine bone strength when integrated with other technology
(i.e., finite element analysis). The advantage of spinal QCT
is the high responsiveness of the vertebral trabecular bone
to aging and disease, whereas the principal disadvantage is
the cost of the equipment and the dosage received for the
scanning (higher than DEXA).

Peripheral QCT (pQCT)

pQCT systems are available for measuring the forearm.
The advantages of these devices are the capability of
separating the trabecular and cortical bone of the ultra-
distal radius and of reporting volumetric density. Several
clinical used pQCT devices are available (e.g., the Stratec
XCT 2000, that are suitable for use in a physician’s office or
in primary care).

QUANTITATIVE ULTRASONOMETRY

Quantitative ultrasound (QUS) for measuring the periph-
eral skeleton has raised considerable interest in recent
years. New methods have emerged with the potential to
estimate trabecular bone modulus more directly. QUS
provides an intriguing method for characterizing the
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Figure 3. QCT allows selection of the region of interest.



material properties of bone in a manner that is noninva-
sive, nonionizing, nondestructive, and relatively accurate.
The primary advantage of QUS is that it is capable of
measuring not only bone quantity (e.g., BMD), but also
bone quality (i.e., estimation of the mechanical property) of
bone. Over the past 15 years, several research approaches
have been developed to quantitate bone mass and struc-
tural stiffness using QUS (46–48). Preliminary results for
predicting osteoporosis using QUS are promising, and it
has great potential for widespread applications (including
screening for prevention). As such, many QUS machines
have been developed, and there are currently many differ-
ent devices on the market. Most available systems measure
the calcaneus using plane waves that use either water or
gel coupling [e.g., Sahara (Hologic Inc., MA), QUS-2 (Metra
Biosystems Inc., CA), Paris (Norland Inc., WI), and UBA
575 (Walker Sonix Inc., USA)] (Table 2). Recently, an
image-based bone densitometry device for calcaneous
ultrasound measurement is also made available using an
array of plane ultrasound wave (GE-Lunar, Inc., USA).
Using several available clinical devices, studies in vivo
have shown the ability of QUS to discriminate patients
with osteoporotic fractures from age-matched controls (49–
51). It has been demonstrated that QUS predicts risk of
future fracture generally as well as DEXA (51–54). How-
ever, there are several noted limitations, including the
tissue boundary interaction, the nonlinear function of
density associated with bone ultrasonic attenuation, the
single index covering a broad range of tissues (including
the cortical and trabecular regions), and the interpolation
of the results. Recently, a focused ultrasound sonometer
device was developed to obtain the likelihood of a broad-
band ultrasound attenuation (BUA) image in the human
calcaneus region (center frequency 0.5 MHz, focus 50 mm)
(55,56) (UBIS 5000, Diagnostic Medical Systems; and
DTU-one, Osteometer MediTech). These devices provide
ultrasound images in the calcaneus region, in which the
parameter compares with DEXA data. Perhaps the major
drawbacks of these ultrasound osteometers are low resolu-
tion and lack of physical interrelation with meaningful
bone strength. Although only showing the correlation
between BUA data and BMD, these devices mostly provide
qualitative information for assessment of osteoporosis, not
the true prediction for bone structural and strength proper-
ties. Therefore, QUS remains at a stage as a screening tool
(Fig. 4), because of the nonuniformity of the porous struc-
ture in the bone tissue and its associated effects in resolu-
tion (14). Research attention is focused on developing
systems to provide true images reflecting the bone’s struc-

tural and strength properties at multiple skeletal sites, i.e.,
in the hip, which can provide a true diagnostic tool (instead
of just for screening) that surpasses the radiation based
DEXA machines.

If QUS bone densitometry can be developed to provide a
‘‘true’’ bone quality parameter-based diagnostic tool (i.e.,
directly related to the bone’s structural and strength prop-
erties) and to target multiple and critical skeletal sites
(e.g., hip and distal femur), QUS would have a greater
impact on the diagnosis of bone diseases (e.g., osteoporosis)
than current available bone densitometry. Research efforts
are made in this regard (55–59). As an example, a new QUS
modality, called the scanning confocal acoustic diagnostic
system, has been developed (57–60), which is intended to
provide true images reflecting the bone’s structural and
strength properties at a particular skeletal site at a per-
ipheral limb and potentially at deep tissue like great
trachanter. The technology may further provide both den-
sity and strength assessment in the region of interests for
the risk of fracture (57–60).

Fundamental QUS Parameters in Bone Measurement

In an effort to use QUS for predicting bone quality, a
variety of approaches have been explored with many stu-
dies published in the past decade, that have examined the
utility of QUS and its potential application as a diagnostic
tool for osteoporosis. The physical mechanisms of ultra-
sound applied to bone may include several fundamental
approaches, [i.e., speed of sound (SOS) or ultrasonic wave
propagating velocity (UV), sound energy attenuation
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Table 2. Summary of Current QUS Devices for Calcaneus

Device Performance Resolution Predict Parameter Cost, $K

Sahara (Hologic) Index Nonimage Z score 20 – 25
QUS-2 (Metra Biosystem) Index Nonimage Z score 20 – 25
UBA 575 (Walker Sonix) Index Nonimage Z score 20 – 25
Achilles (GE-Lunar) Indexþ image Image, 5 mm Z score 40 – 50
UBIS 5000 (DMS) Indexþ image Image, 2 mm Z score 30 – 35
DTU-one Indexþ image Image, 2 mm Z score 25 – 30

(Osteometer)
New SCAN Imageþ index Image, 1 mm Stiffness, BMD, Z 20

Figure 4. A QUS bone densitometry test in a heel region. Repro-
duced courtesy of GE-Lunar Inc.



(ATT), BUA, and critical angle ultrasound parameters]
that closely relate to acoustic transmission in a porous
structure. Most commonly, parameters for QUS measure-
ment are BUA and SOS, which can be used to identify those
persons at risk of osteoporotic fracture as reliably as BMD
(52–54,61,62). It has been shown that both BUA and SOS
are decreased in persons with risk factors for osteoporosis,
that is, primary hyperparathyroidism (63–66), kidney dis-
ease (67), and glucocorticoid use (68,69). The proportion of
women classified into each diagnostic category was similar
for BMD and QUS. Using the World Health Organization
(WHO) criteria to classify osteoporosis for BMD measure-
ment using DEXA and QUS testing, approximately one
third of postmenopausal women aged 50þ years with
clinical risk factors were diagnosed as osteoporotic com-
pared with only 12% of women without clinical risk factors.
This suggests that the measurement of QUS with calcaneal
BUA and SOS is to some extent the same as the BMD Z-
score measurement.

Background of BUA in Trabecular Bone Measurement

BUA and SOS are currently two commonly used methods
for QUS measurements, which make it potentially possible
to predict bone density and strength. As an ultrasound
wave propagates through a medium, BUA measures the
acoustic energy that is lost in bone (unit: dB/MHz). The
slope at which attenuation increases with frequency is
generally between 0.2 and 0.6 MHz, and it characterizes
BUA. The slopes of the frequency spectrum may reflect the
density and structure of bone. Although relatively little is
known about the fundamental interactions that determine
ultrasound attenuation in bone, the potential sources con-
tributing to the attenuation include absorption, scattering,
diffraction, and refraction (70–73). Although absorption
predominates in cortical bone attenuation, the mechanism
of BUA in cancellous bone is believed to be scattering
(14,74–76). The importance of scattering has been
alluded to in the literature. Scattering is also suggested
to contribute to the nonlinear variation in BUA with
density observed in cancellous bone and a porous medium
(77–79).

Background of SOS or UV for Bone Measurement

The strength of trabecular bone is an important parameter
for bone quality. In vitro studies have correlated the ultra-
sound velocity with stiffness in trabecular bone samples
(80–82). This indicates that ultrasound has the potential to
be advantageous over the X-ray based absorptiometry in
assessing the quality of bone in addition to the quantity of
bone. The mechanism of SOS in predicting bone strength is
believed to be due to the fact that the velocity of an
ultrasound wave depends on the material properties of
the medium through which it is propagating, but it also
depends on the mode of propagation. By determining the
wave velocity through a bone, the elastic modulus of bone
specimens can be evaluated, or at least be approximated
(80,83). When ultrasound travels through a porous mate-
rial, e.g., trabecular bone, it carries information concerning
material properties, such as density, elasticity, and archi-
tecture. A relationship exists between the ultrasound velo-

city (unit: m/s) and the material elasticity E and density
r (14,80)

V ¼
ffiffiffiffiffiffiffiffiffi
E=r

p
ð6Þ

The velocity with which ultrasound passes through
normal bone is fast and varies depending on whether
the bone is cortical or trabecular. Speeds of 2800–3000
m � s�1 are typical in cortical bone, whereas speeds of 1550–
2300 m � s�1 are typical in trabecular bone.

It is demonstrated that trabecular bone strength ishighly
correlated with elastic stiffness (84). With the introduction
of QUS, several new diagnostic parameters and experimen-
tal results, both in vitro and in vivo, have shown potential for
evaluating not only bone quantity (i.e., BMD), but also bone
quality (i.e., structure and strength). Two principal vari-
ables, BUA and UV, have been confirmed to identify those
persons at risk of osteoporotic fracture as reliably as BMD
from DEXA. However, SOS and BUA are related to bone
density and strength as well as to trabecular orientation, the
proportion of trabecular bone and cortical shell, the compo-
sition of organic and inorganic components, and the con-
ductivity of the cancellous structure. Thus, QUS of
trabecular bone depends on a variety of factors that con-
tribute to the measured ultrasound parameters.

Other Bone Status Measurement Methods and Motivation
to Assess Bone Quality

Beyond bone quantity, the quality (the integrity of its
structure and strength) has become an equally or even
more important measure to understand the bone structure
and mechanical integrity. Most osteoporotic fractures
occur in cancellous bone. Therefore, noninvasive assess-
ment of trabecular bone strength and stiffness is extremely
important in predicting the quality of the bone. The
strength of the trabecular bone mostly depends on the
mechanical properties of the bone at the local and bulk
tissue level, and on its spatial distribution (i.e., the micro-
architecture). A better understanding of the factors that
influence bone strength is a key to developing improved
diagnostic techniques and more effective treatments. To
overcome the current hurdles, to improve the ‘‘quality’’ of
the noninvasive diagnostic instrumentations, and to apply
the technology for future clinical application, new clinical
modality may concentrate in several main areas: (1)
increasing the resolution, sensitivity, and accuracy in
diagnosing osteoporosis through unique methods for
improvement of signal/noise ratio; (2) directly measuring
bone’s strength as one of the primary parameters for the
risk of fracture; (3) generating real-time compatible ima-
ging to identify local region of interest; (4) validating
structural and strength properties with new modalities;
and (5) predicting local trabecular and bulk stiffness and
microstructure of bone, and generating a physical relation-
ship between measurement and bone quality. In an
attempt to achieve these goals, recent advances of emer-
ging technologies are developed primarily for animal stu-
dies at this stage. These include high resolution pQCT,
micro-MR-derived measures of structure, micro-CT-based
BMD, and combined assessment of strength using geome-
try, density, and computational simulation. These methods

BONE DENSITY MEASUREMENT 555



will further lead to a better understanding of the progres-
sive deterioration of bone in aging populations, and ulti-
mately they may provide early prediction of fracture risk
and associated musculo-skeletal complications such as
osteoporosis.
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DEFINING THE UNUNITED FRACTURE

Within hours following a fracture in bone and the rapidly
resulting hematoma, an endogenous repair process is
initiated, characterized by increased cell division in the
periosteum and endosteal stem-cell differentiation leading
to organization of the hematoma into fibrocartilaginous
callus. The latter represents the source of osteogenic poten-
tial from which ossification and subsequent bone remodel-
ing occurs. In the ideal case, with proper management,
those suffering bone fractures will normally find them-
selves fully recovered within a few months, with this time
varying according to the specific bone involved, the type of
fracture, and the age of the patient.

However, a small percentage of fractures fall outside the
norm and do not heal as readily. There are upward of 5
million fractures occurring each year in the United States
(1). Approximately 5–10% of these remain ununited after
a few months. One can identify two types of ununited
fractures, those undergoing delayed fracture healing, as
evidenced by a lack of full healing in 3–6 months, and
nonunions, where there is a lack of healing 6–12 months
after the fracture has occurred. Marsh (2) suggests that the
best measure of fracture healing in humans may be recovery
of bending stiffness (i.e., the torque measured in Newton-
meters that will bend bone by 18). He defines delayed union
as failure to reach a stiffness of of 7 N �m � deg�1 at 20 weeks
following fracture. Both the periosteum and the endosteum

are deeply involved in the process of fracture healing, and
it has been suggested (2) that delayed healing may be
the result of cessation of the periosteal response before
bridging has occurred, while nonunion may be indicative
of a breakdown of both the periosteal and the endosteal
repair mechanisms. A more general term for nonunion is
pseudarthrosis, or false joint. Worth noting is that this
problem is also infrequently found at birth (congenital
pseudarthrosis). Electric and electromagnetic treatment
is prescribed for both types of psuedarthroses, those that are
the result of ununited fractures, and those that are found at
birth. Further, because spinal fusion following back surgery
can be problematic, electromagnetic treatment is also being
used as an adjunctive procedure to promote spine fusion (3).

THE ELECTRIC CHARACTER OF BONE

Bone has a number of remarkable physical properties,
particularly its electric character. Its electrical properties
and the intimate relation of these properties to the growth
process in bone were brought to light in a series of experi-
mental discoveries, beginning in the 1950s. These revealed

1. A piezoelectric effect in bone.

2. A striking bioelectric signature specifically asso-
ciated with developing bone.

3. A characteristic signature in adult unstressed bone.

4. A characteristic bioelectric signature following bone
fracture.

Piezoelectricity is the rather unique property in which
mechanical force is transformed into electric polarization
(Fig. 1). Bone was shown to be piezoelectric by Yasuda in
the early 1950s, but the work leading to this conclusion was
not made generally available until 1957(4). Fukada and
Yasuda (5) later found that this property could be traced to
the intrinsic collagen component in bone. Since that time, a
number of observers (6–8) suggested that this mechanical
stress–electric polarization property should more properly
be referred to as a stress-generated potential (SGP), reflect-
ing the fact that what actually happens may not be the
result of the special sort of crystal or textural structure that
underlies the piezoelectric effect, but might instead result
from the well-known electrokinetic effect of streaming
potential. Streaming potentials, similar to piezoelectric
signals, are characterized by the transformation of
mechanical stress into a potential difference. However,
streaming potentials do not occur because of any intrinsic
crystal structure, but rather because fluid displacement
through porous materials or tubes results in electric charge
separation. It is generally agreed that dry bone indeed
exhibits piezoelectricity, but opinions vary on whether this
effect actually plays a role when bone is in its usual (i.e.,
wet) physiological environment. Part of the difficulty in
resolving this issue is that the piezoelectric effect is not
easily measured in wet bone. Whatever the pros and cons
concerning studies on wet bone, it is difficult to put aside
the seminal experiment by McElhaney (9). More than 600
silver epoxy electrodes were attached to cover the surface of
a dried intact human femur from autopsy, and a vertical
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mechanical load was applied to the proximal end of the
entire femur, mimicking the femur’s weight bearing func-
tion. This load produced piezoelectric potentials from each
of the electrode points, in effect mapping the piezoelectric
response of the entire bone to this load. The voltages
obtained varied widely in intensity, and included both
positive and negative signs. These results were interpreted
by Marino and Becker (10) as showing that, if one assumes
that negative potentials tend to activate osteoblasts and
positive voltages act to enhance osteoclastic function, then
the voltage map (Fig. 2) represents the locus of the new
remodeling surface for the femur: Areas of negative polar-
ity are found where the femur needs thickening and areas
of positive polarity are located where the bone must be
reduced in thickness. Thus the potential remodeling
response of the femur to the applied load is related in a
very direct way to the polarity and intensity distribution of
the piezoelectric signal. The McElhaney experiment
showed convincingly that the piezoelectric effect in bone,
in the dry state, conveys the information necessary to
provide a remodeling template for bone under mechanical
stress, in effect explaining Wolff’s law (11), the empirical
statement that bone remodeling follows the distribution of
forces applied to the bone. Nevertheless, it is conceivable
that the locus of voltages supplied by the piezoelectric effect
in bone also requires local electrokinetic potentials to
implement the remodeling process at the cellular level,
either through cellular differentiation to produce the
required osteoblasts and osteoclasts necessary for bone
remodeling, or perhaps to separate the osteoblasts and
osteoclasts by galvanotaxis (12).

Even in the absence of mechanical stress, bone exhibits
a variety of intrinsic electric signals. One such effect is
apparently part of the growth and development process.
Measuring the electric potential in the same way for the
same vertebral element from a group of cadavers covering a
wide range of ages, Athenstaedt (13) found that this voltage

was clearly connected to the age of the individual, greatest
in infancy and ultimately falling to a level voltage plateau
with maturity. The implication is that electric polarization
in bone plays a role in the growth process. Something
similar happens in long bone. One can measure voltage
differences, usually referred to as bioelectric potential
(BEP) along the length of a long bone (14) (Fig. 3). The
BEP is always a relative measurement, where, for exam-
ple, one can fix one electrode at one end (the epiphysis) and
measure the potential difference at various points along
the shaft of the bone (the diaphysis). Particular attention
has focused on the growth plate, that region between
epiphysis and diaphysis where the bone actually is ossify-
ing as it grows. The BEP measured at the growth plate
relative to the epiphysis in immature, growing, bone is
markedly negative by as much as 5 mV (15), but as growth
ceases, this potential difference becomes less pronounced.
Furthermore, it has been demonstrated by means of tetra-
cycline labeling (16) that the formation of new bone corre-
sponds closely with the BEP profile.

Bone also exhibits an intrinsic electrical character even if
it is not actively growing or under mechanical stress. For
example, a BEP profile is also found in adult bone, albeit
with a different signature. In measurements of this voltage,
it is observed that the proximal metaphysis is always
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Figure 1. Piezoelectric Effect. Here, a tensile force results in a net
electrical polarization in a material that ordinarily does not exhibit
any polarization. Note that a compressive force will also result in
electrical polarization. The source of the piezoelectric effect in bone
is collagen.
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Figure 2. Map of piezoelectric voltages in dry stressed femur.
When a 50-lb (220 N) load is impressed on dry human femur,
piezoelectric voltages appear over the entire surface. One such set,
given in millivolts (mV), is shown (9). The interpretation by Marino
and Becker (10) is that the locus of these voltages, as shown by the
dotted line for one slice through the femur, corresponds to the way
that the bone will remodel under a specific load.



negative with respect to the midshaft and distal portions of
the bone. Because the BEP is unaffected by local nerve dener-
vation or reduced blood flow, but slowly disappears following
animal death, it is believed (17) that the origin of this voltage
stems from functioning bone cells, acting in concert.

Other than this likely connection to bone cells, it is
difficult to pin down a reasonable physical explanation
for the ubiquitous potential profile associated with long
bone. Electric polarization is readily observed in specimens
of mature bone when they are even slightly heated. The
origin of this effect is still unclear, but it may reflect a
pyroelectric response having a textural origin (18), or
perhaps, as Mascarenhas has suggested (19), bone is inher-
ently an electret, a type of material, like many bioploymers,
with the interesting property of being capable of storing
electric charge. Electrets are the electrical equivalent of
magnets, and some observers have suggested that bone
exhibits ferroelectric properties. The characteristic prop-
erty seen in electrets is a slow release of charge when
heated. For example, long-term currents on the order of
100 fA can be observed (20) for bone specimens heated to
40 8C. Regardless of the cause, it is most likely the case, as
stated by Brighton (21), that: . . .in living, non-stressed
bone, areas of active growth...[are] electronegative when
compared with less active areas.

There is one more impressive electric property asso-
ciated with living bone, again reflecting this question of the
role of negative potentials. Only a few hours following bone
fracture, the bone becomes more negative relative to the
prefracture BEP (22) (Fig. 4). There is some dispute as to
whether this effect is limited to the fracture site or is
distributed more widely along the length of the bone
(14,23). This uncertainty is in all likelihood due to the fact
that there are obvious measurement problems in obtaining
a BEP profile for a fractured bone. As an injury current one
might expect a more specific and localized expression.
However, it is possible that the entire periosteum may
be affected in a bone fracture at any point along its length.
Worth noting are the experiments by Becker and Murray
(24) on fracture healing in amphibian systems indicating a

discrete electrical negativity at the fracture site, which led
him to characterize the innate ability of bone to heal itself
in higher animals as a form of regenerative healing.

Viewed in the context of its other electrical properties,
the change in voltage profile associated with bone fracture
has to be regarded as consistent with the overarching
concept that bone makes extensive use of electricity in
all of its growth, repair, loadbearing, and homeostatic
processes. Because of this, it is hardly surprising that
exogenous electric currents have been widely applied in
attempts to grow and/or repair bone.

The FDA-approved devices for electric repair of
ununited fractures fall either into invasive or noninvasive
categories. The invasive devices make use of implanted
direct current (dc) and (ac) electric signal sources, both
pulsed and continuously sinusoidal. The noninvasive types
are either purely electric (capacitive coupling or CC), or
electromagnetic, using pulsed magnetic fields (PMF or
PEMF) or ion cyclotron resonance (ICR) tuned magnetic
field combinations.

DIRECT CURRENT OSTEOGENESIS

The surgeon who first observed that bone is piezoelectric,
Iwao Yasuda, was also the first to demonstrate (25) that
electric fields applied to long bone in vivo are capable of
producing callus. He wrapped a few turns of wire around
rabbit femur, and, maintaining this point at a negative
potential, passed a small (1 mA) current to an anode located
away from the bone. It was consistently observed that after
3 weeks this current resulted in spicules of osseus callus
(called electric callus by Yasuda) (Fig. 5). Surprisingly,
these spicules were not directed along the bone itself,
but instead along the direction of the current, in some
cases actually pointing away from the bone. To the ortho-
pedic surgeon, one of the most positive signs during the
course of fracture repair is the appearance of callus. Thus
the observation by Yasuda cannot be overemphasized.
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Figure 3. The BEP Profile. Bioelectric potential profile of a rabbit
tibia (14). Voltage differences are obtained relative to the proximal
end (on the left) by means of salt bridge electrodes.
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Although the reasons why electricity is capable of forming
callus are still not clear, the implication of Yasuda’s work
was that electrical stimulation might be of assistance in
bringing ununited fractures to closure.

Most of the follow-up experiments to Yasuda’s discovery
concentrated on determining the effects of electrical sig-
nals on normal and fractured bone. A commonly used
animal experimental design was to apply an electrical
signal to one femur while using the contralateral femur
in the same animal as a control. Intrinsic to this approach
was the use of dummy electrodes, carrying no current, but
serving to affect the contralateral limb by its mere presence
in whatever way the electrodes were affecting the activated
side. It was in this manner that Bassett et al. (27) used
implanted battery packs to deliver microampere-level cur-
rents to platinum–iridium wire electrodes extending into
the medullary cavities of femora in dogs. The results
clearly indicated that more bone was formed in the inter-
medullary space in the vicinity of the cathodes than near
the anodes. Follow-up experiments (28) reinforced the
finding that bone growth appeared to be effective at the
cathode, but also that bone necrosis occurred at anodes for
currents in excess of 20 mA. In this work Friedenberg et al.
(28) found that bone growth was most pronounced for
currents between 5 and 20 mA. There is some question
concerning this optimal current in that the required levels
may be dependent on the mode of application. In rabbit
femur, circular defects� 2.8 mm in diameter were repaired
within 3 weeks when subjected to currents ranging
between 2.5 and 3 mA applied by two electrodes on either
side of the defect (29). Not only was the current lower than
that suggested by Friedenberg et al. (28), but there was no
particular advantage to either polarity. Similarly, Ham-
bury et al. (30) studying 85Sr uptake in rabbit femur
observed osteogenesis at 3 mA, again with no difference
due to polarity. In another attempt (31) to establish the
optimal current for repairing bone defects in dog, it was
reported that 0.2 mA was more effective than either 2.0 or
20 mA.

Further complicating the issue of what level of current
is required to initiate osteogenesis were a number of earlier
reports in which callus was formed using currents that
were orders of magnitude smaller than microampere

levels. Fukada and Yasuda (4) wrapped a charged Teflon
electret around bone to initiate callus, work that was later
successfully repeated in Japan (32,33). Three different
types of current application were employed in the latter
experiment: that emitted by an electret, that obtained from
the piezoelectric poly-g-methyl-L-glutamate (PMLG) film,
and a battery delivering 8–10 mA. The two current levels
for the electret and the film, respectively, were 1 and 10 pA,
levels smaller by huge factors of 10�7 and 10�6 from the
‘‘optimal’’ value of 10mA. Marino and Becker (34) raised the
issue as to whether this enormous difference in currents,
both seemingly effective, means that more than one
mechanism is involved, with the microampere (mA) results
indicative of a nonspecific osteogenic stimulus while the
picoamp (pA) currents more closely mimicing the endogen-
ous piezoelectric response.

ELECTROMAGNETIC OSTEOGENESIS

Among his other important discoveries, Michael Faraday
was the first to show that voltage is induced in a conductor
when a nearby magnetic field is changing rapidly. This
phenomenon, often referred to as Faraday’s law, can be
mathematically expressed by the following expression:

dB=dt ¼ �V=A ð1Þ

where dB/dt is the time rate of change of the magnetic field
B through a region of area A, and V is the voltage induced
by dB/dt along the path that is circumferential to A by this
rate of change. If B is varying at some frequency f, the
product fB is a good measure of the relative effectiveness of
dB/dt. When the region in question is electrically conduct-
ing, as in living tissue, one can use Ohm’s law to rewrite the
above expression in terms of the current I instead of V.
Thus if R is the resistance of the circumferential path
around A, Eq. 1 is changed to read

dB=dt ¼ �IðR=AÞ ð2Þ

In this way, one can induce a current in the vicinity of a
bone defect by employing a nearby magnetic field that is
changing rapidly—the faster the rate of change, the
greater the current. One achieves a faster change (i.e., a
larger dB/dt) by merely increasing the frequency at which
B is changing. Further, it is important to realize that the
current so induced is no different from currents that are
produced by purely electrical means (Fig. 6). Most impor-
tant, since the source of the magnetic field can be deployed
externally, Faraday’s law enables the clinician to generate
the required therapeutic currents in a completely nonin-
vasive manner.

In 1974, following 5 years of intensive effort. Bassett
and Pilla(35) reported on the successful use of the Faraday
induction concept (PMF) to repair fibular osteotomies in
beagle. Coils were placed on either side of the leg in such a
manner that the magnetic fields from the coils traversed
the defect and were additive (Fig. 7). The currents through
each coil were pulsed in two ways, at 1 pulse � s�1 and at 65
pulses � s�1. As revealed by mechanical testing of the fibula
subsequent to treatment, there was greater indication of
recovery with 65 pulses � s�1, a finding that was consistent
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with the prediction from Eq. 2 of a larger current with
higher frequency.

INVASIVE (IMPLANTED) ELECTRIC TREATMENTS

Although the use of pulsed magnetic fields provides a
means by which one avoids electrode implantation, some
surgeons still prefer the extra advantages that come with
direct observation of the pseudarthrosis defect. In addition,
there is a very lengthy literature background on delivering
dc directly to bony defects.

In late 1971, groups at New York University (NYU) and
at the University of Pennsylvania independently demon-
strated that electrical stimulation using implanted dc
devices was successful in repairing pseudoarthrosis defects
in humans. In both cases, electrodes and battery were
surgically implanted with provisions for percutaneously
monitoring the current. Otherwise, however, the methods
employed were strikingly different. The NYU group, led by
L.S. Lavine (37) used platinum wire electrodes on either
side of a congenital pseudarthrosis in the lower tibia of a
14 year old male, in effect allowing the current to pass
through the defect (Fig. 8). The polarity of the current
was such that the proximal side of the defect was negative.
This approach was the same as successfully used in this
group’s previous experiment (29) to repair defects in rabbit
femur. The current was monitored and maintained over
the 18-week treatment period at 3.9 mA.

By contrast, Friedenberg et al. (38) in treating a non-
union in the medial malleolus of a 51 year-old woman, used
a technique (Fig. 8) that had been previously been found to
be successful in producing callus in rabbit fibula (28,39). A
stainless steel cathode was located directly in the defect

and the anode, an aluminum grid, was taped to the skin. A
constant-current power source maintained the current at
10� 2 mA over the 9 week treatment period. Again, as with
the nonunion treatment employed by the NYU group, the
outcome was successful.

These differences in treatment, both leading to repair of
the nonunions, remain unresolved. The one treatment (37)
is consistent with prior animal work in which the proximal
side of bone was found to be intrinsically negative, while
the second result (38) fits those observations (24) claiming
that fractures are more negative than the rest of the bone.
These differences tend to highlight a key difficulty con-
nected to the research on the electric treatment of bone.
Apart from the essentially empirical nature of measure-
ments such as the BEP profile, there is no fundamentally
sound basis with which to explain the underlying mechan-
isms, resulting in continuing uncertainties in the clinical
techniques.

A number of investigators have attempted to shed light
on this question of mechanisms. Almost all such ‘‘explana-
tions’’ have focused on the electrically related regulation of
different factors: parathyroid hormone (PTH) (40), adeno-
sine 3’, 5’- monophosphate (cAMP) (41,42), insulin-like
growth factor II (IGF-II) (43), bone morphogenetic protein
(BMP) (44), transforming growth factor̃-beta 1 (TGF-b1)
(45), and calcium ion channel transport (46). These are
contributors, in varying degrees, to the cellular signal
transduction pathways controlling bone growth. However,
it would be truly surprising if these factors were not
involved in all types of osteogenic processes, including
electrical osteogenesis. At best, such factors must be
regarded as merely indicators of metabolic activity in bone.
At this point in time, they provide little, if any clue as to the
reason why bone is responsive to electrical stimulation.
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current density induced by a changing magnetic field B according
to Faraday’s law. The B field is produced by a current I that
energizes a coil C, whose plane is perpendicular to the page.

Cast

Figure 7. The PMF technique uses two flat coils connected in
series to generate a magnetic field (dashed line) through the bone
defect. Because the magnetic field is changing rapidly, a voltage is
induced, producing a current in the vicinity of the defect. The
process is completely noninvasive. In this sketch (36) the two
parallel coils, whose planes are perpendicular to the page, are
shown outside the cast.



Presently, there are two FDA-approved implantable
direct current devices for treating bony defects, both mar-
keted by ElectroBiology Inc. (Parsippany, NJ). These are
shown in Figs. 9 and 10. The Osteogen Bone Growth
Stimulator supplies 40 mA through mesh electrodes.
Although the cathode is located at the defect, similar to
the original placement by Friedenberg et al. (38), the
current is far in excess of what was thought to lead to
bone necrosis (28). Apparently, the nature of the electrodes
used by Friedenberg et al. (28) may have played a role in
this discrepancy. The second implantable dc device is the
SpF Spinal Fusion Stimulator, prescribed for spinal fusion.
The positive and negative leads, in this case carrying 60
mA, are located on either side of the repair site.

NONINVASIVE ELECTRIC TREATMENT: (CC)

One method for applying an electric current to a defect in
bone in a noninvasive manner is by means of capacitive
coupling (CC). The background for this technique were

experiments (47,48) in which 60 kHz sinusoidal voltages
were capacitively transferred to bone cell cultures result-
ing in an electric field within the culture medium of
20 mV � cm�1 and a current density of 300 mA � cm�2. The
first clinical use of this was to treat nonunions (49)
(Fig. 11). An overall efficacy of 77% was achieved in a
group of 22 cases with a mean time to healing of 23 weeks.
The FDA-approved version of this technique is marketed
by EBI (Fig. 12) As in the earlier studies on cell culture, the
pictured device makes use of a 60 kHz alternating electric
field that is applied to the skin on either side of the defect
using disk electrodes and conducting gel. The current
density within the tissue is considerably less than the
levels used in cell culture, only � 7 mA � cm�2. The term
capacitive may not be warranted for the devices pictured in
Figs. 11 and 12. Unlike the lack of ohmic coupling in the
earlier, in vitro studies, there is a much larger ohmic
contribution to the overall impedance when disk electrodes
are used. A better description for this device category might
be ac (i.e., simply alternating current) instead of CC.
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Figure 8. Two ways of using mA-level dc currents to
repair defects in bone. In one case, the electrodes are
applied so as to bridge the defect. In the other case,
the cathode is placed directly into the defect. Both
approaches have been successful (37,38) in treating
human nonunions.

Figure 9. Implantable device for bone growth stimulation. EBI (Electro-Biology, Inc.)



A wide range of parameters have been used in studying
the clinical and experimental aspects of the CC signal, with
various voltages applied to the skin between 1 and 10 V, and
frequencies between 20 and 200 kHz. The electric field
strengths generated within tissue has ranged from 1 to 100
mV � cm�1 and the current densities from 0.5 to 50 mA � cm�2.

NONINVASIVE ELECTROMAGNETIC DEVICES: (PMF)

The successful use of PMF (also called PEMF) by Bassett
et al. (35) to repair bone defects in animals noninvasively

led to a number of different devices aimed at applying
pulsed magnetic fields. One such early design, successfully
applied to the treatment of a tibial nonunion (50,51), made
use of an iron-cored electromagnet driven by a square pulse
with a repetition rate of 1 pps. However, this design
suffered because the large inductive reactance of the iron
core acted as a constraint on the repetition rate of the coil
current pulses.

With this constraint in mind, Bassett’s group succeeded
in designing (52) a low inductance air-coil system that
could be pulsed at higher frequencies to repair recalcitrant
pseudarthroses and nonunions in humans (Figs. 13–16).
The success rate that was reported (85%) was greatly in
excess of the salvage rate usually obtained by orthopedists
using conventional, nonelectrical procedures. However,
later (55), reviewing PMF treatments for a wider, all-
inclusive group of pseudarthrosis cases, including those
with the worst prognosis, Bassett lowered the success rate
downward, to 54%.

The pulsed magnetic field that was originally used by
Bassett was (and still is) based on the saw-tooth signal
common to the fly-back refresher circuit in television
receivers. A saw-tooth voltage (Fig. 17) is applied to a pair
of many turn coils, creating a current in both coils that
generates a single magnetic field. The planes of the coils
are roughly parallel, and deployed on opposite sides of the
defect (see Fig. 7), creating a commonly directed magnetic
field through the defect. The sawtooth signal applied to the
coils results in a rapidly changing magnetic field,� 10 tesla
per second (T � s�1), maximized at those times when the
voltage applied to the coils is falling sharply. Faraday’s law
results in the induced voltage shown in Fig. 18. The net
induced signal that appears in the vicinity of the defect
consists of bursts of 21 pulses, each individual pulse 260 ms
in duration, with the bursts repeating at 15 Hz. The
magnetic field that actually appears in the area of the
defect rises, with each pulse, to � 10 G (1 mT), before
dropping precipitously in � 25 ms. It is this rapid change
in B that contributes the most to the induction of current
(see Eq. 2). For example, if a sine wave signal of 10 G at 60
Hz were applied to the same region instead of this pulse,
the maximum current would be 600 times smaller.
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Figure 10. Implantable device for adjunctive treatment of spinal
repair (EBI)

60 kHz
ac

Cast

Figure 11. Capacitive Coupling. Electrodes are attached on eit-
her side of the bony defect external to skin (here, external to cast)
supplying a 60 kHz sinusoidal signal.

Figure 12. Mode of action of EBI capacitive coupling spinal fusion
stimulator (EBI).



The various PMF clinical and experimental signal repe-
tition rates that have been attempted vary between 1 and
100 Hz, with the maximum magnetic field intensity at the
defect site ranging from 0.1 to 30 G, and the induced
electric field at the site ranging between 0.01 and 10
mV � cm�1.

NONINVASIVE ELECTROMAGNETIC DEVICES (ICR)

Magnetic fields are also used in bone repair in ways that
have nothing to do with Faraday induction. It was shown in
1985 (56) that the results embodied in the so-called calcium
efflux effect (57,58) were in close agreement with predic-
tions based on the resonance characteristics of certain
biological ions subject to the Lorentz force. Specifically,
the shape of the nonlinear frequency dependence of

calcium binding to chick brain tissue was what might be
expected for a particle with the charge-to-mass ratio of the
potassium ion moving in combined parallel sinusoidal and
dc magnetic fields whose ac frequency and dc intensity
corresponded to the ICR condition for Kþ. This observation
also explained earlier work (59,60) in cell culture demon-
strating that weak low frequency magnetic fields enhance
DNA synthesis in a manner that is clearly not related to
Faraday induction, since the additional DNA synthesis
does not scale with either frequency or intensity. Ion
cyclotron resonance is a magnetic effect that is fundamen-
tally different from Faraday’s law as expressed in Eq. 1.
More specifically, as regards possible effects of magnetic
fields on bone, it entails a totally different phenomenon
than the induction of current in bone using pulsed mag-
netic fields.

Unlike previous attempts to arrive at the electromag-
netic conditions required for electrical osteogenesis, exact
predictions are possible using the ICR effect. One can focus
on a specific ion and adjust the intensity of the dc magnetic
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Figure 13. Treatment of ununited scaphoid
fracture with PMF (53).

Figure 14. Treatment of congenital pseudarthrosis of the tibia
with PMF (54). Figure 15. PMF Bone healing system (EBI).



field and the frequency of the ac magnetic field to ‘‘tune’’ to
this ion. This is because a resonant condition occurs when
the ratio of the frequency of the ac field to the intensity
of the dc field is equal to the charge-to-mass ratio of the ion.
The simple expression governing this resonance is

v=B ¼ q=m ð3Þ

where v is the (angular) frequency of the ac field, in
rad � s�1, B is the intensity of the dc magnetic field, in
Tesla, and, q/m is the mass-to-charge ratio of the ion.
For practical applications, the angular frequency v is
replaced by its equivalent, 2pf, where f is the frequency
in hertz (Hz). The underlying interaction mechanism for
this effect in living tissue is still in question (61), but the
most reasonable explanation is that ions in resonance are

more likely to stimulate the gating mechanism for ion
channel transport.

A great deal of work has been done in examining the
effects on biological expression when tuning to Ca2þ, Mg2þ,
and Kþ, not only in bone cell culture (Fig. 19) (62), but also
in neural cell culture, in animal behavior, and in plants
(61). It is generally agreed that ICR tuning to these ions
can have striking effects on growth. One such example (63)
is shown in Fig. 20 illustrating the relative effects on
explanted embryonic chick femora cultured under Ca2þ

and under Kþ ICR magnetic field conditions.
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Figure 16. PMF device in place on patient (EBI).
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Figure 17. Sawtooth voltage applied to PMF coil.

5 ms

66 ms (15 Hz)

V
13.5 mV

Time (s)

Figure 18. Voltage induced in tissue by PMF.
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Figure 19. Frequency response of insulin-like growth factor in
bone cell culture under combined ac and dc magnetic field exposure
62. The dc field was maintained at 20 mT for each of the points
shown. There is a clear peak at 15.3 Hz, corresponding to the
predicted ICR condition for Ca2þ resonance in Table 1.



Diebert et al. (64) examined the efficacy of ICR in
repairing defects in rabbit fibula, basically reusing the
animal model that had been previously employed to study
electrical osteogenesis (29), but applying an ICR magnetic
field combination instead of a dc current. It was found that
the 28-day ICR treatment yielded results equivalent to or
better than those employing direct current and pulsed
magnetic fields. For animals exposed to Ca2þ resonance
magnetic fields for as little as 30 min �day�1, there was an
average increase in stiffness of 175% over controls, rising to
nearly 300% when the exposures were maintained for 24 h.
Somewhat smaller increases in stiffness were also
observed for exposures tuned to the Mg2þ charge-to-mass
ratio.

Another aspect of the ICR effect is that one can also use
harmonics, that is, multiples of the frequency condition
given in Eq. 3. For theoretical reasons (65) only odd har-
monics are allowed. Thus, the most general expression for
cyclotron resonance frequencies is

fn ¼ ð2nþ 1Þð1=2pÞðqB=mÞ n ¼ 0; 1; 2; 3; . . . ð4Þ

Table 1 lists the frequency/field ratios (fn/B) for the three
ions, Mg2þ, Ca2þ, and Kþ for the first three harmonics from
Eq. 4. Note that some of these ratios are numerically close
to one another. The 5th harmonic of Ca2þ is slightly > 1%
greater than the 3rd harmonic for Mg2þ (3.83 vs. 3.79). This
observation led S.D. Smith to suggest that using a fre-
quency/field ratio of 3.8 might be particularly effective in
bone where growth is indicated for both Ca2þ and Mg2þ

stimulation (66). This ratio is the basis for a number of bone
stimulation devices manufactured by the djOrthopedics

Corporation for treating pseudarthroses and enhancing
spinal fusion (Figs. 21,22). The time variation of the
magnetic field generated by these devices is shown in
Fig. 23. Because the ac and dc magnetic field directions
must be maintained parallel to ensure the resonance con-
dition, these clinical devices achieve the frequency/field
ratio by fixing the frequency of the applied sinusoidal
magnetic field at 76.9 Hz, while using a second coil to
continuously adjust for changes in the parallel component
of the local dc magnetic field, to maintain this dc level at
20 mT.

Some observers incorrectly use the term combined mag-
netic field (CMF), to characterize this clinical technique. It
is important to understand that the fields that are com-
bined are highly specific, following the rules expressed in
Eq. 4. In addition, it is possible to achieve the same con-
ditions in tissue with a single magnetic field, using a
prepared current derived from an arbitrary waveform
generator. For these reasons, the term ICR should be used
for all clinical and research techniques that are otherwise
termed CMF.
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Figure 20. Effect of ICR magnetic exposures on chick embryonic
growth (63). The topmost femur, the shortest, was grown under Kþ

ICR tuning, while the bottom femur was grown under Ca2þ ICR
magnetic field conditions. The middle femur was not exposed to
any ICR field.

Table 1.

Ion
Fundamental

f0/B, Hz �mT
3rd Harmonic

f1/B, Hz �mT
5th Harmonic

f2/B, Hz �mT

Mg2þ 1.26 3.79 6.31
Ca2þ 0.77 2.30 3.83
Kþ 0.39 1.18 1.97

Figure 21. ICR bone repair device for treating nonunions.
(djOrthopedics Corp.)

Figure 22. ICR device for adjunctive use in spinal fusion.
(djOrthopedics Corp.)



It is also sometimes incorrectly reported that ICR is an
inductive procedure. However, the inductive current gen-
erated in the ICR device is negligible, approximately a factor
of 10�5 smaller than the currents induced by PMF devices.
While clearly noninductive, the actual ICR interaction
mechanism is still in question (45). It is most likely coupled
to events occurring at membrane bound ion channels (40), as
evidenced that the calcium channel blocker nifedipene pre-
vents the ICR response (67). It has been suggested, in this
regard, that the channel gating process may be sensitive to
the resonance tuning of specific ions (45).

SUMMARIZING EFFICACIES FOR THE VARIOUS
TREATMENT

The three types of noninvasive treatments for bone defects,
PMF, ICR, and CC, have each been subjected to rando-
mized, double-blind trials and are shown to be efficacious,
with an overall success rate of between 50 and 70%. One
reason for this variation is undoubtedly the inclusion, or
lack therein, of patients with defects that are intrinsically
more difficult to repair. As the gap in a pseudarthrosis
extends to widths > 5 mm, the likelihood of successful
treatment diminishes. For this reason, some clinicians
choose to exclude patients with radiographic gaps > 5
mm from electrical treatment (21,68).

More than 20 years after Bassett’s original use (52) of
pulsed magnetic fields to repair nonunions, a definitive
work on using PMF to treat delayed unions was published
by Sharrard (69). A total of 45 fractures of the tibia were
examined in a double-blind multicenter trial, with active
PMF stimulation in 20 patients and dummy control units
in 25 patients for 12 weeks at 12 h/day. The results, 9

unions in the active group compared to only 3 in the control
group, were ‘‘very significantly in favour of the active group
(p¼ 0.002)’’. This effectiveness of PMF stimulation was
confirmed for the case of tibial osteomoties in still another
randomized, double blind study (70). Similarly, the suc-
cessful use of CC and ICR, respectively, in treating non-
unions, was reported by Scott and King (71) and by Longo
(72). Recently, there has been increasing interest in the use
of these electromagnetic techniques as an adjunctive to
spine fusion. Again, as with the treatment of pseudar-
throses, randomized, double-blind trials carried out for
the PMF (73), CC (74) and ICR (75) techniques, have
indicated that each is also efficacious in the adjunctive
treatment of spine fusion.

GENERAL REMARKS

A summary of the electrical and electromagnetic treatments
for nonunions and spinal fusion is given in Table 2. It is
difficult to make simple comparisons based solely on the
relative electrical characteristics, since each modality is
based on different types of specifications, including current,
current density, time rate of change of magnetic field,
frequency, and magnetic intensity. As mentioned above,
the levels of current that have been used to achieve osteo-
genesis extends over a range that has many orders of
magnitude, a fact that seems to preclude any mechanism
that is simply connected to current alone. It is highly likely
that the larger of these successful current levels achieve
osteogenesis, as Becker has suggested, by acting as an
irritant, and that the smaller levels are perhaps related
to the sorts of currents that might occur naturally, perhaps
as the result of stress-generated potentials. One measure of
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Figure 23. Comparing ICR signal
to PMF signal. In the one case, there
is a 20 mT peak sinusoidal magnetic
field, and in the other a very short
magnetic pulse�100 times larger in
intensity (Orthologic Corporation).
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Table 2. Summary of Electrical and Electromagnetic Treatments for Nonunions and Spinal Fusion

Modality Designation Characteristics Daily Treatment

Invasive dc electric dc 1 pA–60 mA 24 h
Noninvasive ac electric CC 60 kHz, 7mA � cm�2 24 h

Pulsed magnetic field PMF, PEMF dB/dt¼100 T � s�1 Repetition rate¼15 Hz 3 h

Sinusoidal magnetic field ICR, CMF 77 Hz ac frequency 20 mT dc Field 30 min



this potential dichotomy is the remarkable fact that both
ICR and PMF techniques are equally successful in treating
nonunions, despite the fact that the induced currents differ
by a factor of 105.

There is undoubtedly room for improvement in the efficacy
of the various electromagnetic treatments to repair bony
nonunion. Note that both treatments, PMF and ICR, were
each adopted for clinical use on the basis of the original
designs, with no subsequent studies before or after FDA
approval that might have been initiated to search for wave-
forms and signals that conceivably could be used to optimize
treatment. Thus for pulsed magnetic fields, it remains to be
seen what roles are played by variables such as pulse width,
rise time, repetition rate, and so on, and whether marked
improvements in efficacy would follow optimization of these
key variables. At least one report (76) claims that peak
magnetic fields 100 times smaller than used in the EBI
PMF device are just as effective in treating nonunions.
Similarly, positive results were obtained in treating tibial
osteotomies in rabbit with very different pulse characteristics
from that of the EBI clinical device (77). Not only was the
magnetic pulse reduced by a factor of 15, but the pulse
repetition rate was reduced by a factor of 10, and the fre-
quency components in excess of 20 kHz were filtered from the
signal. This lack of optimization is equally true for the
djOrthopedics ICR therapeutic signal, based on an approx-
imate simultaneous stimulation of Ca2þ and Mg2þions as
well as a very specific ratio of ac to dc magnetic intensities.
The ICR device presently approved by the FDA sets this ratio
at unity, despite the fact that a number of investigators (78–
80) suggested that this ratio may have important conse-
quences for the efficacy of the resonance interaction.

Furthermore, it has been suggested (31,81) that the
fundamental reason why some electrical treatments of
pseudarthroses are successful may have little to do with
the nature of the electrical signal itself, but rather that the
initiation of callus formation is known to be tied to local
irritants, such as occurs with mechanical, thermal, or
chemical sources. It is not inconceivable that the efficacy
of treatments such as PMF may result from its role as an
irritant. There is evidence (82,83) indicating an increased
expression of heat shock proteins in response to low level
electromagnetic fields. This type of genetic expression can
result from a wide range of stress factors.

The fact that electrical osteogenesis occurs naturally, in
growth, homeostasis, and repair and, further, that it can be
brought about by exogenous application, begs the question
as to whether the present 50–70% repair rate might be
substantially improved with further research into the
actual underlying mechanism.
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INTRODUCTION

High grade gliomas, and specifically glioblastoma multi-
forme (GBM), are still extremely resistant to all current
forms of therapy, including surgery, chemotherapy, radio-
therapy, immunotherapy, and gene therapy after decades of
intensive research (1–5). Despite aggressive treatment
using combinations of therapeutic modalities, the 5 year
survival rate of patients diagnosed with GBM in the United
States is less than a few percent (6,7). By the time they have
had surgical resection of their tumors, malignant cells have
infiltrated beyond the margins of resection and have spread
into both gray and white matter (8,9). As a result, high grade
supratentorial gliomas must be regarded as a whole brain
disease (10). Glioma cells and their neoplastic precursors
have biochemical properties that allow them to invade the
unique extracellular environment of the brain (11,12) and
biologic properties that allow them to evade a tumor asso-
ciated host immune response (13). Chemo- and radiother-
apy’s inability to cure patients with high grade gliomas is
due to their failure to eradicate microinvasive tumor cells
within the brain. The challenge facing us is how to develop
molecular strategies that can selectively target malignant
cells with little or no effect on normal cells and tissues
adjacent to the tumor. However, recent molecular genetic
studies of glioma suggest that it may be much more com-
plicated than this (14).

In theory, boron neutron capture therapy (BNCT) pro-
vides a way to selectively destroy malignant cells and spare
normal cells. It is based on the nuclear capture and fission
reactions that occur when boron-10, which is a nonradioac-
tive constituent of natural elemental boron, is irradiated
with low energy thermal neutrons to yield high linear
energy-transfer (LET) alpha particles (4He) and recoiling
lithium-7 (7Li) nuclei, as shown below.

4He + 7Li + 2.79 MeV (6%)

10B + nth (0.025 eV) → [11B]

4He + 7Li + 2.31 MeV (94%)

↓

7Li + γ + 0.48 MeV

In order for BNCT to be successful, a sufficient amount of
10B must be selectively delivered to the tumor (�20mg�g�1

weight or �109 atoms/cell), and enough thermal neutrons
must be absorbed by them to sustain a lethal 10B(n, a) 7Li
capture reaction. Since the high LET particles have limited
boron pathlengths in tissue (5–9mm), the destructive effects
of these high energy particles is limited to cells containing
boron. Clinical interest in BNCT has focused primarily on
the treatment of high grade gliomas (15), and either cuta-
neous primaries (16) or cerebral metastases of melanoma
(17), and most recently head and neck and liver cancer.
Since BNCT is a biologically rather than physically targeted
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type of radiation treatment, the potential exists to destroy
tumor cells dispersed in the normal tissue parenchyma, if
sufficient amounts of 10B and thermal neutrons are deliv-
ered to the target volume. This article covers radiobiological
considerations upon which BNCT is based, boron agents and
optimization of their delivery, neutron sources, which at this
time are exclusively nuclear reactors, past and ongoing
clinical studies, and critical issues that must be addressed
if BNCT is to be successful. Readers interested in more
in-depth coverage of these and other topics related to BNCT
are referred to several recent reviews and monographs
(15,18–20).

RADIOBIOLOGICAL CONSIDERATIONS

Types of Radiation Delivered

The radiation doses delivered to tumor and normal tissues
during BNCT are due to energy deposition from three types
of directly ionizing radiation that differ in their LET char-
acteristics: (1) low LET g rays, resulting primarily from the
capture of thermal neutrons by normal tissue hydrogen
atoms [1H(n,g)2H]; (2) high LET protons, produced by the
scattering of fast neutrons and from the capture of thermal
neutrons by nitrogen atoms [10N(n,p)14C]; and (3) high
LET, heavier charged alpha particles (stripped down
4He nuclei) and lithium-7 ions, released as products of
the thermal neutron capture and fission reactions with
10B [10B(n,a)7Li]. The greater density of ionizations along
tracks of high LET particles results in an increased biolo-
gical effect compared to the same physical dose of low LET
radiation. Usually, this is referred to as relative biological
effectiveness (RBE), which is the ratio of the absorbed dose
of a reference source of radiation (e.g., X rays) to that of the
test radiation that produces the same biological effect.
Since both tumor and surrounding normal tissues are
present in the radiation field, even with an ideal epither-
mal neutron beam, there will be an unavoidable, nonspe-
cific background dose, consisting of both high and low
LET radiation. However, a higher concentration of 10B
in the tumor will result in it receiving a higher total dose
than that of adjacent normal tissues, which is the basis for
the therapeutic gain in BNCT (21). As recently reviewed by
one of us (18), the total radiation dose delivered to any
tissue can be expressed in photon-equivalent units as the
sum of each of the high LET dose components multiplied
by weighting factors, which depend on the increased radio-
biological effectiveness of each of these components.

Biological Effectiveness Factors

The dependence of the biological effect on the microdistri-
bution of 10B requires the use of a more appropriate term
than RBE to define the biological effects of the 10B(n,a)7Li
reaction. Measured biological effectiveness factors for the
components of the dose from this reaction have been
termed compound biological effectiveness (CBE) factors
and are drug dependent (21–23). The mode and route of
drug administration, the boron distribution within the
tumor, normal tissues, and even more specifically within
cells, and even the size of the nucleus within the target cell

population all can influence the experimental determina-
tion of the CBE factor. Therefore, CBE factors are funda-
mentally different from the classically defined RBE, which
primarily is dependent on the quality (i.e., LET) of the
radiation administered. The CBE factors are strongly
influenced by the distribution of the specific boron delivery
agent, and can differ substantially, although they all
describe the combined effects of alpha particles and 7Li
ions. The CBE factors for the boron component of the dose
are specific for both the boron-10 delivery agent and the
tissue. A weighted gray (Gy) unit [Gy(w)] has been used to
express the summation of all BNCT dose components and
indicates that the appropriate RBE and CBE factors have
been applied to the high LET dose components. However,
for clinical BNCT the overall calculation of photon-
equivalent [Gy(w)] doses requires a number of assumptions
about RBEs, CBE factors, and the boron concentrations in
various tissues that have been based on the currently
available human or experimental data (24,25).

Clinical Dosimetry

The following biological weighting factors, summarized in
Table 1, have been used in all of the recent clinical trials in
patients with high grade glioma, using BPA in combination
with an epithermal neutron beam. The 10B(n,a)7Li compo-
nent of the radiation dose to the scalp has been based on
the measured boron concentration in the blood at the
time of BNCT, assuming a blood:scalp boron concen-
tration ratio of 1.5:1 (26,27,29) and a CBE factor for
BPA in skin of 2.5 (29). An RBE of 3.2 has been used
in all tissues for the high LET components of the beam:
protons resulting from the capture reaction with nitrogen,
and recoil protons resulting from the collision of fast
neutrons with hydrogen (26,27,30). It must be empha-
sized that the tissue distribution of the boron delivery
agent in humans should be similar to that in the experi-
mental animal model in order to use the experimentally
derived values for estimation of Gy(w) doses in clinical
radiations.

Dose calculations become much more complicated when
combinations of agents are used. At its simplest, this could
be the two low molecular weight drugs boronophenylala-
nine (BPA) and sodium borocaptate (BSH). These have
been shown to be highly effective when used in combination
to treat F98 glioma bearing rats (31,32), and currently are
being used in combination in a clinical study in Japan (33).
Since it currently is impossible to know the true
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Table 1. Assumptions Used in the Clinical Trials of BPA
Based BNCT for Calculation of the 10B(n,a)7Li Component
of the Gy(w) Dose in Various Tissue

Tissue Boron Concentrationa CBE Factor

Blood measured directly
Brain 1.0  blood (26,27) 1.3 (23)
Scalp–skin 1.5  blood (26–28) 2.5 (29)
Tumor 3.5  blood (28) 3.8 (21)

a
An RBE of 3.2 is used for the high LET component of the beam dose: protons

from the 14N(n,n)14C reaction, and the recoil protons from fast neutron

collisions with hydrogen. Literature references are given in parentheses.



biodistribution of each drug, dosimetric calculations in
experimental animals have been based on independent
boron determinations in other tumor bearing animals that
have received the same doses of drugs but not BNCT. More
recently, the radiation delivered has been expressed as a
physical dose rather than using CBE factors to calculate an
RBE equivalent dose (34). The calculations are further
complicated if low and high molecular weight delivery
agents are used in combination with one another. Tumor
radiation dose calculations, therefore, are based on multi-
ple assumptions regarding boron biodistribution, which
may vary from patient to patient, as well as within differ-
ent regions of the tumor and among tumor cells. However,
normal brain boron concentrations are much more predict-
able and uniform, and therefore, it has been shown to be
both safe and reliable to base dose calculations on normal
brain tolerance.

BORON DELIVERY AGENTS

General Requirements

The development of boron delivery agents for BNCT began
�50 years ago and is an ongoing and difficult task of the
highest priority. The most important requirements for a
successful boron delivery agent are (1) low systemic toxi-
city and normal tissue uptake with high tumor uptake and
concomitantly high tumor/brain (T/Br) and tumor/blood (T/
Bl) concentration ratios (>3-4:1); (2) tumor concentrations
in the range of �20mg 10B�g�1 tumor; (3) rapid clearance
from blood and normal tissues and persistence in tumor
during BNCT. However, at this time no single boron deliv-
ery agent fulfills all of these criteria. With the development
of new chemical synthetic techniques and increased knowl-
edge of the biological and biochemical requirements needed
for an effective agent and their modes of delivery, a number
of promising new boron agents has emerged (see examples
in Fig. 1). The major challenge in their development has
been the requirement for selective tumor targeting in order
to achieve boron concentrations sufficient to deliver ther-
apeutic doses of radiation to the tumor with minimal
normal tissue toxicity. The selective destruction of GBM
cells in the presence of normal cells represents an even
greater challenge compared to malignancies at other ana-
tomic sites, since high grade gliomas are highly infiltrative
of normal brain, histologically complex, and heterogeneous
in their cellular composition.

First- and Second-Generation Boron Delivery Agents

The clinical trials of BNCT in the 1950s and early 1960s
used boric acid and some of its derivatives as delivery
agents, but these simple chemical compounds were non-
selective, had poor tumor retention, and attained low T/Br
ratios (35,36). In the 1960s, two other boron compounds
emerged from investigations of hundreds of low molecular
weight boron-containing chemicals, one, (L)-4-dihydroxy-
borylphenylalanine, referred to as BPA (compound 1) was
based on arylboronic acids (37), and the other was based on
a newly discovered polyhedral borane anion, sodium mer-
captoundecahydro-closo-dodecaborate (38), referred to as

BSH (compound 2). These ‘‘second’’ generation compounds
had low toxicity, persisted longer in animal tumors com-
pared with related molecules, and their T/Br and T/Bl
boron ratios were > 1. As described later in this article,
10B enriched BPA, complexed with fructose to improve its
water solubility, and BSH have been used clinically in
Japan, the United States, and Europe. Although these
drugs are not ideal, their safety following intravenous
(i.v.) administration has been established. Over the past
20 years, several other classes of boron-containing com-
pounds have been designed and synthesized in order to
fulfill the requirements indicated at the beginning of this
section. Detailed reviews of the state-of-the-art in compound
development for BNCT have been published (39–42), and in
this overview, only the main classes of compounds are
summarized with an emphasis on recently published work
in the area. The general biochemical requirements for an
effective boron delivery agent are also discussed.

Third Generation Boron Delivery Agents

So-called ‘‘third’’ generation compounds mainly consist of a
stable boron group or cluster attached via a hydrolytically
stable linkage to a tumor-targeting moiety, such as low
molecular weight biomolecules or monoclonal antibodies
(MoAbs). For example, the targeting of the epidermal
growth factor receptor (EGFR) and its mutant isoform
EGFRvIII, which are overexpressed in gliomas and squa-
mous cell carcinomas of the head and neck, also has been one
such approach (43). Usually, these low molecular weight
biomolecules have been shown to have selective targeting
properties and many are at various stages of development
for cancer chemotherapy, photodynamic therapy (PDT) or
antiviral therapy. The tumor cell nucleus and DNA are
especially attractive targets since the amount of boron
required to produce a lethal effect may be substantially
reduced, if it is localized within or near the nucleus (44).
Other potential subcellular targets are mitochondria, lyso-
somes, endoplasmic reticulum, and the Golgi apparatus.
Water solubility is an important factor for a boron agent
that is to be administered systemically, while lipophilicity is
necessary for it to cross the blood–brain barrier (BBB) and
diffuse within the brain and the tumor. Therefore, amphi-
philic compounds possessing a suitable balance between
hydrophilicity and lipophilicity have been of primary inter-
est since they should provide the most favorable differential
boron concentrations between tumor and normal brain,
thereby enhancing tumor specificity. However, for low mole-
cular weight molecules that target specific biological trans-
port systems and/or are incorporated into a delivery vehicle
(e.g., liposomes) the amphiphilic character is not as crucial.
The molecular weight of the boron-containing delivery agent
also is an important factor, since it determines the rate of
diffusion both within the brain and the tumor.

LOW MOLECULAR WEIGHT AGENTS

Boron-Containing Amino Acids and Polyhedral Boranes

Recognizing that BPA and BSH are not ideal boron deliv-
ery agents, considerable effort has been directed toward
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the design and synthesis of third generation, boron-
containing amino acids and functionalized polyhedral bor-
ane clusters. Examples include various derivatives of BPA
and other boron-containing amino acids (e.g., glycine, ala-
nine, aspartic acid, tyrosine, cysteine, methionine), as well
as non-naturally occurring amino acids (45–50). The most
recently reported delivery agents contain one or more
boron clusters and concomitantly larger amounts of boron
by weight compared with BPA. The advantages of such
compounds are that they potentially can deliver higher
concentrations of boron to tumors without increased
toxicity. The polyhedral borane dianions, closo-B10H10

2�

and closo-B12H12
2� and the icosahedral carboranes closo-

C2B10H12 and nido-C2B9H12
�, have been the most attractive

boron clusters for linkage to targeting moieties, due to their
relatively easy incorporation into organic molecules, high
boron content, chemical and hydrolytic stability, hydro-
phobic character and, in most cases, their negative charge.

The simple sodium salt of closo-B10H10
2� (GB-10, compound

3) has been shown to have tumor-targeting ability and
low systemic toxicity in animal models (42) and has been
considered as a candidate for clinical evaluation (51). Other
polyhedral borane anions with high boron content include
derivatives of B20H18

2�, although these compounds have
shown little tumor specificity, and therefore may be better
candidates for encapsulation into either targeted or non-
targeted liposomes (52,53) and folate receptor targeting,
boron containing polyamidoamino (PAMAM) dendrimers
(54) and liposomes (55). Boron-containing dipeptides also
have shown low toxicity and good tumor-localizing proper-
ties (56,57).

Biochemical Precursors and DNA Binding Agents

Several boron-containing analogs of the biochemical pre-
cursors of nucleic acids, including purines, pyrimidines,
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Figure 1. Some low molecular we-
ight BNCT agents under investiga-
tion. Compound 1 (BPA) and
compound 2 (BSH) are currently in
clinical use in the United States,
Japan, and Europe. Compound 3
(GB-10) has shown promise in ani-
mal models, as have the nucleoside
derivatives D-CDU (compound 4)
and N5-2OH (compound 5). Com-
pound 6, a trimethoxyindole deriva-
tive, has shown promise in vitro and
compound 7, a porphyrin derivative,
was shown to be tumor selective.
The maltose derivative 8 has shown
low cytotoxicity and tumor cell up-
take in vitro, the biphosphonate 9
has tumor targeting ability and the
dequalinium derivative DEQ-B
(compound 10) has shown promise
in in vitro studies.
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nucleosides, and nucleotides, have been synthesized and
evaluated in cellular and animal studies (58–62). Some of
these compounds [e.g., b-5-o-carboranyl-2’-deoxyuridine
(D-CDU, compound 4] and the 3-(dihydroxypropyl-
carboranyl-pentyl)thymidine derivative N5-2OH (com-
pound 5), have shown low toxicities, selective tumor cell
uptake, and significant rates of phosphorylation into the
corresponding nucleotides (63–65). Intracellular nucleo-
tide formation potentially can lead to enhanced
tumor uptake and retention of these types of compounds
(64,65).

Another class of low molecular weight delivery agents
are boron-containing DNA binding molecules (e.g., alky-
lating agents, intercalators, groove binders, and polya-
mines). Some examples are derivatives of aziridines,
acridines, phenanthridines (compound 6), trimethoxyin-
doles, carboranylpolyamines, Pt(II)–amine complexes,
di- and tribenzimidazoles (66–69). A limitation of
boron-containing polyamines is their frequently
observed in vitro and in vivo toxicity, although promising
derivatives with low cytotoxicity have been synthesized
(70–73). Other nuclear-targeting molecules are nido-car-
boranyl oligomeric phosphate diesters (OPDs). Despite
their multiple negative charges, OPDs have been shown
to target the nuclei of TC7 cells following microinjection
(74), suggesting that the combination of OPDs with a
cell-targeting molecule capable of crossing the plasma
membrane could provide both selectivity and nuclear
binding. Such a conjugate has been designed and synthe-
sized (75), although its biological evaluation has yet to be
reported.

Boron-Containing Porphyrins and Related Structures

Several boron-containing fluorescent dyes, including por-
phyrin, tetrabenzoporphyrin, and phthalocyanine deriva-
tives have been synthesized and evaluated (76–79). These
have the advantage of being easily detected and quantified
by fluorescence microscopy, and have the potential for
interacting with DNA due to their planar aromatic struc-
tures. Among these macrocycles, boron-containing por-
phyrins (e.g., compound 7: H2DCP) have attracted
special attention due to their low systemic toxicity com-
pared with other dyes, easy synthesis with high boron
content, and their remarkable stability (79–82). Porphyrin
derivatives have been synthesized that contain up to 44%
boron by weight using closo- or nido-carborane clusters
linked to the porphyrin macrocycle via ester, amide, ether,
methylene, or aromatic linkages (76–85). The nature of
these linkages is believed to influence their stability and
systemic toxicity. Therefore, with these and other boron
delivery agents, chemically stable carbon–carbon linkages
have been preferred over ester and amide linkages that
potentially can be cleaved in vivo. Boron-containing por-
phyrins have excellent tumor-localizing properties (76–82)
and have been proposed for dual application as boron
delivery agents and photosensitizers for PDT of brain
tumors (85–91). Our own preliminary data with H2TCP
(tetra[nido-carboranylphenyl]porphyrin), administered
intracerebrally by means of convection enhanced delivery

(CED) to F98 glioma bearing rats, showed tumor boron
concentrations of 150mg�g�1 tumor with concomitantly low
normal brain and blood concentrations (92). Ozawa et al.
recently described a newly synthesized polyboronated por-
phyrin, designated TABP-1, which was administered by
CED to nude rats bearing intracerebral implants of the
human glioblastoma cell line U-87 MG (93). High tumor
and low blood boron concentrations were observed and both
we and Ozawa have concluded that direct intracerebral
administration of the carboranyl porphyrins by CED is
superior to systemic administration. Furthermore, despite
the bulkiness of the carborane cages, carboranylporphyr-
ins have been shown to interact with DNA and thereby
produce in vitro DNA damage following light activation
(94,95). Boronated phthalocyanines have been synthe-
sized, although these compounds usually have had
decreased water solubility and an increased tendency to
aggregate compared to the corresponding porphyrins
(76,77,86,87). Boron-containing acridine molecules also
have been reported to selectively deliver boron to tumors
with high T/Br and T/Bl ratios, whereas phenanthridine
derivatives were found to have poor specificity for tumor
cells (94–98).

Other Low Molecular Weight Boron Delivery Agents

Carbohydrate derivatives of BSH and other boron-
containing glucose, mannose, ribose, gulose, fucose, galac-
tose, maltose (e.g., compound 8) and lactose molecules have
been synthesized, and some of these compounds have been
evaluated in both in vitro and in vivo studies (99–105).
These compounds usually are highly water soluble and as a
possible consequence of this, they have shown both low
toxicity and uptake in tumor cells. It has been suggested
that these hydrophilic low molecular weight derivatives
have poor ability to cross tumor cell membranes. However,
they might selectively accumulate within the glyceropho-
spholipid membrane bilayer and in other areas of the
tumor, such as the vasculature.

Low molecular weight boron-containing receptor-
binding molecules have been designed and synthesized.
These have been mainly steroid hormone antagonists, such
as derivatives of tamoxifen, 17b-estradiol, cholesterol, and
retinoic acid (106–110). The biological properties of these
agents depend on the density of the targeted receptor sites,
although to date very little biological data have been
reported. Other low molecular weight boron-containing
compounds that have been synthesized include phos-
phates, phosphonates (e.g., compound 9) phenylureas,
thioureas, nitroimidazoles, amines, benzamides, isocya-
nates, nicotinamides, azulenes, and dequalinium deriva-
tives (e.g., dequalinium-B, compound 10) (111–113). Since
no single chemical compound, as yet synthesized, has the
requisite properties, the use of multiple boron delivery
agents is probably essential for targeting different subpo-
pulations of tumor cells and subcellular sites. Further-
more, lower doses of each individual agent would be
needed, which could reduce systemic toxicity while at
the same time enhancing tumor boron levels to achieve a
therapeutic effect.
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HIGH MOLECULAR WEIGHT AGENTS

Monoclonal Antibodies, Other Receptors Targeting Agents
and Liposomes

High molecular weight delivery agents (e.g., MoAbs and
their fragments), which can recognize a tumor-associated
epitope, have been (114–116) and continue to be of interest
to us (117,118) as boron delivery agents. Although they can
be highly specific, only very small quantities reach the
brain and tumor following systemic administration (119)
due to their rapid clearance by the reticuloendothelial
system and the BBB, which effectively limits their ability to
cross capillary vascular endothelial cells. Boron-containing
bioconjugates of epidermal growth factor (EGF) (120,121),
the receptor which is overexpressed on a variety of tumors,
including GBM (122,123), also have been investigated as
potential delivery agents to target brain tumors. However,
it is unlikely that either boronated antibodies or other
bioconjugates would attain sufficiently high concentrations
in the brain following systemic administration, but, as
described later in this section, direct intracerebral delivery
could solve this problem. Another approach would be to
directly target the vascular endothelium of brain tumors
using either boronated MoAbs or VEGF, which would
recognize amplified VEGF receptors. The use of boron-
containing VEGF bioconjugates would obviate the problem
of passage of a high molecular weight agent across the
BBB, but their use would most likely require repeated
applications of BNCT, since tumor neovasculature can
continuously regenerate. Backer et al. reported that tar-
geting a Shiga-like toxin-VEGF fusion protein was selec-
tively toxic to vascular endothelial cells overexpressing
VEGFR-2 (124). Recently, a bioconjugate has been pro-
duced by chemically linking a heavily boronated PAMAM
dendrimer to VEGF (125). This selectively targeted tumor
blood vessels overexpressing VEGFR-2 in mice bearing 4T1
breast carcinoma. There also has been a longstanding inter-
est on the use of boron-containing liposomes as delivery
agents (52,53,126,127), but their size has limited their
usefulness as brain tumor targeting agents, since they
are incapable of traversing the BBB unless they have
diameters <50 nm (128). If, on the other hand, they were
administered intracerebrally or were linked to an actively
transported carrier molecule (e.g., transferin), or alterna-
tively if the BBB was transiently opened, these could be
very useful delivery agents, especially for extracranial
tumors (e.g., liver cancer).

Recent work of one of us (R.F.B.) has focused on the use
of a chemeric MoAb, cetuximab (IMC-C225 also known as
Erbitux), produced by ImClone Systems, Inc. This antibody
recognizes both wild-type EGFR and its mutant isoform,
EGFRvIII (129), and has been approved for clinical use
by the U.S. Food and Drug Administration (FDA) for
the treatment of EGFR(þ) recurrent colon cancer. Using
previously developed methodology (114), a precision
macromolecule, a polyamido amino (PAMAM or ‘‘star-
burst’’) dendrimer has been heavily boronated and then
linked by means of heterobifunctional reagents to EGF
(121), cetuximab (118) or another MoAb, L8A4, which is
specifically directed against EGFRvIII (130). In order to

completely bypass the BBB, the bioconjugates were admi-
nistered by either direct intratumoral (i.t.) injection (131)
or CED (132) to rats bearing intracerebral implants of the
F98 glioma that had been genetically engineered to express
either wildtype EGFR (131) or EGFRvIII (133). Adminis-
tration by either of these methods resulted in tumor boron
concentrations that were in the therapeutic range (i.e.,
�20mg�g�1 wt�1 tumor). Similar data also were obtained
using boronated EGF, and based on the favorable uptake of
these bioconjugates, therapy studies were initiated at the
Massachusetts Institute of Technology nuclear reactor
(MITR). The mean survival times (MST) of animals that
received either boronated cetuximab (134) or EGF (135)
were significantly prolonged compared to those of animals
bearing receptor negative tumors. A further improvement
in MSTs was seen if the animals received BPA, adminis-
tered i.v., in combination with the boronated bioconjugates,
thereby validating our thesis that combinations of agents
may be superior to any single agent (32). As can be seen
from the preceding discussion, the design and synthesis of
low and high molecular weight boron agents have been the
subject of intensive investigation. However, optimization of
their delivery has not received enough attention, but
nevertheless is of critical importance.

OPTIMIZING DELIVERY OF BORON CONTAINING AGENTS

General Considerations

Delivery of boron agents to brain tumors is dependent on
(1) the plasma concentration profile of the drug, which
depends on the amount and route of administration; (2)
the ability of the agent to traverse the BBB; (3) blood flow
within the tumor, and (4) the lipophilicity of the drug. In
general, a high steady-state blood concentration will max-
imize brain uptake, while rapid clearance will reduce it,
except in the case of intraarterial (i.a.) drug administra-
tion. Although the i.v. route currently is being used clini-
cally to administer both BSH and BPA, this may not be
ideal and other strategies may be needed to improve their
delivery. Delivery of boron-containing drugs to extracra-
nial tumors, such as head and neck and liver cancer,
present a different set of problems, including nonspecific
uptake and retention in adjacent normal tissues.

Intra-arterial Administration with or without Blood–Brain
Barrier Disruption

As shown in experimental animal studies (31,32,134–136)
Enhancing the delivery of BPA and BSH can have a dra-
matic effect both on increasing tumor boron uptake and the
efficacy of BNCT. This has been demonstrated in the F98
rat glioma model where intracarotid (i.c.) injection of either
BPA or BSH doubled the tumor boron uptake compared to
that obtained by i.v. injection (31). This was increased
fourfold by disrupting the BBB by infusing a hyperosmotic
(25%) solution of mannitol via the internal carotid artery.
Mean survival times (MST)of animals that received either
BPA or BSH i.c. with BBB-D were increased 295 and 117%,
respectively, compared to irradiated controls (31). The best
survival data were obtained using both BPA and BSH in
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combination, administered by i.c. injection with BBB-D.
The MST was 140 days with a cure rate of 25%, compared to
41 days following i.v. injection with no long-term surviving
animals (32). Similar data have been obtained using a rat
model for melanoma metastatic to the brain. BPA was
administered i.c. to nude rats bearing intracerebral
implants of the human MRA 27 melanoma with or without
BBB-D. The MSTs were 104–115 days with 30% long-term
survivors compared to a MST of 42 days following i.v.
administration (134). A similar enhancement in tumor
boron uptake and survival was observed in F98 glioma
bearing rats following i.c. infusion of the bradykinin ago-
nist, RMP-7 (receptor mediated permeabilizer-7), now
called Cereport (136,137). In contrast to the increased
tumor uptake, normal brain boron values at 2.5 h following
i.c. injection were very similar for the i.v. and i.c. routes
with or without BBB-D. Since BNCT is a binary system,
normal brain boron levels only are of significance at the
time of irradiation and high values at earlier time points
are inconsequential. These studies have shown that a
significant therapeutic gain can be achieved by optimizing
boron drug delivery, and this should be important for both
ongoing and future clinical trials using BPA and/or BSH.

Direct Intracerebral Delivery

Different strategies may be required for other low mole-
cular weight boron-containing compounds whose uptake is
cell cycle dependent, such as boron-containing nucleosides,
where continuous administration over a period of days may
be required. We recently have reported that direct i.t.
injection or CED of the borononucleoside N5-2OH (com-
pound 5) were both effective in selectively delivering poten-
tially therapeutic amounts of boron to rats bearing
intracerebral implants of the F98 glioma (61). Direct i.t.
injection or CED most likely will be necessary for a variety
of high molecular weight delivery agents such as boronated
MoAbs (138) and ligands such as EGF (132), as well as for
low molecular weight agents (e.g., nucleosides and por-
phyrins). Recent studies have shown that CED of a boro-
nated porphyrin derivative similar to compound 7,
designated H2DCP, resulted in the highest tumor boron
values and T/Br and T/Bl ratios that have been seen with
any of the boron agents that have been studied (92).

NEUTRON SOURCES FOR BNCT

Nuclear Reactors

Neutron sources for BNCT currently are limited to nuclear
reactors and in the present section only information that is
described in more detail in a recently published review will
be summarized (139). Reactor derived neutrons are classi-
fied according to their energies as thermal En <0.5 eV),
epithermal (0.5 eV<En<10 keV), or fast (En>10 keV). Ther-
mal neutrons are the most important for BNCT since they
usually initiate the 10B(n,a)7Li capture reaction. However,
because they have a limited depth of penetration, epither-
mal neutrons, which lose energy and fall into the thermal
range as they penetrate tissues, are now preferred for
clinical therapy. A number of reactors with very good

neutron beam quality have been developed and currently
are being used clinically. These include (1) MITR, shown
schematically in Fig. 2 (140); (2) clinical reactor at Studsvik
Medical AB in Sweden (141); (3) the FRi1 clinical reactor in
Helsinki, Finland (142); (4) R2-0 High Flux Reactor (HFR)
at Petten in the Netherlands (143); (5) LVR-15 reactor at
the Nuclear Research Institute (NRI) in Rez, Czech Repub-
lic (144); (6) Kyoto University Research Reactor (KURR) in
Kumatori, Japan (145); (7) JRR4 at the Japan Atomic
Energy Research Institute (JAERI) (146); and (8) the
RA-6 CNEA reactor in Bariloche, Argentina (147). Other
reactor facilities are being designed, notably the TAPIRO
reactor at the ENEA Casaccia Center near Rome, Italy,
which is unique in that it will be a low-power fast-flux
reactor (148), and a facility in South Korea. Two reactors
that have been used in the past for clinical BNCT are the
Musashi Institute of Technology (MuITR) reactor in Japan
and the Brookhaven Medical Research Reactor (BMRR) at
the Brookhaven National Laboratory (BNL) in Upton,
Long Island, New York (26,27,149). The MuITR was used
by Hatanaka (150) and later by Hatanaka and Nakagawa
(151). The BMRR was used for the clinical trial that was
conducted at the Brookhaven National Laboratory
between 1994 and 1999 (27,152) and the results are
described in detail later in this section. Due to a variety
of reasons, including the cost of maintaining the BMRR, it
has been deactivated and is no longer available for use.

Reactor Modifications

Two approaches are being used to modify reactors for
BNCT. The first or direct approach, is to moderate and
filter neutrons that are produced in the reactor core. The
second, the fission converter-plate approach, is indirect in
that neutrons from the reactor core create fissions within a
converter-plate that is adjacent to the moderator assembly,
and these produce a neutron beam at the patient port.
The MITR (153), which utilizes a fission converter-plate,
currently sets the standard for the world for the combina-
tion of high neutron beam quality and short treatment
time. It operates at a power of 5 MW and has been used for
clinical as well as experimental studies for BNCT.
Although the power is high compared to the majority of
other reactors that are being used, the treatment time is
unusually short, since it utilizes a fission converter-plate to
create the neutron beam. All other reactors use the direct
approach to produce neutron beams for BNCT. Three
examples are the FiR1 reactor in Finland (142), the Studs-
vik reactor in Sweden (141), and the Washington State
University (WSU) reactor in the United States (154), which
was built for the treatment of both small and large experi-
mental animals.

Accelerators

Accelerators also can be used to produce epithermal neu-
trons and accelerator based neutron sources (ABNSs) are
being developed in a number of countries (155–161), and
interested readers are referred to a recently published
detailed review on this subject (28). For ABNSs, one of
the more promising nuclear reactions involves bombarding
a 7Li target with 2.5 MeV protons. The average energy of
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the neutrons that are produced is 0.4 MeV and the max-
imum energy is 0.8 MeV. Reactor derived fission neutrons
have greater average and maximum energies than those
resulting from the 7Li(p,n)7Be reaction. Consequently, the
thickness of the moderator material that is necessary to
reduce the energy of the neutrons from the fast to the
epithermal range is less for an ABNS than it is for a
reactor. This is important since the probability that a
neutron will be successfully transported from the entrance
of the moderator assembly to the treatment port decreases
as the moderator assembly thickness increases. Due to
lower and less widely distributed neutron source energies,
ABNS potentially can produce neutron beams with an
energy distribution that is equal to or better than that of
a reactor. However, reactor derived neutrons can be well
collimated, while on the other hand, it may not be possible
to achieve good collimation of ABNS neutrons at reason-
able proton beam currents. The necessity of good collima-
tion for the effective treatment of GBM, is an important
and unresolved issue that may affect usefulness of ABNS
for BNCT. The ABNSs are also compact enough to be sited
in hospitals thereby allowing for more effective, but tech-
nically more complicated procedures to carry out BNCT.
However, to date, no accelerator has been constructed with
a beam quality comparable to that of the MITR, which can
be sited in a hospital and that provides a current of

sufficient magnitude to treat patients in <30 min. Further-
more, issues relating to target manufacture and cooling
must be solved before ABNS become a reality. The ABNS
that is being developed at the University of Birmingham in
England, by modifying a Dynamitron linear electrostatic
accelerator (155), may be the first facility where patients
will be treated, although progress has been slow. Another
ABNS being constructed by LINAC Systems, Inc. in Albu-
querque, New Mexico (162), and this could be easily sited in
a hospital and produce an epithermal neutron beam.

Beam Optimization

For both reactors and ABNSs, a moderator assembly is
necessary to reduce the energy of the neutrons to the
epithermal range. The neutrons comprising the neutron
beam have a distribution of energies and are accompanied
by unwanted X rays and gamma photons. A basic tenet of
BNCT is that the dose of neutrons delivered to the target
volume should not exceed the tolerance of normal tissues,
and this applies to neutron beam design, as well as to
treatment planning (25). The implications of this for beam
design is that the negative consequences of increased
normal tissue damage for a more energetic neutron beams
at shallow depths, outweighs the benefits of more deeply
penetrating energetic neutrons. For fission reactors, the
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Figure 2. Schematic diagram of the MITR. The fission converter based epithermal neutron irr-
adiation (FCB) facility is housed in the experimental hall of the MITR and operates in parallel with
other user applications. The FCB contains an array of 10 spent MITR-II fuel elements cooled by
forced convection of heavy water coolant. A shielded horizontal beam line contains an aluminum and
Teflon filter-moderator to tailor the neutron energy spectrum into the desired epithermal energy
range. A patient collimator defines the beam aperture and extends into the shielded medical room to
provide circular apertures ranging from 16 to 8 cm in diameter. The in-air epithermal flux for the
available field sizes ranges from 3.2 to 4.6109 n�cm�2 � s�1 at the patient position. The measured
specific absorbed doses are constant for all field sizes and are well below the inherent background of
2.810�12 RBE Gy � cm2 �n�1 produced by epithermal neutrons in tissue. The dose distributions
achieved with the FCB approach the theoretical optimum for BNCT.



average energy of the neutrons produced is �2 MeV, but
small numbers have energies as high as 10 MeV. There is
generally a trade off between treatment time and the
optimum beam for patient treatment in terms of the energy
distribution of the neutrons and the contamination of the
neutron beam with X rays and gamma photons. Not sur-
prisingly, reactors with the shortest treatment time (i.e.,
the highest normal tissue dose rate) operate at the highest
power, since the number of neutrons that is produced per
unit time is proportional to the power, measured in mega-
watts. Furthermore, high beam quality is most easily
achieved using reactors with high power, since a larger
fraction of the neutrons can be filtered, as the neutrons
traverse the moderator assembly without making the
treatment time exceedingly long.

CLINICAL STUDIES OF BNCT FOR BRAIN TUMORS

Early Trials

Although the clinical potential of BNCT was recognized in
the 1930s (163), it was not until the 1950s that the first
clinical trials were initiated by Farr at the BNL (145,163)
and by Sweet and Brownell at the Massachusetts General
Hospital (MGH) using the MIT reactor (36,164,165). The
disappointing outcomes of these trials, which ended in
1961 and subsequently were carefully analyzed by Slatkin
(166), were primarily attributable to (1) inadequate tumor
specificity of the inorganic boron chemicals that had been
used as capture agents; (2) insufficient tissue penetrating
properties of the thermal neutron beams; and (3) high blood
boron concentrations that resulted in excessive damage to
normal brain vasculature and to the scalp (36,164,165).

Japanese Clinical Trials

Clinical studies were resumed by Hatanaka in Japan in
1967, following a 2 year fellowship in Sweet’s laboratory at
the MGH, using a thermal neutron beam and BSH, which
had been developed as a boron delivery agent by Soloway at
the MGH (38). In Hatanaka’s procedure (150,151), as much
of the tumor was surgically removed as possible (debulk-
ing), and at some time thereafter, BSH (compound 2) was
administered by a slow infusion, usually intra-arterially
(150), but later intravenously (151). Later (12–14 h) BNCT,
was carried out at one or another of several different
nuclear reactors. Since thermal neutrons have a limited
depth of penetration in tissue, this necessitated reflecting
the skin and raising the bone flap in order to directly
irradiate the exposed brain. This eliminated radiation
damage to the scalp and permitted treatment of more
deep-seated residual tumors. As the procedure evolved
over time, a ping–pong ball or silastic sphere was inserted
into the resection cavity as a void space to improve neutron
penetration into deeper regions of the tumor bed and
adjacent brain (150,151,167,168). This is a major difference
between the procedure carried out by Hatanaka, Naka-
gawa and other Japanese neurosurgeons and the BNCT
protocols that have been carried out in the United States
and Europe, which have utilized epithermal neutron
beams that have not required reflecting the scalp and

raising the bone flap at the time of irradiation. This has
made it difficult to directly compare the Japanese clinical
results with those obtained elsewhere, and this has con-
tinued on until very recently when the Japanese started
using epithermal neutron beams (33). Most recently, Miya-
take et al. initiated a clinical study utilizing the combina-
tion of BSH and BPA, both of which were administered i.v.
at 12 and 1 h, respectively, prior to irradiation with an
epithermal neutron beam (33). A series of 11 patients with
high grade gliomas have been treated, and irrespective of
the initial tumor volume, magnetic resonance imaging
(MRI) and computed tomography (CT) images showed a
17–51% reduction in tumor volume that reached a max-
imum of 30–88%. However, the survival times of these
patients were not improved over historical controls and
further studies are planned to improve the delivery of BPA
and BSH, which may enhance survival.

Analysis of the Japanese Clinical Results

Retrospective analysis of subgroups of patients treated in
Japan by Hatanaka and Nakagawa (167,168) have
described 2, 5, and 10 year survival rates (11.4, 10.4, and
5.7%, respectively) that were significantly better than those
observed among patients treated with conventional, fractio-
nated, external beam photon therapy. However, a caution-
ary note was sounded by Laramore and Spence (169) who
analyzed the survival data of a subset of 12 patients from the
United States who had been treated by Hatanaka between
1987 and 1994. They concluded that there were no differ-
ences in their survival times compared to those of age
matched controls, analyzed according to the stratification
criteria utilized by Curran et al. (6). In a recent review of
Hatanaka’s clinical studies, Nakagawa reported that the
physical dose from the 10B(n,a)7Li reaction, delivered to a
target point 2 cm beyond the surgical margin, correlated
with survival (168). For 66 patients with GBMs, those who
survived<3 years (n¼ 60) had a minimum target point dose
of 9.5�5.9 Gy, whereas those who survived >3 years (n¼ 6)
had a minimum target point dose of 15.6�3.1 Gy from the
10B(n,a)7Li reaction (168). The boron concentrations in
brain tissue at the target point, which are required to
calculate the physical radiation dose attributable to the
10B(n,a)7Li capture reaction, were estimated to be 1.2X that
of the patient’s blood boron concentration (170).

OTHER RECENT AND ONGOING CLINICAL TRIALS

Beginning in 1994 a number of clinical trials, summarized
in Table 2, were initiated in the United States and Europe.
These marked a transition from low energy thermal neu-
tron irradiation to the use of higher energy epithermal
neutron beams with improved tissue penetrating proper-
ties, which obviated the need to reflect skin and bone flaps
prior to irradiation. Up until recently, the procedure car-
ried out in Japan required neurosurgical intervention
immediately prior to irradiation, whereas the current
epithermal neutron-based clinical protocols are radiother-
apeutic procedures, performed several weeks after debulk-
ing surgery. Clinical trials for patients with brain tumors
were initiated at a number of locations including (1) the
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BMR at BNL from 1994–1999 for GBM using BPA with
one or two neutron radiations, given on consecutive days
(171–173); (2) the MITR from 1996–1999 for GBM and
intracerebral melanoma (174,175); (3) the HFR, Petten,
The Netherlands and the University of Essen in Germany
in 1997 using BSH (176); (4) the FiR1 at the Helsinki
University Central Hospital (142) in 1999 to the present;
(5) the Studsvik reactor facility in Sweden from 2001 to
June 2005, carried out by the Swedish National Neuro-
Oncology Group (141), and finally (6) the NRI reactor in
Rez, Czech Republic by Tovarys using BSH (177). The
number of patients treated in this study is small and the
followup is still rather short.

Initially, clinical studies using epithermal neutron
beams were primarily Phase I safety and dose-ranging
trials and a BNCT dose to a specific volume or critical
region of the normal brain was prescribed. In both the BNL
and the Harvard/MIT clinical trials, the peak dose deliv-
ered to a 1 cm3 volume was escalated in a systematic way.
As the dose escalation trials have progressed, the treat-
ments have changed from single-field irradiations or par-
allel opposed irradiations, to multiple noncoplanar
irradiation fields, arranged in order to maximize the dose
delivered to the tumor. A consequence of this approach has
been a concomitant increase in the average doses delivered
to normal brain. The clinical trials at BNL and Harvard/

MIT using BPA (compound 1) and an epithermal neutron
beam in the United States have now been completed.

Analysis of the Brookhaven and MIT Clinical Results

The BNL and Harvard/MIT studies have provided the most
detailed data relating to normal brain tolerance following
BNCT. A residual tumor volume of 60 cm3 or greater lead to
a greater incidence of acute CNS toxicity. This primarily
was related to increased intracranial pressure, resulting
from tumor necrosis and the associated cerebral edema
(152,173,174). The most frequently observed neurological
side effect associated with the higher radiation doses, other
than the residual tumor volume-related effects, was radia-
tion related somnolence (178). This is a well-recognized
effect following whole brain photon irradiation (179), espe-
cially in children with leukemia or lymphoma, who have
received CNS irradiation. However, somnolence is not a
very well-defined radiation related endpoint because it
frequently is diagnosed after tumor recurrence has been
excluded. Therefore, it is not particularly well suited as a
surrogate marker for normal tissue tolerance. In the dose
escalation studies carried out at BNL (152,173), the occur-
rence of somnolence in the absence of a measurable tumor
dose response was clinically taken as the maximum toler-
ated normal brain dose. The volume-averaged whole brain
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Table 2. Summary of Current or Recently Completed Clinical Trials of BNCT for the Treatment of Glioblastoma

Facility
Number of
Patients

Duration of
Administration Drug

Dose,
mg�kg�1

Boron
Conc.,a

mg10B�g�1

Estimated
Peak

Normal
Brain

Dose, Gy(w)

Average
Normal
Brain
Dose,
Gy(w) References

HTR, MuITR, JRR,
KURR, Japan

>250
(1968–present)

1 h
1 h

BSH
BPA

100
250

� 20–30 13 Gy-Eqb10B
component

Nd 168,169
33

HFR, Petten,
The Netherlands

26 (1997–) 100 mg�kg�1�min�1 BSH 100 30c 8.6–11.4 Gy-
Eqd10B

component

Nd 177

LVR-15, Rez,
Czech Republic

5 (2001–present) 1 h BSH 100 �20–30 <14.2 <2 178

BMRR
Brookhaven

53 (1994–1999) 2 h BPA 250–330 12–16 8.4–14.8 1.8–8.5 153,179

MITR-II,
M67 MIT

20e(1996–1999) 1–1.5 h BPA 250–350 10–12 8.7–16.4 3.0–7.4 176

MITR-II,
FCB MIT

6 (2001–2003) 1.5 h BPA 350 �15 Unpublished

Studsvik AB
Sweden

17 (30)f(2001–2005) 6 h BPA 900 24 (range: 15–34) 7.3–15.5 3.6–6.1 142

Fir I, Helsinki
Finland

18 (1999–present)
protocol P-01

2 h BPA 290–400 12–15 8–13.5 3–6<7 143

Fir 1, Helsinki
Finland

3 (2001–present)g

protocol P-03
2 h BPA 290 12–15 <8 2–3 <6 143

a
During the irradiation.

b10
B physical dose component dose to a point 2 cm deeper than the air-filled tumor cavity.

c
Four fractions, each with a BSH infusion, 100 mg�kg�1 the first day, enough to keep the average blood concentration at 30mg 10B�g�1 during treatment on days

2–4.
d10

B physical dose component at the depth of the thermal neutron fluence maximum.
e
Includes two intracranial melanomas.

f
J. Capala, unpublished, personal communication.

g
Retreatment protocol for recurrent glioblastoma.



dose and the incidence of somnolence increased signifi-
cantly as the BNL and Harvard/MIT trials progressed
(175). The volume of tissue irradiated has been shown to
be a determining factor in the development of side effects
(180). Average whole brain doses greater than �5.5 Gy(w)
were associated with somnolence in the trial carried out at
BNL, but not in all of the patients in the Harvard/MIT
study (18,152,176). The BNL and Harvard/MIT trials were
completed in 1999. Both produced median and 1-year
survival times that were comparable to conventional exter-
nal beam photon therapy (6). Although both were primarily
Phase I trials to evaluate the safety of dose escalation as
the primary endpoint for radiation related toxicity, the
secondary endpoints were quality of life and time to pro-
gression and overall survival. The median survival times
for 53 patients from the BNL trial and the 18 GBM patients
from the Harvard/MIT trial were 13 months and 12
months, respectively. Following recurrence, most patients
received some form of salvage therapy, which may have
further prolonged overall survival. Time to progression,
which would eliminate salvage therapy as a confounding
factor, probably would be a better indicator of the efficacy of
BNCT, although absolute survival time still is the ‘‘gold
standard’’ for any clinical trial. The quality of life for most
of the BNL patients was very good, especially considering
that treatment was given in one or two consecutive daily
fraction(s).

Clinical Trials Carried Out in Sweden and Finland

The clinical team at the Helsinki University Central Hos-
pital and VTT (Technical Research Center of Finland) have
reported on 18 patients using BPA as the capture agent
(290 mg�kg�1 infused over 2 h) with two irradiation fields
and whole brain average doses in the range of 3–6 Gy(w)
(142). The estimated 1-year survival was 61%, which was
very similar to the BNL data. This trial is continuing and
the dose of BPA has been escalated to 450 mg�kg�1 and will
be increased to 500 mg�kg�1, infused over 2 h (H. Joensuu,
personal communication). Since BNCT can deliver a sig-
nificant dose to tumor with a relatively low average brain
dose, this group also has initiated a clinical trial for
patients who have recurrent GBM after having received
full-dose photon therapy. In this protocol, at least 6 months
must have elapsed from the end of photon therapy to the
time of BNCT and the peak brain dose should be <8 Gy(w)
and the whole brain average dose <6 Gy(w). As of August
2005, only a small number of patients have been treated,
but this has been well tolerated.

Investigators in Sweden have carried out a BPA-based
trial using an epithermal neutron beam at the Studsvik
Medical AB reactor (141). This study differed significantly
from all previous clinical trials in that the total amount of
BPA administered was increased to 900 mg�kg�1, infused
i.v. over 6 h. This approach was based on the following
preclinical data: (1) the in vitro observation that several
hours were required to fully load cells with BPA (181); (2)
long-term i.v. infusions of BPA in rats increased the abso-
lute tumor boron concentrations in the 9L gliosarcoma
model, although the T:Bl ratio remained constant
(182,183), and (3) most importantly, long-term i.v. infu-

sions of BPA appeared to improve the uptake of boron in
infiltrating tumor cells at some distance from the main
tumor mass in rats bearing intracerebral 9L gliosarcomas
(184). The longer infusion time of BPA was well tolerated
(185–187) by the 30 patients who were enrolled in this
study. All patients were treated with two fields, and the
average weighted whole brain dose was 3.2–6.1 Gy(w),
which was lower than the higher end of the doses used
in the Brookhaven trial, and the minimum dose to the
tumor ranged from 15.4 to 54.3 Gy(w). At 10 months follow-
ing BNCT 23 of 29 evaluable patients had died with a
median time to progression following BNCT of 5.8 months
and a median survival time of 14.2 months. These results
are comparable but not better than those obtained with
external beam radiation therapy. Furthermore, they
emphasize the need to improve the delivery of BPA, as
well as BSH. As part of a broader plan to restructure the
company, a decision was made by Studsvik AB in June
2005 to terminate operation of both the R2-0 reactor, which
was used for this clinical trial, and the R2 reactor.

CLINICAL STUDIES OF BNCT FOR OTHER TUMORS

Treatment of Melanoma

Other than patients with primary brain tumors, the second
largest group that has been treated by BNCT were those
with cutaneous melanomas. Mishima and co-workers pre-
viously had carried out extensive studies in experimental
animals with either primary or transplantable melanomas
using 10B enriched BPA as the capture agent (188,189).
The use of BPA was based on the premise that it would be
selectively taken up by and accumulate in neoplastic cells
that were actively synthesizing melanin (190). Although it
was subsequently shown that a variety of malignant cells
preferentially took up large amounts of BPA compared to
normal cells (191), nevertheless, Mishima’s studies clearly
stimulated clinical interest in BPA as a boron delivery
agent. Since BPA itself has low water solubility, it was
formulated with HCl to make it more water soluble. The
first patient, who was treated by Mishima in 1985, had an
acral lentigenous melanoma of his right toe that had been
amputated (192). However, 14 months later he developed a
subcutaneous metastatic nodule on the left occiput, which
was determined to be inoperable due to its location. The
tumor was injected peritumorally at multiple points for
a total dose of 200 mg of BPA. Several hours later, by which
time BPA had cleared from normal skin, but still had been
retained by the melanoma, the tumor was irradiated with a
collimated beam of thermal neutrons. Based on the tumor
boron concentrations and the neutron fluence, an esti-
mated 45 RBE-Gy equivalent dose was delivered to the
melanoma. Marked regression was noted after 2 months,
and the tumor had completely disappeared by 9 months
(188,189,192). This successful outcome provided further
evidence for proof-of-principle of the usefulness of BNCT to
treat a radioresistant tumor. Subsequently, at least an
additional 18 patients with either primary or metastatic
melanomas have been treated by Mishima and co-workers
(193). The BPA either was injected peritumorally or
administered orally as a slurry (194) until Yoshino et al.
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improved its formulation and water solubility by
complexing it with fructose, following which it was admi-
nistered i.v. (195). This important advance ultimately led
to the use of BPA in the clinical trials in patients with
brain tumors that were described in the preceding section.
In all of Mishima’s patients, there was local control of the
treated primary or metastatic melanoma nodule(s) and
several patients were tumor free at 4 or more years follow-
ing BNCT (193).

Several patients with either cutaneous or cerebral
metastases of melanoma have been treated by Busse
et al. using BPA fructose as the delivery agent (18,196).
The most striking example of a favorable response was in
a patient with an unresected cerebral metastasis in the
occipital lobe. The tumor received a dose of 24 RBE-Gy
and monthly MRI studies revealed complete regression
over a 4 month interval (196). As evidenced radiographi-
cally, a second patient with a brain metastasis had a
partial response. Several other patients with either cuta-
neous or metastatic melanoma to the brain have been
treated at other institutions, including the first in Argen-
tina (197), and the consensus appears to be that these
tumors are more responsive to BNCT than GBMs. This is
supported by experimental studies carried out by two of us
(R.F.B. and J.A.C.) using a human melanoma xenograft
model (198,199), which demonstrated enhanced survival
times and cure rates superior to those obtained using the
F98 rat glioma model (200). In summary, multicentric
metastatic brain tumors, and more specifically melanoma,
which cannot be treated either by surgical excision or
stereotactic radiosurgery, may be candidates for treat-
ment by BNCT.

Other Tumor Types Treated by BNCT

Two other types of cancer recently have been treated by
BNCT. The first is recurrent tumors of the head and neck.
Kato et al. reported on a series of six patients, three of
whom had squamous cell carcinomas, two had sarcomas,
and 1 had a parotid tumor (201). All of them had received
standard therapy and had developed recurrent tumors for
which there were no other treatment options. All of the
patients received a combination of BSH (5 g) and BPA
(250 mg�kg�1 body weight), administered i.v. In all but
one patient, BNCT was carried out at the Kyoto University
Research Reactor using an epithermal neutron beam in one
treatment that was given 12h following administration of
BSH and 1 h after BPA. The patient with the parotid tumor,
who received a second treatment one month following the
first, had the best response with a 63% reduction in tumor
volume at 1 month and a 94% reduction at 1 year following
the second treatment without evidence of recurrence.
The remaining five patients showed responses ranging
from a 10–27% reduction in tumor volume with an
improvement in clinical status. This study has extended
the use of BNCT to a group of cancers that frequently are
ineffectively treated by surgery, radio-, and chemotherapy.
However, further clinical studies are needed to objectively
determine the clinical usefulness of BNCT for head and
neck cancers, and another study to assess this currently is
in progress at Helsinki University Central Hospital.

The second type of tumor that recently has been treated
by BNCT is adenocarcinoma of the colon that had metas-
tasized to the liver (202). Although hepatectomy followed
by allogeneic liver transplantation, has been carried out at
a number of centers (203,204), Pinelli and Zonta et al. (202)
in Pavia, Italy, have approached the problem of multi-
centric hepatic metastases using an innovative, but highly
experimental procedure. Their patient had >14 metastatic
nodules in the liver parenchyma, the size of which pre-
cluded surgical excision. Before hepatectomy was per-
formed, the patient received a 2 h infusion of BPA
fructose (300 mg�kg�1 b.w.) via the colic vein. Samples of
tumor and normal liver were taken for boron determina-
tions and once it was shown that boron selectively had
localized in the tumor nodules with small amounts in
normal liver, the hepatectomy was completed (202). The
liver then was transported to the Reactor Laboratory of the
University of Pavia for neutron irradiation, following
which it was reimplanted into the patient. More than 2
years later in October 2004, the patient had no clinical or
radiographic evidence of recurrence and CEA levels were
low (205). Although it is unlikely that this approach will
have any significant clinical impact on the treatment of the
very large number of patients who develop hepatic metas-
tases from colon cancer, it nevertheless again provides
proof of principle that BNCT can eradicate multicentric
deposits of tumor in a solid organ. The Pavia group has
plans to treat other patients with metastatic liver cancer
and several other groups (206–208) are exploring the pos-
sibility of treating patients with primary, as well as meta-
static tumors of the liver using this procedure.

CRITICAL ISSUES

There are a number of critical issues that must be
addressed if BNCT is to become a useful modality for
the treatment of cancer, and most specifically, brain
tumors. First and foremost, there is a need for more
selective and effective boron agents, which when used
either alone or in combination, could deliver the requisite
amounts (�20mg�g�1) of boron to the tumor. Furthermore,
their delivery must be optimized in order to improve both
tumor uptake and cellular microdistribution, especially to
different subpopulations of tumor cells (185). A number of
studies have shown that there is considerable patient-
to-patient as well-intratumoral variability in the uptake
of both BSH (209,210) and BPA (184,211,212). At this point
in time, the dose and delivery of these drugs have yet to be
optimized, but based on experimental animal data
(31,32,34,137,183), improvement in dosing and delivery
could have a significant impact on increasing tumor uptake
and microdistribution.

Second, since the radiation dosimetry for BNCT is based
on the microdistribution of 10B (209,213), which is inde-
terminable on a real-time basis, methods are needed to
provide semiquantatative estimates of the boron content in
the residual tumor. Imahori and co-workers (214–216) in
Japan and Kabalka (217) in the United States have carried
out imaging studies with 18F-labeled BPA, and have used
to establish the feasibility of carrying out BNCT. This
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18F-PET imaging also has been used as a prognostic indi-
cator for patients with GBM who may or may not have
received BNCT (214,215). In the former group, it has been
used to establish the feasibility of carrying out BNCT based
on the uptake and distribution of 18F-BPA within the
tumor and in the latter to monitor the response to therapy.
The possibility of using MRI for either 10B or 11B has been
under investigation (218), and this may prove to be useful
for real-time localization of boron in residual tumor prior to
BNCT. Magnetic resonance spectroscopy (MRS) and
magnetic resonance spectroscopic imaging (MRSI) also
may be useful for monitoring the response to therapy
(219). Kojimoto and Miyatake et al. recently used MRS
to analyze the target specificity of BPA and the effects of
BNCT in a group of six patients using multivoxel proton
MRS (220). There was a reduction in the choline/creatine
ratio without a reduction of the N-acetlylaspartate/crea-
tine ratio at 14 days following BNCT, strongly suggesting
that there was selective destruction of tumor cells and a
sparing of normal neurons (220). Noninvasive procedures
(e.g., MRSI) may be a powerful way to follow the clinical
response to BCNT in addition to MRI. However, in the
absence of real-time tumor boron uptake data, the dosi-
metry for BNCT is very problematic. This is evident from
the discordance of estimated doses of radiation delivered
to the tumor and the therapeutic response, which would
have been greater than that which was seen if the tumor
dose estimates were correct (152).

Third, there is a discrepancy between the theory behind
BNCT, which is based on a very sophisticated concept of
selective cellular and molecular targeting of high LET
radiation, and the implementation of clinical protocols,
which are based on very simple approaches to drug admin-
istration, dosimetry, and patient irradiation. This in part is
due to the fact that BNCT has not been carried out in
advanced medical settings with a highly multidisciplinary
clinical team in attendance. At this time BNCT has been
totally dependent on nuclear reactors as neutron sources.
These are a medically unfriendly environment and are
located at sites at varying distances from tertiary care
medical facilities, which has made it difficult to attract
patients, and the highly specialized medical team that
ideally should be involved in clinical BNCT. Therefore, there
is an urgent need for either very compact medical reactors or
ABNS that could be easily sited at selected centers that treat
large numbers of patients with brain tumors.

Fourth, there is a need for randomized clinical trials.
This is especially important since almost all major
advances in clinical cancer therapy have come from these,
and up until this time no randomized trials of BNCT
have been conducted. The pitfalls of nonrandomized clini-
cal trials for the treatment of brain tumors have been well
documented (221,222). It may be somewhat wishful
thinking to believe that the clinical results with BNCT
will be so clearcut that a clear determination of efficacy
could be made without such trials. These will require a
reasonably large number of patients in order to provide
unequivocal evidence of efficacy with survival times
significantly better than those obtainable with promising
currently available therapy for both GBMs (223,224) and
metastatic brain tumors (225). This leads to the issue of

conducting such trials, which might best be accomplished
through cooperative groups such as the Radiation Therapy
Oncology Group (RTOG) in the United State or the
European Organization for Research Treatment of Cancer
(EORTC).

Finally, there are several promising leads that could be
pursued. The upfront combination of BNCT with external
beam radiation therapy or in combination with chemother-
apy has not been explored, although recently published
experimental data, suggest that there may be a significant
gain if BNCT is combined with photon irradiation (34). The
extension of animal studies, showing enhanced survival of
brain tumor bearing rats following the use of BSH and BPA
in combination, administered intraarterially with or with-
out BBB-D, has not been evaluated clinically. This
approach is promising, but it is unlikely that it could be
carried out at a nuclear reactor.

As is evident from this article, BNCT represents an
extraordinary joining together of nuclear technology,
chemistry, biology, and medicine to treat cancer. Sadly,
the lack of progress in developing more effective treat-
ments for high grade gliomas has been part of the driving
force that continues to propel research in this field. BNCT
may be best suited as an adjunctive treatment, used in
combination with other modalities, including surgery, che-
motherapy, and external beam radiation therapy, which,
when used together, may result in an improvement in
patient survival. Clinical studies have demonstrated the
safety of BNCT. The challenge facing clinicians and
researchers is how to get beyond the current impasse.
We have provided a road map to move forward, but its
implementation still remains a daunting challenge
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INTRODUCTION

Brachytherapy is a form of radiotherapy whereby a radio-
active source is used inside or at short distance from the
tumor. There are three different forms of brachytherapy:
interstitial, intracavitary, and skin therapy. In interstitial
brachytherapy, the radioactive sources are implanted
inside and throughout the tumor volume; in intracavitary
brachytherapy the sources are placed in the body cavities
very close to the tumor; while in skin therapy the sources
are placed on the skin surface. Conventionally, brachyther-
apy implants have delivered the radiation at a low dose
rate (dose rates of < 1 Gy �h�1). Low dose-rate (LDR)
interstitial implants can be temporary (meaning that the
radioactive sources are left in place for a period of time,
usually a few days, and then removed) or permanent (left in
place without removal), while intracavitary implants are
temporary. The advent of methods to deliver the dose at a
much higher dose rates, in the range of 1–5 Gy �min�1,
brought an increase in the use of brachytherapy. All high
dose-rate (HDR) brachytherapy treatments are temporary
and treatments are administered using discrete fractions.

What Is a Remote Afterloader?

A remote afterloader (RAL) is a computer driven system
that transports the radioactive source from a shielded safe
into the applicator placed in the patient. Upon termination
or interruption of the treatment, the source is driven back
to its safe. The device may move the source by one of several
methods, most commonly pneumatic air pressure or cable
drives.

What is Stepping-Source Remote Afterloader?

A stepping source RAL is a particular design of the treat-
ment unit that consists of a single source at the end of a
cable that moves the source through applicators placed in
the treated volume. The treatment unit can treat implants
consisting of many needles or catheters in the patient.
Multiple catheters are often required to cover the target
with adequate radiation doses. Each catheter or part of an
applicator is connected to the RAL through a channel. The
computer drives the cable so that the source moves from
the safe through a given channel to the programmed posi-
tion in the applicator (dwell position) for a specific amount
of time (dwell time). In any applicator, there may be many
dwell positions. After treating all the positions in a given
catheter (channel) the source is retracted to its safe and
then driven to the next channel. The dwell positions and
the dwell time in each channel are independently program-
mable, thereby giving a high level of flexibility of dose
delivery. All currently available HDR RALs use the step-
ping-source design.

Currently there are three types of HDR RALs available
in the market: MicroSelectron (Fig. 1, vendor Nucletron,

Veenendaal, Netherlands), Gamma-Med (Fig. 2), and
VariSource (Fig. 3, both marketed by Varian Associates,
Palo Alto, CA).

The specific features of the three different RALs are
shown in Table 1.

COMPONENTS OF A HIGH DOSE RATE REMOTE
AFTERLOADER

While different in detail, all available HDR RALs consist of
the same general components. Figure 4 gives an overview
of the systems, with the major parts described below.

Shielded Safe

To provide a dose rate in the range of 1–5 Gy �min�1 in a
RAL requires a 192Ir source of 4–10 Ci. A shielded safe,
which is an integrated part of the treatment unit, provides
enough radiation shielding to house the source while not in
treatment mode. Once in treatment mode, the source is
driven out of the safe while it follows the program through
the dwell positions. In the event of an interruption or
termination of the treatment, the source is driven back
to the shielded safe.

Radioactive Source

While delivering the HDR brachytherapy requires an
intense source, passing the source through needles placed
through a tumor requires one of a small size. The radio-
active source in an HDR RAL is usually 3–10 mm in length
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Figure 1. The Nucletron MicroSelectron V2 HDR RAL. The RAL
wheels allow it to be conveniently positioned near the patient. The
treatment head is mounted on a telescopic base that allows the
head to be raised or lowered to the required height for treatment
without moving the patient.



and < 1 mm in diameter, fixed at the end of a steel cable
(Figs. 5 and 6). The Nucletron source is placed in a stainless
steel capsule and welded to the cable, while the Varian
source is placed in a hole drilled into the cable and closed by
welding. The 192Ir radionuclide is now used for all HDR
RALs, although early versions of HDR RAL used 60Co. A
new source has an activity near 10 Ci. Since 192Ir has a
half-life of 74 days, the source should be replaced every 3
months to keep the treatment in the HDR radiobiological
regime. A trained medical physicist calibrates the source
after each installation using a re-entrant well-type ioniza-
tion chamber (Fig. 7). The chambers themselves are cali-
brated by secondary calibration laboratories known as

Accredited Dosimetry Calibration Laboratories (ADCL).
The resulting source calibration is verified against the
manufacturer’s source calibration.

Source Drive Mechanism

When the RAL unit receives a command to initiate a
treatment, the stepper motor connected to the reel contain-
ing the drive cable turns, causing the source cable to
advances from the shielded safe along a path constrained
by transfer tubes to the first treated dwell position in the
applicator attached to the first channel. The source dwells
at that position for a predetermined duration (dwell time)
as calculated by the treatment planning system (see
below). After completing that dwell, it goes on to the
subsequent dwell positions. Some units step as the source
drives out (MicroSelectron), stopping first at the dwell
position most proximal to the afterloader, while the other
(VariSource and Gamma-Med) the source travels first to
the most distal dwell (toward the tip of the applicator), and
a bit farther, and then steps as the source returns toward
the safe. Stepping on the outward drive obviates any
concern about the effect of slack in the drive mechanism
affecting the accuracy of the source position. The unit that
steps on the way back into the unit includes correction for
slack in the calibration of the source location. Upon com-
pletion of the treatment for the first channel, the source is
retracted into the safe, and redirected to travel to the
second channel. The process is repeated for all the subse-
quent treatment channels. The programmed movement of
the source is verified by means of an optical encoder or
other devices that compare the angular rotation of the
stepper motor or cable length ejected or retracted with
the number of pulses sent to the drive motor. This system is
capable of detecting catheter obstruction or constriction as
increased friction in the cable movement. Under certain
fault conditions, if the stepper motor fails to retract the
source, a high torque direct current (dc) emergency motor
will retract the source.

The confirmation of the source exit from and return to
the safe is carried out by an ‘‘optopair’’, consisting of a pair
of light-sensitive detector and infrared (IR) light source,
that detects the cable when its tip obstructs the light path.
All the currently marketed after-loaders are also equipped
with check cables or dummy sources. The check cable is an
exact duplicate of the radioactive source along with its
cable, except not radioactive. Before the ejection of the
radioactive source, the check cable is first ejected to check
the integrity of the catheter system. After a noneventful
check by this ‘‘dry run’’ with the dummy source, the radio-
active source is then sent for treatment.

Indexer

The RALs are equipped with an indexer, shown in Fig. 8.
The indexer consists of an S-tube (item 14 in Fig. 4) that
directs the source cable from the exit of the safe to one of the
exit ports from the unit (channels). The various catheters
or applicator parts connect to these channels, usually
through connecting guides called transfer tubes. Different
units have between 3 and 24 channels available for
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Figure 2. The Varian GammaMed RAL.

Figure 3. The Varian VariSource RAL.



connection. If a patient’s treatment requires more than the
number of channels on a given treatment unit, the treat-
ment must be broken into sessions, where the catheters are
connected up to the number of channels available and
treated Then the transfer tubes are disconnected from
the catheters just treated and reconnected to the next
set of catheters for continuation of the treatment.
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Table 1. Specific Features of the Three Currently Marketed HDR RALs

MicroSelectron V2 Gamma Medþ VariSource 200/200t

Vendor Nucletron Varian Varian
Sources 10 Ci of 192Ir 10 Ci of 192Ir 10 Ci of 192Ir

Source dimension 3.5 mm L, 1.1 mm OD 4.52 mm L, 0.9 mm OD 5 mm L, 0.59 mm OD
Channels 18 3 or 24 20

Source extension 1500 mm 1300 mm 1500 mm
Channel length Variable Fixed Variable

Source movement Stepping forward Stepping backward Stepping backward
Step sizes 2.5, 5 or 10 mm 1–10 mm, 1 mm steps 2–99 mm, 1 mm steps

Dwells/channel 48 60 20
Speed of source 50 cm � s�1 60 cm � s�1 50–60 cm � s�1

Figure 4. Schematic diagram of a single stepping source RAL.
(Courtesy of Nucletron Corporation, Columbia, MD.)

Figure 6. A 192Ir HDR source for the MicroSelectron at the end of
a steel drive cable, as shown in Fig. 5.

Figure 5. Schematics of the two
types of sources used in stepping-
source RALs. The VariSource is an
earlier version, while the new source
has a length of 5 mm.

10 mm

Source diameter 
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Cable diameter 
0.59 mm

VariSource high dose-rate source

Iridum 
Source

Iridium 
source

5 mm
3.5 mm

Source diameter 
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MicroSelectron high dose-rate source



Transfer Tubes

Transfer or guide tubes are long tubes that act as a conduit
to transfer the source from the RAL to the applicators or
catheters for treatment. One end of the transfer tube is
attached to the indexer of the RAL (Fig. 9), while the other
end is attached to the interstitial, intracavitary, or trans-

luminal applicators (Fig. 10). The applicator-end of the
transfer tube contains spring-loaded ball bearings that
block the path through the tube if no applicator is attached.
When an applicator is inserted, it pushes aside the ball
bearings, opening the path for the source cable. When the
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Figure 7. A re-entrant well-type ionization chamber used for
calibration of the HDR brachytherapy sources.

Figure 8. The frontal view of an indexer from the Nucletron,
MicroSelectron HDR RAL, consisting of 18 channels.

Figure 9. A view of two types of transfer tubes hooked up to the
indexer of a RAL.

Figure 10. View of the transfer tubes connected to a gynecological
applicator. Ball bearings beneath the gray polymer coating allow
verification of the proper connection of the transfer tubes to the
applicator. The number 1 and 2 represents that these transfer
tubes must connect the channel 1 and 2 of the indexer ring and the
similarly numbered parts of the applicator.



check cable makes its test run, if no applicator is attached
to the transfer tube, the check cable hits the obstacle of the
ball bearings, and prevents ejection of the source. Each
type of applicator has its own type of transfer tube.

Applicators

An array of applicators for different treatment sites are
marketed by each vendor. Each vendor designs their own
applicators that can only be used with their transfer tubes
and HDR RALs. Figure 11 shows two cervical applicators
marketed by Nucletron used for the treatment of cervical
cancer.

Treatment Control Station

The treatment control station (Fig. 12) allows the user to
select the source travel and dwell sequence to be used in
each channel. This can be entered by three ways: (1)
manually by the keyboard/mouse at the control station;
(2) recalling a standard plan from the computer and then

editing the data without affecting the standard plan from
which it originated; or (3) by importing the data from a
treatment planning system via transfer medium or a net-
work connection to the treatment control station.

Treatment Control Panel

The treatment control station transfers the data to the
treatment control panel. A hard or soft START button
initiates the execution of the treatment according to the
program. In addition, there is an INTERRUPT button, which
when pressed retracts the source and stops the timer,
allowing the user to enter the treatment room without
receiving radiation exposure. A RESUME or START button
resumes the treatment from the time and the dwell posi-
tion where it was interrupted. A master EMERGENCYOFF

button initiates the high torque dc emergency motor to
retract the source. In the normal course of a successful
termination of the treatment, the timer runs to zero and
the machine automatically retracts the source. Figure 13
shows an example of the treatment control panel.

SAFETY FEATURES

The HDR RALs are complicated devices containing very
high activity radioactive sources. Serious accidents can
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Figure 11. Gynecological applica-
tor used for the treatment of cervical
cancer. (Courtesy of Nucletron Cor-
poration, Columbia, MD.)

Figure 12. A view of the monitor of the RAL treatment control
station.

Figure 13. The Treatment Control Panel of the Nucletron, micro-
Selectron HDR RAL. The START button is the white button on the
right side of the panel, while the EMERGENCY OFF button is the top
button on the left side of the panel.



happen quickly. All such units have many safety features
and operational interlocks to prevent errant source move-
ment or facilitate rapid operator response in the event of a
system failure.

Emergency Switches

Numerous EMERGENCY OFF switches are located at conveni-
ent places and are easily accessible, in case a situation
arises. One EMERGENCY OFF switch is located on the control
panel. Another EMERGENCY OFF button is located on the top of
the remote afterloader treatment head. Vendors usually
install one or two emergency switches in the walls of the
treatment room. In the event a treatment is initiated with
someone other than the patient in the treatment room, that
person can stop the treatment and retract the source by
pressing the EMERGENCY OFF button. Figure 14 shows the
EMERGENCY OFF switch on the treatment unit.

Emergency Crank

All HDR RALs have emergency cranks to retract the source
cable if the source fails to retract normally and the emer-
gency motor also fails to reel in the source. Figure 14 shows
such a crank for the MicroSelectron and Fig. 15 for the
VariSource. Using the crank requires the operator to enter
the room with the source unshielded. Exposure rates for
this situation are considered below.

Door Interlock

Interlock switches prevent initiation of a treatment with
the door open. While in progress, opening the door inter-
rupts the treatment. This safety feature protects the med-
ical personnel from radiation exposure, in the event
somebody enters the treatment room without the knowl-
edge of the operator. If a door is inadvertently opened
during the treatment, the treatment is interrupted and

the source returns to the safe. The treatment can be
resumed at the same point where it was interrupted by
closing the door and pressing the START or the RESUME button
at the control panel.

Audio–Visual System

All HDR brachytherapy suites are equipped with a closed
circuit television system (CCTV) or shielded windows and/
or mirrors for observing the patient, and a two-way audio
system to communicate with the patient during treatment.

Radiation Monitor and Treatment on Indicator

Three separate independent systems alert personnel when
the source is not shielded. One radiation detector is part of
the treatment unit and indicates on the control panel when
it detects radiation. An independent unit, usually mounted
on the treatment room wall with displays both inside and
outside the room also alerts the operator and other per-
sonnel when the radioactive source is out of the safe. A
TREATMENT ON Indicator outside the room, activated when
the source passes the reference optical pair discussed above
and shown in Fig. 4, also indicates that a treatment is in
progress.
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Figure 14. A view of the access panel of the MicroSelectron
treatment unit. The center button is an emergency stop button
on the treatment unit. Also showing are the manual retraction of
the radioactive source cable (left) and the check cable (right).

Figure 15. The back panel of the VariSource showing the crank
for manual source retraction in an emergency.



Emergency Service Instruments

In the event the radioactive source fails to retract after
termination, interruption, pushing the EMERGENCY SWITCH,
or cranking the stepper motor manually, the immediate
priority is to remove the source from the patient. Table 2
gives the exposure rates at various distances from a 10 Ci
192Ir source. Table 2 shows that the dose to the patient,
with the source in contact, can cause injury in a very short
time. On the other hand, the operator, working at a greater
distance, is unlikely to receive a dose exceeding regulatory
limits for a year, let alone one that would cause health
problems. Once the source is removed from the patient and
moved to a distance of even a meter, the exposure rate is
quite low, and whatever actions need be taken to remove
the patient from the room can be performed safely.

The effective annual limit to the body should actually be
10 times < the 0.5 Sv in keeping with the principle to keep
exposures as low as reasonable achievable (ALARA), and
ideally should not be received in one, short exposure. The
allowed exposure to the hands is 15 times that to the body.

The preferred approach to a source that will not retract
by any of the methods is to remove the applicator from the
patient as quickly as possible, and place the applicator
containing the source in a shielded container (Fig. 16). If it
is clear that the cable is caught in the transfer tube and not
in the applicator itself, the applicator or catheter may be
disconnected from the transfer tube and the source pulled
from the applicator. In some cases, this will be faster than
removing the applicator. The reason to avoid disconnecting
the applicator from the transfer tube is that a source may
stay in the applicator if the source capsule shatters. In that
case, removing the applicator attached to the transfer tube
keeps the system closed, while disconnecting the two opens
a path for parts of a broken source to fall from the appli-
cator into body cavities or crevices, or roll onto the floor.

A situation may arise when the source needs to be
detached manually from the treatment unit. One (still
unlikely) scenario would be if the source were stuck out
of the treatment unit, the sources or the closed applicator
had been removed from the patient, a person were pinned
very close to the source so neither they, nor the treatment
unit, could be moved, and the source on the cable could not
reach the shielded container. In this special situation, the
source cable should be cut from the unit and the source
placed in the shielded container always present in the
room. In cutting the source cable, it must be clear that
the cut is not through the source capsule. For units with the

capsule welded on the cable, the cut must be through the
braided cable as opposed to the smooth steel capsule
(Fig. 17). For sources imbedded in the cable, a sufficient
length of the cable must be seen to assure the cut occurs
behind the source. Thus, emergency tools that must be
present in the treatment room and always readily acces-
sible include a wire cutter, a pair of forceps, and a shielded
service container.

Back-Up Battery

In case of a power failure during the treatment, the
machine is equipped with a back-up battery to provide
retraction of the source to its safe. The batteries should
be tested with each source exchange.
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Table 2. Exposure Rates from an Exposed 10 Ci 192Ir Source

Time, min, to Receive

Typical Situation Distance, m Dose Equiv Rates, Sv �h�1 10 Gy (likely injury) 0.5 Sv (annual body limit)

In Patient 0.01 460 1.25 min 0.07 min
Handling with 6.5 min

Kelly Clamps, to hands 0.1 4.6 2.1 h 98 min for hand limit
Handling with

Kelly Clamps, to body 0.3 0.5 18.8 h 1.0 h
Standing near 1 0.046 8.7 days 11 h
Standing far 2 0.012 34.8 days 43 h

Figure 16. The shielded container for emergency placement of an
unretracted source.



TREATMENT PLANNING SYSTEM

Software and hardware for the treatment planning system
are provided by the vendor selling the treatment unit.
Three-dimensional (3D) patient data [computed tomogra-
phy (CT), magnetic resonance imaging (MRI)] can be
directly transported and loaded in the planning system.
Two dimensional (2D) data (e.g., from radiographs) usually
are loaded interactively by computer peripherals (scan-
ners, digitizers) although some automated input systems
are available. With 2D input, the target information must
be inferred since tumors are generally not visible on the
images, while the 3D imaging often visualizes tumors as
well as surrounding normal tissue structures. With either
input, tumor volume is entered on these images, and the
treatment-planning volume is constructed by adding some
margin to the tumor volume. Various computer algorithms
help the planner conform the prescribed dose to the target
volume. Data characteristic for the radioactive source are
usually supplied by the vendor and included in the soft-
ware. The medical physicist enters the source strength
data both in the planning system and the treatment unit
at the time of the installation of the new source in the
treatment unit after calibration.

Dose Calculation

The treatment-planning computer calculates the dose dis-
tribution for a patient containing an applicator with a
given set of dwell positions, each with their own dwell
time. In calculating the dose distribution, the computer
first calculates the dose to a set of grid points. Usually, the
operator wishes to see the results presented as isodose
lines. An isodose line on a given plan connects all points
receiving the same dose, much like elevation lines on a
contour map of part of the Earth connects points with the
same altitude. From the dose values at the grid points, the
computer interpolates to find the path of the isodose line

value specified by the user. The calculation of the dose from
one dwell position, identified with the subscript i, to a point
P(r,) as shown in Fig. 18, uses the formula (1),

Diðri; uÞ ¼ SK�L�½Giðr; uÞ=Gðro; uoÞ��giðriÞ�Fiðri; uÞ�ti ð1Þ

where

Di(ri,u) ¼ The radiation dose to water, in units Gy, at
position P(r,u)

SK ¼ The air kerma strength of the source in mGym2 �h�1.
The strength of photon-emitting brachytherapy sources
usually is specified by the intensity of the radiation at
some distant outside of the source rather than by the
amount of radioactivity contained inside. In this man-
ner, variations in the source encapsulation, which may
attenuate varying amounts of the radiation given off by
the contained radionuclide, have no effect on the dose
delivered to the patient. While the strength of a new
HDR source is often quoted as 10 Ci (the approximate
activity in the capsule), the actual source strength
determination accounts for the energy of radiation from
the source, transferred to a mass of air at a given point.
Air kerma is the energy transferred from the radiation
to kinetic energy in the medium per unit mass, where
the medium must be specified. That point for air kerma
strength is at 1 m, and a new source would have an air
kerma strength of 	 40 mGy �m2 �h�1, or in shorthand,
40 kU, where 1 U¼mGy �m2 �h�1. A radiation dose of 1
gray (Gy), equals 1 joule per kilogram (1 J �kg).

L ¼ The dose rate constant, that is the absorbed dose rate
in cGy �h�1 at 1 cm from the source in the perpendicular
plane that bisects the source axis per unit air kerma
strength. For 192Ir sources, L¼ 1.12 cGy �h�1/U.

[Gi(ri,ui)/G(ro,uo)]¼ The geometry function, which
accounts for changes in dose rate due to the relative
positions of the source and the calculation point and the
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Figure 17. Cutting the source cable from a treatment unit. This
procedure should only be performed in very special, rare situations
as described in the text. Great care must be taken to assure the cut
is through the cable and not the source capsule.

Active Length (L)
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P(r,θ)

β

θ

Perpendicular
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Figure 18. Geometry and legend for the dosimetry of a line source
as given in Eq. 1.



shape of the source. The numerator expresses the geo-
metric dose pattern for the point of calculation while the
denominator gives that for the reference condition,
where ro¼ 1 cm and uo¼ 908. The geometric dose pattern
usually is approximated as 1/r2 for a point source, and
for a line source /(L�h) as shown in Fig. 18.

gi(ri) ¼ The radial dose function, variation in the dose rate
with distance from the source due to the attenuation
and scatter due to the tissue between the source and the
point of calculation at distance r, normalized at 1 cm,
and not including any effect in dose rate due to geometry
(i.e., the geometric function has been removed from the
dose at the calculation distance and at 1 cm for the ratio).

Fi(ri,u) ¼ The anisotropy function, which describes the devia-
tion of the shaped of the isodose lines from a circle. The
function Fi(ri,u)¼ the dose at the calculation point P(r,u)
divided by the dose at the same distance, ri but on the
perpendicular bisector, that is with uo¼ 908, and, as with
the radial dose function, with the geometrical effects
removed.

ti ¼ the dwell time for dwell position i.

Dose Optimization

The treatment planning addresses first which dwell posi-
tions will be used. Then for each of the dwell positions, the
dwell time must be calculated. The goal is to match the
resulting dose distribution with the target volume, a pro-
cess referred to as optimization. There are several methods
to assist the operator in optimizing the dwell times. The
methods fall into three main categories:

Analytic methods use relatively simple algorithms to
calculate the dwell time for each dwell position. One of the
most common, geometric optimization (2,3), weights the
dwell time for a position inversely to the sum of the doses
to that position from the other dwell positions. For an intra-
cavitary application, where the dose distribution is intended
to more or less conform to the shape of the applicator tracks,
‘‘distance optimization’’ is used, where the contributions of all
of the other dwell positions are included in the summation of
the dose. For interstitial application, where the implant
usually treats a volume, the process becomes ‘‘volume opti-
mization’’, with the dose contributions from dwell position
along the same track excluded in the summation.

Dose specification methods attempts to calculate the
dwell times to deliver a specified dose to designated points
(dose points or optimization points) placed throughout the
volume or on the surface of the target (4–6). The dose to
each specified point described an equation with the dose to
the point on one side and the contributions from each of the
dwell positions on the other,

Dose ¼ SK�L�
Xall dwells

i

f½Giðri; uÞ=Gðro; uoÞ��giðriÞ�fiðri; uÞ�tig

ð2Þ

In the simplest situation, such an approach becomes solving a
set of simultaneous equations for the doses to the optimiza-

tion points for the unknown dwell times. The problem comes
when there are more equations than unknowns (more dose
points than dwell positions and the set is over determined) or
the converse (when the set is underdetermined). In the
general case, the set is solved by a least-squares method to
find the values for the dwell times that minimizes the square
of the difference between the doses desired and the doses
resulting from times in the set of equations. However, it is
very helpful to add an additional criterion on the dwell times:
controlling the fluctuation in dwell times between adjacent
positions. The optimization equation becomes

X2 ¼
XAll dose points

j¼1

ðDprecribed
j �Dcalculated

j Þ2

þ V
Xdwells�1

i¼1

ðtiþ1 � tiÞ2 þ u
Xall dwells

i¼1

ti ð3Þ

where the first term considers the difference between the
prescribed dose and that calculated dose for each specified
point. The value of the second term depends on the differ-
ences in dwell times between each dwell position and its
neighbor. The factor, the dwell weight gradient factor, v,
determines how important minimizing this fluctuation is.
Large values for v (> 1) tend to force the dwell times to be the
same, not producing a very conformal dose distribution; small
values (< 0.2) permit negative times to result from the opti-
mization (not a physical situation). The last term minimizes
the overall exposure time, assuming that the set of dwell
times that adequately treats the target volume with the least
total time results in the lowest dose to the rest of the patient.
The factor u determines how important minimizing dwell
time is for the optimization. The optimized set of dwell times
minimizes X2.

Stochastic methods use iterative techniques to find
adequate values for the dwell times. Generally, these
approaches establish an objective function, such as the
difference in dose to a set of point between that prescribed
and that achieved. The function may also include penalties
for excessive doses to normal tissue structures or lack of
homogeneity through an implanted volume. The goal of the
optimization is to obtain the best score for the objective
function. The process begins with a set of values for the
dwell times, evaluates the objective function, and then
makes changes in the dwell times. If the new set of times
improves the value of the objective function, the new set
becomes the current best set. If the old set of times gave a
better value for the objective function, it remains the
current best set. Obviously, the strategy for how to pick
each new set of values in the core of the methodology, and a
more complete discussion is beyond the scope of this text.
The most common approaches in the literature are simu-
lated annealing (7) and the genetic algorithm (8).

The goal of all the optimization methods is to adequately
treat the target tissues while sparing the sensitive normal
structures. A resultant plan is shown in Fig. 19.

SHIELDING

The radioactive source in the high dose rate machine starts
	 10 Ci with an exposure rate at a distance of 1 m from the
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source of 	 46 mSv �h�1. According to the rules and reg-
ulations of the United States Nuclear Regulatory Commis-
sion (USNRC), the annual limit for radiation exposure to
the public is 1 mSv and the annual occupational limit is 5
mSv. (The actual limit for occupationally exposure persons
is 50 mSv � year�1, but following the principle of maintain-
ing exposures as low as reasonable achievable, the NRC
usually holds licensees to exposure 0.1 of the limit.) In
addition to the annual limit, NRC requires that in an
unrestricted area the dose equivalent rate should not be
> 0.02 mSv in any given hour. Thus, the HDR machine
needs to be housed in an adequately shielded room. To meet
these requirements in a HDR brachytherapy suite, where
the walls and the ceiling are at least 1.5 m from the
machine head, concrete wall of 	 43–50 cm (or 4–5 cm of
lead) are needed. For larger rooms the concrete wall thick-
ness will be lower since the exposure rate is inversely
proportional to the square of the distance from the radio-
active source. For details on the procedures for calculating
the thickness of barriers for a particular facility, see health
physics texts such as Cember (9) or McGinley (10).

QUALITY ASSURANCE

In order to maintain the quality of patient care, a quality
management program is required in every facility that
provides HDR brachytherapy treatment. Such a program
generally follows standards set by professional organiza-
tions and intends to minimize untoward events caused by
the malfunction of the machine or human error. Such
programs become exceedingly important in HDR bra-
chytherapy because the planning and the treatments tend
to happen very quickly, increasing the likelihood of acci-
dents and mistakes. Quality Assurance (QA) tests measure
some performance aspect of the treatment unit and com-
pare the results with expectations in order to demonstrate

proper operation. QA is performed at various intervals:
some for each patient, some once each treatment day, and
others with each source change. Moreover, for HDR RAL,
the USNRC mandates that users meet certain standards,
including education and training on operating the
machine, emergency procedures, radiation monitoring,
pre-treatment safety checks, safe and accurate delivery
of the treatment, and monthly/initial calibration of the
source. Since the details of quality assurance is outside
the scope of this literature, interested readers can refer to
the report of Task Groups 59 (11) and 56 (12) of the
American Association of Physicists in Medicine and rele-
vant texts (13).

In general, the problem of quality assurance becomes
assuring that the treatment will deliver the correct dose, to
the correct location, safely. Thus, the tests generally follow
the outline below:

Verification of dose variables.

Checking the strength of the source compared with
that projected from the initial calibration based on
radioactive decay.

Checking the proper operation of the controlling
timer.

Verification of position control.

Checking that the source goes to the location pro-
grammed.

Checking coincidence between the programmed posi-
tions and the respective positions indicated by
imaging markers.

Checking consistent movement of the source.

Verification of proper operation of safety features.

Checking operation of the door interlocks.

Checking the operation of a handheld radiation
detector.

Checking the operation of the on-board and on-wall
radiation detectors.

Checking the operation of the check cable runs and
interlocks.

Checking the operation of the EMERGENCY OFF and
TREATMENTINTERRUPT buttons.

COSTS

Currently, two vendors (Nucletron Corporation and Varian
Medical Systems) market their RAL treatment unit in the
United States. Both the devices requires a capital expen-
diture of 	 $500,000–750,000, which includes the treat-
ment unit, a variety of transfer tubes, along with the
software and hardware for the treatment planning system.
Applicators that are needed to be placed in the tumor costs
extra. The costs of preparing a shielded room along with
ancillary equipment for X-ray imaging and operating room
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Figure 19. A 3D view of dose distribution of a breast catheter
implant with 25 catheters. The inner volume is the tumor volume
(lumpectomy cavity), while the outer volume (planning treatment
volume) has been generated by adding some margins to the tumor
volume. The gray cloud is the dose distribution generated by the
treatment planning system.



procedures can be another $500,000–750,000. Hence, the
total cost can run in between $1–1.5 million (14).

ADVANTAGES AND DISADVANTAGES

HDR comparing with LDR brachytherapy offers several
advantages and disadvantages. Being aware of these per-
mits safe and effective operation and application of HDR
brachytherapy.

Advantages of HDR Brachytherapy

Safety. One of the major advantages of a RAL is the
reduction or elimination of radiation exposure to the radio-
therapy staff. In conventional LDR, manual afterloading,
the radiotherapy staff receives radiation exposure while
loading the applicators with the radioactive sources, and
the nursing personnel are exposed during patient care
through the duration of the treatment (1–4 days). With
either HDR or LDR remote afterloading, the radiotherapy
personnel are outside the shielded room during the treat-
ment, and hence are exposed to minimal radiation.

Optimization. The design of the HDR RAL with the
stepping source allows greater flexibility and control over
dose distribution. The stepping source allows optimization
of the dose distribution by adjustment of the dwell times for
each dwell position in each channel. The dwell times can be
varied infinitely, permitting very fine control of the dose
distribution. In LDR, either manual or using an RAL, the
finite number of activities available (usually four at most)
and the larger sources used with manual applications
impose a restriction on the ability to conform the dose
distribution to the target.

Stability. Because HDR intracavitary treatments take
so little time (	 1 h), applicators can be fixed in place much
more stably than for the several day treatments using LDR
brachytherapy.

Dose Reduction to Normal Tissue. As with stability, the
short duration of HDR intracavitary treatments allows
displacement of normal tissue structure (i.e., pushing them
away from the source paths) to a greater extent than with
LDR treatment.

Applicator Size. The small size of the HDR source per-
mits the use of smaller applicators than those required for
the LDR applications, increasing the comfort to the
patient.

Outpatient Treatment. Almost all HDR patients are trea-
ted on an outpatient basis compared to LDR patients who
usually are treated as inpatients. Outpatient treatment is
more convenient for the patients and generally results in
lower overall costs.

Disadvantages of HDR Brachytherapy

Investment. The initial expense of HDR RAL is very
high. Machines and site preparation costs can be anywhere
between $0.5 and 1 M.

Complexity. The technological complexity of HDR RAL
opens the increased probability of errors, and leads to
increased regulatory scrutiny.

Compressed Time Frame. As mentioned above, the rapid-
ity with which procedures progress in HDR brachytherapy
increases the probability of executing errors.

Radiobiology. As the dose rate increases, the radiosen-
sitivity (damage per unit dose) increases for both normal
tissues and tumors. Unfortunately, the radiosensitivity for
the normal tissue increases faster than that for tumors,
increasing the likelihood of injuring the patient while
controlling the tumor. Overcoming this radiobiological
handicap requires the use of the advantages of optimiza-
tion, stability, and dose reduction to normal tissues, in
addition to fractionization. As with external-beam radio-
therapy delivered using a linear accelerator, which also
operates in the HDR regime, spreading the treatments
over many smaller fraction delivered over several days
reduces the difference in radiosensitivities between the
tumor and the normal tissues.
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BRACHYTHERAPY, INTRAVASCULAR

FIRAS MOURTADA

MD Anderson Cancer Center
Houston, Texas

INTRODUCTION

Intravascular brachytherapy (IVB) is a novel treatment
modality that delivers ionizing radiation to a coronary
artery to prevent renarrowing, that is, restenosis caused
by stent placement within the artery. The term brachy is
the Greek word for near since the radioactive source is
placed inside or near the target cells. In general, the field of
brachytherapy has been practiced for decades in the field of
radiation oncology for treatment of intracavitary (vagina,
bronchus, esophagus, rectum, nasopharynx, etc.) and
interstitial (muscle sarcoma, prostate, breast, etc.) cancers.
As a subspecialty, IVB is relatively new where most of its
development took place in the 1990s. Ionizing radiation
describes both electromagnetic (g rays, X rays) and parti-
culate (neutrons, beta, and alpha particles) of sufficient
energy to remove electrons from the target atom (thus
ionizing). Unlike conventional brachytherapy where the
target is mostly centimeters away from the source, IVB
targets the adventitia of the vessel wall, located within
1–5 mm from the radioactive source. To obtain accurate
dosimetry data in such close range is a challenge. The scope
of this article is on the delivery devices for IVB and tools
needed to assess the dosimetric properties of such bra-
chytherapy devices. (Dosimetry is a subspecialty of radia-
tion physics that deals with the measurement of the
absorbed dose or dose rate resulting from the interaction
of ionizing radiation with matter.) Such techniques are
useful and can be applied in other future applications that
require delivery of ionizing radiation to a target within a
few millimeters from a radioactive source.

Mechanisms of Restenosis

A diseased coronary vessel is mainly caused by athero-
sclerotic plaque formation containing mostly cholesterol
and lipids. This condition can lead to a heart attack and
chest pain (angina) where the blood flood within the lumen
is compromised. Coronary artery bypass surgery (CABG) is
the traditional method to alleviate this condition. In the
last few decades, minimally invasive procedures have been
developed in a field known as Interventional Cardiology.

Percutaneous transluminal coronary angioplasty (PTCA),
first performed by Gruentzig in 1977 (1); and endovascular
prosthetic devices (stents), first performed by Dotter et al.
(2) and Cragg et al. (3) in 1983, are the most common devices
used in interventional cardiology today. Charles Thomas
Stent (1807–1885), an English dentist who lent his name to
a tooth mould. Charles Dotter used the word ‘‘stent’’ in 1963
to name endoluminal scaffolding devices. However, these
interventions have created a new problem, restenosis.

Restenosis is a wound healing process occurring directly
at the angioplasty balloon or stent site. It is believed that
three processes cause restenosis: elastic recoil, neointimal
hyperplasia, and negative vascular remodeling. Elastic
recoil, or vessel spasm, occurs in the healthy (plaque-free)
portion of the vessel within minutes after balloon expan-
sion (angioplasty balloon or stent-expanding balloon).
Elastic recoil causes a luminal cross-sectional area reduc-
tion of	 50%, but only for a short time after the procedure.
The second component of restenosis is neointimal hyper-
plasia resulting in new tissue growth occupying the micro-
cracks and rapture within the plaque mass, in some
patients this process can be overcompensating, filling more
tissue within the vessel lumen thus compromising blood
flow. The blood vessel wall (any vessel larger than capil-
laries) has three major layers called tunica, the innermost
layer is the intima followed by a middle concentric layer
called the media where mostly the smooth muscle cells
reside, and then the outer most layer called the adventitia.
The adventitia contains a connective tissue with mainly
collagen and myofibroblasts. Some controversy still
remains as to which cells are responsible for neointimal
hyperplasia, media smooth muscle cells, or myofibroblasts
migrating from the adventitia. In IVB, the prescription
dose should reach the tunica adventitia to insure full
therapeutic benefit. The third component of restenosis is
negative remodeling. The term negative remodeling refers
to contraction of the arterial wall following an arterial
injury inflicted by an interventional procedure occurring
slowly over the first 3–9 months after the angioplasty.
Negative remodeling is believed to play a major factor in
restenosis after a PTCA intervention. However, the stent is
a mechanical scaffolding device that prevents negative
remodeling. Hence, in-stent restenosis appears to derive
almost exclusively from neointimal hyperplasia, even more
than seen in balloon angioplasty. Schwartz and Holmes (4)
provide a detailed discussion on restenosis and remodeling.
Hall et al. (5) present on the radiobiological response of
vascular tissue to IVB. (5).

Epidemiology and Clinical Trials

Restenosis is a very likely event (within few months of
the initial intervention) and has been a frustrating pro-
blem in interventional cardiology. For example, > 1 million
people worldwide had percutaneous coronary inter-
ventions in 2001 and of these > 85% received a stent.
Restenosis occurred in > 50% of the stented patients
(	 425,000 patients worldwide), with the United States
share of 	 150,000 patients.

Restenosis as measured using quantitative coronary
angiography (QCA) is arbitrarily defined as a narrowing
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of the vessel lumen of at least 50% relative to the adjacent
healthy vessel lumen ratio of minimum lumen diameter
(MLD) to the reference lumen diameter (RLD). Mehran
et al. (6) studied several risk factors from angiographic
patterns of in-stent restenosis (ISR). The MLD, lesion
length, and diabetes were found to be important factors
predicting in-stent restenosis risk. Risk increased as a
function of lesion length (10–40 mm) and decreased as a
function of the MLD (2.5–4 mm diameter). Further, the ISR
pattern is important where diffused restenosis has a larger
risk those with a focal pattern.

The main complications of PTCA are acute vessel occlu-
sion and late restenosis. Two important trials started in
1991, the North American STRESS (STent REStenosis
Study) (7) and the European BENESTENT (BElgium
Netherlands STENT trial) (8) using metal-bare stents
(Palmaz-Schatz stent) transformed the practice of inter-
ventional cardiology. (Bare-metal stent is a term used here
to make a distinction from the drug-coated stent briefly
discussed in this article.) However, in-stent restenosis
incidence of > 50% was still observed. The introduction
of IVB in the 1990s revamped the hope to eradicate rest-
enosis. Condado et al. (9) in 1997 conducted the first small
human trial showing reduction in restenosis over a 5 year
follow-up period; this study, however, had some dosimetric
issues. Definite multicenter double-blinded randomized
clinical trials for IVB for the indication of in-stent rest-
enosis are the GAMMA I (10), the START (Strontium-90
Treatment of Angiographic Restenosis Trial) (11), and the
INHIBIT (INtimal Hyperplasia Inhibition with Beta In-
stent restenosis Trial) (12). With over 5000 patients treated
with IVB, this modality has recently proven its safety and
efficacy. As shown in Fig. 1, IVB (GAMMA I, START,
INHIBIT) clinical trials had about twofold reduction of
in-stent restenosis than found from the STRESS and BEN-
ESTENT bare-metal stent versus. PTCA trials. Initial
problems in the IVB trials, like edge failure due to geo-
graphic miss and increased incidence of later thrombosis,
were quickly remedied by increasing the radioactive source
length and prolonged use of antiplatlet therapy. Table 1 is a
detailed summary of these IVB clinical trials. Many other

clinical IVB clinical trials were conducted using various
isotopes, delivery system, and other clinical indications.

THEORY AND DETAILED DESCRIPTION OF IVB DEVICES

Based on the clinical trials discussed above, the Food and
Drug Administration (FDA) granted a premarket approval
(PMA) to three IVB devices. The Checkmate system (Cor-
dis Corporation, a Johnson & Johnson Company, Miami
Lakes, FL) using 192Ir and BetaCath system using 90Sr
(Novoste Corp. Norcross, GA) were both approved on
November 3, 2000. About 1 year later, the GALILEO Intra-
vascular Radiotherapy System (Guidant Corp., Santa
Clara, CA) using 32P was also approved by the FDA. All
of these devices are classified as catheter-based radiation
delivery systems using sealed radioactive sources.
Catheter-based means the source in the form of a source
wire or a train of seeds (ribbon) is placed inside a closed-tip
lumen catheter. The catheter is first placed into the target
vessel and the source wire or ribbon is delivered or after-
loaded using manual or computer-based delivery systems.
The radiation safety considerations for these devices have
been greatly discussed in the literature (13,14).

Other irradiation techniques were also investigated,
including inflation of dilatation balloon catheter with
radioactive liquid or gas; insertion of miniature X-ray
tubes; implantation of radioactive stents; and postangio-
plasty external beam irradiation. These techniques did not
make it to the market due to variable reasons including
suboptimal efficacy, safety, or practicality. Table 2 sum-
marizes several other isotopes and delivery systems inves-
tigated for IVB applications. Tables 3 and 4 list a few
radiation characteristics for important gamma and beta
sources for IVB.

Cordis Checkmate System

Checkmate is indicated by the FDA for the delivery of
therapeutic doses of gamma radiation for the purpose of
reducing in-stent restenosis. The system is for use in the
treatment of native coronary arteries (2.75–4.0 mm in
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Figure 1. Percent restenosis reduc-
tion reported in bare-metal stent
(STRESS and BENESTENT), and
in intravascular brachytherapy clin-
ical trials Gamma I (192Ir), START
(90Sr/90Y), and INHIBIT (32P).
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diameter and lesions up to and including 45 mm in length)
with in-stent restenosis following percutaneous revascu-
larization using current interventional techniques. Out-
side of the FDA approved indication, Waksman et al. (15)
also examined the effects of intravascular gamma radia-
tion in patients with in-stent restenosis of saphenous-vein
bypass grafts and found favorable results.

Radioactive Source Ribbon. The Checkmate catheter-
based brachytherapy system uses 192Ir seeds that are pre-
assembled in 6, 10, and 14 seed strand inside nylon ribbons
(Best Medical International, Springfield, VA). Treatment
lengths are 23, 39, and 55 mm for the 6-, 10-, and 14-seed
ribbons, respectively (16). Iridium-192 has an average
energy of 370 keV and a half-life of 73.83 days. The 192Ir
radioactive metal (30% Ir, 70% Pt) is 3 mm long and 0.1 mm
in diameter encapsulated within a 3 mm long� 0.5 mm
diameter stainless steel capsule. The seeds are placed

inside a nylon ribbon with an interseed spacing of 1 mm.
The overall ribbon length is 230 cm and the outer diameter
is 0.76 mm (2.4 F). [1 French (F)¼ 1/p mm.] At both distal
and proximal edges of the seed strand, radiopaque markers
are placed for visualization under X rays. A nonradioactive
dummy ribbon is preloaded inside the delivery catheter to
provide reinforcement during shipping and to improve
maneuverability during initial positioning of the catheter
across the target lesion. The dummy ribbon has the same
length and configuration of the radioactive source ribbon to
aid in IVB therapy planning during the procedure. A
source lumen plug is used to prevent the movement of
the dummy ribbon inside the Checkmate delivery catheter
during initial catheter placement via the femoral artery.
Dosimetry characterization of the Checkmate source rib-
bon are discussed in the literature (17).

Delivery Catheter. This is a single lumen catheter with
a distal rapid exchange tip and a closed-ended source
lumen for isolation from patient blood contact. Both the
radioactive source and the nonradioactive dummy ribbon
use this lumen to reach the target. A single radiopaque
marker at the distal end of the source lumen is to aid in
catheter placement under fluoroscopy. A guidewire is used
to guide the catheter along the tortuous pathway into the
coronary artery. The guidewire exits the catheter 4 mm
from the distal tip of the catheter. The overall length of the
Checkmate catheter is 230 cm with a usable length of
145 cm. At the distal portion of the catheter, the outer
diameter is 3.7 F (0.049 in.), which is deliverable with 7 F
(mm) or larger guiding catheter.
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Table 1. Summary of Pivotal IVB Clinical Trial Used to Obtain FDA Approval for In-Stent Restenosis in Native Arteries
Indication

Angiographic Restenosis TLR

Trial Target Lesion Source Dose, Gy Patients, n Rad., % Placebo % Rad. % Placebo, %

Gamma-1 In-stent
(< 45 mm)

192Ir ribbon 8–30 252 22 50 (6 months) 24 42 (9 months)

START In-stent
(< 20 mm)

90Sr/90Y
Seed train

16–20 Gy
at 2 mm

476 14 41 (8 months) 16 24 (8 months)

INHIBIT In-stent
(< 45 mm)

32P wire 20 Gy at
1 mm into
vessel wall

332 16 48 (9 months) 11 29 (9 months)

Table 2. Gamma and Beta Sources with Different Delivery
Systems Investigated for Intravascular Brachytherapy
Applications

Gamma Delivery Systems Beta Delivery Systems

192Irseed train 32P - wire, stent, balloon
125I-stent 90Sr/90Y - seed train
103Pd-stent, wire 90Y - wire
131Cs-stent 188W/188Re - wire, balloon-liquid
99mTc-liposome–liquid 186Re - balloon-liquid

133Xe - balloon-gas
48V - stent (positron)a
62Cu - balloon-liquid
106Ru/106Rh - wire
144Ce/144Pr - wire
68Ge/68Ga balloon-liquid (positron)

a
A positron is an electron with a positive charge.

Table 3. Average Energy and Half-Life of Important
Gamma Emitters Investigated for Intravascular Bra-
chytherapy Applications

Isotope Ave Energy, keV T1/2, day

192Ir 370 73.83
125I 28 59.4

103Pd 21 16.97
131Cs 30 9.69

Table 4. Maximum Energy and Half-Life of Important Beta
Emitters Investigated for Intravascular Brachytherapy
Applications

Isotope Max Energy, keV T1/2

32P 1710 14.3 day
90Sr/90Y 2280 29.1 year

90Y 2280 64 h
188W/188Re 2120 69.4 day

186Re 1090 90.6 h
133Xe 360 5.3 day

48V 696 16 day
62Cu 2930 9.74 min

106Ru/106Rh 3540 371.6 day
144Ce/144Pr 3000 284.9 day



Delivery Device. As shown in Fig. 2, the Checkmate
delivery device is mainly a lead shielded cylinder housing
both the radioactive 192Ir source ribbon and the dummy
ribbon. This is a simple device where the proximal end of
the source ribbon (nonradioactive part) protrudes from the
proximal end of the delivery device and is coiled when not
in use. When in use, a threaded cap on the distal end of the
delivery device is replaced with a luer connector, which is
connected to the hub of the delivery catheter. The source
ribbon is pushed forward by hand from the proximal end of
the delivery device into the delivery catheter.

Dosimetry. The Checkmate IVB system dosimetry was
initially based on intravascular ultrasound (IVUS). From
these images, the distance from the center of the IVUS
catheter to the outer edge of the media tissue, called the
external elastic membrane (EEM) is measured. A mini-
mum of three axial images is taken along the stented vessel
segment to determine the maximum and minimum dis-
tance from the source to the EEM. The dwell time is then
calculated to insure that 8 Gy is delivered to the EEM
farthest from the source, provided that no > 30 Gy is
delivered to the closest EEM. The IVUS-based dosimetry
was later simplified to prescribe a fixed dose of 14 Gy at a
distance of 2 mm from the centerline of the source. This
provided a logistic solution to shorten procedure time and

to spread the use of this system since many of catheteriza-
tion labs in the United States do not have IVUS image
modality.

Novoste BetaCath

The first generation BetaCath is a 5.0 F (1.59 mm) system.
This system was indicated by the FDA to deliver beta
radiation to the site of successful percutaneous coronary
intervention for the treatment of in-stent restenosis in
native coronary arteries with discrete lesions of  20 mm
in length using the 30 or 40 mm system and for longer
lesions up to 40 mm using a longer source train (60 mm) in a
reference vessel diameter ranging from 2.7 to 4.0 mm. The
second generation BetaCath is a 3.5 F (1.17 mm) system,
which has an equivalent radioactivity to the 5 F (1.59 mm)
system, but is smaller in diameter and fits easily inside a
(1.91 mm) guide catheter. This system is intended to deliver
beta radiation.

The 3.5 F (1.17 mm) BetaCath system has three main
components, the 90Sr source train, the b-Rail 3.5 F delivery
catheter, and the 3.5 F delivery device.

Radioactive Source. Strontium-90/Yttrium-90 is a pure
beta emitter with any energy spectrum with maximum
energy of 2.27 MeV and an average of 0.934 MeV. The long
half-life (29.1 years) simplifies treatment planning due to
the almost unchanged dose rate of the device during the
life cycle of the device (6 month). Each seed is 2.5 mm long
and 0.38 mm in diameter for the 3.5 F system (0.64 mm
seed diameter for the 5 8F system), manufactured by AEA
Technology GmbH, Germany or BEBIG Isotopen- und
Medizintechnik GmbH, Berlin, Germany. The radioactive
source train consists of a wire jacketed ‘‘train’’ of 12 (30
mm source train), 16 (40 mm source train), or 24 (60 mm
source train). The jacketed design was a major improve-
ment over the initial design to eliminate seed movement
thus providing uniform dose distribution. A radiopaque
mark is placed one each side of each source train to
provide visualization under fluoroscopy. Dosimetry char-
acterization of the BetaCath sources are discussed in the
literature (18,19).

Delivery Catheter. Only details of the second-generation
delivery catheter, b-Rail 3.5 F (1.17 mm), will be discussed.
This is a closed-end catheter with a total length of 180 cm
(Fig. 3). A longer catheter called b-Rail 3.5 F XL delivery
catheter has an overall length of 267 cm if desired. The
catheter has a guidewire exit port at 1 cm from the distal tip,
that is, a rapid exchange design. This catheter accommo-
dates all source train lengths (30, 40, or 60 mm) that reach a
most distal radiopaque marker located inside the delivery
catheter. The b-Rail delivery catheter is preloaded with an
Indicator of Source Train (IST), this Novoste terminology is
used for the nonradioactive dummy source to aid in the
measurement and positioning of the delivery catheter to
insure adequate radiation coverage. The IST includes two
radiopaque markings to delineate 30, 40, and 40 mm source
lengths. At the proximal end of the delivery catheter, a
proprietary connector is provided to insure a secure connec-
tion to the delivery device described next.
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Figure 2. Checkmate delivery device (Cordis Corporation, a
Johnson & Johnson Company, Miami Lakes, FL) is mainly a lead
shielded cylinder housing both the radioactive 192Ir source ribbon
and dummy ribbon.



Delivery Device. This is a handheld battery-powered
device used to store the radioactive source train (only one
length). Hence, three separate delivery devices are needed
to accommodate the 30, 40, and 60 mm source trains des-
cribed above. The source train is sent into and returned
from the delivery catheter using hydraulic pressure. To
insure safe attachment of the delivery catheter, a connector
lock latch is provided at the exit port of the delivery device.
Several electronic pressure sensors are used to provide the
operator with feedback on the pressure required using a
saline-filled syringe to send, hold, or return the source
train. Two source train position indicator lights (Green:
In/Amber: Out), adjacent to the source chamber-viewing
window (see Fig. 4). A fluid control lever controls the fluid
flow and direction of the source train movement. A treat-
ment counter tracks the number of procedures or test runs,
a maximum of 125 transfers is allowed.

Dosimetry. The BetaCath IVB system dose prescrip-
tion is the simplest out of the three systems discussed. The
dose prescription is given relative to the source axis at 2 mm
radial distance. The recommended dose is 18.4 Gy for a mea-
sured reference vessel diameter < 3.35 mm, but > 2.7 mm;

and 23 Gy for a diameter > 3.35 mm, but < 4.0 mm. Vessel
diameters < 2.75 mm or > 4.0 mm can be treated with this
system; however, this is considered an off-label use of the
device as defined by the FDA. The appropriate source train
length (30, 40, or 60 mm) is selected after measuring the
injured length using angiography and adding a margin on
the distal and proximal side of a minimum of 5 mm.

Guidant Galileo

This IVB system is the only computer-based device. The
GALILEO Intravascular Radiotherapy System (Guidant
Corp., Santa Clara, CA) consists of three main components:
the GALILEO 32P Source Wire, the GALILEO Centering
Catheter, and GALILEO Source Delivery Unit (SDU). The
first generation product used a 27 mm long 32P source and
spiral centering catheter. The second generation, called
GALILEO III uses a 20 mm long 32P source, a trichannel
centering catheter, and an automated high precision step-
ping algorithm.

The first generation GALILEO was indicated to deliver
beta radiation to the site of successful percutaneous cor-
onary intervention for the treatment of in-stent restenosis
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Figure 3. The b-Rail 3.5 F delivery
catheter (Novoste, Norcross, GA) is
a closed-end catheter with a total
length of 180 cm. A longer catheter
called b-Rail 3.5 F XL delivery cat-
heter has an overall length of 267 cm
is available. (Courtesy of Novoste
Corporation.)



in native coronary arteries with discrete lesions 47 mm in
reference vessel diameter 2.4–3.7 mm. The second genera-
tion GALILEO III system extended the indication to treat
injured arterial length up to 52 mm.

Radioactive Source. The active wire contains linear
solid-form phosphorus 32 (32P) in ceramic glass fiber sealed
in the distal end of a flexible nitinol (NiTi) hypotube, which
is welded to a nitinol wire (total wire length is 2430 mm).
The nominal active length is 27 mm (first generation sys-
tem) 20 mm (second generation system). Both source wires
have an outer diameter of 0.46 mm. Phosphorus-32 is a pure
beta-emitting isotope with a maximum energy of 1.71 MeV,
an average energy of 0.690 MeV, and a half-life of 14.28
days. The active wire can be used in multiple procedures for
	 4 weeks (two half-lives). The active wire has two 1 mm
tungsten X-ray markers, one proximal and one distal from
the source, for visualization (see Fig. 5). A dummy source is
used before the active wire is delivered to verify positioning,
to check for kinks and catheter obstructions that could
prevent the active wire from reaching the treatment site,
and to achieve accurate positioning at the treatment site.
Similar to the active wire, the dummy source also has two

tungsten markers, making it visually identical to that of the
active wire. Dosimetry characterization of the Galileo
sources are discussed in the literature (20,21).

Delivery Catheter. This is a dual-lumen catheter with a
spiral-shaped (first generation) or triloped balloon (second
generation) to provide source centering within the lumen to
improve dose homogeneity (see Fig. 6a and b). Such balloon
profiles are designed to center the source within the lumen
and to allow distal and side-branch perfusion during the
dwell time that can take up to 10 min. This would make the
procedure more tolerable for patients. The design of the
second generation was found to provide better perfusion
than the spiral design, in particular for the longer balloons
to treat longer lesions. One lumen allows the automatic
advancement of the source wire. At the proximal end of this
lumen, a key connector attaches the delivery catheter to
the delivery device. The key connector has a special code
that reads using an optical sensor at the entry port to
automatically determine the balloon length and the num-
ber of dwell positions based on the centering catheter used.
The distal end of this lumen is closed to prevent contact of
the source wire with the patient blood. The second lumen
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Figure 4. The BetaCath 3.5 F sys-
tem (Novoste, Norcross, GA) is a
handheld battery-powered device
used to store the radioactive source
train (only one length of 30, 40, or 60
mm source trains). Source train
transfer depends on hydraulic pres-
sure. Several electronic pressure
sensors are used to provide the op-
erator with feedback on the pressure
required using a saline-filled syr-
inge to send, hold, or return the
source train. (Courtesy of Novoste
Corporation.)
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allows inflation (recommended pressure is 4 atm) and
deflation of the centering balloon. This lumen terminates
in a luer-lock connector allowing the attachment of stan-
dard inflation devices. A third lumen is 5 mm long at the
most distal tip of the catheter; this is used to place the
delivery catheter over a standard 0.014 in. (0.36 mm)
coronary guide wire using a Rapid Exchange approach.
Radiopaque markers located at the distal and proximal end
of the balloon allows proper placement of the delivery
catheter under fluoroscopy. Proximal shaft markers are
located at 95 and 105 cm to aid in gauging catheter position
relative to the tip of a brachial or femoral guiding catheter,
respectively. The triloped GALILEO III centering catheter
is provided with a balloon diameter of 2.5, 3.0, and 3.5 mm
and balloon lengths of 32 and 52 mm. (Balloon length is
defined as the distance between radiopaque balloon mar-
kers and does not include balloon tapers that extend
beyond these markers). The MLD determines the appro-
priate centering catheter balloon diameter to use in the

artery segment being treated (see Table 5). The lesion
length determines the appropriate centering catheter
length to use (see Table 6).

Delivery Device. The delivery device or the SDU has
three main components: the head, base, and cartridge.

The front of the SDU head (Fig. 7) includes the touch
screen monitor, status indicator lights, and housing for the
cartridge. It also contains the manual retract wheel, the
cartridge key port, the catheter key port and catheter eject
button, and the red STOP button. On the back of the SDU
head are the touch screen tilt lever, the swivel handle, and
the system key port. The SDU head houses two motor
drives—a primary motor and a battery-operated emer-
gency retract motor. The emergency-retract motor works
automatically if the primary motor fails to retract the
active wire.

The SDU base provides a stable foundation for the
SDU head and allows the unit to be transported easily.
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1.00 mm

NT Encapsulation
0.46 mm

P32 Core
OD, 0.24 mm

LENGTH 20 mm

TUNGSTEN MARKER
OD 0.27 mm
LENGTH 1.00 MM

Figure 5. Cross-section of the
32P source wire (Guidant Cor-
poration, Santa Clara, CA) is
shown. The radioactive core has
a nominal length of 20 mm and 1
mm tungsten X-ray markers, one
on each side of the core. All di-
mensions are in millimeters.
(Courtesy of Guidant Corpora-
tion: GALIELO system is no
longer manufactured or for sale.)

Figure 6. (a) Galileo first generation spiral centering catheter (Guidant Corporation, Santa Clara,
CA) is shown inside a 3 mm diameter curved lumen, balloon is inflated to 4 atm with saline to provide
optimal source centering and distal blood perfusion (Courtesy of Guidant Corporation—GALIELO
system is no longer manufactured or for sale.) (b) Cross-section of a Galileo second generation
trilobed centering catheter (Guidant Corporation, Santa Clara, CA) is shown. Source lumen is
central and the three lobes are inflated to 4 atm with saline to provide optimal source centering and
distal blood perfusion. Note guide wire lumen inside one of the lobes. (Courtesy of Guidant
Corporation—GALIELO system is no longer manufactured or for sale.)



Components of the base include the head release, the
handle bar, the emergency compartment, the wheels and
wheel locks, and the power cord port. The emergency
compartment contains the equipment necessary to handle
an emergency, including the emergency safe, the emer-
gency wire cutter, and the emergency tongs.

The cartridge, which is inserted into the SDU head,
contains the active (32P source) wire, the dummy wire, and
the operating software. It also contains the catheter key
port, the tungsten safe, which shields the active wire when
not in use, and the wire drive mechanisms. Figure 8 is an
example of the GALILEO software screen of the countdown
clock.

Dosimetry. Based on the measured minimal lumen
diameter and lesion length via fluoroscopy, online QCA, or
IVUS, a proper centering balloon size is chosen. Also the
lumen diameter of the nondiseased vessel is measured
immediately proximal and immediately distal to the treat-
ment area. The average of these two diameters is the RLD.
The GALILEO prescription point for radiation delivery is 1
mm beyond the RLD. The SDU automatically calculates
the dwell time required to deliver the prescribed dose of
radiation (20 Gy) at the prescription point. The GALILEO
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Table 5. Balloon Diameter Selection for the Guidant
Galileo Centering Catheter as a Function of the Measured
MLD

Balloon Diameter, mm MLD, mm

2.5 2.25–2.75
3.0 2.75–3.25
3.5 3.25–3.7

Table 6. Balloon and Equivalent Source Length Selection

Balloon Length,
mm

Injured Arterial
Length, mm

Equivalent Source
Length, mm

32  32 40
52 33–52 60

Figure 7. A front view of the Galileo source delivery
system. It includes the Touch Screen Monitor, Status
Indicator Lights, and housing for the Cartridge. It also
contains the Manual Retract Wheel, the Cartridge Key
Port, the Catheter Key Port and Catheter Eject Button,
and the red STOP Button. (Courtesy of Guidant
Corporation–GALIELO system is no longer manufac-
tured or for sale.)

Figure 8. A screen shot of the Galileo software of the countdown
clock for a treatment with two-source positions using the automa-
tic source positioning system. (Courtesy of Guidant Corporation—
GALIELO system is no longer manufactured or for sale.)



SDU automatically steps the 20 mm 32P source from most
distal position to the most proximal position to yield an
equivalent source length sufficient to cover the injured
length with a minimal margin of 4 mm (Table 6). Equiva-
lent source length (ESL) is defined as the total source
length that will be result by stepping the 20 mm active
source in tandem, either in two dwell positions (40 mm
equivalent source length) or in three dwell positions
(60 mm equivalent source length). Figure 9 is an example
of 60 mm ESL to treat a 47 mm lesion, note the added
margin of 2.5 mm to the minimal margin of 4mm to provide
adequate radiation coverage.

DESIGN CONSIDERATION FOR IVB DEVICES
AND DOSIMETRY

For beta emitters (90Sr/90Y, 32P) used currently in intra-
vascular brachytherapy, the prescribed dose is greatly
influenced by several perturbation factors. These pertur-
bation factors are divided into two categories; the first is
applicator dependent and the second is patient anatomy
dependent. Important applicator perturbation factors
include the placement of a guidewire during irradiation,
the source lumen eccentricity within the applicator and
centering capability with the vessel lumen, use of contrast,
X-ray markers, and source stepping precision (if injured
lengths longer than the source radioactive length are
treated). Patient perturbation factors include vessel ana-
tomy (size, curvature, and cross-section eccentricity),
plaque morphology (composition, density, and spatial dis-
tribution), and stent type. High energy gamma emitters
like) 192Ir (J&J Checkmate system) are influenced by such
factors as well, but with almost negligible magnitudes (22),
hence the next discussion will focus on the does distribu-
tions perturbation of the beta sources only.

Applicator Dependent Perturbations

The applicator dependent factors discussed in this report
are specific for two commercially available IVB beta source

systems, that is, Novoste (90Sr/90Y) and Guidant (32P)
systems. Five factors are discussed and considered most
important, but are not inclusive, (1) guidewire, (2) source
lumen eccentricity within the applicator and centering
capability within the vessel lumen, (3) use of contrast,
(4) X-ray markers, and (5) source stepping precision (man-
ual vs. automatic).

Guide Wire Perturbation. The guide wire (GW) is used to
navigate through the cardiovascular arteries during common
interventional procedures, such as balloon angioplasty, stent-
ing, and IVB. Commonly used guide wires are made of
stainless steel and have a solid cross-section with diameter
of 0.014 in. (0.36 mm). Several authors have reported on the
dose perturbation due to the guide wire in IVB (23–25).
Figure 6b depicts the cross-section of 3.0 mm GIII centring
catheter with a 0.014 in. (0.36 mm) guide wire inside the
upper lope. The distance from the center of the GW and
source axis is not fixed in this design and the GW location
can vary (shown at closest distance from the source lumen
center). Also Fig. 10 depicts the location of the guide wire
inside the 5 Fr BetaCath catheter. Shih et al. (24) provides
a detailed study on dose perturbation as a function of the
GW position relative to the source axis. A dose perturbation
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Figure 9. An example of 60 mm
equivalent source length resulting
from stepping twice a 20 mm 32P
source to treat a 47 mm lesion. Note
the added margin of 2.5 mm to
the minimal margin of 4 mm to pro-
vide adequate radiation coverage.

Return
fluid

Guide wire

β cathTM 5F Catheter

Source

Figure 10. Cross-section of the BetaCath 5 F delivery catheter.
Note the location of the guide wore lumen relative to the source
lumen. (Courtesy of Novoste Corporation.)



factor (DPF), defined as the ratio of the doses with and
without the presence of a guidewire was introduced to
quantify the effects.100 The authors reported a DPF of
up to 70% behind a GW for the beta sources. The dose
reduction for the beta sources was found to be dependent on
the guidewire location. For example, the dose reduction was
10% higher for a stainless steel guidewire located at 0.5 mm
than that for the guidewire at 2 mm from the central axis of
the source. The portion of the target volume affected (sha-
dowed) dosimetrically by the guidewire was reduced when
the guidewire was positioned farther away from the source.
The shadow volume (in which the dose reduction occurs) can
be reduced by up to 45% as the guidewire is moved away
from the source axis from 0.5 to 2 mm.

Fluhs et al. (25) measured the GW [0.014 in.
(0.3556 mm), stainless steel] perturbation using a plastic
scintillator. The authors pointed that the insertion of a GW
into the catheter close to the beta source causes a large
angular asymmetry of the radiation emission. For a guide
wire positioned eccentrically to the catheter the dose reduc-
tion is dominantly limited to a region of some 208 around
the angle defined by catheter centerline and guide wire.
At the catheter surface the maximal dose reduction in this
region was found to be (30� 2%, DPF¼ 10%). At the typical
dose prescription depth of 2 mm from the source axis the
shielding effect decreased to (24� 2%) (or DPF¼ 76%).
This value is remarkably larger than the dose reduction
caused by any typical stent design.

Source Lumen Eccentricity. Sehgal et al. (26) reports on
the dosimetric consequences of source centering (eccentri-
city) within the arterial lumen as one potentially important
factor for the uniform delivery of dose to the arterial tissue.
In this study, they have examined the effect of source
centering on the resulting dose to the arterial wall from
clinical intravascular brachytherapy sources containing
32P and 90Sr/90Y. Monte Carlo simulations using the
MCNP code (described in Advanced Topics section below)
were performed for these catheter-based sources with off-
sets of 0.5 and 1 mm from the center of the arterial lumen in
homogenous water medium as well as in the presence of
residual plaque. Three different positions were modeled
and the resulting dose values were analyzed to assess their
impact on the resulting dose distribution. The results are
shown in Table 7. The debate on the importance of center-
ing of beta emitters used in IVB to treat native coronary
vessels has been extensively published (27).

Contrast Perturbation. Contrast agents with high
atomic number materials are usually injected into blood
vessels to help in the determination of lesion location and to
verify source placement during the IVB procedure (small

fraction of the entire dwell time). Common contrast agents
like Omnipaque and Hypaque are discussed. Omnipaque
contains 	 25% of iodine (in mass), and Hypaque contains
	 23% of iodine. Iodine has an atomic number (Z) of 53.
Nath et al. (22) discussed the perturbation factor of these
contrast agents on 32P and 90Y IVB sources when the
contrast is injected directly in the blood stream, however,
this paper did not provide the average DPF over the
treatment dwell time. Mourtada used a Monte Carlo simu-
lation of the Galileo III centering catheter (Fig. 6b) to
calculate the average dose reduction at 1 mm tissue depth
if the three catheter lobes are filled with saline (as recom-
mended by the product instruction for use) and 50 : 50
Omnipaque contrast. The results are reported in Table 8.
The simulations were done for the three different sizes of
the GALILEO III centering balloon.

X-Ray Markers Perturbation. The GALILEO III center-
ing catheter has distal and proximal X-ray markers made of
90% Pt and 10% Ir (effective density is 21.6 g cm�3). The X-
ray markers are 0.635 mm long and the inner and outer
diameter are 0.394 and 0.432 mm, respectively. The GALI-
LEO 20 mm source first position inside the GIII centering
catheter is positioned 4 mm beyond the proximal edge of the
distal X-ray marker to provide adequate margins. Figure
11a depicts the 20 mm source wire (red) and distal X-ray
marker (gold). Using the Monte Carlo simulation MCNP,
the dose distribution in water around a 20 mm 32P source
was calculated with and without the distal X-ray marker.
Figure 11b depicts the two-dimensional (2D) isodose map
with the distal X-ray marker in place. As expected due to
scattering, the X-ray marker perturbation is reduced
quickly as a function of depth. For a 3.0 mm diameter vessel
example, the intimal surface maximum DPF is 23% and at
the prescription depth of 1 mm into the vessel wall, the
maximum DPF is 15%. The effect of the radiopaque marker
in the BetaCath 90Sr90/90Y system has not been reported,
but it is expected to be minimal since the catheter markers
are along the side of the radioactive seed train.

Source Stepping. Lesions that are longer than available
IVB sources require stepping the source (i.e., tandem
positioned) from mostly distal to most proximal lesion
segment to provide adequate radiation coverage. First-
generation clinical beta-source systems have gained FDA
approval for clinical indication for focal lesions (< 22 mm)
(12,28). For injured lesions > 22 mm, but  47 mm, the
manual tandem positioning (MTP) technique was investi-
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Table 7. Results Are Reported at a Radial Distance of
2 mm from the Coronary Artery Lumen Centera

Offset from Center, mm 32P, % 90Sr/90Y, %

0.5 �40 to þ70 �30 to þ50
1.0 �65 to þ185 �50 to þ140

a
Data is from Ref. 26.

Table 8. Average DPF at 1 mm into the Vessel Wall when
the Galileo III Centering Catheter is Filled with 50 : 50
Omnipaque Contrast Agenta

Balloon diameter, mm DPF, %

2.5 �2.9
3.0 �4.8
3.5 �7.6

a
The contrast remains in the balloon for the entire 32P irradiation dwell

time. Data calculated by Mourtada using MCNP Monte Carlo code (unpub-

lished data).



gated in the INHIBIT clinical trial using the 27 mm 32P
source (12). From the INHIBIT data analysis; for the 56
patients treated who had a tandem-positioning procedure
(and the core lab had reported the size of gap or overlap),
44% had no gap or overlap. But, 19 and 11% of the patients
had a 1 (32% increase in dose at junction) and 2 mm (56%
increase in dose at junction) overlap respectively. Only one
patient (1.9%) had a 1 mm gap (32% decrease in dose at
junction). Hence, a 2 mm overlap and 1 mm gap are defined
as the upper limits allowed for tandem positioning. Crocker
et al. (29) also investigated the MTP procedure with 30 and
40 mm 90Sr/90Y source trains, and concluded from their
data that the MTP technique was safe from both a dosi-
metric and a clinical point of view. However, Coen et al. (30)
published a retrospective evaluation of the accuracy of
manual multisegmental irradiation with 30 and 40 mm
90Sr/90Y source trains for irradiation of long (re)stenotic
lesions in coronary arteries, following PTCA. They con-
cluded that the positioning inaccuracy of MTP caused
unacceptable dose inhomogeneities at the junction
between source positions, and the procedure was not
recommended. Coen et al. (30) suggested using longer line
sources or source trains, or preferably an automated step-
ping source to insure reliable and safer technique for
treatment of long lesions. Table 9 lists the dose perturba-
tion at stepping junction due to an overlap or gap at the
reference depth of 2 mm in water for GALILEO 32P and
Novoste 90Sr/90Y sources.

To reduce MTP dosimetric errors and to allow adequate
coverage of radiation to longer injured lengths using the
same source, an afterloader can be used to automatically
step the radiation source to yield a longer equivalent source
length. The only IVB system capable of this is the second
generation GALILEO automated stepping system using a
20 mm 32P source wire (33).

Patient Anatomy Dependent Perturbations

Patient perturbation factors discussed in this article
include (1) vessel geometry (size, curvature, tapering,
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Figure 11. (a) Schematic of the distal X-ray marker
of the Galileo second generation centering catheter
(GIII) relative to nominal position of the 20 mm 32P
source inside the GIII catheter. (b) Energy deposited
per unit volume in water (unit: MeV cm�3) calculated
using MNCNPX Monte Carlo code for the geometry
shown in Fig. 11a. The origin of the coordinate sys-
tem is located at the bisector of the 20 mm 32P source.
The proximal edge of the distal X-ray marker (gold) is
located at 6 mm from the source origin. Note the large
dose perturbation at closer depth (< 1 mm).

Table 9. Dose Perturbation at Junction Due to an Overlap
or Gap at the Reference Depth of 2 mm in Water for
GALILEO 32P and Novoste 90Sr/90Y Sources

Size of Overlap
or Gap, mm 32Pa, % 90Sr/90Yb, %

0 0 0
0.5 �17
1 �32 � 23
2 �56 � 44
3 �75 � 60
5 �91 � 80

a
Guidant Corporation Data to Ref. 31.

b
See Ref. 32.



and cross-sectional eccentricity); (2) plaque morphology
(composition, density, and spatial distribution); (3) stenting.

Vessel Geometry Perturbation. The native coronary
vessel diameter has a range from 2 to 4 mm. Due to plaque
formation and tapering, the lumen diameter is a variable.
It is expected that the dose perturbation factor to be worse
for larger vessels, especially for the BetaCath IVB system
whose dose does not have active centering. Also, a typical
vessel cross-section is eccentric, and the vessel center does
not necessarily lie on the lumen center (Fig. 12). As pointed
by Kaluza et al. (27) in reality, plaque thickness can vary
from 0.1 to 2.3 mm. The average eccentricity index was
6.38� 5.95 in the 59 PREVENT patients. The intimal
hyperplasia of in-stent restenosis complicates the vessel
cross-section. Mehran et al. (6) developed an angiographic
classification of in-stent restenosis mainly under two cate-
gories: focal and diffused (6).

Another important vessel geometry factor is curvature.
Xu et al. (34) studied the effect of curvature on 32P beta
dosimetry. As expected, the curvature causes an increase
in dose in the inner surface (concave side) of the coronary
vessel and a decrease in dose in the outer surface (convex
side). For a maximum theoretical bend of 1808, the dose
increases by as much as 20% along the inner radial dis-
tance, but decreased by as much as 20% along the outer
radial distance compared to the dose along a straight wire.
The authors concluded that for curvatures normally
encountered in a clinical situation, the dose rate was
changed by < 5%.

Plaque Morphology Perturbation. The artery mostly
consists of normal healthy tissue, but may also contain
plaque, whose density may be unknown. Plaque is a mate-
rial that develops inside the artery over time and is con-
sidered responsible for blockage of the artery. Plaque may
range widely in histologic structure, density, and chemical
composition. Density is expected to depend on the plaque’s
collagenous matrix and degree of calcification. Rahdert
et al. (35) measured the density and calcium concentration

in 13 cadaveric plaque specimens. This study concluded
that based on the plaque calcification, the density range is
between 1.25 and 1.5 g � cm�3.

Several studies on dose perturbation due to plaque have
been reported in the literature for catheter-based beta
sources (36–38). Nath et al. (36) assumed a 1 mm thick
plaque with cortical bone density of 1.84 g � cm�3 and 27%
Ca composition. Both values are relatively higher than
those reported by Rahdert et al. (35). For this extreme
condition, however, Nath et al. (36) reported � 0.8 mm
reduction in penetration for 90Sr/90Y and 32P beta sources
when the calcified plaque was located next to the source,
and by � 0.9 mm when the plaque was located 1 mm away
from the source.

Li et al. reported � 30% reduction due to plaque for the
Novoste 90Sr/90Y source (37). The modeled calcified plaque
density range in this study was 1.2–1.60 g � cm�3 with a
nominal density of 1.45 g � cm�3 as reported for B100 bone
equivalent by ICRU Report 26 (39). Li et al. (37) calculated
the DPF as a function of the radial distance from the source
axis. Sehgal et al. (26) reported on the perturbation due to
concentric plaque with constant thickness of 0.2 mm and
three different densities as shown in Table 10 for both the
GALILEO 32P and Novoste 90Sr/90Y sources. Comparing
with Li et al. (37) the 0.2 mm thick plaque with 1.45 g � cm�3

DPF results are similar.

Stent Perturbation. Even though a stent is not part of
the actual vessel anatomy, it is assumed that an expanded
stent is predislodged into the intima and surrounded by
new tissue growth as a result of in-stent neointimal hyper-
plasia. Hence, the stent becomes part of the diseased vessel
segment. In a few instances, a vessel could receive a second
or even a third stent, as part of the intervention of a
recurrent in-stent restenosis.

For all stent types, a similar behavior can be observed.
At a distance of 0.5 mm and more the typical overall dose
reduction does not exceed a value of 5–15% (40). In the close
vicinity of the stent struts, an increased dose reduction
effect reaches up to some 30–40%. The large dose reduction
directly behind the stent struts are caused by the absorp-
tion effect that is not compensated by scattering contribu-
tions from regions outside of the shielded area until a depth
of � 0.5 mm from the strut surface (41).

Recently, a new stent made of cobalt chromium L-605
alloy (CoCr, r¼ 9.22 g � cm3) (MULTI-LINK VISION) was
introduced as an alternative to the commonly used 316L
stainless steel stent design (SS, r¼ 7.87 g � cm�3) (MULTI-
LINK PENTA). Mourtada and Horton (42) used the Monte
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Figure 12. A typical vessel cross-section is eccentric, and the
vessel center does not necessarily lie on the lumen center.

Table 10. DPF Values at 2 mm Radial Distance for 32P and
90Sr/90Y Sourcesa

Plaque Density, g cm�3 DPF, 32P DPF, 90Sr/90Y

No plaque 1.0 1.0
1.45 0.93 0.97
1.55 0.91 0.96
3.10 0.70 0.83

a
The plaque layer has a thick-ness of 0.2 mm for all the different cases. The

relative error is within 5% for the given dose rate values. (See Ref. 26).



Carlo code MCNPX to compare the dose distribution for the
32P GALILEO source in CoCr and SS 8 mm stent models.
The DPF, defined as the ratio of the dose in water with the
presence of a stent to the dose without a stent, was used to
compare results. Both stent designs were virtually
expanded to diameters of 2.0, 3.0, and 4.0 mm using finite
element models (ABQUS Inc., Pawtucket, RI). The com-
plicated strut shapes of both the CoCr and SS stents were
simplified using circular rings with an effective width to
yield a metal/tissue ratio identical to that of the actual
stents. The mean DPF at a 1 mm tissue depth, over the
entire stented length of 8 mm, was 0.935 for the CoCr stent
and 0.911 for the SS stent. The mean DPF at the intima
(0.05 mm radial distance from the strut outer surface), over
the entire stented length of 8 mm, was 0.950 for CoCr, and
0.926 for SS. The maximum DPFs directly behind the CoCr
and SS struts were 0.689 and 0.644, respectively. Figures
13 and 14 depict the dose profiles behind the stainless steel
stent as an example. The authors concluded that although
the CoCr stent has a higher effective atomic number and
greater density than the SS stent, the DPFs for the two
stents are similar because the metal/tissue ratio and strut
thickness of the CoCr stent are lower than those of the SS
stent.

ADVANCED TOPICS

Figure 15 is the general dosimetry characterization para-
digm of brachytherapy sources. This requires three impor-
tant steps including the experimental measurement of the
dose rate (cGy�1 � s) as a function of distance from the source
using a calibrated dosimeter, a measurement of the source
contained activity (SI unit is the Becquerel¼Bq¼ 1 decay
s�1). The normalized measure dose rate to the measured

contained activity can then be compared to a theoretical
calculation such as a Monte Carlo simulation, which is
inherently has dose rate units per particle emitted, that
is, contained activity. This section will discuss briefly an
example of each component that is important in the IVB
dosimetry paradigm.

Theoretical Dosimetry: Monte Carlo Simulations

The Monte Carlo technique used for IVB dosimetry is
considered the most accurate theoretical tool, particularly
suited in handling the complex interactions of the emitted
beta particles with the surrounding medium. Fox has
published a review of IVB (43), including a rather thorough
review of the theoretical dosimetry applied to these
sources. Detailed reviews and discussion of the Monte
Carlo method can also be found in the literature (44–46).
Monte Carlo codes utilized for IVB dosimetry include
CYLTRAN from the Integrated Tiger Series (ITS version
3.0, Sandia National Laboratory, Albuquerque, NM), the
MCNP series (MCNP4C and MCNPX, Los Alamos
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Figure 13. A 3 mm diameter stainless steel stent DPF along the
source axis (x¼0 is the coordinate system origin at source bisec-
tor). The parameter r¼1.55 mm is the radial distance from the
source axis and is the centroid of the scoring bin directly behind the
stent (score bin radial thickness is 0.1 mm). The parameter r¼2.55
mm is the centroid of the scoring bin at the 2.5 mm prescription
point. Data calculated using MCNPX Monte Carlo code. (Reference
42 with permission from Medical Physics journal.)
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Figure 14. Dose perturbation factor as a function of the radial dis-
tance from source axis in water and through a strut located 1.5 mm
from the source axis (expanded inside a 3.0 mm vessel model).
(Reference 42 with permission from Medical Physics journal.)
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Figure 15. A general dosimetry characterization paradigm of
brachytherapy sources.



National Laboratory, Los Alamos, NM), the EGS series
(EGS4 Stanford Linear Accelerator Center, Stanford, CA,
and EGSnrc National Research Council of Canada,
Ottawa, Ontario, Canada), and PENELOPE (University
of Barcelona, Barcelona, Catalonia, Spain).

Theoretical modeling is being increasingly used to sup-
plement measurements in IVB. The Monte Carlo method,
for example, is based on the idea that if all materials and
dimensions of a problem, and all the probabilities of the
various possible radiation interactions are known, then
emitted particles can be tracked and scored as they are
transported from the source through the media of the
problem. A random number generator is used to select
emitting source element location, emitted particle energy
and direction, and results of various interactions and
secondary radiations as the particle is tracked to either
absorption or out of the problem boundaries. Obviously, the
more ‘‘histories’’ (emitted particles) are tracked, the more
accurate is the resulting calculation. With the advent of
faster and faster computers, Monte Carlo calculations are
becoming more and more attractive for determining dose
distributions for brachytherapy sources in complex geome-
tries. Often, the combination of a Monte Carlo calculation,
which yields dose rate per unit contained activity, and a
contained activity measurement, will give better accuracy
than a dosimetric measurement. An excellent review of the
Monte Carlo method has recently been published (44).

MC simulations of electron transport, for example, beta-
particle transport, are usually different from those used in
photon or neutron transport, for which the simulated
radiation history is followed individually based on conven-
tional methods since uncharged radiation interactions are
characterized by relatively infrequent isolated collisions.
For example, in photon transport, the distance to the next
photon interaction is sampled from the attenuation coeffi-
cient distribution; and the change in attenuation coeffi-
cient as the photon crosses material boundaries is modeled.
The type of interaction is sampled from the appropriate
relative probabilities. The history of each photon is con-
tinued from collision to collision until the photon either is
absorbed, escapes the problem boundary, or its energy falls
below a chosen cutoff threshold at which the remaining
energy of the photon is locally deposited.

For high energy electrons, such a detailed history is not
practical for energies > 100 keV, because many individual
elastic and inelastic Coulomb collisions per history are
generated through the media resulting in very long com-
putational time. Instead, a ‘‘condensed history’’ is used,
where the electron trajectories are divided into many path
segments (47). For each path segment, the net angular
deflection and the net energy loss are sampled from rele-
vant multiple-scattering distributions. The choice of the
step size is important for accuracy and is chosen with
conflicting requirements. On the one hand, the steps
should be short enough that (1) most of the electron history
steps are completely inside the boundary of a predefined
surface, so that the use of multiple-scattering theories of
unbounded media is valid; (2) the energy loss is, on aver-
age, small within a step; and (3) the net angular deflection
is, on average, small so that the path within the step is
approximated by a straight line. On the other hand, the

step size should be large enough to contain a sufficient
number of collisions per step to justify the use of the
multiple-scattering theories and to limit the number of
steps per history to reduce computing time. Further dis-
cussion can be found in the literature (45).

Experimental Dosimetry: Radiochromic Film Measurements

Both MD-55 and HD-810 radiochromic dye films (RCF)
(GAFChromic type, Nuclear Associates, Carle Place, NY)
are widely used in IVB dose-field measurement due to their
superior spatial resolution. Also, RCF is used instead of
other types of films mainly for its linear dose response. A
full description of both film types is reported by AAPM
Task Group 55 (48) For beta field measurements, it is
recommended that the RCF dosimeter be calibrated using
the same 90Sr/90Y ophthalmic applicator (New England
Nuclear S/N 0258) calibrated at the National Institute of
Standards and Technology (NIST), Gaithersburg, Mary-
land (20). Polystyrene or other tissue-equivalent materials
are used to fabricate high precision blocks for the film
measurements. Each block has a hole with a diameter
slightly larger than the source diameter to reduce posi-
tional error (in IVB 0.1 mm could translate to 13% error in
the measured dose rate). Several blocks are made with
nominal depths (distance from center of hole to block sur-
face) ranging from 0.5 to 5 mm. Actual depths must be
verified using a traveling microscope or an optical com-
parator. At each of these depths, several radiochromic films
should be exposed for a range of times to gain a good image
of the radiation field. Digitization of film is typically done
with a high resolution 2 scanning densitometer (Pharma-
cia LKB) using a 633 nm laser (HeNe) with a 100 mm
diameter spot size and a 40 mm minimum step size. Alter-
natively, scanning is done using a high resolution
(242� 375) CCD densitometer (CCD100, Photoelectron,
Lexington, MA) with a 665 nm LED array and a
160� 200 mm pixel size. To account for optical-density
growth as a function of time after exposure, film readout
should be done 72 h postirradiation for both the calibration
and experimental films. The net optical density measure-
ments of each film were converted into a 2D dose map as
shown in Fig. 16. Estimated dose uncertainties for radio-
chromic film are � 15.6 % (k¼ 2); the individual compo-
nents of this uncertainty are shown in Table 11.

Other radiation dosimeters mostly lack the spatial reso-
lution of submillimeters required in IVB. However,
recently Amin et al. (49) proposed using a polyacrylamide
gel (PAG) dosimeter and a high field 4.7 T MRI scanner for
IVB. The get/scanner final in-plane resolution of 0.4�
0.2 mm is approaching the film resolution, but not quite.
The authors confirmed that both absorbed dose and dose
distributions for high gradient vascular brachytherapy
sources can be measured using PAG, but the disadvantages
of gel manufacture and the need for access to a high
resolution scanner suggests that the use of radiochromic
film is the method of choice (49).

Determination of Contained Activity. The activity con-
tent of this wire must be known in order to relate the
measurements and calculations of the absorbed-dose spatial
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distribution. For the 27 mm 32P source design, Mourtada et
al. briefly described the determination of the absolute con-
tained activity from the original work of Collé (50). The
contained activity was then related to a calibration factor for
the NIST Capintec. The CRC-12 ionization chamber (51).
Similar work was done on the Novoste 90S/90Y seed and
other beta sources used for IVB to establish radioactivity
standards by NIST, Gaithersburg, MA (52,53).

For example, Fig. 17 is the Galileo 20 mm 32P source
wire measured radiochromic film (MD55 and HD810)
depth dose curve plotted along with Monte Carlo estimates
from MCNP4C and PENELOPE. The error bars estimate
the 95% confidence interval. All data are measured or
calculated in polystyrene (21).

Beyond IVB Treatments of Heart Disease, Other Applications,
and Future Roles

In the United States, there are 	 8–12 million patients
affected with peripheral vascular disease. An estimated
600,000 interventional procedures are performed each year,
including percutaneous transluminal angioplasty (PTA),
bypass surgery, and amputation. Percutaneous transluminal
angioplasty restenosis rates are high with a success rate of
< 23% at 6 months follow-up. Intravascular brachytherapy
has been investigated to reduce restenosis in the superficial
femoral and popliteal arteries after PTA. The main IVB
clinical trial for peripheral vessel is the Peripheral Artery

Radiation Investigation Study (PARIS) using the Nucletron
Ir-192 HDR source (mHDR v2). The PARIS study used the
Nucletron micro-Selectron high dose rate (HDR) afterloader
and the Guidant PARIS centering catheter (10–20 cm long
and 4–8 mm diameter) (54). More recently, the MOBILE
clinical trial a 90Sr/90Y source and the Corona gas-filled
centering is being investigated (Novoste Corporation) (55).

Other possible applications of IVB include treatment of
recurrent narrowing of the arteriovenous (AV) dialysis
graft (56), renal artery stenosis, transjugular intrahepatic
porto-systemic (TIPS) stenosis, carotid artery (57), and
subclavian vein stenosis. Further application of IVB might
be for treatment of atrial fibrillation, a most common
cardiac arrhythmia. It is proposed that IVB radiation dose
can electrically isolate ectopic foci located mostly in the
adventitia of the pulmonary vein (PV), which are respon-
sible for atrial fibrillation episodes (58). The IVB approach
might alleviate undesirable side effects (PV stenosis due to
heating) of rf ablation; a commonly used treatment mod-
ality to ablate myocardial tissue.

Intravascular Brachytherapy in the Drug-Eluting Stent Era

The recent introduction of drug-eluting stents (DES) in the
interventional cardiology arena has a tremendous impact
on the IVB practice. By incorporating antiproliferative
agents onto the surface of the stent, neointimal hyperplasia
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Figure 16. A 2D HD810 radiochromic film image dose (Gy) dis-
tribution for a 32P source, measured in a plane parallel to the
source’s longitudinal axis at 1.97 mm radial distance from the
source axis in the polystyrene block.

Table 11. Estimated Relative Uncertainties of the Radiochromic-Film Dose Interpretations
per Measured Unit Activity

Uncertainty Component Relative Standard Uncertainty, %

Calibration of the NIST standard 90Sr/90Y calibration source 6
Response of the film exposed to the calibration source 3
Response of the films exposed to the source under test 3
Activity calibration 2.6
Combined standard uncertainty 7.8
Expanded uncertainty (k¼ 2) 15.6
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Figure 17. Measured data (Film and EC: extrapolation chamber)
depth dose curve plotted along with Monte Carlo estimates from
MCNP4C and PENELOPE. The error bars estimate the 95% con-
fidence interval. All data are measured or calculated in polystyr-
ene. (Reference 21 with permission from Medical Physics journal.)



occurring within the stent is markedly reduced. Stents
coated with agents, like Sirolimus, Paclitaxel, Tacrolimus,
Everolimus, and so on, when compared to bare-metal
stents, had shown remarkable reduction in binary rest-
enosis and target vessel revascularization (TVR) rates in
several clinical trials (31,59).

As discussed earlier in this article, IVB has demon-
strated its safety and efficacy in limiting recurrence of
in-stent restenosis with positive long-term follow-up out-
come. However, the utility of IVB is being rethought in
relation to its use after the placement of drug eluting
stents. It is expected that the role of IVB will decrease
primarily due to the simplicity of placement of drug eluting
stents and the relative complexity of performing intravas-
cular brachytherapy. The published pivotal clinical rest-
enosis rates from both the Paclitaxel (TAXUS) (32) and
Sirolimus (RAVEL, SIRIUS) drug eluting stents suggests
that the need to perform an IVB will be in < 1 in 20 patients
(60–62). Recently reported registry data from Europe and
the United States demonstrates similar efficacy of DES to
that of IVB for treatment of in-stent restenosis (63,64).
However, DES technology still has to go through further
investigations in more complex lesions and higher risk
patients in the general population to appreciate its full
potential. Other agents with potential benefits like Statins,
local gene therapy, and further innovations in polymer
technology (biodegradable polymers, multiple-drug release
polymers) are in under evaluation (31).

DEFINITION OF TERMS

MACE: Major Adverse Cardiac Events, a composite of
death, MI, target, or repeat lesion revascularization.

Angiographic Binary Restenosis: Stenosis of 50% or
more of the luminal diameter.

TLR and TVR: Target Lesion and Vessel Revasculariza-
tion: Describes a rate measuring how many stented
lesions had to be retreated, due to clinically driven
restenosis, given a specific time period.

MLD: Minimal lumen diameter, the smallest diameter
of an artery in a specified segment.

RLD: Reference lumen diameter, the average of two
diameters, the lumen diameter of the nondiseased
vessel immediately proximal and distal to the target
treatment area.

Lumen Diameter: The inner diameter of an artery in a
specified segment.

Neointimal Hyperplasia: Wound-healing response to
arterial injury that leads to restenosis.

Late Loss: A cardiology term referring to the angio-
graphic measurement of neointimal hyperplasia.
It’s one of the most important indicators of long-term
efficacy in coronary intervention.

Percutaneous Transluminal Coronary Angioplasty
(PTCA): A method of treating blood vessel disorders
that involves the use of a balloon catheter to enlarge
the blood vessel and thereby improve blood flow.

Restenosis: Narrowing of a vessel dilated by angioplasty
or other interventional procedure.

In-stent Restenosis (ISR): Narrowing of a vessel after a
stent is in place; this may be acute due to a thrombus
formation or late (few months) due to wound healing
process (neointimal hyperplasia and remodeling).
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PREFACE

This six-volume work is an alphabetically organized compi-
lation of almost 300 articles that describe critical aspects of
medical devices and instrumentation.

It is comprehensive. The articles emphasize the contri-
butions of engineering, physics, and computers to each of the
general areas of anesthesiology, biomaterials, burns, cardi-
ology, clinical chemistry, clinical engineering, communica-
tive disorders, computers in medicine, critical care
medicine, dermatology, dentistry, ear, nose, and throat,
emergency medicine, endocrinology, gastroenterology,
genetics, geriatrics, gynecology, hematology, heptology,
internal medicine, medical physics, microbiology, nephrol-
ogy, neurology, nutrition, obstetrics, oncology, ophthalmol-
ogy, orthopedics, pain, pediatrics, peripheral vascular
disease, pharmacology, physical therapy, psychiatry, pul-
monary medicine, radiology, rehabilitation, surgery, tissue
engineering, transducers, and urology.

The discipline is defined through the synthesis of the core
knowledge from all the fields encompassed by the applica-
tion of engineering, physics, and computers to problems in
medicine. The articles focus not only on what is now useful
but also on what is likely to be useful in future medical
applications.

These volumes answer the question, ‘‘What are the
branches of medicine and how does technology assist each
of them?’’ rather than ‘‘What are the branches of technology
and how could each be used in medicine?’’ To keep this work
to a manageable length, the practice of medicine that is
unassisted by devices, such as the use of drugs to treat
disease, has been excluded.

The articles are accessible to the user; each benefits from
brevity of condensation instead of what could easily have
been a book-length work. The articles are designed not for
peers, but rather for workers from related fields who wish to
take a first look at what is important in the subject.

The articles are readable. They do not presume a detailed
background in the subject, but are designed for any person
with a scientific background and an interest in technology.
Rather than attempting to teach the basics of physiology or
Ohm’s law, the articles build on such basic concepts to show
how the worlds of life science and physical science meld to
produce improved systems. While the ideal reader might be
a person with a Master’s degree in biomedical engineering or
medical physics or an M.D. with a physical science under-
graduate degree, much of the material will be of value to
others with an interest in this growing field. High school
students and hospital patients can skip over more technical
areas and still gain much from the descriptive presentations.

The Encyclopedia of Medical Devices and Instrumenta-
tion is excellent for browsing and searching for those new
divergent associations that may advance work in a periph-
eral field. While it can be used as a reference for facts, the
articles are long enough that they can serve as an educa-
tional instrument and provide genuine understanding of a
subject.

One can use this work just as one would use a dictionary,
since the articles are arranged alphabetically by topic. Cross
references assist the reader looking for subjects listed under
slightly different names. The index at the end leads the
reader to all articles containing pertinent information on
any subject. Listed on pages xxi to xxx are all the abbrevia-
tions and acronyms used in the Encyclopedia. Because of
the increasing use of SI units in all branches of science, these
units are provided throughout the Encyclopedia articles as
well as on pages xxxi to xxxv in the section on conversion
factors and unit symbols.

I owe a great debt to the many people who have con-
tributed to the creation of this work. At John Wiley & Sons,
Encyclopedia Editor George Telecki provided the idea and
guiding influence to launch the project. Sean Pidgeon was
Editorial Director of the project. Assistant Editors Roseann
Zappia, Sarah Harrington, and Surlan Murrell handled the
myriad details of communication between publisher, editor,
authors, and reviewers and stimulated authors and
reviewers to meet necessary deadlines.

My own background has been in the electrical aspects of
biomedical engineering. I was delighted to have the assis-
tance of the editorial board to develop a comprehensive
encyclopedia. David J. Beebe suggested cellular topics such
as microfluidics. Jerry M. Calkins assisted in defining the
chemically related subjects, such as anesthesiology.
Michael R. Neuman suggested subjects related to sensors,
such as in his own work—neonatology. Joon B. Park has
written extensively on biomaterials and suggested related
subjects. Edward S. Sternick provided many suggestions
from medical physics. The Editorial Board was instrumen-
tal both in defining the list of subjects and in suggesting
authors.

This second edition brings the field up to date. It is
available on the web at http://www.mrw.interscience.wiley.
com/emdi, where articles can be searched simultaneously to
provide rapid and comprehensive information on all aspects
of medical devices and instrumentation.

JOHN G. WEBSTER
University of Wisconsin, Madison
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HPLC High-performance liquid chromatography
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HSG Hysterosalpingogram
HTCA Human tumor cloning assay
HTLV Human T cell lymphotrophic virus
HU Heat unit; Houndsfield units; Hydroxyurea
HVL Half value layer
HVR Hypoxic ventilatory response
HVT Half-value thickness
IA Image intensifier assembly; Inominate

artery
IABP Intraaortic balloon pumping
IAEA International Atomic Energy Agency
IAIMS Integrated Academic Information

Management System
IASP International Association for the Study

of Pain
IC Inspiratory capacity; Integrated circuit
ICCE Intracapsular cataract extraction
ICD Intracervical device
ICDA International classification of diagnoses
ICL Ms-clip lens
ICP Inductively coupled plasma;

Intracranial pressure
ICPA Intracranial pressure amplitude
ICRP International Commission on

Radiological Protection
ICRU International Commission on Radiological

Units and Measurements
ICU Intensive care unit
ID Inside diameter
IDDM Insulin dependent diabetes mellitus
IDE Investigational device exemption
IDI Index of inspired gas distribution
I:E Inspiratory: expiratory
IEC International Electrotechnical

Commission; Ion-exchange
chromatography

IEEE Institute of Electrical and Electronics
Engineers

IEP Individual educational program
BETS Inelastic electron tunneling spectroscopy
IF Immunofluorescent
IFIP International Federation for Information

Processing
IFMBE International Federation for Medical and

Biological Engineering
IGFET Insulated-gate field-effect transistor
IgG Immunoglobulin G
IgM Immunoglobulin M
IHP Inner Helmholtz plane
IHSS Idiopathic hypertrophic subaortic stenosis
II Image intensifier
IIIES Image intensifier input-exposure

sensitivity
IM Intramuscular
IMFET Immunologically sensitive field-effect

transistor

IMIA International Medical Informatics
Association

IMS Information management system
IMV Intermittent mandatory ventilation
INF Interferon
IOL Intraocular lens
IPC Ion-pair chromatography
IPD Intermittent peritoneal dialysis
IPG Impedance plethysmography
IPI Interpulse interval
IPPB Intermittent positive pressure breathing
IPTS International practical temperature scale
IR Polyisoprene rubber
IRB Institutional Review Board
IRBBB Incomplete right bundle branch block
IRPA International Radiation Protection

Association
IRRAS Infrared reflection-absorption

spectroscopy
IRRS Infrared reflection spectroscopy
IRS Internal reflection spectroscopy
IRV Inspiratory reserve capacity
IS Image size; Ion-selective
ISC Infant skin servo control
ISDA Instantaneous screw displacement axis
ISE Ion-selective electrode
ISFET Ion-sensitive field effect transistor
ISIT Intensified silicon-intensified target tube
ISO International Organization for

Standardization
ISS Ion scattering spectroscopy
IT Intrathecal
ITEP Institute of Theoretical and Experimental

Physics
ITEPI Instantaneous trailing edge pulse

impedance
ITLC Instant thin-layer chromatography
IUD Intrauterine device
IV Intravenous
IVC Inferior vena cava
IVP Intraventricular pressure
JCAH Joint Commission on the Accreditation

of Hospitals
JND Just noticeable difference
JRP Joint replacement prosthesis
KB Kent bundle
Kerma Kinetic energy released in unit mass
KO Knee orthosis
KPM Kilopond meter
KRPB Krebs-Ringer physiological buffer
LA Left arm; Left atrium
LAD Left anterior descending; Left axis

deviation
LAE Left atrial enlargement
LAK Lymphokine activated killer
LAL Limulus amoebocyte lysate
LAN Local area network
LAP Left atrial pressure
LAT Left anterior temporalis
LBBB Left bundle branch block
LC Left carotid; Liquid chromatography
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LCC Left coronary cusp
LCD Liquid crystal display
LDA Laser Doppler anemometry
LDF Laser Doppler flowmetry
LDH Lactate dehydrogenase
LDPE Low density polyethylene
LEBS Low-energy brief stimulus
LED Light-emitting diode
LEED Low energy electron diffraction
LES Lower esophageal sphincter
LESP Lower esophageal sphincter pressure
LET Linear energy transfer
LF Low frequency
LH Luteinizing hormone
LHT Local hyperthermia
LL Left leg
LLDPE Linear low density polyethylene
LLPC Liquid-liquid partition chromatography
LLW Low-level waste
LM Left masseter
LNNB Luria-Nebraska Neuropsychological

Battery
LOS Length of stay
LP Late potential; Lumboperitoneal
LPA Left pulmonary artery
LPC Linear predictive coding
LPT Left posterior temporalis
LPV Left pulmonary veins
LRP Late receptor potential
LS Left subclavian
LSC Liquid-solid adsorption chromatography
LSI Large scale integrated
LSV Low-amplitude shear-wave

viscoelastometry
LTI Low temperature isotropic
LUC Large unstained cells
LV Left ventricle
LVAD Left ventricular assist device
LVDT Linear variable differential transformer
LVEP Left ventricular ejection period
LVET Left ventricular ejection time
LVH Left ventricular hypertrophy
LYMPH Lymphocyte
MAA Macroaggregated albumin
MAC Minimal auditory capabilities
MAN Manubrium
MAP Mean airway pressure; Mean arterial

pressure
MAST Military assistance to safety and traffic
MBA Monoclonal antibody
MBV Maximum breathing ventilation
MBX Monitoring branch exchange
MCA Methyl cryanoacrylate
MCG Magnetocardiogram
MCI Motion Control Incorporated
MCMI Millon Clinical Multiaxial Inventory
MCT Microcatheter transducer
MCV Mean corpuscular volume
MDC Medical diagnostic categories
MDI Diphenylmethane diisocyanate;

Medical Database Informatics

MDP Mean diastolic aortic pressure
MDR Medical device reporting
MDS Multidimensional scaling
ME Myoelectric
MED Minimum erythema dose
MEDPAR Medicare provider analysis and review
MEFV Maximal expiratory flow volume
MEG Magnetoencephalography
MeSH Medline subject heading
METS Metabolic equivalents
MF Melamine-formaldehyde
MFP Magnetic field potential
MGH Massachusetts General Hospital
MHV Magnetic heart vector
MI Myocardial infarction
MIC Minimum inhibitory concentration
MIFR Maximum inspiratory flow rate
MINET Medical Information Network
MIR Mercury-in-rubber
MIS Medical information system;

Metal-insulator-semiconductor
MIT Massachusetts Institute of Technology
MIT/BIH Massachusetts Institute of Technology/

Beth Israel Hospital
MMA Manual metal arc welding
MMA Methyl methacrylate
MMECT Multiple-monitored ECT
MMFR Maximum midexpiratory flow rate
mm Hg Millimeters of mercury
MMPI Minnesota Multiphasic Personality

Inventory
MMSE Minimum mean square error
MO Membrane oxygenation
MONO Monocyte
MOSFET Metal oxide silicon field-effect

transistor
MP Mercaptopurine; Metacarpal-phalangeal
MPD Maximal permissible dose
MR Magnetic resonance
MRG Magnetoretinogram
MRI Magnetic resonance imaging
MRS Magnetic resonance spectroscopy
MRT Mean residence time
MS Mild steel; Multiple sclerosis
MSR Magnetically shielded room
MTBF Mean time between failure
MTF Modulation transfer function
MTTR Mean time to repair
MTX Methotroxate
MUA Motor unit activity
MUAP Motor unit action potential
MUAPT Motor unit action potential train
MUMPI Missouri University Multi-Plane

Imager
MUMPS Massachusetts General Hospital utility

multiuser programming system
MV Mitral valve
MVO2 Maximal oxygen uptake
MVTR Moisture vapor transmission rate
MVV Maximum voluntary ventilation
MW Molecular weight
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NAA Neutron activation analysis
NAD Nicotinamide adenine dinucleotide
NADH Nicotinamide adenine dinucleotide,

reduced form
NADP Nicotinamide adenine dinucleotide

phosphate
NAF Neutrophil activating factor
NARM Naturally occurring and accelerator-

produced radioactive materials
NBB Normal buffer base
NBD Neuromuscular blocking drugs
N-BPC Normal bonded phase chromatography
NBS National Bureau of Standards
NCC Noncoronary cusp
NCCLS National Committee for Clinical

Laboratory Standards; National
Committee on Clinical Laboratory
Standards

NCRP National Council on Radiation Protection
NCT Neutron capture theory
NEEP Negative end-expiratory pressure
NEMA National Electrical Manufacturers

Association
NEMR Nonionizing electromagnetic radiation
NEQ Noise equivalent quanta
NET Norethisterone
NEUT Neutrophil
NFPA National Fire Protection Association
NH Neonatal hepatitis
NHE Normal hydrogen electrode
NHLBI National Heart, Lung, and Blood Institute
NIR Nonionizing radiation
NIRS National Institute for Radiologic Science
NK Natural killer
NMJ Neuromuscular junction
NMOS N-type metal oxide silicon
NMR Nuclear magnetic resonance
NMS Neuromuscular stimulation
NPH Normal pressure hydrocephalus
NPL National Physical Laboratory
NR Natural rubber
NRC Nuclear Regulatory Commission
NRZ Non-return-to-zero
NTC Negative temperature coefficient
NTIS National Technical Information Service
NVT Neutrons versus time
NYHA New York Heart Association
ob/gyn Obstetrics and gynecology
OCR Off-center ratio; Optical character

recognition
OCV Open circuit voltage
OD Optical density; Outside diameter
ODC Oxyhemoglobin dissociation curve
ODT Oxygen delivery truck
ODU Optical density unit
OER Oxygen enhancement ratio
OFD Object to film distance; Occiputo-frontal

diameter
OHL Outer Helmholtz layer
OHP Outer Helmholtz plane
OIH Orthoiodohippurate

OPG Ocular pneumoplethysmography
OR Operating room
OS Object of known size; Operating system
OTC Over the counter
OV Offset voltage
PA Posterioanterior; Pulmonary artery;

Pulse amplitude
PACS Picture archiving and communications

systems
PAD Primary afferent depolarization
PAM Pulse amplitude modulation
PAN Polyacrylonitrile
PAP Pulmonary artery pressure
PAR Photoactivation ratio
PARFR Program for Applied Research on

Fertility Regulation
PARR Poetanesthesia recovery room
PAS Photoacoustic spectroscopy
PASG Pneumatic antishock garment
PBI Penile brachial index
PBL Positive beam limitation
PBT Polybutylene terephthalate
PC Paper chromatography; Personal

computer; Polycarbonate
PCA Patient controlled analgesia; Principal

components factor analysis
PCG Phonocardiogram
PCI Physiological cost index
PCL Polycaprolactone; Posterior chamber

lens
PCR Percent regurgitation
PCRC Perinatal Clinical Research Center
PCS Patient care system
PCT Porphyria cutanea tarda
PCWP Pulmonary capillary wedge pressure
PD Peritoneal dialysis; Poly-p-dioxanone;

Potential difference; Proportional and
derivative

PDD Percent depth dose; Perinatal Data
Directory

PDE Pregelled disposable electrodes
p.d.f. Probability density function
PDL Periodontal ligament
PDM Pulse duration modulation
PDMSX Polydimethyl siloxane
PDS Polydioxanone
PE Polyethylene
PEEP Positive end-expiratory pressure
PEFR Peak expiratory now rate
PEN Parenteral and enteral nutrition
PEP Preejection period
PEPPER Programs examine phonetic find

phonological evaluation records
PET Polyethylene terephthalate;

Positron-emission tomography
PEU Polyetherurethane
PF Platelet factor
PFA Phosphonoformic add
PFC Petrofluorochemical
PFT Pulmonary function testing
PG Polyglycolide; Propylene glycol
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PGA Polyglycolic add
PHA Phytohemagglutinin; Pulse-height

analyzer
PHEMA Poly-2-hydroxyethyl methacrylate
PI Propidium iodide
PID Pelvic inflammatory disease;

Proportional/integral/derivative
PIP Peak inspiratory pressure
PL Posterior leaflet
PLA Polylactic acid
PLATO Program Logic for Automated Teaching

Operations
PLD Potentially lethal damage
PLED Periodic latoralized epileptiform discharge
PLT Platelet
PM Papillary muscles; Preventive

maintenance
PMA Polymethyl acrylate
p.m.f. Probability mass function
PMMA Polymethyl methacrylate
PMOS P-type metal oxide silicon
PMP Patient management problem;

Poly(4-methylpentane)
PMT Photomultiplier tube
PO Per os
Po2 Partial pressure of oxygen
POBT Polyoxybutylene terephthalate
POM Polyoxymethylene
POMC Patient order management and

communication system
POPRAS Problem Oriented Perinatal Risk

Assessment System
PP Perfusion pressure; Polyproplyene;

Postprandial (after meals)
PPA Phonemic process analysis
PPF Plasma protein fraction
PPM Pulse position modulation
PPSFH Polymerized phyridoxalated stroma-free

hemoglobin
PR Pattern recognition; Pulse rate
PRBS Pseudo-random binary signals
PRP Pulse repetition frequency
PRO Professional review organization
PROM Programmable read only memory
PS Polystyrene
PSA Pressure-sensitive adhesive
PSF Point spread function
PSI Primary skin irritation
PSP Postsynaptic potential
PSR Proton spin resonance
PSS Progressive systemic sclerosis
PT Plasma thromboplastin
PTB Patellar tendon bearing orthosis
PTC Plasma thromboplastin component;

Positive temperature coefficient;
Pressurized personal transfer capsule

PTCA Percutaneous transluminal coronary
angioplasty

PTFE Polytetrafluoroethylene
PTT Partial thromboplastin time
PUL Percutaneous ultrasonic lithotripsy

PURA Prolonged ultraviolet-A radiation
PUVA Psoralens and longwave ultraviolet light

photochemotherapy
P/V Pressure/volume
PVC Polyvinyl chloride; Premature ventricular

contraction
PVI Pressure–volume index
PW Pulse wave; Pulse width
PWM Pulse width modulation
PXE Pseudo-xanthoma elasticum
QA Quality assurance
QC Quality control
R-BPC Reverse bonded phase chromatography
R/S Radiopaque-spherical
RA Respiratory amplitude; Right arm
RAD Right axis deviation
RAE Right atrial enlargement
RAM Random access memory
RAP Right atrial pressure
RAT Right anterior temporalis
RB Right bundle
RBBB Right bundle branch block
RBC Red blood cell
RBE Relative biologic effectiveness
RBF Rose bengal fecal excretion
RBI Resting baseline impedance
RCBD Randomized complete block diagram
rCBF Regional cerebral blood flow
RCC Right coronary cusp
RCE Resistive contact electrode
R&D Research and development
r.e. Random experiment
RE Reference electrode
REM Rapid eye movement; Return electrode

monitor
REMATE Remote access and telecommunication

system
RES Reticuloendothelial system
RESNA Rehabilitation Engineering Society of

North America
RF Radio frequency; Radiographic-

nuoroscopic
RFI Radio-frequency interference
RFP Request for proposal
RFQ Request for quotation
RH Relative humidity
RHE Reversible hydrogen electrode
RIA Radioimmunoassay
RM Repetition maximum; Right masseter
RMR Resting metabolic rate
RMS Root mean square
RN Radionuclide
RNCA Radionuclide cineagiogram
ROI Regions of interest
ROM Range of motion; Read only memory
RP Retinitis pigmentosa
RPA Right pulmonary artery
RPP Rate pressure product
RPT Rapid pull-through technique
RPV Right pulmonary veins
RQ Respiratory quotient
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RR Recovery room
RRT Recovery room time; Right posterior

temporalis
RT Reaction time
RTD Resistance temperature device
RTT Revised token test
r.v. Random variable
RV Residual volume; Right ventricle
RVH Right ventricular hypertrophy
RVOT Right ventricular outflow tract
RZ Return-to-zero
SA Sinoatrial; Specific absorption
SACH Solid-ankle-cushion-heel
SAD Source-axis distance; Statistical

Analysis System
SAINT System analysis of integrated network

of tasks
SAL Sterility assurance level; Surface

averaged lead
SALT Systematic analysis of language

transcripts
SAMI Socially acceptable monitoring

instrument
SAP Systemic arterial pressure
SAR Scatter-air ratio; Specific absorption rate
SARA System for anesthetic and respiratory

gas analysis
SBE Subbacterial endocarditis
SBR Styrene-butadiene rubbers
SC Stratum corneum; Subcommittees
SCAP Right scapula
SCE Saturated calomel electrode; Sister

chromatid exchange
SCI Spinal cord injury
SCRAD Sub-Committee on Radiation Dosimetry
SCS Spinal cord stimulation
SCUBA Self-contained underwater breathing

apparatus
SD Standard deviation
SDA Stepwise discriminant analysis
SDS Sodium dodecyl sulfate
S&E Safety and effectiveness
SE Standard error
SEC Size exclusion chromatography
SEM Scanning electron microscope; Standard

error of the mean
SEP Somatosensory evoked potential
SEXAFS Surface extended X-ray absorption

fine structure
SF Surviving fraction
SFD Source-film distance
SFH Stroma-free hemoglobin
SFTR Sagittal frontal transverse rotational
SG Silica gel
SGF Silica gel fraction
SGG Spark gap generator
SGOT Serum glutamic oxaloacetic transaminase
SGP Strain gage plethysmography;

Stress-generated potential
SHE Standard hydrogen electrode
SI Le Système International d’Unités

SEBS Surgical isolation barrier system
SID Source to image reception distance
SIMFU Scanned intensity modulated focused

ultrasound
SIMS Secondary ion mass spectroscopy; System

for isometric muscle strength
SISI Short increment sensitivity index
SL Surgical lithotomy
SLD Sublethal damage
SLE Systemic lupus erythemotodes
SMA Sequential multiple analyzer
SMAC Sequential multiple analyzer with

computer
SMR Sensorimotor
S/N Signal-to-noise
S:N/D Signal-to-noise ratio per unit dose
SNP Sodium nitroprusside
SNR Signal-to-noise ratio
SOA Sources of artifact
SOAP Subjective, objective, assessment, plan
SOBP Spread-out Bragg peak
SP Skin potential
SPECT Single photon emission computed

tomography
SPL Sound pressure level
SPRINT Single photon ring tomograph
SPRT Standard platinum resistance

thermometer
SPSS Statistical Package for the Social Sciences
SQUID Superconducting quantum interference

device
SQV Square wave voltammetry
SR Polysulfide rubbers
SRT Speech reception threshold
SS Stainless steel
SSB Single strand breaks
SSD Source-to-skin distance; Source-to-surface

distance
SSE Stainless steel electrode
SSEP Somatosensory evoked potential
SSG Solid state generator
SSP Skin stretch potential
SSS Sick sinus syndrome
STD Source-tray distance
STI Systolic time intervals
STP Standard temperature and pressure
STPD Standard temperature pressure dry
SV Stroke volume
SVC Superior vena cava
SW Standing wave
TAA Tumor-associated antigens
TAC Time-averaged concentration
TAD Transverse abdominal diameter
TAG Technical Advisory Group
TAH Total artificial heart
TAR Tissue-air ratio
TC Technical Committees
TCA Tricarboxylic acid cycle
TCD Thermal conductivity detector
TCES Transcutaneous cranial electrical

stimulation
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TCP Tricalcium phosphate
TDD Telecommunication devices for the

deaf
TDM Therapeutic drug monitoring
TE Test electrode; Thermoplastic elastomers
TEAM Technology evaluation and acquisition

methods
TEM Transmission electron microscope;

Transverse electric and magnetic mode;
Transverse electromagnetic mode

TENS Transcutaneous electrical nerve
stimulation

TEP Tracheoesophageal puncture
TEPA Triethylenepho-sphoramide
TF Transmission factor
TFE Tetrafluorethylene
TI Totally implantable
TICCIT Time-shared Interaction Computer-

Controlled Information Television
TLC Thin-layer chromatography; Total

lung capacity
TLD Thermoluminescent dosimetry
TMJ Temporomandibular joint
TMR Tissue maximum ratio; Topical

magnetic resonance
TNF Tumor necrosis factor
TOF Train-of-four
TP Thermal performance
TPC Temperature pressure correction
TPD Triphasic dissociation
TPG Transvalvular pressure gradient
TPN Total parenteral nutrition
TR Temperature rise
tRNA Transfer RNA
TSH Thyroid stimulating hormone
TSS Toxic shock syndrome
TTD Telephone devices for the deaf
TTI Tension time index
TTR Transition temperature range
TTV Trimming tip version
TTY Teletypewriter
TUR Transurethral resection
TURP Transurethral resections of the

prostrate
TV Television; Tidal volume; Tricuspid valve
TVER Transscleral visual evoked response
TW Traveling wave
TxB2 Thrombozame B2

TZ Transformation zone
UES Upper esophageal sphincter
UP Urea-formaldehyde
UfflS University Hospital Information System
UHMW Ultra high molecular weight

UHMWPE Ultra high molecular weight polyethylene
UL Underwriters Laboratory
ULF Ultralow frequency
ULTI Ultralow temperature isotropic
UMN Upper motor neuron
UO Urinary output
UPTD Unit pulmonary oxygen toxicity doses
UR Unconditioned response
US Ultrasound; Unconditioned stimulus
USNC United States National Committee
USP United States Pharmacopeia
UTS Ultimate tensile strength
UV Ultraviolet; Umbilical vessel
UVR Ultraviolet radiation
V/F Voltage-to-frequency
VA Veterans Administration
VAS Visual analog scale
VBA Vaginal blood volume in arousal
VC Vital capacity
VCO Voltage-controlled oscillator
VDT Video display terminal
VECG Vectorelectrocardiography
VEP Visually evoked potential
VF Ventricular fibrillation
VOP Venous occlusion plethysmography
VP Ventriculoperitoneal
VPA Vaginal pressure pulse in arousal
VPB Ventricular premature beat
VPR Volume pressure response
VSD Ventricular septal defect
VSWR Voltage standing wave ratio
VT Ventricular tachycardia
VTG Vacuum tube generator
VTS Viewscan text system
VV Variable version
WAIS-R Weschler Adult Intelligence

Scale-Revised
WAK Wearable artificial kidney
WAML Wide-angle mobility light
WBAR Whole-body autoradiography
WBC White blood cell
WG Working Groups
WHO World Health Organization; Wrist hand

orthosis
WLF Williams-Landel-Ferry
WMR Work metabolic rate
w/o Weight percent
WORM Write once, read many
WPW Wolff-Parkinson-White
XPS X-ray photon spectroscopy
XR Xeroradiograph
YAG Yttrium aluminum garnet
ZPL Zero pressure level
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CONVERSION FACTORS AND UNIT SYMBOLS

SI UNITS (ADOPTED 1960)

A new system of metric measurement, the International System of Units (abbreviated SI), is being implemented throughout
the world. This system is a modernized version of the MKSA (meter, kilogram, second, ampere) system, and its details are
published and controlled by an international treaty organization (The International Bureau of Weights and Measures).

SI units are divided into three classes:

Derived Units and Other Acceptable Units

These units are formed by combining base units, supplementary units, and other derived units. Those derived units having
special names and symbols are marked with an asterisk (*) in the list below:

xxxi

Base Units
length metery (m)
massz kilogram (kg)
time second (s)
electric current ampere (A)
thermodynamic temperature§ kelvin (K)
amount of substance mole (mol)
luminous intensity candela (cd)

Supplementary Units
plane angle radian (rad)
solid angle steradian (sr)

Quantity Unit Symbol Acceptable equivalent
*absorbed dose gray Gy J/kg
acceleration meter per second squared m/s2

*activity (of ionizing radiation source) becquerel Bq 1/s
area square kilometer km2

square hectometer hm2 ha (hectare)
square meter m2

yThe spellings ‘‘metre’’ and ‘‘litre’’ are preferred by American Society for Testing and Materials (ASTM); however, ‘‘�er’’ will be
used in the Encyclopedia.
z‘‘Weight’’ is the commonly used term for ‘‘mass.’’
§Wide use is made of ‘‘Celsius temperature’’ ðtÞ defined t ¼ T � T0 where T is the thermodynamic temperature, expressed in
kelvins, and T0 ¼ 273:15K by definition. A temperature interval may be expressed in degrees Celsius as well as in kelvins.
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Quantity Unit Symbol Acceptable
equivalent
*capacitance farad F C/V
concentration (of amount of substance) mole per cubic meter mol/m3

*conductance siemens S A/V
current density ampere per square meter A/m2

density, mass density kilogram per cubic meter kg/m3 g/L; mg/cm3

dipole moment (quantity) coulomb meter C�m
*electric charge, quantity of electricity coulomb C A�s
electric charge density coulomb per cubic meter C/m3

electric field strength volt per meter V/m
electric flux density coulomb per square meter C/m2

*electric potential, potential difference,
electromotive force volt V W/A

*electric resistance ohm V V/A
*energy, work, quantity of heat megajoule MJ

kilojoule kJ
joule J N�m
electron volty eVy

kilowatt houry kW�hy
energy density joule per cubic meter J/m3

*force kilonewton kN
newton N kg�m/s2

*frequency megahertz MHz
hertz Hz 1/s

heat capacity, entropy joule per kelvin J/K
heat capacity (specific), specific entropy joule per kilogram kelvin J/(kg�K)
heat transfer coefficient watt per square meter W/(m2�K)

kelvin
*illuminance lux lx lm/m2

*inductance henry H Wb/A
linear density kilogram per meter kg/m
luminance candela per square meter cd/m2

*luminous flux lumen lm cd�sr
magnetic field strength ampere per meter A/m
*magnetic flux weber Wb V�s
*magnetic flux density tesla T Wb/m2

molar energy joule per mole J/mol
molar entropy, molar heat capacity joule per mole kelvin J/(mol�K)
moment of force, torque newton meter N�m
momentum kilogram meter per second kg�m/s
permeability henry per meter H/m
permittivity farad per meter F/m
*power, heat flow rate, radiant flux kilowatt kW

watt W J/s
power density, heat flux density,

irradiance watt per square meter W/m2

*pressure, stress megapascal MPa
kilopascal kPa
pascal Pa N/m2

sound level decibel dB
specific energy joule per kilogram J/kg
specific volume cubic meter per kilogram m3/kg
surface tension newton per meter N/m
thermal conductivity watt per meter kelvin W/(m�K)
velocity meter per second m/s

kilometer per hour km/h
viscosity, dynamic pascal second Pa�s

millipascal second mPa�s
yThis non-SI unit is recognized as having to be retained because of practical importance or use in specialized fields.



In addition, there are 16 prefixes used to indicate order of magnitude, as follows:

CONVERSION FACTORS TO SI UNITS

A representative list of conversion factors from non-SI to SI units is presented herewith. Factors are given to four significant
figures. Exact relationships are followed by a dagger (y). A more complete list is given in ASTM E 380-76 and ANSI Z210.
1-1976.
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Quantity Unit Symbol Acceptable equivalent
viscosity, kinematic square meter per second m2/s

square millimeter per second mm2/s
cubic meter m3

cubic decimeter dm3 L(liter)
cubic centimeter cm3 mL

wave number 1 per meter m�1

1 per centimeter cm�1

Multiplication factor Prefix Symbol Note
1018 exa E

1015 peta P

1012 tera T

109 giga G

108 mega M
103 kilo k
102 hecto ha

10 deka daa

10�1 deci da

10�2 centi ca

10�3 milli m
10�6 micro m
10�9 nano n
10�12 pico p
10�15 femto f
10�18 atto a

aAlthough hecto, deka, deci, and centi are
SI prefixes, their use should be avoided
except for SI unit-multiples for area and
volume and nontechnical use of
centimeter, as for body and clothing
measurement.

For a complete description of SI and its use the reader is referred to ASTM E 380.

To convert from To Multiply by
acre square meter (m2) 4:047� 103

angstrom meter (m) 1:0� 10�10y

are square meter (m2) 1:0� 102y

astronomical unit meter (m) 1:496� 1011

atmosphere pascal (Pa) 1:013� 105

bar pascal (Pa) 1:0� 105y

barrel (42 U.S. liquid gallons) cubic meter (m3) 0.1590
Btu (International Table) joule (J) 1:055� 103

Btu (mean) joule (J) 1:056� 103

Bt (thermochemical) joule (J) 1:054� 103

bushel cubic meter (m3) 3:524� 10�2

calorie (International Table) joule (J) 4.187
calorie (mean) joule (J) 4.190
calorie (thermochemical) joule (J) 4.184y

centimeters of water (39.2 8F) pascal (Pa) 98.07
centipoise pascal second (Pa�s) 1:0� 10�3y

centistokes square millimeter per second (mm2/s) 1.0y
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cfm (cubic foot per minute) cubic meter per second (m3/s) 4:72� 10�4

cubic inch cubic meter (m3) 1:639� 10�4

cubic foot cubic meter (m3) 2:832� 10�2

cubic yard cubic meter (m3) 0.7646
curie becquerel (Bq) 3:70� 1010y

debye coulomb-meter (C�m) 3:336� 10�30

degree (angle) radian (rad) 1:745� 10�2

denier (international) kilogram per meter (kg/m) 1:111� 10�7

tex 0.1111
dram (apothecaries’) kilogram (kg) 3:888� 10�3

dram (avoirdupois) kilogram (kg) 1:772� 10�3

dram (U.S. fluid) cubic meter (m3) 3:697� 10�6

dyne newton(N) 1:0� 10�6y

dyne/cm newton per meter (N/m) 1:00� 10�3y

electron volt joule (J) 1:602� 10�19

erg joule (J) 1:0� 10�7y

fathom meter (m) 1.829
fluid ounce (U.S.) cubic meter (m3) 2:957� 10�5

foot meter (m) 0.3048y

foot-pound force joule (J) 1.356
foot-pound force newton meter (N�m) 1.356
foot-pound force per second watt(W) 1.356
footcandle lux (lx) 10.76
furlong meter (m) 2:012� 102

gal meter per second squared (m/s2) 1:0� 10�2y

gallon (U.S. dry) cubic meter (m3) 4:405� 10�3

gallon (U.S. liquid) cubic meter (m3) 3:785� 10�3

gilbert ampere (A) 0.7958
gill (U.S.) cubic meter (m3) 1:183� 10�4

grad radian 1:571� 10�2

grain kilogram (kg) 6:480� 10�5

gram force per denier newton per tex (N/tex) 8:826� 10�2

hectare square meter (m2) 1:0� 104y

horsepower (550 ft�lbf/s) watt(W) 7:457� 102

horsepower (boiler) watt(W) 9:810� 103

horsepower (electric) watt(W) 7:46� 102y

hundredweight (long) kilogram (kg) 50.80
hundredweight (short) kilogram (kg) 45.36
inch meter (m) 2:54� 10�2y

inch of mercury (32 8F) pascal (Pa) 3:386� 103

inch of water (39.2 8F) pascal (Pa) 2:491� 102

kilogram force newton (N) 9.807
kilopond newton (N) 9.807
kilopond-meter newton-meter (N�m) 9.807
kilopond-meter per second watt (W) 9.807
kilopond-meter per min watt(W) 0.1635
kilowatt hour megajoule (MJ) 3.6y

kip newton (N) 4:448� 102

knot international meter per second (m/s) 0.5144
lambert candela per square meter (cd/m2) 3:183� 103

league (British nautical) meter (m) 5:559� 102

league (statute) meter (m) 4:828� 103

light year meter (m) 9:461� 1015

liter (for fluids only) cubic meter (m3) 1:0� 10�3y

maxwell weber (Wb) 1:0� 10�8y

micron meter (m) 1:0� 10�6y

mil meter (m) 2:54� 10�5y

mile (U.S. nautical) meter (m) 1:852� 103y

mile (statute) meter (m) 1:609� 103

mile per hour meter per second (m/s) 0.4470

To convert from To Multiply by



CONVERSION FACTORS AND UNIT SYMBOLS xxxv

millibar pascal (Pa) 1:0� 102

millimeter of mercury (0 8C) pascal (Pa) 1:333� 102y

millimeter of water (39.2 8F) pascal (Pa) 9.807
minute (angular) radian 2:909� 10�4

myriagram kilogram (kg) 10
myriameter kilometer (km) 10
oersted ampere per meter (A/m) 79.58
ounce (avoirdupois) kilogram (kg) 2:835� 10�2

ounce (troy) kilogram (kg) 3:110� 10�2

ounce (U.S. fluid) cubic meter (m3) 2:957� 10�5

ounce-force newton (N) 0.2780
peck (U.S.) cubic meter (m3) 8:810� 10�3

pennyweight kilogram (kg) 1:555� 10�3

pint (U.S. dry) cubic meter (m3) 5:506� 10�4

pint (U.S. liquid) cubic meter (m3) 4:732� 10�4

poise (absolute viscosity) pascal second (Pa�s) 0.10y

pound (avoirdupois) kilogram (kg) 0.4536
pound (troy) kilogram (kg) 0.3732
poundal newton (N) 0.1383
pound-force newton (N) 4.448
pound per square inch (psi) pascal (Pa) 6:895� 103

quart (U.S. dry) cubic meter (m3) 1:101� 10�3

quart (U.S. liquid) cubic meter (m3) 9:464� 10�4

quintal kilogram (kg) 1:0� 102y

rad gray (Gy) 1:0� 10�2y

rod meter (m) 5.029
roentgen coulomb per kilogram (C/kg) 2:58� 10�4

second (angle) radian (rad) 4:848� 10�6

section square meter (m2) 2:590� 106

slug kilogram (kg) 14.59
spherical candle power lumen (lm) 12.57
square inch square meter (m2) 6:452� 10�4

square foot square meter (m2) 9:290� 10�2

square mile square meter (m2) 2:590� 106

square yard square meter (m2) 0.8361
store cubic meter (m3) 1:0y

stokes (kinematic viscosity) square meter per second (m2/s) 1:0� 10�4y

tex kilogram per meter (kg/m) 1:0� 10�6y

ton (long, 2240 pounds) kilogram (kg) 1:016� 103

ton (metric) kilogram (kg) 1:0� 103y

ton (short, 2000 pounds) kilogram (kg) 9:072� 102

torr pascal (Pa) 1:333� 102

unit pole weber (Wb) 1:257� 10�7

yard meter (m) 0.9144y

To convert from To Multiply by
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INTRODUCTION

The use of reliable, high performance miniature sensors in
the medical field is of growing importance for patient
health monitoring. Batch sensor fabrication, as this has
been introduced by Integrated Circuit (IC) manufacturing,
is an efficient way to produce silicon sensors with desirable
characteristics. Since microsensors combine small size
with electrical and mechanical principles of operation
they constitute together with microactuators what is
usually called Microelectromechanical Systems (MEMS).
These components are mainly made from silicon and other
related materials to explore existing know-how and infra-
structure of silicon technology. All of the above factors have
allowed for fast growth of the microsensor field during the
last years. This article focuses on physical microsensors
used in the medical field that are based on the capacitive
approach.

Historically, silicon piezoresistive devices were first
introduced in the early 1960s to monitor pressure related
variations (1). Piezoresistive silicon sensors take advan-
tage of the piezoresistance effect observed in Si and Ge
crystals (2). During this phenomenon, the value of a resis-
tor realized from these semiconductors changes when
mechanical strain is applied.

Piezoresistive devices have since then been investigated
and used with catheters or as implantable units to monitor
blood pressure variations (3,4). Such devices are already
present in the market (5,6). Problems related to the nature
of the piezoresistance effect include the relatively impor-
tant temperature sensitivity of piezoresistive sensors that
have to be compensated for with rather sophisticated elec-
tronics as well as the increased power consumption when
compared to capacitive devices (7). These drawbacks of
piezoresistive devices have accelerated the investigation
of other device options for pressure measurements. It was
in the 1980s that research on capacitive sensors began.

THE CAPACITIVE APPROACH

The capacitive approach is based on the parallel plate
capacitor principle. In that structure the capacitance
between two parallel electrodes is given by

C ¼ ere0
A

d
(1)

where er, e0 is the relative and vacuum permittivity con-
stant, respectively, A is the plate surface area, and d is the
plate distance.

When an applied external force acts in a way to change
the distance between the two electrodes, the displacement
is detected as a capacitance change. In many applications
when a micromechanical structure is realized to detect a
capacitance change, one of the two electrodes remains fixed
and the other is flexible (Fig. 1a). The flexible electrode that
is rigidly supported on its edges deflects so it does not
remain parallel to the fixed electrode (Fig. 1b). In that case,
the previous simple expression is modified and the capa-
citance is given by

C ¼ ere0

ð

A

ð
1

d�wðx; yÞ

� �
(2)

where w(x,y) is the displacement of the flexible electrode.
Since the measured capacitance depends on the dis-

tance between the two electrodes, it can be used to calculate

Figure 1. An example of a capacitive sensor is a pressure sensor.
In parts a, the thin sensor diaphragm remains parallel to the fixed
electrode and in part b, the diaphragm deflects under applied
pressure resulting in capacitance change.

1



the value of the stimulus modifying the interelectrode
spacing. Different approaches for capacitive micro devices
have appeared that make use of the above principle.

One major application in the medical field for capacitive
transducers is pressure measurement. First explorative
research of capacitive microdevices made using silicon techno-
logy was initiated in the early 1980s (8–11). These initial
studies have demonstrated that capacitive devices exhibit
superior properties from their piezoresistive competitors
in terms of pressure sensitivity, scalability, manufacturing
simplicity, as well as process variation tolerance.

APPLICATIONS IN THE MEDICAL FIELD

The manufacturing advantages of micromachined silicon
sensors have made them very attractive in the field of
minimally invasive therapy. Catheters used in this field
need to penetrate into small blood vessels putting stringent
requirements on sensor size, which should be one-half of
the size of the vessel to be accessed. In small vessels, cathe-
ters usually have a diameter of 2 mm, while the smallest
catheter at the moment has a diameter of 0.36 mm (12).
Miniaturization, therefore, of both sensor and packaging
size drives this kind of application. Capacitive devices
within the above size requirements have been demon-
strated in silicon (13) and are mainly competing with fiber
optic pressure sensors (14), or a free hanging strain gauge
(15).

Catheters, however, are unsuitable for long-term mon-
itoring of blood pressure. With AAA (abdominal aortas
aneurism) and CHF (congestive heart failure) being the
major cardiovascular diseases in our days, an implantable
pressure monitoring system that would tailor treatment
medication by measuring blood pressure appears very
attractive. These implantable applications will require
a miniature batteryless telemetric sensor able to commu-
nicate with an external handheld unit. In such applica-
tions, power consumption becomes an additional issue
and capacitive devices offer a clear advantage over piezo-
resistive ones. These types of systems have been under
investigation (16,17) and have already demonstrated good
performance.

Capacitive pressure sensors have also been successfully
applied in the following areas. (1) Intraocular pressure
monitoring (10,18). Glaucoma is, for example, a serious
disease characterized by an increased pressure in the eye
that may result in blindness. In that case, a sensitive
capacitive device has been developed for remote sensing
of eye pressure (normally 10–20 mmHg 1.33–2.66 kPa
above atmospheric pressure, but much increased in glau-
coma). (2) Intracranial pressure monitoring (19), as well as
for clinical assessment of prosthetic socket fit (20) and
pressure distribution in artificial joints (21). Intracranial
pressure monitoring is an implant used in the treatment
of patients with trauma of the head as well as in neuro-
logical patients.

Although pressure is the field where capacitive sensors
have been applied more extensively, there are also other
applications under development in the medical field. Accel-
erometers, for example, are used for measuring inclination

of body segments and activity of daily living, with applica-
tion in patient rehabilitation (22), but also register the kind
of movements that occur in healthy persons during normal
standing (23,24). Physical activity as well as energy expen-
diture as these can be followed by accelerometers proves to
be useful information for personal status monitoring. An
accelerometer design includes the fabrication of a proof
mass that is displaced in proportion with acceleration. The
use of capacitance to measure that displacement signifi-
cantly improves sensitivity.

Recently, ultrasound imaging technology has also
exploited the advantages of capacitive sensors for both
transmission and detection purposes (25). Such capacitive
devices can be batch fabricated to form a transducer array
with array elements that can be as small as 50 mm dia-
meter. Ultrasound devices are made of a thin flexible
electrode facing a rigid electrode. For transmission pur-
poses, the membranes are driven into vibration by the
electrostatic force exerted between the two electrodes.
For reception, the membrane vibration is excited by an
impinging acoustic wave that is converted by the capacitive
device to electrical signal. This as well as other efforts
(26,27) are driven from the need to obtain in the future high
resolution images within the body using three-dimensional
3D echographic probes.

Miniature capacitive transducers, known in low fre-
quency applications as condenser microphones, are used in
hearing aids and have been reported from different research
groups (28,29). In their work, Rombach et al. developed a low
noise capacitive microphone with higher sensitivity and
broader bandwidth than those used in traditional hearing
aids. This device consists of two backplates with an inter-
mediate membrane made of a low stress silicon-rich nitride
and Bþ polysilicon multilayer. Pedersen et al., on the other
hand, presented an integrated capacitive microphone based
on polyimide technology and realized by postprocessing on a
CMOS wafer at low processing temperatures.

Capacitive sensors have also been used as humidity
sensors for the diagnosis of pulmonary diseases. In this
device, a chemically absorbing layer (usually a polymer) is
placed between the parallel electrodes of a capacitor.
Then, humidity is detected as a change in capacitance
because of the dielectric constant change as water mole-
cules are absorbed in the polymer. In a similar configura-
tion, hydrogel has been used between the electrodes of a
capacitive sensor to measure body analytes from the
capacitance variation occurring due to the swelling of
the polymer (30).

FABRICATION TECHNOLOGIES FOR CAPACITIVE SENSORS

Silicon is widely accepted as the material of choice for
microsensor fabrication. Known for its good mechanical
properties, high mechanical strength, and light weight it’s
an ideal material for physical sensors (31). More impor-
tantly, the existing know-how from IC manufacturing
made the use of silicon technology for transducers quite
straightforward during the last decades.

This section describes the main silicon technologies that
are used for the fabrication of capacitive devices. Most of
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the capacitive devices used in medical technology, namely,
pressure sensors, accelerometers, and ultrasound sensors,
have been developed using two major technology plat-
forms.

Bulk Micromachining Technologies

Bulk micromachining has historically been developed first.
It consists of engineering a silicon wafer by a series of
lithographic processes followed by wet or dry etching, in
order to form thin membranes or other free standing struc-
tures that can move upon an external stimulation. In bulk
micromachining, the micromechanical silicon structures are
fabricated by selectively removing whole sections, or in some
cases, all but a small part of the silicon wafer. Thus the
structures fabricated in this way are made of single- crystal
silicon and have excellent mechanical properties. In bulk
micromachining, processing may take place in either the
front or the back side of the silicon wafer.

Wet etching of silicon is based on a chemical reaction of
silicon with a base solution (KOH) in order to remove
silicon material and form the intended 3D structure. Dry
etching is a physicochemical process that was initially
developed for the etching of thin films. During the last
decade, however, this technique has also been used for the
removal of thick Si material (32).

The above techniques combined with others usually used
in IC manufacturing, like ion implantation, thermal proces-
sing, and thin-film (metal or silicon insulator) deposition,
constitute the backbones of capacitive sensor fabrication. A
detailed description of these processes is beyond the scope of
this article and can be found elsewhere (33).

Apart from these processing technologies it is necessary
in many applications to use other specific processes. For
example, in pressure sensor fabrication it is always desir-
able to have a reference pressure enclosed in the sensor
body. This requires a reliable technology for sealing a
cavity with known pressure. For that reason, bulk micro-
machining techniques are combined with technologies
usually referred to as bonding technologies. Two are the
most established technologies in this area: anodic bonding
and fusion bonding, in chronological order of their discov-
ery and application. Anodic bonding is achieved between
silicon and a glass substrate at medium temperature
(� 400 8C) under the application of a direct current (dc)
voltage across the two substrates (34). Prior to contact of
the two substrates, their surfaces are adequately cleaned to
remove any particle that can inhibit their good contact.
Bulk micromachining combined with anodic bonding has
been successfully used for the realization of medical capa-
citive pressure sensors by a couple of research groups
(35,36). In the process developed at the University of
Michigan, boron etch-stop techniques and silicon-glass
anodic bonding is used to fabricate a capacitive pressure
sensor. In this process, KOH is used to initially form a
recess in the surface of a silicon wafer, followed by a deep
boron diffusion to define the rim of the transducer, and a
shallow diffusion defining the eventual thickness of the
diaphragm. The completed silicon wafer is finally electro-
statically bonded to a glass wafer. The silicon wafer is then
dissolved in EDP letchant, leaving only the silicon

transducer islands bonded to the glass. In this way, a thin
silicon membrane structure over a sealed cavity is fabri-
cated that exhibits high pressure sensitivity adequate for
use in blood pressure monitoring.

A more recently discovered technique that has been
applied for sealing of a pressure reference cavity is fusion
bonding. This technique does not require the application of
a voltage across the bonded substrate. Instead, it includes a
high temperature heat treatment. So after a thorough
wafer cleaning and drying process of two silicon wafers
that renders their surface hydrophilic, they are brought
into contact at room temperature. The two wafers are
initially drawn together at room temperature by van de
Waals forces developed between the hydrogen atoms of
water molecules covering their surfaces. This initial attrac-
tion is commonly known as prebonding. Prebonding follows
a high temperature heat treatment that during which a
hydrogen atom is removed transforming the hydrogen
bonds to covalent bonds between oxygen atoms thus increas-
ing the bonding strength (37). The temperature necessary
to achieve high strength bonding is > 800 8C. A successful
example of this technology together with bulk microma-
chining is applied for the realization of a capacitive-type
pressure sensor for blood pressure monitoring developed
by Goustouridis et al. (13). This simple process results
in robust capacitive sensors with low parasistics (Fig. 2). It
involves two silicon wafers that are silicon fusion bonded to
form the final 3D structure, and a thick oxide in between in
which a sealed cavity is formed. The sensor diaphragm is
formed bycreating a heavily boron-doped region in the cavity
bottom. After bonding, the wafer stack is first mechanically
ground and then etched in EDP etchant to leave the sensor
diaphragm on top of the cavity thus creating the pressure
sensor. The sealed cavities are then metalized and packaged.
Figure 3 depicts the complete pressure sensing element
as it appears after the metallization step.

Hydrophobic bonding is also applied when we need to
bond two bare silicon surfaces without a SiO2 layer on the
surface. This technique requires an HF final step to remove
any oxide layer from the surface. In hydrophobic bonding,
the water molecules necessary to complete the prebonding
step are substituted from the HF molecules, while the rest
of the bonding process is similar to the hydrophilic one.

More recently, plasma activated bonding (38) or other
low temperature bonding (< 400 8C) using spin on glass
(SOG) (39) have been applied. These techniques are more
appropriate for wafer level packaging and have to be more
developed in the future for use in sensor fabrication.

Recently, wafer bonding has also been used for demon-
stration of capacitive ultrasound devices (25), as well as of
capacitive accelerometers (40).

Surface Micromachining and SOI Technologies

Surface micromachining technologies have been developed
with the primary goal of cointegrating the electronic and
mechanical parts on the same silicon chip. Since the active
and passive layers of a surface micromachined structure
are realized using the same conductive and insulating
thin-film layers as in IC manufacturing, it is possible by
appropriately designing the mask sequence to realize both
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components in parallel by adding a few mask levels after the
completion of the electronic circuit. This particular feature
is behind the drive for the development of this technology.

In the case of surface micromachining, all of the proces-
sing takes place only on the surface of the front side of the
silicon wafer. The micromechanical structures fabricated
in this manner are made out of polycrystalline silicon
deposited by low pressure chemical vapor deposition
(LPCVD) techniques over a sacrificial layer. The sacrificial
layer is a deposited oxide, usually phosphorsilicate glass
(PSG). This layer is subsequently removed by an HF solu-
tion through narrow access channels to release the poly-

silicon structure (Fig. 4). Sealing of the channels is
necessary and it is realized by a deposition step. With
surface micromachining, it is possible to fabricate far
smaller microelectromechanical devices than with bulk
micromachining. Depositing processes allow for very good
control over the dimensions of the deposited materials.

Surface micromachining is a very important technology
with a demonstrated potential. Problems related to stiction
of membrane structures on the substrate during aqueous
removal of sacrificial layers have been resolved by the
application of other etching and drying techniques like
gas-phase etching or freeze-drying techniques using
cycloexane (41). A typical process sequence developed (42)
for capacitive ultrasound transducers is shown in Fig. 5.

There is continuing discussion on the advantages–
disadvantages of the cointegration of sensors with
electronics. Although it is considered that surface micro-
machining can result in a higher packing density, and
consequently smaller and cheaper components, it appears
that yield issues still need to be overcome until this
technology can be definitively adopted in preference to
hybrid fabrication technologies.

A recent variation of the two technologies employs
silicon-on-insulator (SOI) technology with some unique
features. The SOI technology offers the possibility of using
crystalline silicon as the active part of a capacitive-type
structure with more predictable mechanical behavior than
the polysilicon film used in surface micromachining. In
fact, the internal stresses (either compressive or tensile)
developed during the growth of the polysilicon film, which
evolved during subsequent thermal treatment because of
change of the grain size, is a source of potential uncertain-
ties for the behavior of these films.

Silicon-on-insulator is a mature technology and nowa-
days can offer crystalline silicon structures of varying
thicknesses over a variety of SiO2 buried layer thicknesses.
This has become possible after the discovery of wafer
bonding technology, which enables the development of
back-etch-silicon-on-insulator (BESOI) structures.

Thin as well as thick silicon structures allow for capa-
citive pressure sensors development, ultrasound capacitive
sensors using rather thin membranes of some micron
thickness as well as capacitive-type accelerometers, where
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Figure 3. This figure illustrates the final capacitive pressure
sensor structure (not to scale).

Figure 2. Fabrication of capacitive sensors using bulk
micromachining and silicon fusion bonding. Two wafers are
used for this purpose. (a) Each wafer is processed independently
before the bonding; (b) after the bonding process the two wafers are
permanently stacked together; (c) selective wet etching releases
the boron doped silicon diaphragms; (d) metallization is performed
for electrical connects of the membrane and the substrate.



Si structures exceed some hundreds of micrometers. The
introduction of deep reactive ion etching (DRIE) in silicon
processing especially during the last few years, has enabled
the vertical anisotropic etching of Si at the rate of several
microns per minute, and the fabrication of thick proof
masses on BESOI or glass structures for capacitive accel-
erometers (43). This accelerometer uses a silicon proof
mass of 0.5 mg with 120mm thickness formed by DRIE
and measures in plane (x or y axis) acceleration. It uses a
sense gap of only 2mm between sense fingers and the
electrodes (Fig. 6). As the proof mask moves under accelera-
tion, the distance between sense fingers and fixed electro-
des change, which consequently modifies the capacitance.

Finally, a different but similar approach results in
capacitive-like pressure sensors based on a field effect
transistor (44). In this case, the usual dielectric of a MOS-
FET is replaced by a vacuum cavity. The external pressure
variations deflect the gate electrode, and consequently
influence the capacitive coupling of the flexible membrane
(gate) with the channel thus modifying the current flow in
the device. Although these devices present an attractive
design, there have not seen any new developments.

OPERATION ISSUES OF CAPACITIVE SENSORS

As introduced in the first paragraph a capacitive sensor is
an equivalent parallel plate capacitor with clamped edges
where the diaphragm deforms during the application of a
deferential pressure across the two sides in the case of
capacitive pressure devices.

In the normal operation mode of a capacitive pressure
sensor, the diaphragm does not contact the substrate elec-
trode. The capacitance response of a typical pressure sen-
sor is shown in Fig. 7. The output capacitance is nonlinear
because of its inverse relationship with the electrode gap
d0-w (eq. 2), which is a function of pressure, P. This non-
linearity becomes more significant for large membrane

deflections. At the point when the sensor diaphragm
touches the cavity bottom (Fig. 7), the behavior of the
sensor changes and enters ‘‘touch mode’’ operation (45).
In this operating region, linearity increases and the sensor
capacitance is dominated by the area touching the cavity
bottom, since the gap there is replaced from the very thin
and high dielectric constant SiO2 layer of the bottom
electrode.

Sensitivity of the Capacitive Sensor

Because of the nonlinearity of the response, the sensitivity
of a capacitive sensor is not constant. For example, the
sensitivity of the capacitive pressure sensor for blood pres-
sure monitoring (defined as 1/C0(DC/DP) with the response
shown in Fig. 7 is 1.5 fF/mmHg for the low pressure range
and increases to > 18 fF/mmHg for the upper part of
the measurement range (> 200 mmHg, 26.66 kPa). In
the touch mode operation region, (> 300 mmHg,
39.99 kPa) the sensor has a nearly linear response with
a sensitivity of 12 fF/mmHg.

Temperature variation, although not a critical issue for
medical application (because of the small variation of the
body temperature), can affect the accuracy of the measure-
ments. The temperature influence on the capacitive sensor
response is due to either the mismatch of thermal expan-
sion of dissimilar materials used in the fabrication process
(usually Si and SiO2), or to gas expansion in case gas is
trapped in a sealed cavity of the sensor. It can of course be
due to both of the above reasons. In the case of a sealed
cavity, the temperature influence, because of the expansion
of the gas trapped inside the cavity, can be eliminated if the
cavity is sealed in vacuum. On the other hand, the effect of
the different thermal expansions of the materials used is
always a problem that requires appropriate design in order
to reduce or even eliminate the effect. In the cases of
capacitive devices fabricated with surface micromachining,
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Figure 4. Typical surface micro-
machining process. (a) Deposition of
the sacrificial layer (silicon oxide)
and etch channels formation,
(b) deposition of silicon nitride ring,
(c) deposition of polysilicon film,
(d) removal of the sacrificial layer by
HF in wet or vapor form, (e) sealing of
thedevicewithdepositedsiliconoxide.



or by using anodic bonding of silicon with a glass substrate,
the influence of temperature becomes more complicated.

Figure 8 shows the influence of temperature on the
response of a capacitive pressure sensor, not sealed in a
vacuum. The variation of the distance between the curves
with temperature represents the temperature coefficient of
the pressure sensitivity (TCS) while the slope of the lower
curve is the temperature coefficient of zero pressure offset
(TCO). The TCS is defined as DS/SDT, where S is the
pressure sensitivity defined as DC/C0DP and TCO is
defined as DC/C0DT.

This simple configuration of a parallel plate capacitor is
used mainly in pressure sensors and ultrasound imaging
devices. Accelerometers are usually designed with comb-
shaped electrodes that result in increased linearity and
sensitivity (40,43).
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Figure 7. Typical response of a capacitive pressure sensor with
325mm OD circular diaphragm. The diaphragm touches the cavity
bottom at 300 mmHg (� 40 kPa). A pressure sensor must be
designed to operate either for lower values than 300 mmHg or
for higher pressure values. Otherwise an hysteresis phenomenon
can be observed.
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Figure 8. Temperature variation of a capacitive pressure sensor
in the range 0–400 mmHg (�53.3 kPa). The effect is due mainly to
trapped gas expansion inside the cavity.

Figure 5. Surface micromachining process sequence for the
fabrication of capacitive ultrasonic transducers as taken from X.
Jin et al. (42).

Figure 6. Comb-shaped accelerometer structure fabricated using
a combination of processes like bonding silicon with glass
substrate and Deep Reactive Ion Etching (43).



CAPACITIVE SENSOR ELECTRONIC INTERFACES

Although capacitive sensors offer advantages with respect
to high sensitivity and low power operation, they also
present difficulties in the design of electronic interfaces
to convert capacitance changes into electrical signals.
Parasitic capacitances often dominate system performance
by reducing sensitivity and increasing nonlinearity (46).
Therefore, it becomes absolutely essential for sensor sys-
tems incorporating capacitive sensors to either integrate
the MEMS component with the electronic interface or
place the two chips at close proximity to each other to reduce
parasitics. At the same time, it is important that the
electronic interface is designed to suppress the remaining
parasitic capacitances and provide for a large zero capa-
citance range. A good starting point for the study of
capacitance measurement circuits may be found in Ref. 47,
where a number of basic circuits are discussed.

Depending on the technological steps used to fabricate
the sensor, several parasitic capacitances Cp1,2 and con-
ductances Gp may be present in the device and increase in
importance as devices get smaller and the sensing capaci-
tance Cs gets in the pF range. These parasitic effects may
originate from various sources depending on the fabrica-
tion process used (i.e., stray capacitances of metal lines and
connecting pads in parallel with the sensing capacitance or
leakage resitors). Further variations may also be observed,
due to technological reasons, between batches of the same
sensor. In Fig. 9, a simple electrical model of a typical
capacitive sensor, including parasitic effects, is shown. The
spread in sensor characteristics (e.g., zero capacitance,
sensitivity) resulting from these effects puts a great strain
in the design of electronic interfaces for capacitive sensors.
For this reason, most of the capacitive interfaces to date
have been designed by taking into consideration the parti-
cular sensor and application that they are going to be used
for. The design is a trade-off between power consumption,
interface accuracy, and resolution, or even die size in some
applications in the medical field.

A number of architectures have been proposed to date to
convert capacitive changes into electrical signal. Some are
built around a relaxation oscillator (46,48), others use
switch capacitor techniques to convert capacitance changes

into voltage, and others interface the sensor directly into a
sigma–delta modulator. A few attempts to develop a gen-
eric interface have also been reported (49,50). However, the
power consumed is too high for remote sensing applica-
tions.

Van Der Goes and Meijer (49) presented a universal
transducer interface for the read out of capacitors, plati-
num resistors, thermistors, resistive bridges, and potenti-
ometers. The circuit uses the three signal technique in
which the sensor signal Ex, a reference signal Eref, and the
offset Eoff of the whole interface are measured in a identical
way to achieve continuous autocalibration of offset and
gain. The two port measurement technique is used to
eliminate sensor parasitic capacitance. In this technique,
a testing voltage, V, is forced on one capacitor electrode
while current I is sensed on the other (51). The current I
then depends only on the applied voltage and sensing
capacitance. However, the technique is not energy
efficient, since it requires four measurement cycles and
three external voltage sources to determine the sensor
capacitance.

Yazdi et al. (50) also developed a standardized switch
capacitor interface for capacitive sensors, as shown in
Fig. 10. This interface is capable of interfacing through a
standard bus with a microcontroller that collects sensor
data through the interface, calibrates data, and either
stores or transmits it wirelessly or through a serial port.
The readout circuit utilizes a low noise front-end charge
integrator to read out the difference between the sensor
capacitance and a reference capacitor. An input multi-
plexer allows for interfacing with up to six capacitive
sensors. Finally, the chip can be digitally programmed to
operate with one of three external or internal reference
laser trimmable capacitors.

Bracke et al. (52) reports on a low power generic
switched capacitor interface for capacitive sensors. The
circuit uses a special clocking scheme, in which the analog
sensor circuit block is clocked at a low 8 kHz frequency,
while the sigma–delta modulator is clocked at 128 kHz. The
technique ultimately reduces power consumption to 90mW
on the ON-state.

CAPACITIVE ELECTRONIC INTERFACES FOR IMPLANTABLE
APPLICATIONS

In medical applications, where the diagnostic device is to be
implanted inside the human body, only limited power is
available for the electronic circuits and sensor. In such
cases, power can only be found via a battery implanted
together with the sensing system or through passive tele-
metry. In passive telemetry, energy may be harvested from
a remote electromagnetic field transmitted outside the
body. The same field may also be used to receive control
data and transmit sensor data to a data logger. In both
cases, minimizing power consumption is essential.

A simple low power interface for biomedical applications
could be realized by using a simple relaxation oscillator
(46,48). A capacitance-to-frequency modulated output was
first proposed by Hanneborg et al. (46). This circuit delivers
a digital pulse trail with frequency dependent on the sensor
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Figure 9. Simple electrical model of a capacitive sensor. Parasitic
capacitances is designated by Cp1,2, conductances by Gp and the
sensing capacitance by Cs.



capacitance. The circuit consists of two current sources: a
switch and a Schmitt trigger. The unknown capacitance is
periodically charged and discharged by flipping the switch
between current Iþ and I� (Fig. 11).

An implementation of this type of capacitance-to-fre-
quency converter is presented in Fig. 12. The circuit con-
verts capacitance at its input into a frequency signal that
can be readily fed to a digital microcontroller for proces-
sing. Either a capacitive sensor or a reference may be

switched in, and the frequency delivered at the circuit
output is dependant on the input capacitance according to

f ¼ I0

2CxVh
(3)

where I0 is the current by which the sensor capacitance Cx

is charged or discharged, and Vh is the hysteresis of the
Schmitt trigger. The parameter Vc is a control signal that
allows for switching between the unknown sensor capaci-
tance Cx and a reference capacitor Cref. The output fre-
quency when the reference is selected is independent of
pressure, thus compensation of temperature and long-term
drifts are possible by taking the ratio of the reference
frequency and sensor frequency, Fref/Fsens.

The response of a pressure measuring system based on
this circuit realized in 1.2mm of CMOS technology and a
capacitive pressure sensor (53) is shown in Fig. 13. It
operates at 4 V and draws 20mA of average current. The
system exhibits a sensitivity of 36 Hz/mmHg and is able
to resolve pressure changes of 5 mmHg (0.66 kPa). A
photograph of this system is shown in Fig. 14.

In medical science, however, there is often the need for
long-term monitoring of vital life parameters. A good
example is abdominal aortic aneurysm (AAA), which is a
ballooning of the abdominal aorta. Patients who suffer
from this condition need to undergo a procedure during
which a stent graft is inserted. After the operation, how-
ever, it is possible that the aneurysmal sac is not comple-
tely isolated, leading to recurrent pressurization of the sac,
a complication that, if left undetected, may lead to rupture
of the sac and patient death. Long-term, postoperation
monitoring of the patients is therefore necessary.

Early efforts for systems for the monitoring of blood
pressure (54) used miniature active transmitters to transfer
measured data and were battery powered, which limited
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Figure 11. Block diagram of the capacitive to frequency converter
proposed by Hanneborg et al. (46). The circuit consists of two
current sources, a switch and a Schmitt trigger.

Figure 10. Circuit blocks of the capacitive electronic interface as described by W. Bracke et al. (50).



their lifetime. An alternative approach to power these
modules is through induction coupling, while the same
radio frequency (RF) field can be used to transfer data out
of the implanted module (55). The implanted circuit
should be virtually immune to supply fluctuations arising
from random misalignment of the implanted and the exter-
nal coil. A new circuit was developed based on the previous
architecture, but in which each circuit block was redesigned.

The block diagram of the passive telemetry system is
depicted in Fig. 15. It consists of an external control unit
(the base unit) and an implantable transponder. Wireless
communication can then be established between the two
units, based on an absorption modulation mechanism. The
transponder receives power and external control data
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Figure 14. A photograph of a hybrid pressure measuring system
consisting of a capacitive sensor and associated signal conditioning
electronic circuit.
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through an RF field, while it can transmit data by mod-
ulating the absorption rate. The base unit, on the other
hand, demodulates the transmitted data and processes it
though a microcontroller to convert the signal into an eight
bit unsigned byte array. The resulting byte can then be
sent to a PC through a serial output.

The block diagram of the transponder electronics is
shown in Fig. 16. The improved capacitance-to-frequency
circuit is used to interface a capacitive pressure sensor. The
circuit consists of two basic blocks: a bandgap reference
voltage generator and an oscillator. In order to achieve
independence of the output frequency from the received
power, this time the oscillator operates on an internally
stabilized voltage generated from a bandgap reference.
Voltage regulation is a critical part of telemetric systems
as the induced power, and thus the voltage output, of the
RF/dc converter in the transponder can greatly fluctuate in
an actual implanted system becaused the relative position
changes of the two antennas. In addition, to further
immune the system from supply fluctuations a current
mode comparator is used in the oscillator.

The bandgap reference voltage circuit is capable of
operating at a low power supply as it operates on an inter-
nally regulated voltage VREG (56). This same node is also
used for the supply of the oscillator circuit after the con-
tributions of the extra branches of the oscillator are
accounted for.

The oscillator itself is designed around a current mode
comparator that results in an output frequency independent
of power supply fluctuations and with small temperature
drift. Triggering levels of this oscillator are defined by two
currents: Ih and Il. The period of the output pulse can then be
shown to be equal to

T ¼ 2Cx

I0
ðVbias � VTNÞð

ffiffiffi
n
p
� 1Þ (4)

where n stands for the ratio of Ih to Il, and Vt is the threshold
voltage. By taking the inverse of eq. 4 and substituting for I0,
we obtain

f ¼
k W0

L0
ðVbias � VTNÞ

2Cxð
ffiffiffi
n
p
� 1Þ (5)

Equation 5 implies that the output frequency is independent
of the supply voltage and is dependent on temperature
through the mobility term in k and the threshold voltage
Vt. Note also that the bias voltage Vbias is chosen to be equal
to the bandgap reference voltage produced from the previous
stage, and is thus considered independent of voltage and
temperature variations.

The C/F converter was designed and fabricated in
0.8mm CMOS technology. A hybrid pressure measuring
system composed of a capacitive pressure sensor (16) and
the C/F chip. The system remains operational for a supply
voltage down to 2.7 V and exhibiting high immunity to
voltage variations from 3.7 to 5.5 V (Fig. 17). Simulated
pressure pulses as those present in the aorta were mea-
sured using passive telemetry (Fig. 18).

CONCLUSIONS

Capacitive microsensors are in progressively increasing
use in medical applications because of their advantages,
such as small size, high sensitivity, and low power con-
sumption. Silicon is the material of choice for these devices,
which are finding applications for measuring pressure and
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Figure 16. Transponder electronics.
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acceleration, but also in ultrasound imaging and micro-
phones and for monitoring body analytes. Actually,
although most of the existing devices are not integrated
together with signal conditioning electronic circuits on the
same chip, in the future it is expected that there will be an
increasing integration scheme driven by the need of higher
level miniaturization. Because of their low power consump-
tion advantage, capacitive microsensors are of interest as
implantable monitoring devices. An attractive application
appears to be a miniaturized telemetry system that
combines techniques for wireless power and data transfer
to a capacitive sensor integrated with signal conditioning
electronics.
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CARDIAC OUTPUT, FICK TECHNIQUE FOR
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INTRODUCTION

Cardiac output (CO) is an important measurement in many
medical investigations. It is the amount of blood pumped by
the ventricles of the heart and can be defined as the product
of stroke volume (SV) and heart rate (HR), where stroke
volume is the amount of blood expelled by the ventricle
with each contraction and the HR is the number of con-
tractions per minute:

CO ¼ SV �HR

Cardiac output gives an indication of ventricular function
and is also used in the calculation of a number of flow-
dependent parameters, such as cardiac index, systemic
vascular resistance, pulmonary vascular resistance, valve
areas, and intracardiac shunt ratios.

The Fick technique is the gold standard in CO measure-
ment. It relies on direct measurement of oxygen consump-
tion and expenditure to derive the rate of blood flow
throughout the individual.

HISTORY

In 1870, the German physiologist, Adolf Fick (1829–1901),
described a novel method of determining cardiac output
based on diffusion of respiratory gases in the lungs. This
came after almost 30 years of work by Fick and numerous
others, who reasoned that diffusion was one of the most
essential events within the living organism. In 1855, Fick
had published his findings relating to diffusion of gas across
a fluid membrane. These became known as Fick’s law of
diffusion and stated that the rate of diffusion of a gas is
proportional to the partial pressures of the gas on either side
of the membrane, the area across which diffusion is taking
place and the distance over which diffusion must take place.
As an aside, Fick also invented contact lenses in 1887.

The 1870 publication by Adolf Fick stated: ‘‘It is aston-
ishing that no one has arrived at the following obvious
method by which [the amount of blood ejected by the
ventricle of the heart with each systole] may be determined
directly, at least in animals. One measures how much oxygen
an animal absorbs from the air in a given time, and how
much carbon dioxide it gives off. During the experiment
one obtains a sample of arterial and venous blood; in both
the oxygen and carbon dioxide content are measured. The
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difference in oxygen content tells how much oxygen each
cubic centimeter of blood takes up in its passage through the
lungs. As one knows the total quantity of oxygen absorbed in
a given time one can calculate how many cubic centimeters of
blood passed through the lungs in this time. Or if one divides
by the number of heart beats during this time one can
calculate how many cubic centimeters of blood are ejected
with each beat of heart. The corresponding calculation with
the quantities of carbon dioxide gives a determination of the
same value, which controls the first (1).’’

In simplest terms, cardiac output can be calculated as a
ratio of the amount of oxygen consumed through breathing
and the rate in which oxygen is taken up by the tissues.

Cardiac Output

¼ Oxygen consumption=Arteriovenous oxygen dierence

It was not until the 1930s that quantitative measurement
of the components allowed confirmation of the Fick equa-
tion as a means of calculating cardiac output.

PHYSIOLOGY OF THE FICK TECHNIQUE

Oxygen Consumption (VO2)

The first step in calculating CO by the Fick technique is to
determine the amount of oxygen consumed by the individual
over a period of time. This is best done in the resting state so
that there is constant oxygen consumption over the collection
period. The traditional method is collection of expired gases
in a Douglas bag over a period of � 3 min. Then, from the
volume of expired gas, the oxygen content of the expired gas
and the oxygen content of the inspired room air, it is possible
to calculate the amount of oxygen taken up by the individual.

Subtracting the oxygen content of expired gas from that
of the inspired room air (%v/v or mL of O2 	 100 mL�1 of the
gas) gives the oxygen difference between the inspired and
expired gases, expressed in mL of O2 	 100 mL�1 of expired
gas. Applying a factor of 10 gives this figure as milliliters of
O2 per liter of expired gas, which are the units used later in
the calculation. Dividing the total volume of expired gas by
the collection time gives the minute ventilatory rate,
expressed in liters per minute L 	min�1.

The product of the O2 difference (mL 	L�1) and the min-
ute volume (L 	min�1) is the oxygen consumption (VO2)
expressed in milliliters of oxygen absorbed per minute.

VO2 ¼ ðO2 Room air �O2 expiredÞ � ðvolume=timeÞ

Example : InspiredO2 ¼ 21:0mL 	100mL�1 room air

ExpiredO2 ¼ 16:7mL 	100mL�1 expired gas

O2 difference¼ 21:0�16:7¼ 4:3mL 	100mL�1

Total volume expired¼ 26:1L

Collection time¼ 3min

Minute volume¼ 26:1L 	3min�1 ¼ 8:7L 	min�1

Therefore;

O2consumption¼ ð4:3�10ÞmL 	L�1�
8:7L 	min�1 ¼ 374mL 	min�1

An alternative to the Douglas bag method is the use of a
metabolic rate meter with a hood or facemask, a variable-
speed blower and a servocontrol loop with an oxygen
sensor. This method employs essentially the same principle
as the Douglas bag method, but gives a real-time measure-
ment of VO2. The variable-speed blower maintains a flow of
room air through the hood or facemask past the patient into
a polarographic oxygen sensor (gold and silver–silver
chloride electrode), varying the flow in order to keep the
oxygen concentration at the measuring electrode constant.
By keeping the oxygen concentration at the measuring
electrode constant, the only variable is the flow rate through
the system. Under steady-state conditions, this is the only
variable determining the oxygen consumption (VO2).

Although this method provides a real-time measure-
ment of VO2, thus excluding the need for collection of a
Douglas bag, it is still rather time and labor intensive. In
addition, it has been suggested that it is difficult to obtain
reproducible results and the method gives consistently
lower results then the Douglas bag technique.

Arteriovenous Difference

As with oxygen consumption, measurement of oxygen
uptake by the body involves measuring blood oxygen con-
tent before and after entering the lungs. The arteriovenous
oxygen difference (AVdiff) is the difference between the
content of oxygen (ctO2) in the oxygenated arterial blood
leaving the lungs and the deoxygenated venous blood
returning to the lungs (mL O2 per 100 mL of blood). The
AVdiff represents the volume of oxygen delivered to meet the
body’s metabolic demands. Again, this figure is multiplied
by 10 to give the AVdiff in units of mL O2 per liter of blood.

AVdiff ¼ ctO2ðArterialÞ � ctO2ðVenousÞ

Example : ArterialO2 content¼ 19:5mL 	dL�1 blood

VenousO2 content¼ 13:2mL 	dL�1 blood

AVdiff ¼ 19:5�13:2¼ 6:3mL 	dL�1¼ 63mL 	L�1

Typically, a sample from the main pulmonary artery is used
for venous blood and a sample from the left ventricle or aorta
is used for arterial blood oxygen content measurements.

Cardiac Output

The rate at which oxygen is taken up by the lungs and the
rate at which it is taken up by the body is now known from
the above calculations. The ratio of these two figures gives
the cardiac output. The examples above show that the
lungs take up 374 mL of oxygen each minute and that
the blood takes up 63 mL of oxygen for each liter that
passes through the lungs. How many lots of 63 mL (1 L
aliquots of blood) must pass through the lungs to take up
374 mL of oxygen each minute? The answer is 5.9 L of blood
must pass through the lungs each minute in order to absorb
this amount of inspired oxygen.

Example : VO2 ¼ 374 mL 	min�1

AVdiff ¼ 63 mL 	 L�1

CO ¼ 374=63 ¼ 5:9 L 	min
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PRACTICAL CONSIDERATIONS FOR USING THE FICK
TECHNIQUE

Oxygen Consumption

The measured volume of a gas is affected in part by the
ambient temperature and atmospheric pressure in which it
is collected. Obviously, these will vary from day to day,
leading to a potential source of variation in the calculation
of oxygen consumption, and ultimately, cardiac output.
The combined gas law (a combination of Boyle’s and
Charles’ law) describes the relationship of pressure, tem-
perature, and volume in a gas. This law can be used to
correct measured gas volumes to standard temperature
and pressure (STP). This means that the measured
volume of gas is standardised to 273 K and 760 mmHg
(101.32 kPa).

As well as correcting for variations in atmospheric
pressure, it is also necessary to correct for water vapor
pressure. Dalton’s law tells us that the pressure of a gas
mixture is equal to the partial pressures of all of the
components of the mixture. Water vapor is present in
the atmosphere and in exhaled gas and its partial pressure
contributes to the total atmospheric pressure. Water vapor
exerts a constant pressure at a given temperature, regard-
less of the atmospheric pressure. Water vapor pressure is
47 mmHg (6.26 kPa) at normal body temperature and
17.5 mmHg at (2.33 kPa) 20 8C. Before correcting for STP
it is necessary to subtract the water vapor pressure from the
total atmospheric pressure to obtain the dry gas pressure
at the ambient temperature. This is known as ‘standard
temperature and pressure, dry’ (STPD), which is used for
the correction.

Example : Atmospheric pressure ¼ 762 mmHg ð6:26 kPaÞ
Ambient temperature ¼ 23 
C

Water vapor pressure at

23 
C ¼ 21 mmHg ð2:79 kPaÞ
Dry gas pressure ¼ 762� 21 mmHg

¼ 741 mmHg ð98:79 kPaÞ
STPD correction factor for 741 mmHg and

23 
C ¼ 0:8991ffrom standard tablesg
Volume of expired gas ¼ 9:68 L 	min�1

STPD corrected volume ¼ 9:68� 0:8991

¼ 8:7 L 	min�1

By standardizing to STPD, we have removed the effect of
water vapor pressure, ambient pressure, and temperature
on the volume measurement and, hence, potential sources
of day to day variation in measurement of the cardiac
output.

Arteriovenous Oxygen Difference

Although many current generation analyzers can calcul-
ate oxygen content (ctO2), earlier models did not. It may
be necessary to manually calculate oxygen content from the
hemoglobin level (Hb) and oxygen saturation of a sample.
Hemoglobin is able to carry 1.36 mL of oxygen per gram of
hemoglobin. Therefore, by multiplying the hemoglobin

level by 1.36 it is possible to calculate the oxygen carrying
capacity of the individual. Simply stated, this is the
maximum amount of oxygen that can be carried by
100 mL of the individual’s blood and is dependent on the
hemoglobin level. Some textbooks have quoted the constant
as 1.34 and others add a value of 0.03 to account for oxygen
dissolved in plasma, but 1.36 is the generally accepted
constant for calculation of oxygen carrying capacity.

Oxygen carrying capacity ¼ Hgb� 1:36 mL 	 dL�1

If the total amount of oxygen that the blood is capable
of carrying and the saturation of the sample is known, it
is possible to calculate the oxygen content of that sample.

ctO2 ¼ oxygen carrying capacity�% saturation

The arteriovenous oxygen difference is the difference in
oxygen content between arterial and venous blood.

Example : Hb ¼ 14:5 g 	 dL�1

Oxygen carrying capacity ¼ 14:5� 1:36

¼ 19:72 mL 	 dL�1

Arterial saturation ¼ 98:9%

Arterial oxygen content ¼ 19:72� 98:9%

¼ 19:5 mL 	 dL�1

Venous saturation ¼ 66:9%

Venous oxygen content ¼ 19:72� 66:9%

¼ 13:2 mL 	 dL�1

Therefore,

AVdiff ¼ 19:5� 13:2 ¼ 6:3 mL 	 dL�1 ¼ 63 mL 	 L�1

In this example, each liter of blood leaving the lungs
delivers 63 mL of oxygen to the tissues.

Figure 1 shows a complete example of CO measurement
using the Fick technique.

ASSUMPTIONS WHEN USING THE FICK TECHNIQUE FOR
CARDIAC OUTPUT

Absence of Intracardiac Shunt

The method of calculating cardiac output described above
uses the amount of oxygen absorbed by the blood as it travels
through the lungs. We then assume that the amount of blood
pumped by the right ventricle through the lungs is equal
to the amount pumped by the left ventricle through the
systemic vessels since the cardiovascular system is a closed
system. This assumption does not always hold true and it is
sometimes necessary to alter the calculation.

The term shunt describes the condition where a com-
munication exists between the left- and right-sided cham-
bers of the heart. If this condition results in shunting of
blood between the venous and arterial circulation, the
assumption becomes invalid because some blood is being
recirculated through part of the circuit and the two ven-
tricles are pumping unequal volumes. If an intracardiac
shunt is known or suspected, it is necessary to collect blood
samples at different points than the standard arterial and
pulmonary artery sites. Calculation of cardiac output and
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shunt ratios in the presence of an intracardiac shunt is
discussed later in this article.

Collection of True Arterial Sample

In a normal heart, it is not easy to gain access to the
pulmonary veins to collect an arterial sample as the blood
leaves the lungs. As a result, left ventricular or aortic blood
is used to measure arterial oxygen content. This method
ignores the small amount of venous admixture from bron-
chial and thebesian venous drainage into the left atrium.

Direct Measurement of Oxygen Consumption

Owing to the time- and labor-intensive methods of mea-
surement of oxygen consumption (VO2), there is often a

temptation to use an estimate of oxygen consumption rather
than direct measurement. Standard formulas and nomograms
are used to estimate VO2 from height, weight, age, and sex.
The body surface area (BSA) is calculated from height and
weight and expressed in units of square meters (m2).

BSA ¼ 0:007184�weight0:425 � height0:725

Age, sex, and basal metabolic rate are used to determine
heat production from standard nomograms. Finally, heat
production and BSA are used to estimate the oxygen
consumption.

VO2 ¼ ½BSA �Heat Production�=291:72

This method estimates the basal oxygen consumption at
rest. It does not make allowances for any pathological
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A. Standard Temperature and Pressure 

Atmospheric pressure  =  762 mmHg 
Ambient temperature  =  23 ºC 

     Water vapor pressure at 23 ºC  =  21 mmHg 

Dry gas pressure  =  762 – 21 mmHg  =  741 mmHg 

STPD correction factor for  
           741 mmHg and 23 ºC  =  0.8991 

B. Volume measurement 

Total volume expired = 28.14 L 
Collection time = 3 min

Minute volume = 28.14 L⋅3 min–1 = 9.68 L⋅min–1 

STP corrected volume 

          0.8991 × 9.68 L⋅min–1 =  8.7 L⋅min–1 

C. Oxygen Difference 

Inspired O2 = 21.0 mL 100 mL–1  
Expired O2 = 16.7 mL /100 mL–1  

O2 difference = 21.0 – 16.7 = 4.3 mL/100 mL–1  

D. Oxygen Consumption 

O2 consumption = (4.3 × 10) mL⋅L–1 × 8.7 L⋅min–1 = 374 mL⋅min–1 

E. Arteriovenous O2 Difference 

Arterial O2 content = 19.5 mL⋅dL–1 blood  
Venous O2 content = 13.2 mL⋅dL–1 blood

AVdiff  = 19.5 – 13.2  =  6.3 mL⋅dL–1 = 63 mL⋅L–1   

F. Cardiac Output 

VO 2  = 374 mL⋅min–1   
AVdiff  = 63 mL⋅L–1  

Cardiac output   =   374  /  63  =  5.9 L⋅min–1 

Figure 1. Example of cardiac output measurement using the Fick technique. The arrows indicate
how the various parameters discussed in the text are interrelated in the various calculations.



conditions, including those being investigated, that may
affect the resting oxygen consumption. Studies comparing
measured and estimated VO2 have shown that estimating
VO2 from the various available formulas can lead to large
and unpredictable errors in both VO2 and cardiac output
values (2,3). The practice of estimating VO2 is strongly
discouraged.

DETECTION AND ASSESSMENT OF INTRACARDIAC
SHUNTS

Earlier in this article it was seen how the oxygen content of
blood entering and leaving the lungs was used to calculate
the cardiac output. It was assumed that blood flowing
through the lungs is equal to blood flowing through the
systemic circulation (since the cardiovascular system is a
closed circuit). Several conditions may result in blood being
recirculated between the left and right sides of the heart,
leading to unequal flow in the pulmonary and systemic
circulation. These conditions include atrial septal defects,
patent foramen ovale, ventricular septal defects, and
patent ductus arteriosus. Patent foramen ovale has been
estimated to be present in 27.3% of the population (4), but
the presence of a defect does not necessarily result in
intracardiac shunting.

A communication between the left- and right-sided
chambers of the heart can result in blood being shunted
from right to left (venous blood being mixed into the
arterial circulation), left to right (arterial blood being
mixed into the pulmonary circulation), or as a bidirectional
shunt (blood moves back and forth across the communica-
tion at different stages of the cardiac cycle). Although the
method of calculating cardiac output remains essentially
the same, the sites of blood collection are different in cases
where intracardiac shunting exists. The following pas-
sages describe the methods for calculating systemic and
pulmonary flow in the presence of different intracardiac
shunts.

Left-to-Right Shunt

In a left-to-right shunt, arterial blood is pushed across the
defect into the pulmonary circulation. This will artificially
elevate the oxygen saturation and oxygen content in the
pulmonary artery. To avoid error in the calculation of
systemic cardiac output in the presence of a left-to-right
shunt, it is necessary to collect the venous blood sample
in the chamber immediately proximal to the shunt. In the
case of atrial defects, blood is collected from both the
inferior and superior vena cavae. Oxygen content (ctO2)
from these sites is used in the calculation of mixed venous
oxygen content (MVO2). The individual values are
weighted and averaged according to the relatively higher
flow from the superior vena cava and the absence of cor-
onary sinus blood in the measurements. The generally
accepted formula used for estimation of mixed venous
oxygen content is

MVO2 ¼ ½3� ctO2ðSVCÞ þ ctO2ðIVCÞ�=4

MVO2 becomes the venous component of the arteriove-
nous difference calculation and cardiac output (systemic
flow, Qs) is calculated as described earlier.

It is also possible to calculate pulmonary flow (Qp) by
using the pulmonary artery oxygen content as the venous
component (blood entering the lungs) and left ventricular
or aortic oxygen content as the arterial component (blood
leaving the lungs). The pulmonary flow is equal to the
systemic flow returning to the heart plus the volume being
recirculated from the left-sided chambers via the shunt.
This is reflected in the CO calculation. Because of the
recirculated arterial blood, the venous oxygen content
in the pulmonary artery will be elevated, leading to a
decrease in the arteriovenous difference and, hence, a higher
pulmonary flow.

Right-to-Left Shunt

The opposite occurs in a right-to-left shunt. Venous blood is
mixed into the arterial circulation leading to a decrease in
systemic arterial oxygen saturation. The calculation of
systemic flow (Qs) uses the arterial and venous (pulmonary
artery) samples as usual. The calculation of pulmonary
flow (Qp) requires a sample to be taken after the blood
leaves the lungs, but proximal to the shunt. In a right-to-
left shunt it is necessary to sample blood from the pulmonary
veins. In practical terms, this requires the catheter to pass
from the right atrium across the defect to the left atrium and
then into a pulmonary vein. Pulmonary vein oxygen content
becomes the arterial component of the arteriovenous differ-
ence and pulmonary flow is calculated as usual.

In the presence of a right-to-left shunt, systemic flow is
equal to the pulmonary flow leaving the lungs plus the amount
that passes across the shunt directly from the right-sided
chambers. Sampling in the left ventricle or aorta distal to
the shunt will therefore give a lower arterial oxygen content
than would be measured in the pulmonary veins, leading to an
decrease in the arteriovenous difference and, hence, a higher
systemic flow compared to the pulmonary flow.

A right-to-left shunt should be suspected in any patient
who has an arterial oxygen saturation less than 95%.
Investigation of these patients should include assessment
for the presence of a bidirectional shunt.

Bidirectional Shunt

The presence of a bidirectional shunt complicates the
calculation of pulmonary and systemic flow. Neither of
the methods described above is suitable since both assume
shunting in only one direction. The systemic blood flow
(SBF) is calculated using oxygen contents sampled at the
sites where blood enters and leaves the systemic circula-
tion (arterial and mixed venous sites, respectively). Pul-
monary blood flow (PBF) is calculated using sampling sites
where blood enters and leaves the lungs (pulmonary artery
and pulmonary vein, respectively). Finally, effective blood
flow (EBF) is calculated using samples taken where the
blood enters the heart and leaves the lungs (mixed venous
and pulmonary vein oxygen contents). The mixed venous
oxygen values should be the same as the pulmonary artery
sample if no shunts are present. Similarly, the pulmonary
vein should be the same as the left ventricular or aortic
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sample in the absence of any shunts. Therefore, by sam-
pling at these sites, the pulmonary (and hence, systemic)
flow that would normally occur if no shunts were present is
being calculated

SBF ¼ VO2=½ctO2ðArtÞ � ctO2ðMVÞ�
PBF ¼ VO2=½ctO2ðP veinÞ � ctO2ðP artÞ�
EBF ¼ VO2=½ctO2ðP veinÞ � ctO2ðMVÞ�

Since the systemic flow (SBF), pulmonary flow (PBF),
and the flow that would occur in the absence of any shunts
(EBF) is known, the size of the shunts can also be calculated

Right to left ¼ SBF� EBF

Left to right ¼ PBF� EBF

Figure 2 shows calculations for a bidirectional shunt based
on the principles discussed above. Note the changes in
oxygen saturation and content as blood passes the atrial
defect. In the left heart, oxygen saturation decreases as
blood passes from pulmonary veins to the left ventricle due
to mixing of deoxygenated blood being shunted across the
defect. Conversely, oxygen saturation in the right heart
increases as blood passes from the vena cavae (mixed
venous) to pulmonary artery due to oxygenated blood being
shunted across the defect from the left atrium.

Pulmonary–Systemic Flow Ratio

An alternative to calculating flow across a defect is to
calculate the pulmonary/systemic flow ratio (P/S ratio).
This value is a ratio of the pulmonary flow relative to
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 VO 2 = 201 mL⋅min–1 

Hb = 13.9 g⋅dL–1 

    Oxygen carrying capacity = 13.9 × 1.36 = 18.9 mL⋅dL–1 

 
Site 

 Saturation 
% 

ctO2 
mL⋅dL–1

Arterial 
 Pulmonary vein (PV) 94.1 17.8 
 Radial artery (RArt) 83.0 15.7 
    
Venous 
 Superior vena cava (SVC) 58.6 11.1 
 Inferior vena cava (IVC) 61.0 11.6 
 Right atrium (RA) 68.8 13.0 
 Pulmonary artery (PA) 63.4 12.0 
    
 Mixed venous (MV)   =   (3 × SVC + IVC)/4 59.2 11.2 
    
Pressure measurements 
 Mean Pulmonary Artery pressure = 43 mmHg (5.73 kPa)  
 Mean Left Atrial pressure = 4 mmHg (0.53 kPa)   
 
 
 
 
 
 
 
 
 
 
 
 
Left-to-right shunt  =  PBF – EBF  =  3.5 – 3.0  =  0.5 L⋅min–1 

Right-to-left shunt  =  SBF – EBF  =  4.5 – 3.0  =  1.5 L⋅min–1 

 
 
 

VO 2 PBF   =  
ctO2 (PV) – ctO2 (PA)

201
17.8 – 12.0

= = 3.5 L⋅min–1

VO 2 SBF   =  
ctO2 (R Art) – ctO2 (MV) 

201
15.7 – 11.2

= = 4.5 L⋅min–1

VO 2 EBF   =  
ctO2 (PV) – ctO2 (MV) 

201
17.8 – 11.2

= = 3.0 L⋅min–1

PVR  = 
80 × (PAm – LAm) 

Qp 
80 × (43 – 4)

3.5 
== 891 dyn⋅s⋅cm–5

Figure 2. Bidirectional shunt calcula-
tion in a 55 year old woman with
Eisenmenger’s syndrome secondary to
an atrial septal defect (ASD). Note the
predominantly right-to-left shunt due to
increased pulmonary vascular resistance.
These results show little deterioration
compared to measurements taken six
months earlier [Qp¼ 3.7 L 	min�1, mean
PA pressure¼ 39 mmHg (5.19 kPa) and
PVR¼800 dyn 	 s 	 cm�5].



the systemic flow. Calculation of the P/S ratio does not
involve calculation of actual flows, so it is not necessary to
collect expired gases to calculate the VO2. The P/S ratio is
calculated using only the oxygen content (or saturation)
from arterial, pulmonary artery, mixed venous, and pul-
monary vein samples.

The AVdiff for the pulmonary component is calculated by
subtracting mixed venous oxygen content from systemic
arterial oxygen content. The systemic AVdiff is calculated
by subtracting the pulmonary artery oxygen content from
the pulmonary vein oxygen content. If a pulmonary vein
sample is not possible, use an estimate of 98% unless
the arterial saturation is higher. Using arterial oxygen
content to estimate the pulmonary vein content will
assume that there is no right-to-left shunt. The P/S ratio
(or P:S ratio) is the calculated by dividing the pulmonary
component by the systemic component.

The P/S ratio is the proportion of flow through the
pulmonary circulation relative to the systemic circulation.
Therefore, a value > 1.0 indicates left-to-right shunting.
An arbitrary value of between 1.5 and 2.0 is often used to
determine the need for definitive treatment to correct the
defect, in order to avoid late sequelas from prolonged
pulmonary vascular overload. A P/S flow ratio< 1 indicates
right-to-left shunting and may be a sign of irreversible
pulmonary vascular disease.

Example :Hb ¼ 14:5 g 	 dL�1

Oxygen carrying capacity ¼ 19:72 mL 	 dL�1

Arterial oxygen content ¼ 98:9%

ctO2ðArtÞ ¼ 19:5 mL 	 dL�1

Pulmonary artery oxygen content ¼ 66:9%

ctO2ðPAÞ ¼ 13:2 mL 	 dL�1

Mixed venous oxygen content ¼ 63:1%

ctO2ðMVÞ ¼ 12:4 mL 	 dL�1

Pulmonary : ctO2ðArtÞ � ctO2ðMVÞ ¼ 19:5� 12:4

¼ 7:1 mL 	 dL�1

Systemic : ctO2ðPVÞ � ctO2ðPAÞ ¼ 19:5� 13:2

¼ 6:3 mL 	 dL�1

P=S ratio : 7:1=6:3 ¼ 1:13

FLOW-DEPENDENT PARAMETERS

A number of frequently used parameters in cardiovascular
medicine are dependent on knowing systemic or pulmon-
ary flow. Calculation of these parameters, and the effect
that the cardiac output has on each, is discussed. Table 1
lists expected normal ranges for a number of common flow-
dependent parameters.

Cardiac Index

Cardiac output is often corrected for patient’s size, based on
body surface area (BSA). Cardiac index (CI) is calculated by
dividing the cardiac output by the body surface area.

CI ¼ CO=BSA L 	min�1 	m�2

Some believe cardiac index is a more useful parameter
than cardiac index because it accounts for the patient’s
size. A large person (as approximated by BSA) would be
expected to have a higher cardiac output while a low
cardiac output in a smaller person may not necessarily
be indicative of a poorly functioning ventricle. Many authors
only express cardiac output in terms of cardiac index for
this reason.

Valve Areas

Basic fluid dynamic principles state that a fluid exerts pres-
sure equally in all directions. Therefore, when the valves of
the heart are open they should allow equalisation of pressure
in the two chambers that they separate. Sometimes the
valves of the heart become stiff, thickened or do not open
properly, inhibiting flow through the valve. This is referred to
as valve stenosis. A result of this process is a pressure
gradient, a difference in pressure on either side of
the valve. Take an example of aortic valve stenosis. When
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Table 1. Expected Ranges for Common
Flow-Dependent Parameters

Cardiac Output ¼ Oxygen consumption

Arteriovenous oxygen difference

VO2 ¼
BSA �Heat Production

291:72

MVO2 ¼
3� ctO2ðSVCÞ þ ctO2ðIVCÞ

4

SBF ¼ VO2

ctO2ðArtÞ � ctO2ðMVÞ

PBF ¼ VO2

ctO2ðP veinÞ � ctO2ðP artÞ

EBF ¼ VO2

ctO2ðP veinÞ � ctO2ðMVÞ

CI ¼ CO

BSA
L 	min�1 	m�2

Area ¼
f CO
ðSEP�HRÞg

ð44:3�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gradient

p
Þ

Area ¼ Cardiac outputffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gradient
p

Area ¼ ðCO�DFP�HRÞ
37:7�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gradient

p

SVR ¼ 80� ðAom � RAmÞ
Qs

PVR ¼ 80� ðPAm � LAmÞ
Qp

CO ¼ VCO2

ctCO2ðVenÞ � ctCO2ðArtÞ

CO ¼ DVCO2

DctCO2ðArtÞ

CO ¼ DVCO2

S � DETCO2



the left ventricle contracts, it is pushing against an
obstruction. The systolic pressure will be higher in the
ventricle that in the aorta. The difference in pressure is
referred to as a pressure gradient (expressed in mmHg) and
can be measured during cardiac catheterisation. The pres-
sure gradient across a valve is often used to determine the
severity of a valve stenosis. However, the main parameter
that should be considered is the cross-sectional area of the
valve. A pressure gradient of 20 mmHg (2.66 kPa) is often
considered an indication of mild aortic stenosis. However, in
the presence of low cardiac output, it is necessary to have
quite a narrow valve orifice to achieve this gradient. Con-
versely, a less severe stenosis could achieve a gradient of 50
mmHg (6.66 kPa) in a patient with a high cardiac output.

Both the cardiac output and mean pressure gradient are
used inthecalculationofvalvearea.TheGorlin formula isused
for calculating valve area of the aortic or pulmonary valve:

Area ¼ ½fCO=ðSEP�HRÞg=ð44:3�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gradient

p
Þ�

where HR is the heart rate and SEP is the systolic ejection
period (since gradients in these valves are measured during
systole). However, a shorter formula is often used as an
approximation:

Area ¼ Cardiac output=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gradient
p

Taking the example of aortic stenosis, a mean gradient of
20 mmHg (2.66 kPa) in a patient with a normal cardiac output
of4.5L 	min�1 wouldgiveavalveareaof4:5=

ffiffiffiffiffiffi
20
p

¼ 1:00 cm2.
Inapatientwithalowcardiacoutputof3.1L 	min�1, thevalve
area ð3:1=

ffiffiffiffiffiffi
20
p

¼ 0:69 cm2Þwould be much smaller to achieve
this gradient. Similarly, our patient with a mean gradient of
50 mmHg (6.66 kPa) would not have such a severe narrow-
ing if a high cardiac output (e.g., 7.1 L 	min�1) is present
ð7:1=

ffiffiffiffiffiffi
50
p

¼ 1:00 cm2Þ.
The Gorlin formula for calculating mitral or tricuspid

valve area is slightly different:

Area ¼ ðCO�DFP�HRÞ=ð37:7�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gradient

p
Þ

where DFP is the diastolic filling period (since gradients in
these valves are measured during diastole).

Vascular Resistance

Measurements of vascular resistance are based on princi-
ples of fluid dynamics where resistance is defined as the
decrease in pressure between two points in a vascular
segment divided by the flow through that segment. While
this simplification does not account for pulsatile flow,
calculation of vascular resistance in this way is useful in
a number of clinical settings.

In the past, Wood units (mmHg 	L 	min�1) were used to
express vascular resistance. Today, vascular resistance is
more commonly expressed in absolute resistance units
(dyn.s.cm�5), which are derived from the mean pressure
gradient (dyn 	 cm�2) divided by the mean flow (cm3 	 s�1). A
constant of 80 is used to convert values from traditional
units (mmHg and L 	min�1) to absolute resistance units.

Systemic vascular resistance (SVR) is therefore defined
as the difference in pressure between blood entering the
systemic circulation (mean aortic pressure) and blood leav-

ing the systemic circulation (mean right atrial pressure)
divided by the systemic blood flow:

SVR ¼ ½80� ðAOm � RAmÞ=Qs�

Similarly, pulmonary vascular resistance (PVR) is defined
as the difference between mean pulmonary artery pressure
and mean left atrial pressure divided by the pulmonary flow:

PVR ¼ ½80� ðPAm � LAmÞ=Qp�

In the absence of intracardiac shunting both SVR and PVR
can be calculated using the standard cardiac output mea-
surement. If intrapulmonary shunting is present, systemic
and pulmonary flow must be individually calculated for use
in the SVR and PVR calculations, respectively.

There are a number of causes of increased systemic or
pulmonary vascular resistance, some reversible and some
permanent. The use of serial cardiac output and pressure
measurements during drug challenges can assist in iden-
tifying management strategies that may be helpful in
reducing vascular resistance.

VARIATIONS OF THE FICK METHOD

The Fick principle can be applied to any gas involved in
diffusion, including carbon dioxide. Such variations to the
classic Fick formula are often referred to as the indirect
Fick principle.

By measuring the difference between inspired and
expired CO2 and the minute ventilation volume we can
calculate CO2 production (VCO2). Arteriovenous CO2 dif-
ference is calculated from the measured values of arterial
and venous carbon dioxide content (ctCO2). The ratio of
VCO2 and the arteriovenous CO2 difference gives the
cardiac output.

Earlier in this article it was seen how the oxygen content
(ctO2) of blood is calculated from the amount of hemoglobin
and oxygen saturation of the sample, since nearly all of the
oxygen is bound to hemoglobin. A relatively smaller pro-
portion of CO2 is bound to hemoglobin. About 70% is
transported in the blood as bicarbonate. Only 23% is bound
to hemoglobin and 7% is transported as dissolved CO2.
Therefore, the calculation of CO2 content is not dependent
on hemoglobin level.

Carbon dioxide content (ctCO2) is calculated from the
formula:

ctCO2 ¼ 11:02� PCO0:396
2

Thus, if we have partial CO2 pressure of arterial (PaCO2)
and venous (PvCO2) samples, we can calculate the arter-
iovenous carbon dioxide difference as

ctCO2ðVenÞ � ctCO2ðArtÞ ¼ 11:02ðPvCO0:396
2 � PaCO0:396

2 Þ

Then cardiac output is calculated with the formula:

CO ¼ VCO2=ðctCO2ðVenÞ � ctCO2ðArtÞÞ

There are some advantages to using the carbon dioxide
method. When a patient is receiving high concentrations of
supplemental oxygen, analysis of inspired and expired
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oxygen will give a small difference between two relatively
large values. Even a small error in the estimation of either
value will yield an inaccurate VO2. Additionally, some oxy-
gen analysers (e.g., paramagnetic analyzers) have poor
accuracy at high oxygen concentrations. Measurement of
cardiac output in patients receiving high concentrations of
supplemental oxygen may be erroneous and the Fick prin-
ciple using carbon dioxide may prove more accurate.

Applying the Fick principle to carbon dioxide involves
the same steps as using oxygen for the calculation. There is
still the requirement for analysis of expired gases, as well
as collection and analysis of arterial and mixed venous
blood samples. However, there are a number of ways of
estimating, rather than directly measuring, the various
parameters necessary to calculate cardiac output using the
Fick CO2 technique.

Infrared (IR) light absorption sensors in the breathing
circuit can measure inspired and expired CO2 content.
Alternatively, an assumption can be made about the con-
tent of CO2 in the inhaled gas (especially if the patient is
being ventilated with 100% oxygen) and only expired CO2

needs to be measured. Along with an airflow sensor (e.g., as
a differential pressure pneumotachometer), these measure-
ments can provide real-time estimation of VCO2.

There is a logarithmic relationship between cardiac
output and end-tidal CO2 (ETCO2). At normal or high
cardiac output the respiratory rate determines the amount
of CO2 that is eliminated by the lungs with each breath. If it
is assumed that CO2 exchange at the alveolar–arterial
membrane reaches equilibrium, then ETCO2 can be used
to estimate PaCO2. In this way, it is possible to estimate
cardiac output without subjecting the patient to unneces-
sarily invasive procedures.

The critically ill patient presents a number of chal-
lenges. These patients are usually intubated and manually
ventilated with high concentrations of inspired oxygen.
While many will have arterial lines for blood pressure
monitoring, those that do not are exposed to added risk
of morbidity if arterial access is necessary to determine
cardiac output. In addition, placement of a pulmonary
artery catheter for the measurement of mixed venous
gas tension exposes the patient to significant risk of sepsis,
pneumothorax, thrombosis, or pulmonary artery rupture.
However, cardiac output is often vital in determining end-
organ perfusion.

Recently, a system for noninvasive measurement of car-
diac output using the Fick principle and carbon dioxide was
developed for use with ventilated patients in the intensive
care unit, based on the estimations described above. A
number of assumptions allow this system to be used without
the need for arterial or mixed venous blood samples. The
technique involves measuring changes in carbon dioxide
production and arterial CO2 content between normal
breathing conditions and under rebreathing conditions with
10–15% CO2 and a reservoir with a volume 1.5 times the
tidal volume. Carbon dioxide production (VCO2) is calcu-
lated from the minute ventilation and expired CO2 content
under normal breathing conditions. Arterial CO2 content
[ctCO2(Art)] is estimated from the end-tidal CO2 (ETCO2)
with adjustments for the slope of the CO2 dissociation curve
and degree of dead space ventilation.

During partial rebreathing, carbon dioxide elimination
from the blood is reduced, but ETCO2 increases and reaches
a plateau within a few breaths. Studies conducted in anaes-
thetised dogs have showed that during a brief period of CO2

rebreathing there is a change in PaCO2 and in calculated
VCO2, but little or no change in venous carbon dioxide
content (ctCO2(Ven)) (5). It is believed that this finding is
due to the quantity of CO2 stores in the body being large
and new equilibrium levels not being attained for 20–30 min.
This finding becomes highly important in the noninvasive
estimation of cardiac output. Any change in the arteriove-
nous CO2 difference during the brief rebreathing period can
be attributed to changes in the arterial CO2 component alone.

If it is assumed that the cardiac output and
ctCO2(Ven) remain constant during normal breathing
(N) rebreathing (R):

CO ¼ VCO2ðNÞ=ðctCO2ðVenÞðNÞ � ctCO2ðArtÞðNÞÞ
¼ VCO2ðRÞ=ðctCO2ðVenÞðRÞ � ctCO2ðArtÞðRÞÞ

From basic algebra it is known that

X ¼ A=B ¼ C=D ¼ ðA � CÞ=ðB�DÞ

Then,

CO ¼ ðVCO2ðNÞ� VCO2ðRÞÞ=½ðctCO2ðVenÞðNÞ� ctCO2ðArtÞðNÞÞ
� ðctCO2ðVenÞðRÞ � ctCO2ðArtÞðRÞÞ�

Rearranging this equation:

CO ¼ ðVCO2ðNÞ� VCO2ðRÞÞ=½ðctCO2ðVenÞðNÞ� ctCO2ðVenÞðRÞÞ
� ðctCO2ðArtÞðNÞ � ctCO2ðArtÞðRÞÞ�

Since it has been assumed that ctCO2(Ven) does not
change during rebreathing (ctCO2(Ven)(N) is equal to
ctCO2(Ven)(R)), these values cancel each other out and the
equation becomes:

CO ¼ ðVCO2ðNÞ � VCO2ðRÞÞ=ðctCO2ðArtÞðRÞ � ctCO2ðArtÞðNÞÞ

In other words, cardiac output is equal to the change in VO2

divided by the change in arterial CO2 content between the
normal and rebreathing states:

CO ¼ DVCO2=DctCO2ðArtÞ

As ctCO2(Art) is estimated from ETCO2 and the slope (S) of the
CO2 dissociation curve:

CO ¼ DVCO2=S� DETCO2

This method of cardiac output estimation gives a measure of
the pulmonary capillary blood flow (QPCBF). Changes in VCO2

and ETCO2 only reflect the blood flow that participates in gas
exchange. An intrapulmonary shunt occurs when venous
blood passes through unventilated areas of the lungs and
moves into the arterial circulation without taking up oxygen
or releasing carbon dioxide. A large intrapulmonary shunt
will not be reflected in the changes seen in VCO2 and
ETCO2. Therefore, it is necessary to estimate the degree of
shunting and correct the cardiac output estimation
accordingly. For example, if only 80% of pulmonary blood
flow is participating in gas exchange, the QPCBF estimated
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by this method will be 80% of the total cardiac output. The
shunting fraction is calculated using the arterial oxygen
saturation (SaO2, from a pulse oximeter), the fraction of
inspired oxygen (FiO2), arterial oxygen tension (PaO2) and
standard isoshunt tables. The requirement of an arterial
blood gas sample for PaO2 means that this method is not
truly noninvasive.

As mentioned previously, this noninvasive method
involves a number of assumptions. In summary, these
assumptions are the CO2 exchange at the alveolar–arterial
membrane reaches equilibrium. Therefore, ETCO2 is
equal to PaCO2; cardiac output remains constant during
rebreathing; venous CO2 content does not change dur-
ing a brief period of rebreathing; and there is little or no
intrapulmonary shunting.

SUMMARY

The Fick method remains the gold standard of cardiac
output measurement. While technically challenging, it
relies on direct measurement of oxygen consumption and
uptake to determine the rate of blood flow through the
lungs and around the body. Accurate measurement of
cardiac output is necessary for the estimation of several
important parameters and assessment of complex conge-
nital cardiac conditions. Variations of the classical Fick
principle allow estimation of cardiac output in patients who
might otherwise be unsuitable.
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INTRODUCTION

Cardiac output is defined as the volume of blood pumped by
the left or right ventricle per unit of time and is normally
expressed in L 	min�1 (1). For the average 70 kg adult
male, the cardiac output is� 5 L 	min�1, however, exercise
can cause this figure to increase as much as six times the
resting value in well-trained athletes (2). Knowledge of
cardiac function is an important tool for determining the
hemodynamic status of an individual whether he/she is a
trained athlete or a patient in a critical care setting.
Accurate direct measurement of cardiac output is a rather
difficult task since to obtain a direct measurement would
require collecting and measuring all of the blood pumped
from the heart into the aortic outflow tract. It is necessary,
therefore, to develop indirect methods for the measure-
ment of cardiac output that would provide equivalent
accuracies. The Fick (2) and other indicator dilution meth-
ods (3) are two of the invasive procedures that provide good
reasonable results. More recently, echo cardiography and
other noninvasive techniques have been gaining in popu-
larity, yet the Fick and Indicator Dilution methods remain
the ‘‘Gold Standards’’ against which all other methods are
compared because of their accuracy, safety, reproducibi-
lity, and relative simplicity (1).

The Fick principle (4) is based on the fact that the
amount of an indicator taken up (or released) by an organ
is the product of its blood flow and the difference in con-
centration of the substance between the organ’s arterial
and venous blood. Cardiac output can be determined by
dividing the amount of oxygen consumed by the arterial-
venous oxygen difference (AVO2 difference). The theory
behind this procedure is explained more fully below.

The indicator dilution method became widely accepted
after Hamilton, in 1948, demonstrated that this technique
agreed with the Fick method. In the indicator dilution
method (5) an indicator(dye, thermal, saline) is injected into
the venous blood and its concentration is measured continu-
ously in the arterial blood as it passes through the circulatory
system The cardiac output is determined by analyzing the
resulting time-dependent concentration curve.
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INDICATOR DILUTION METHOD FUNDAMENTAL
EQUATIONS

Consider the simple mixing chamber shown in Fig. 1, where
Q is the constant volumetric flow rate into and out of the
chamber, mi is the mass of indicator injected into the inflow
stream, C(t) is the concentration of indictor in the chamber
at any instant, and mL is the mass of indicator that leaves
the chamber due to diffusion to the wall and/or metabolism.
The differential mass of indicator that leaves the chamber at
point 2 per differential time is given by

dm2 ¼ CðtÞQdt

where C(t) at point 2 is the same as the concentration of
indictor in the mixing chamber assuming complete mixing
in the chamber. The total mass of indicator that leaves the
chamber is determined by integrating the above equation
with the result shown below.

m2 ¼ Q

Z 1
0

CðtÞdt

The differential mass of indicator that leaves the chamber
due to diffusion to the chamber wall and/or metabolism is
proportional to the concentration of indicator, C(t), and the
surface area of the chamber, A.

dmL ¼ CðtÞADdt

where D is the proportionality constant for diffusion and/or
metabolism.

The total mass of indicator leaving the chamber due to
diffusion is

mL ¼ AD

Z 1
0

CðtÞdt

The total mass of indicator leaving the chamber is equal to
the mass of indicator entering the chamber minus the mass
loss of indicator due to diffusion

m2 ¼ mi �mL

which leads to

Q

Z 1
0

CðtÞdt ¼ mi � AD

Z 1
0

CðtÞdt

and subsequently to the equation for volumetric flow rate

Q ¼ miZ 1
0

CðtÞdt

� AD

The integral of C(t)dt is determined from the area under
the indicator dilution curve. Note that if the area of the

chamber wall is large and/or the diffusion coefficient is
large, then the flow rate will be overestimated unless the
diffusion is taken into account. In practice, the effect of
diffusion is taken into account by a multiplying calibration
factor (K) as shown in equation 1.

Q ¼ miZ 1
0

CðtÞdt

K ð1Þ

This is the familiar Stewart–Hamilton equation for calcu-
lating cardiac output from the indicator dilution curve (6).

INDICTOR DILUTION CURVE FUNDAMENTAL
EQUATIONS

The equations for the indicator dilution curve are determined
by the indicator mass flow rate conservation, which states
that the mass flow rate of indicator into the mixing chamber
must equal the mass flow rate of indicator out of the mixing
chamber plus the mass rate of removal by diffusion plus the
rate of change of indictor stored in the chamber.

CiQ ¼ CðtÞQþ CðtÞADþ V
dCðtÞ

dt

The parameter V is the volume of the chamber and complete
mixing is assumed so that the concentration of indicator
leaving the container at point 2 is equal to the concentration
of indicator in the chamber at any instant.

Rearranging this equation results in the first-order
differential equation

V

Qþ AD

� �
dCðtÞ

dt
þ CðtÞ ¼ Q

Qþ AD
Ci

which has a time constant of

t ¼ V

Qþ AD

After the injection of the indicator is complete, the concen-
tration of indicator flowing into the chamber becomes zero
resulting in the following equation during the washout phase.

t
dCðtÞ

dt
þ CðtÞ ¼ 0

The solution to this equation is

CðtÞ ¼ Cðt1Þe�½ðt�t1Þ=t�

where C(t1) is the indicator concentration at time t1 on the
washout part of the indicator dilution curve.
Taking the natural log of this equation results in

ln CðtÞ ¼ ln Cðt1Þ � ½ðt� t1Þ=t�

This shows that if the indicator dilution curve is plotted as
natural log of C versus t, then the curve will become a straight
line during the washout phase and the slope of the curve
is the negative reciprocal of the system time constant.

Rearranging this equation yields

t ¼ t1 � t2

ln Cðt2Þ � ln Cðt1Þ
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where C(t1) and C(t2) are indicator concentrations at time t1

and t2, respectively, all located on the washout part of the
indicator dilution curve.

This equation can be rearranged to the following:

t ¼ �Cðt1Þ
�

dC

dt

� �

t1

The total area under the indicator dilution curve from t1 to
infinity is given by

Z 1
t1

CðtÞdt ¼ tCðt1Þ
Z 1

t1

e�½ðt�t1Þ=t�d
t� t1

t

� �

which results in the equation for the remaining area under
the curve.

Z 1
t1

CðtÞdt ¼ Cðt1Þt ¼
ðt1 � t2Þ

ln Cðt2Þ � ln Cðt1Þ
Cðt1Þ ð2Þ

This equation can be rearranged to the following:

Z 1
t1

CðtÞdt ¼ �½Cðt1Þ�2

½CðtÞ=dt� t1

ð3Þ

APPLICATION OF THE INDICATOR DILUTION EQUATIONS
AND RECIRCULATION

The following results are from a computer simulation
in which 6 mg of indicator are injected into the right
atrium of an average male with indicator concentrations
being read from the radial artery. The volumes used by
the simulation for the chambers involved are shown in
Figure 2.

Q is cardiac output (6 L 	min�1)

1 is the right atrium (V1¼ 100 mL)

2 is the right ventricle (V2¼ 100 mL)

3 is the pulmonary circulatory system (V3¼ 600 mL)

4 is the left atrium (V4¼ 100 mL)

5 is the left ventricle (V5¼ 100 mL)

6 is the systemic artery volume from the left ventricle to

the radial artery (V6¼ 100 mL)

The total circulatory system volume is taken to be 6 L.
The diffusion coefficient D is taken to be zero in the

simulation. The resulting indicator dilution curve as mea-
sured in the radial artery is shown in Fig. 3.

The dashed line beginning at � 22 s shows what the
curve would do if there were no recirculation of the indicator
through the circulatory system back to the right atrium.
The solid line shows the actual curve with recirculation.

The area under the indicator dilution curve can not be
determined directly from the dilution curve. The dilution
curve is plotted on a semilog graph in Fig. 4.

During the washout phase, the concentration curve
approaches a straight line (dashed line) before the
recirculation distorts the plot (solid line). This indicates
that the system is behaving as a first-order decay, and we
can use equation 2 to determine the area under the curve
from any chosen time on the straight-line portion of the
curve to infinity.

In this simulation, the area under the indicator dilution
curve that would occur if there were no recirculation from
0 to 40 s is found to be 59.8 mg 	 s 	L�1, which results in a
calculated cardiac output of 6.02 L 	min�1.

With recirculation we determine the area under the
curve from 0 to 15 s to be 47.387 mg 	 s 	L�1 and use
equation 2 to calculate the area from 15 s to infinity.

For example, use the concentrations at 15 and 20 s that
are in the straight-line portion of the semilog plot.

Ct¼15 ¼ 2:096 mg 	 L�1 Ct¼20 ¼ 0:908 mg 	 L�1

Equation 2 gives the area from 15 s to infinity as
12.528 mg 	 s 	L�1 so the total area from 0 to infinity is
calculated to be 59.915 mg 	 s 	L�1. Now using equation 1,
the cardiac output is found to be 6.01 L 	min�1.

Using equation 3 at 15 s yields the same result.
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FICK PRINCIPLE

If the indicator is supplied to the mixing chamber
shown in Fig. 1 at a steady rate until steady state is
reached, then the concentration of indicator in the stream
leaving the chamber will be constant and is given by the
equation

mf2
¼ C2Q

where mf2
is the mass flow rate of indicator flowing out of

the chamber.
Under steady flow conditions the mass flow rate of

indicator into the chamber in the inflow stream plus the
mass flow rate of indicator entering the chamber by injec-
tion will be equal to the mass flow rate of indicator flowing
out of the chamber in the outflow stream.

mf1
þmf i

¼ mf2

In terms of inflow and outflow concentration of indicator,
this equation is

C1Qþmf1
¼ C2Q

Solving for Q yields the equation on which the Fick method
is based.

Q ¼ mf i

C2 � C1

In practice, the indicator used in the measurement of
cardiac output by the Fick method is oxygen so that mf i

is the consumption rate of oxygen in the lungs, C1 is the
concentration of oxygen in the venous blood, and C2 is the
concentration of oxygen in the arterial blood.

THERMAL DILUTION METHOD FUNDAMENTAL
EQUATIONS

For thermal dilution measurement of cardiac output, a
warm or cold injectate is injected into the right atrium
and the temperature of blood in the pulmonary artery is
measured by a thermistor as shown in Fig. 5. A warm
injectate would need to be considerably warmer than the
blood that might be hot enough to denature proteins (608C).
If it were not very warm, the poor signal/noise ratio would
render the method unusable. Therefore cold injectate is the
only practical thermal indicator (7,8).

A bolus of cold fluid is injected into the right atrium and
the resulting temperature is recorded from the pulmonary
artery. Conservation of energy requires that the total
thermal energy entering the system during the procedure
must be equal to the total thermal energy that leaves the
system as the system returns to normal temperatures.

The thermal energy carried across a boundary by a
differential volume of fluid is given by

dE ¼ rCPTðtÞQdt

where r is the density of the fluid, CP is the specific heat of
the fluid, T(t) is the temperature of the fluid at any instant,
Q is the volumetric flow rate of fluid crossing the boundary,
and dt is the differential time.

The total thermal energy that crosses a boundary for a
constant volumetric flow rate with constant thermal prop-
erties is

E ¼ rCPQ

Z 1
0

TðtÞdt

The total thermal energy that enters the system is a
combination of energy carried into the system by blood
flow and the thermal energy carried into the system by the
injectate, where the subscript b refers to blood and sub-
script i refers to injectate.

Ei ¼ rbQCPb

Z 1
0

Tbdtþ riCPi
ViTi

The total thermal energy that leaves the system is a
combination of the energy carried out of the system by
blood flow and thermal energy loss to the walls of the
atrium and ventricle.

Eo ¼ rbQCPb

Z 1
0

TðtÞdtþ riCPi
ViTb þ hA

Z 1
0
ðT � TbÞdt

whereT(t) is thetemperaturerecordedbythethermistoratany
instant, h is the thermal convection coefficient, and A is the
internal surface area of the right atrium and right ventricle.

Using these equations in the thermal energy conserva-
tion equation

Ei ¼ Eo

and rearranging gives

rbCPb
Q

Z 1
0
ðTðtÞ � TbÞdt ¼ riCVi

ViðTi � TbÞ

� hA

Z 1
0
ðTðtÞ � TbÞdt

Solving for Q yields the thermal dilution equation for
volumetric flow rate.

Q ¼ riCVi

rbCVb

ViðTi � TbÞZ 1
0
ðTðtÞ � TbÞdt

� hA

rbCPb
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The term on the right represents the heat loss to the walls
of the atrium and ventricle. In practice, there would be an
additional heat loss in the catheter. The heat loses are
normally accounted for by a correction term (K) that is a
function of the catheter type being used as shown below.

Q ¼ riCVi

rbCVb

ViðTi � TbÞZ 1
0
ðTðtÞ � TbÞdt

K

The thermal dilution method has the advantage that
recirculation is not a problem due to the large surface
available in the circulation to bring the injectate tempera-
ture to body temperature. A disadvantage is that the
injection site and the sensing site must be close together
to avoid large heat losses and the absence of total mixing in
the ventricle can cause inaccuracies.
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INTRODUCTION

The amount of blood pumped by the heart each minute,
the cardiac output, provides a measure of the body’s

potential for supplying oxygen and nutrients and is
relevant to assessing the condition of the heart. Taken
together with various pressures, it is a key clinical indi-
cation of the heart’s ability to meet the body’s needs and
an indirect indication of the status of those needs. In
the clinical setting, measurement of cardiac output is
required to guide drug therapy aimed at manipulating
the function of the cardiac muscle (inotropic drugs) and
the state of the systemic and pulmonary vascular resis-
tance (vasoconstrictor and vasodilator drugs). Combined
with ultrasound velocity data, cardiac output allows pre-
cise assessment of the status of mitral and aortic valve
stenosis and regurgitation.

G. N. Stewart articulated the basic principle of indi-
cator- dilution measurement of cardiac output in a land-
mark paper in 1897 (1). Stewart stated that if a substance
was introduced at a constant rate into the flowing blood-
stream and allowed to mingle with the blood, then the
measured steady-state concentration of that substance
downstream of the site of introduction would be inversely
proportional to the flow rate (cardiac output). Of greater
practical importance was his additional observation that
if a small amount of the substance was introduced rapidly,
then the cardiac output could still be computed. To do
that one would divide the average rate at which the
substance is introduced (total amount divided by mea-
surement time) by the average concentration. Stewart
called this technique the ‘‘sudden injection’’ method. In
the late 1920s, W. F. Hamilton and his colleagues further
investigated Stewart’s sudden injection method (2,3).
They found that the concentration curve from timed sam-
ples did not simply return to baseline, but exhibited a
secondary rise. This was attributed to fast physiologic
recirculation of an unknown amount of the indicator.
To eliminate the influence of any recirculating indicator
on measurement calculation, they proposed extrapola-
ting the original down slope of concentration to zero using
an exponential function. This method proved successful
in validation studies both in mechanical models and
animal experiments, and the sudden injection method
with exponential extrapolation is commonly referred to
as the Stewart–Hamilton method.

Various indicators have been used to measure cardiac
output with the Stewart–Hamilton method, notably saline
(detected by its effect on electrical conductivity) and optical
dye (detected by its effect on optical absorption), but
G. Fegler’s proposal in the mid-1950s that heat could be
used has proved the most convenient, although initially
controversial (4,5). His earliest report ‘‘was received with
polite incredulity’’ (6). Fegler rapidly injected a small
amount of cold Ringer’s solution into the vena cava and
recorded the transient decrease in temperature in the
aortic arch and in the right ventricle. He computed both
left and right heart outputs from these data.

Concerns were voiced regarding the ability to quantify
this ‘‘negative’’ indicator, the stability of the baseline
temperature, and the background noise (6). These are
all valid concerns, but concerns that have been success-
fully addressed with clinical technology. Current practice
is to introduce a small bolus of cold solution into the right
atrium (via a venous catheter) and to measure the
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consequent transient temperature decrease in the
pulmonary artery. With the advent of balloon-flotation
pulmonary-artery pressure measurement catheterization
techniques in the late 1960s (7), small thermistor sensors
could be readily placed in the pulmonary artery, and the
thermal dilution measurement became clinically accepted
even as validation experiments progressed. The pulmonary-
artery catheters provide important hemodynamic pressure
information and, for that reason alone, are placed in many
patients.

Swan and Ganz are credited with developing and
popularizing the pulmonary-artery pressure catheter
containing a thermistor and injection port for thermal
dilution (8), and these catheters are commonly called
Swan–Ganz catheters, although Swan–Ganz, strictly
speaking, is a registered trademark of Edwards Life-
sciences Corporation. The instrumentation required to
process the temperature signal and determine cardiac
output is modest, fitting into either a small, battery-
operated instrument easily used at the patient’s bedside,
or into a module component of a bedside workstation in
the ICU or operating room, making the method easy and
convenient. The additional ‘‘invasion’’ of a thermistor is
negligible, and the additional value of cardiac output
measurements is great. And since the indicator is a physio-
logically innocuous solution, thermal dilution measurement
of cardiac output has become an important part of clinical
care. Today, bolus thermal dilution cardiac output is con-
sidered the gold standard against which other methods are
compared.

THEORY

Principle of Indicator Dilution

The basic principle of indicator dilution is quite simple:
If the concentration of a uniformly dispersed indicator
in an unknown volume is measured, then the unknown
volume can be simply determined by dividing that con-
centration into the total amount of indicator. If the
volumeis flowing past a sensor, then the volume in any
given period of time will equal the amount of indicator in
that period of time divided by the concentration. If the
rate at which the indicator is flowing past the sensor is
controlled and known, then the amount of indicator in a
period of time is also known and the volume flow rate can
be determined. Alternatively, if the total amount of indi-
cator over a larger period of time is known, such as when
a bolus is introduced all at once, then average flow rates
can be determined. Each approach has strengths and
weaknesses in technique, necessary assumptions, and
equipment. We focus on the popular bolus technique
but, particularly with thermal techniques, the theory
can be extended.

In the case of thermal dilution, the indicator is
introduced into the right atrium and its concentration
is measured in the pulmonary artery. We assume that
all of the indicator introduced, an amount I, eventually
passes into the pulmonary artery at some rate i(t). If
we assume no indicator recirculates, we may write this

as

I ¼
Z 1

0
iðtÞdt ð1Þ

¼
Z 1

0
FðtÞcðtÞdt ð2Þ

where F is volumetric flow and c is concentration. When the
flow is constant, F can be moved out of the integral and we
can solve for F as

F ¼ IR1
0 cðtÞdt

(3)

Several assumptions have been made in arriving at
this equation. Equation 1 is a statement of conservation
and requires that all indicators pass the sensor exactly
once. Equation 2 requires that the concentration in the
pulmonary artery be uniform across the area where the
concentration is being measured, and equation 3 requires
that the flow rate be constant. All but the first requirement
can be satisfied for the pulmonary artery catheter-based
measurements if we consider the right heart to be a perfect
mixing chamber, with a competent valve at the outflow,
and a pumping rate that is constant over the integration
time. The mixing chamber guarantees that the blood will
be equivalently labeled at its outflow so that each flow
stream is representative of the total, and the valve
guarantees that the concentration changes in a stepwise
fashion in all flow streams, which allows legitimate
averaging of pulsatile variations in flow. A rigorous proof
can be found in Perl et al. (9) and the assumptions and
necessary conditions are discussed in Trautman and
Newbower (10). Each of these articles contains numerous
relevant references.

Heat as an Indicator: ‘‘Thermal’’ Dilution

In thermal dilution, the indicator is caloric, introduced as a
known volume of a cold physiologic solution whose concen-
tration is measured via the induced temperature change.
The relationship between temperature and the concentra-
tion of heat in a solution, the amount of heat in a unit
volume, involves the specific heat and density of the solu-
tion. When two solutions at different temperatures, such as
the indicator and blood, are mixed, the temperature of the
mixture may be predicted by

T ¼
T1C p1m1 þ T2C p2m2

C p1m1 þ C p2m2
ð4Þ

where Cp and m are, respectively, the specific heat and
mass of the solutions. If we take the first solution to be the
indicator solution and the second to be the blood, then the
difference in temperature due to the indicator will be
predicted by

T � T2 ¼
ðT1 � T2ÞCp1m1

C p1m1 þ C p2m2
(5)

A very good assumption, at least prior to significant heat
exchange with tissue, is that the indicator solution and
the temperature transient travel together. In this case,
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equation 5 holds for all instances of time, and the mass
concentration of the indicator solution may be predicted
from the temperature transient by

cðtÞ ¼ ½TðtÞ � T2�r1

TðtÞ � T2 � ðC p1r1=Cp2r2Þ½TðtÞ � T1�
(6)

where r is the density of the solution. The amount of
indicator is equal to the volume of the physiologic solution
V times its density r1 (giving its mass) and equation 3
becomes

F ¼ Vr1R1
0 cðtÞdt

(7)

F ¼ Vr1
R1

0

½TðtÞ � T2�r1

TðtÞ � T2 � ðC p1r1=Cp2r2Þ½TðtÞ � T1�
dt

(8)

Equation 8 forms the basis for the thermal dilution
method for measuring cardiac output. This equation may
be easily programmed, but it generally has been
approximated to simplify implementation, The most
common approximation is based on the assumption that
the indicator solution has no effect on the thermal
properties of the blood. In this case, the increment in
the amount of heat leaving the heart due to the indicator
is equal to

H ¼ r2Cp2F

Z 1
0
½TðtÞ � T2�dt (9)

This is equivalent to equation 2 and requires the same
assumptions. The amount of heat added in a certain
volume of an indicator solution is equal to

H ¼ r1C p1VðT1 � T2Þ (10)

Equating equations 9 and 10 leads to the simpler
formula for flow:

F ¼
C p1r1

C p2r2

� �
V ½T1 � T2�R1

0 ½TðtÞ � T2�dt
(11)

Equations 8 and 11 are equivalent only when cool blood
is used as the indicator. Equation 11 is simpler than
equation 8 and can be implemented in an analog circuit.
However, it is based on the implausible condition that
the indicator solution carries heat (or cold) into the blood
and then is either transported completely apart from the
thermal transient or has no thermal effect on the blood.
Fortunately, the practical difference between flow esti-
mates based on these two equations is small. The ratio of
thermal properties for a dextrose-in-water (D5W) indi-
cator solution is approximately equal to 1.08, and for a
normal (0.9%) saline solution it is approximately equal to
1.10. Since the expected temperature transient is 0.5–1.0 8C,
the expected difference between equations 8 and 11 is only
1–2% for these indicators.

If the indicator is not introduced as a finite bolus, then
the conservation statement of equations 1 and 2 needs to be
generalized and other assumptions made. The product of
flow rate and concentration at the outflow of the mixing
chamber will still be equal to the amount of indicator

passing by, but its relationship to the input indicator
can be more complex. A simple example is where the
indicator is infused at a constant rate in which case, absent
recirculation, the flow rate will be inversely proportional to
measured concentration. If the infusion rate is not constant
then the transient response of the heart system needs to be
considered.

Heat can be introduced by direct energy transfer, such
as from an electrical heater. In this case, the volume factor
in the numerator of equation 11 is not relevant and must be
replaced by a measure of the amount of heat introduced. It
is, however, impractical to introduce a large bolus
(impulse) of heat comparable to the 750 W of 10 mL of iced
saline: The surface temperature would be dangerously
high. Instead, the heater is pulsed at low power, the
resulting temperature changes measured with a fast-
response thermistor, and sophisticated signal processing
used to extract the dilution signal from the baseline. Such
techniques have the potential to measure cardiac output
continuously and were introduced in the early 1980s (11).
Catheters with heating elements (10 cm long filaments in
the right ventricle) have been produced since the early
1990s (12). The surface temperature and thus the amount
of heat that can be introduced are limited by physiological
concerns (4–7 8C), and therefore the technique is sensitive
to background thermal noise. The heater is typically
pulsed, and the accuracy is dependent on processing the
correlation between the heating waveform and the mea-
sured temperature response (11–13). These techniques are
entering clinical use as a companion to bolus thermal
dilution, but are not considered here.

Necessary Conditions

For the preceding development, we assumed that the flow
is constant; the volume and temperature of the solution
are known, the indicator does not recirculate, and perfect
mixing occurs somewhere between injection and sampling.
Little can be done to control the variation of flow; it is flow
that is being measured. (In those situations where flow is
not constant, it can be shown that the computed result will
be a concentration-weighted average of the true cardiac
output over the period of measurement.) The other
assumptions are usually reasonable, although in practice
it is difficult to have an accurate measure of the volume or
temperature of the injected solution since heat will
exchange with all material contacting the solution. There
is also a lost volume in the dead space of the catheter used
to introduce the solution, and it is impossible to eliminate
the physiologic recirculation of indicator. In addition, the
integrals must be truncated to permit a practical measure-
ment. These and other practical issues are covered next.

Notably absent from these formulas is the time response
of the thermal sensor. Although not intuitively appealing,
it can be shown that this response is of little importance as
long as the curve does not become distorted by the effects of
noise and recirculating indicator. The area under the
thermal curve is preserved even with slow-responding
thermal sensors. The operator should, however, be aware
that the thermal curve obtained with a slow thermistor
is not necessarily a high fidelity representation of the
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temperature transient. The observed or recorded tempera-
ture curve will be smoothed and filtered over time.

PRACTICAL APPLICATION OF THE THEORY

The practical application of thermal dilution theory is simple;
all that is typically necessary to measure cardiac output is to
reset the ‘‘cardiac output computer,’’ inject 2–10 mL of an ice-
cold or room temperature solution into the catheter port, and
wait for the answer to appear on the computer. The thermal
sensor is contained on a special pulmonary artery catheter
that also provides the injection lumen into the right atrium.
The temperature curve may be recorded to reassure the
operator that a reasonable signal was obtained. Typical
curves for various flow rates are shown in Fig. 1.

When the computer is reset, it samples the baseline
temperature, integrates the processed temperature curve
until recirculation is detected or assumed, and calculates
the cardiac output assuming predefined conditions. It
applies a correction for the portion of the curve that is lost
by the truncation of the integral (to avoid influence of
recirculation). The predefined conditions include the volume
and temperature of the injectate, the thermal characteris-
tics of the fluids, and a correction factor that corrects for
the physical properties of the particular injection catheter
employed. Most computers make approximations and apply
corrections. The most common are listed below.

Thermal Properties of Blood Are Approximately Constant

The thermal properties of blood vary with hematocrit.
However, the convenience of assuming a normal
hematocrit—and thus not requiring knowledge of the
actual hematocrit and entering it—far outweighs the
importance of the potential error. The specific heat-density
product for erythrocytes is � 3.52 J�K�1�mL�1, and for
plasma it is� 4.03 J�K�1�mL�1 (14). Therefore, for blood with
a hematocrit of 40% this product is 3.83 J�K�1� mL�1,
with a hematocrit of 30% it would be 3.88 J�K�1� mL�1,
and with 50% it would be 3.78 J�K�1� mL�1. Thus, the
nominal value assumed for blood could be in error by 1–2%
causing an error in the cardiac output measurement of the
same value.

Indicator Does not Affect Thermal Properties of Blood

The specific heat-density product for normal (0.9%) saline
is � 4.19 J�K�1�mL�1, and that for 5% dextrose-in-water is

� 4.11 J�K�1� mL�1 (15). These are significantly different
from the nominal 3.81 J�K�1� mL�1 for blood. The thermal
properties of the indicator-blood mixture will thus vary
with the level of dilution. However, most computers
assume that the indicator does not affect the thermal
properties of blood. This assumption leads to the simpler
equation [Eq. 11] derived above. Cardiac output computers
using this approximation can be expected to overestimate
the cardiac output by 1–2%.

Heat Loss Is Predictable

When the syringe containing the cold solution is taken
from the ice bath it immediately begins to warm. The
solution warms further as it is injected through caloric
exchange with the walls of the catheter. Only a negligible
amount of heat is gained during manipulation of the syr-
inge before injection. However, the exchange with the wails
of the catheter can account for several percentages with a
0 8C solution (16). In addition to those conductive losses of
indicator, a significant amount of solution is left in the
catheter after the injection has been terminated. The
typical dead space volume is 0.9 mL so that only 91% of
the solution is injected into the bloodstream. However, the
solution that filled the dead space prior to injection is
pushed into the blood stream and, if not at blood tem-
perature, can add to the effective indicator volume. In
addition, some of the ‘‘cold’’ left in the dead space after
injection can leak through the catheter wall and add to the
injectate.

Empirical studies have shown that the combination of
these losses and gains can be grouped into a single correc-
tion factor, multiplying the total indicator volume. This
correction factor varies only a few percentages with cathe-
ter insertion length and other mechanical factors (17). The
correction factor does depend on the temperature and
volume of the injected solution and on the design of the
catheter. Catheter manufacturers generally provide, with
their package inserts, a table of values for the correction
factor or ‘‘computation constant’’ under various typical
conditions. This factor is determined by measuring the
average temperature of the injectate, as it emerges from
the injectate, lumen of the catheter, while the appropriate
length of catheter is immersed in a 37 8C bath. The amount
of injectate that emerges is a reasonably constant fraction
of the amount introduced.

Devices can be used to measure the temperature of
the injected solution as it enters the injection catheter.
This reduces the need for precisely controlling the initial
temperature of the solution and reduces errors due to
warming of the solution during handling. These devices
do not improve knowledge about the unknown heat loss
during injection. Catheters have also been fabricated
with thermistors in the distal port of the injection lumen,
to measure true injectate temperature. These catheters
demonstrate better reproducibility particularly with
room temperature injectates, but have yet to win clinical
acceptance due to cost and complexity. Note also that the
rate at which the indicator is introduced must be con-
trolled and consistent to allow inferring amount of heat
from temperature.
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Decay of Dilution Signal Is Exponential

Recirculation of the thermal indicator is relatively small in
humans since there is ample opportunity for exchange with
the tissue beds. In smaller animals, recirculation is more
apparent. In either case, the decay of the temperature
signal measured in the pulmonary artery approximates
an exponential (the result of the mixing chamber) and, once
truncated, the true but obscured curve can be mathema-
tically extrapolated with reasonable accuracy. The rela-
tively small amount of curve area being estimated limits
the significance of errors in extrapolation. Some cardiac
output computers actually fit an exponential to the uncor-
rupted curve and use the parameters of fit to extrapolate
the curve, while most assume that curves generally have
the same shape and integrate to a fraction of the peak
temperature and multiply this area by a constant. Either
method appears to result in a reliable measure of cardiac
output. Certain pathologies can alter the shape of the
thermal dilution curve and reduce the effectiveness of
these extrapolation procedures.

Baseline Temperature Is Constant

The baseline temperature is not constant, varying with the
respiratory cycle and subject to the fluid infusions from
other sources (i.e., intravenous fluid administrations). In
addition, the heart itself generates heat that can be
observed as very small pulsatile variations in temperature
in the pulmonary artery. Fortunately, these variations and
the baseline shifts are usually small compared to the	 0.5–
1.0 8C dilution signal. Cardiac output computers thus
assume that the baseline acquired prior to the arrival of
the dilution signal remains constant during the course of
the measurement. (Note that shifts in baseline can
adversely affect the extrapolation procedure used to reduce
the effects of recirculation.)

Flow Rate Is Constant Throughout the Integral

Cardiac output can vary by as much as 10–20% over the
respiratory cycle. Since thermal dilution measurement
integrals typically average only 5–10 s of the cardiac out-
put, the measured cardiac output could vary by as much as
10–15% depending on where in the cycle the injection is
made. There is really nothing the computer can do about
this without information about the phases of the respira-
tory cycle. Cardiac arrhythmias, which can result from the
cold injection, can cause dramatic errors in the measured
output. The clinical practice of averaging several separate
cardiac output determinations helps to average out some of
the potential variation from both of these sources.
See section on Measurement Performance for more discus-
sion on accuracy and reproducibility.

EQUIPMENT

The thermal dilution method for cardiac output measure-
ment is popular because it is easily performed with a
minimum of equipment and little additional invasion of
the patient. The basic equipment consists of a pulmonary
artery catheter to position a thermistor or other

temperature-sensitive element in the pulmonary artery,
a means for making thermal indicator (usually saline)
injections into the right atrium (usually a syringe), typi-
cally through a separate lumen in the catheter, a source of
measured volumes of a cold solution, and an electronic
instrument to determine the blood temperature from the
thermistor signal, to determine and integrate the dilution
signal, and to compute a final result. Each of these ele-
ments is described separately.

Pulmonary Artery Catheters

The pulmonary artery (PA) catheter generally contains
several lumens (channels) that terminate at measured
distances from the tip. A balloon, located at or near the
tip, is inflated during catheter insertion to carry the tip
through the heart and into the pulmonary artery (flow
directed). One lumen terminates at the tip and is used to
measure the pressure during catheter insertion to follow
its position relative to the heart; later it measures pulmon-
ary artery pressure and, intermittently, pulmonary capil-
lary wedge pressure (with the balloon inflated). A second
lumen typically terminates in the right atrium and is used
to monitor right atrial pressure (central venous pressure).
Indicator solutions are injected either through the right
atrial port or through a second atrial lumen intended for
drug infusion. Catheters can have several additional
lumens (e.g., atrial and RV pacing wires) and sensors
(e.g., mixed venous oxygen saturation). The pulmonary
artery catheter provides important hemodynamic informa-
tion and may be inserted in patients for that purpose alone.

For use with thermal dilution, the pulmonary artery
catheter is augmented by adding a thermistor proximal to
(before) the balloon (typically, 4 cm from the tip). A thermal
dilution catheter is illustrated in place in Fig. 2. The
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Figure 2. A pulmonary artery catheter in place in the right heart.
The balloon, shown inflated here for wedge pressure measurement,
normally remains deflated during pressure monitoring and cardiac
output measurements. The cold injectate enters the bloodstream
through the injection port, and the temperature transient is sensed
by the thermistor.



thermistor typically is encapsulated in glass and coated
with epoxy to fully insulate it electrically from the blood.
The relatively slow time response of this encapsulated
sensor does not affect the accuracy of the measurement
since the area under a temperature curve is preserved.
Wires connecting the thermistor are contained in a sepa-
rate lumen. The thermistor wires terminate in an external
connector that typically contains an electrical resistance
used to standardize the response of the thermistor. Thus
the catheter contains one-half of a Wheatstone bridge. The
overall length is	 100 cm, with distance marks every 10 cm
to guide insertion. The typical size is 7–8.5 Fr although
pediatric catheters may be 5–6 Fr. (One French is equal to
one millimeter in circumference.)

Edwards Lifesciences was the original commercial man-
ufacturer of the thermal dilution catheter, basing it on a
concept acquired from Swan and Ganz, researchers
involved with validation experiments. Their Swan–Ganz
catheter was introduced in 1971. Since that time several
manufacturers (e.g., Instrumentation Laboratories, Cobe,
Abbott, Arrow) produce thermal dilution catheters, dis-
posable items selling for 	 $50–80 each, although catheters
with heating filaments and multiple sensors can cost $200
and up. A thermal dilution catheter is shown in Fig. 3.

Pulmonary artery catheters are not without clinical
complications. The threat of infection is always present.
Clots can form on the poly vinyl chloride (PVC) catheter
surface, but this complication has been mostly eliminated
with anticoagulant coatings. Unfortunately, there are
patients who have severe reaction to heparin (i.e., heparin
induced thrombosis) and in these patients heparin-coated
catheters need to be avoided. The catheter can become
knotted in the right heart, a complication that requires
a trip to the cardiac catheterization laboratory to resolve.

Most dangerous is the rare complication of the catheter
tip puncturing the pulmonary artery. In normal use, the
balloon is temporarily inflated, the balloon wedges into a
branch of the pulmonary artery, flow through that branch
of the pulmonary circulation is stopped and the pressure
measured from the distal lumen will approximate the left
atrial pressure. It is critical that nurses and physicians
understand the waveforms associated with ‘‘permanent
wedge’’ position to avoid pulmonary rupture. This compli-
cation is almost always associated with erosion of the

pulmonary artery from a catheter permanently in the wedge
position or with inflating a catheter that is in the distal
pulmonary arterial position.

The balloon is an important feature of pulmonary artery
catheters since it plays a key role in the acquisition of
pressure information in addition to facilitating placement
of the catheter. Balloons are generally made from latex and
designed to inflate beyond the tip of the catheter while not
occluding the distal pressure lumen. This shields the tip
reducing the tip trauma to the pulmonary artery. Manu-
facturers attach the balloon to the base catheter in a way
that minimizes rough surfaces and overall size of the
catheter while being durable. Latex-free balloon catheters
are available for use in patients with latex allergies, but are
expensive and have limited functionality, usually having
only a single right atrial port. The non-latex balloon is also
not as durable and measurements of wedge pressure must
be kept to a minimum.

The size and material of the catheters can vary among
manufacturers and models, both of which can affect their
stiffness and thus the ease of insertion, and the size of
the dead space in the injection lumen and, thus, the heat
loss correction factor. The injection port may be larger in
some catheters, reducing injection effort. The frequency
response of the pressure measurement lumens may be
different due to attention to details of fluid mechanics.
Personal preference, reliability, and economic concerns
are also clearly important in purchase decisions. Some
catheters offer other capabilities such as continuous car-
diac output measurements based on advanced signal pro-
cessing algorithms, mixed venous oximetry, and the ability
to electrically pace right atrium and ventricle.

Cold Solution

The indicator solution is typically an isotonic saline or
dextrose solution cooled to 0 8C by placing the bottle or
prefilled capped syringes in an ice bath. This makes the
injected indicator 	 37 8C cooler than body temperature.
This 10 mL of 37 8C difference injected in 2 s represents
extraction of thermal energy from the bloodstream at a rate
of 	 750 W. Cold indicator is most useful in the operating
room where patient temperatures can vary rapidly and
dramatically. In the non-OR setting, or in operative
patients where normothermia is expected, room-temperature
solutions are frequently used because they are more con-
venient, but the variable room temperature must be mon-
itored by the computer. The injected energy is reduced
by a factor of 	 3, reducing the signal-to-noise ratio and,
thus, expected measurement performance. Most cardiac
output computers provide a temperature probe to measure
the actual temperature of the bath or of the room, which is
presumably the temperature of the injectate. Manufacturers
also produce an optional temperature-measuring probe
that attaches to the injection port on the thermal dilution
catheter and measures the temperature of the injectate as it
enters the catheter. This further reduces concern about the
actual room or bath temperature. Some catheters also have
thermistors at the injection port itself.

The ice bath is the subject of some unproved concerns
regarding infection. Undesirable organisms could remain
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Figure 3. A Swan–Ganz pulmonary artery catheter produced by
Edwards Lifesciences. The various lumens are accessed through
individual Luer-Lok connectors fanning out from an external
divider on the main catheter. The electrical connector for the
thermistor wires is also connected to the main catheter at the
same point. (Photograph courtesy of Edwards Lifesciences
Corporation, Irvine, CA.)



or grow in the capped syringes when left in the bath for
long periods of time. A cleaner alternative to the ice bath is
offered by a closed injectate system with a cooling coil,
offered as an optional accessory by some manufacturers.
One such device is shown in Fig. 4. The coil sits in an ice
bath keeping the solution cold. The syringe is used to draw
up solution and then immediately introduce it into the
catheter port. Fig. 5 shows the complete system.

Although these solutions are generally benign, in some
circumstances, such as in small pediatric patients, there is
a risk of volume overload from frequent measurements. In
these situations, smaller volumes are used (e.g., 3 mL) and
fewer measurements are made.

Cardiac Output Computers

When thermal dilution measurements were first introduced
in the early 1970s, manufacturers produced catheters with
nonstandardized thermistors. Each manufacturer then pro-
duced a computer to mate with its catheter. In addition to
generic differences in thermistor types, each individual
thermistor of a given type can have a different temperature
response requiring the operator to enter a calibration con-
stant, idiosyncratic to the specific catheter, its thermistor
response, and even the patient’s blood temperature. In
current products, the thermistor connector contains an
electrical resistance selected to match the particular
thermistor and complete a half Wheatstone bridge with
a standard response. The value of the resistance in this
circuit is chosen such that the voltage response of the half
bridge will be the same for all thermistors of a given
family and also will be linear near 37 8C. The nearly linear
range is 	 20 8C. With these catheters, the catheter is

merely connected to the computer’s electronics, and the
pulmonary artery blood temperature and the cardiac out-
put can be measured. The electronic circuitry used to
measure the thermal response is electrically isolated,
since the thermistor is in the conductive bloodstream
quite close to the heart and insulation failures can con-
ceivably occur. Since the catheter functions as half of a
Wheatstone bridge, the electronics merely mimic the
other half of the bridge circuit, excite the bridge with a
low level of current, and amplify the voltage difference
proportional to temperature change.

When the operator signals that a measurement is to be
made, the baseline temperature is acquired and the indi-
cator concentration is computed (or approximated) and
integrated. When the ‘‘end of curve’’ criterion is reached,
the integration is stopped, the integral is adjusted for area
lost by truncation, and the final area is inverted and multi-
plied by the appropriate constants for the measurement
conditions. This constant is entered in the computer and
only changed when conditions change. Cardiac output
computers differ both in the method they use to truncate
the integration and in the options they offer, such as,
syringe size, injectate temperature, and integration into
bedside systems.

Calibration of Equipment

Each catheter is individually calibrated by the manufac-
turer to give a standard response (as described previously),
and the heat loss correction factor is determined also by the
manufacturer for the particular catheter model for a vari-
ety of measurement conditions. No operator calibrations
are necessary or practical.

In certain research settings (e.g., custom-made cathe-
ters), it is desirable to add the calibration resistor to the
catheter. The value of the resistance is given by

R ¼ R0ðb� 2T0Þ=ðbþ 2T0Þ ð12Þ

where R0 is the thermistor resistance at 37 8C, T0 is 310 K,
and b is the characteristic temperature (a gain constant)
for the thermistor, equal to 3500 K for those used in
thermal dilution catheters compatible with the Edwards
Lifesciences standard.
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Figure 4. A closed injection system for cold injectate, by Edwards
Lifesciences. A cooling coil rests in a Styrofoam ice bucket, the
syringe serves as a piston pump to draw up a known volume of
precooled injectate from the coil and to force it into the injection
lumen of the catheter. The closed system reduces the risk of
nosocomial contamination associated with traditional injectate
delivery methods. CO-Setþ System improves reproducibility
and accuracy through its in-line temperature probe and volume-
limited syringe. (Photograph courtesy of Edwards Lifesciences,
Irvine, CA.)

Figure 5. Basic thermal dilution system, with computer, syringe,
catheter, and source of cold injectate, in this case from a closed
system. (Courtesy of Edwards Lifesciences, Irvine, CA.)



Example Equipment

Most cardiac output computers are fully integrated into
hemodynamic monitoring systems. The cardiac output
component is usually part of the temperature-sensing
module. Data from the measurements are acquired into
the system’s data recording and analysis packages and
automated calculations of systemic and pulmonary vascu-
lar resistances are obtained.

In the typical computer, the preamplifier is fully iso-
lated and uses a conservative 7 mA to sense the thermistor
resistance. When a new cardiac output is desired, the
operator presses a button and rapidly injects the cold
solution. The dilution curve is typically shown as it is
measured and the result is displayed once the curve has
finished. Analog and digital outputs may be provided for
integrating into a larger measurement or workstation
system. In a typical computer the temperature difference
is integrated from baseline up to its peak, then down to 30%
of the peak value, and multiplied by 1.22. This integral is
then inverted and multiplied by the computation constant
provided by the catheter manufacturer. The computation
constant is the product of all constants (e.g., the ratio of
thermal constants, the injectate volume, 60 s
min�1, and
0.001 L
mL�1) and the catheter heat-loss correction factor
(e.g., 0.825). Although the method for extrapolating the
integral appears overly simple, it is quite effective. As
pointed out earlier, the dilution curve has a consistent
shape, and amount of area obscured by recirculation is
small and comes relatively late in time (in humans). Some
computers use more elaborate methods.

A typical computer and display is shown in Fig. 6. This
example from Philips Medical Systems integrates into the
monitoring system and computes several derived values as
well as displaying hemodynamic information.

MEASUREMENT PERFORMANCE

Direct measurement of cardiac output is quite difficult
given the location of the measurement site and the necessity

to divert flow in some manner. The performance of
thermal dilution measurements of cardiac output has
been assessed in a number of less direct ways. Validation
studies have been performed in mechanical flow models to
assure that the measurement theory is sound in practice
(and to determine the heat-loss corrections appropriate to
specific catheters). Simultaneous thermal dilution and
dye- dilution measurements, and also thermal dilution
and direct Fick measurements, have been performed in
animals and humans. Comparisons have also been made
with electromagnetic flowmeters in animal preparations.
All of these methods have shown thermal dilution to be
effective for measuring cardiac output and as accurate as
these other methods. In addition, an important considera-
tion in the clinic is the reproducibility of the measurement
over time and from operator to operator. Clinical studies
of this sort have shown thermal dilution to be reliable and
it is now considered the gold standard against which other
measurements are compared.

It is interesting to note that the dye-dilution method
was the incumbent standard, using indicators, such as
indocyanine green dye measured by withdrawing blood
from an artery through an optical sensor. This technique
measures somewhat different flows—left-heart output
rather than right-heart output, for example—and is sub-
ject to other issues of physiology and technique, such
as greater recirculation and accumulation of indicator.
Nevertheless, dye-dilution was clinically useful and ther-
mal dilution was shown to be better and more convenient.
By the early 1980s, thermal dilution was the technique
of choice.

Accuracy

The accuracy of thermal dilution is degraded by the various
assumptions and approximations discussed previously.
Thus, even in the absence of physiologic noise, this mea-
surement can only be expected to be within 2–7% of the
true value without other measurements and specific cor-
rections relevant only to a research setting. This accuracy
is, however, well within a clinically acceptable range and is
no worse than that of other methods. In his first trials with
this technique, Fegler compared thermal dilution with
standard direct Fick measurements in animals, finding a
discrepancy of < 7%. Early validation studies with thermal
dilution catheters were performed by Ganz and colleagues
in the early 1970s (8,17,18). In addition to supporting the
overall accuracy of thermal dilution, they determined that
the sensitivity of the result to mechanical and technique-
dependent factors, such as catheter insertion length and
speed of injection, was within 3%. This they considered to
be biologically insignificant (17).

Others have since obtained good correlation with simul-
taneous dye dilution and other methods for measuring
flow, if not slopes of identity. It is interesting to note that
since the dye concentration is usually measured in a sys-
temic artery, dye dilution will provide a measurement of
left heart output that is 	 4% higher than the right heart
output measured by thermal dilution, due to the bronch-
iolar circulation bypassing the right heart. In addition,
all of these reference methods have some of their own
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Figure 6. A modern cardiac output computer, integrated into a
monitoring system, by Philips Medical Systems. The thermal
dilution curve is displayed for inspection, and the cardiac
indices can be automatically computed from the cardiac output
and body parameters entered by the clinician. (Photograph
courtesy of Philips Medical Systems, Andover, MA.)



uncertainty in calibration, and conclusions are thus
necessarily limited.

Exploration of the heat loss during injection has yielded
interesting information on variability (16,19,20) but has
not quantified the systematic loss to the point of accurate
prediction of total injected heat (cold). The in vitro studies
of effective losses and determination of correction constants
provide adequate foundation for an accurate measurement.

Reproducibility

Cardiac output need not be known to great accuracy
(within 10% is quite adequate) as long as the measure-
ments are reproducible and can be used to track therapies.
The reproducibility (variance) of the measurement with
10 mL of iced solution is generally accepted to be in the
range of 10–15%. This is higher with room temperature
solutions, and with smaller volumes (21). The reproduci-
bility can be improved by 20–40% with a thermistor sen-
sing the injectate temperature at the injection port in the
right atrium. (20,22)

Some factors that can affect the reproducibility of
this measurement derive from physiology and some from
technique.

Physiology. As noted previously, the cardiac output can
be expected to vary over the respiratory cycle, particularly
with positive-pressure-assisted ventilation. This is shown
quite succinctly in a careful study in animals by Jansen et
al. (23) where the injection was made at random, but at
known phases of the ventilation cycle. When plotted
sequentially in time, the results span a range of �15%
and appear randomly distributed. When ordered according
to the phase of the ventilator, the cardiac output result
varies cyclically over the course of ventilation, Therefore, a
determination of cardiac output using an arbitrary injec-
tion time could differ from another determination at
another arbitrary time by as much as 30% due, presum-
ably, to real physiologic variations, with flow modulated by
intrathoracic and intra-abdominal pressure. Some contri-
bution of baseline drift and thermal noise cannot be dis-
counted by this study.

Clinically, the baseline temperature is usually assumed
to be constant during the period of the measurement.
Yet blood temperature varies by as much as 0.1 8C over
the ventilatory cycle due to differential blood return from
the upper and lower extremities. This fluctuation in base-
line temperature is typically small compared with the
	 1 8C thermal dilution signal obtained with 0 8C injectate,
but extends over significant time. It is more significant
with room temperature injectates and with heated-fila-
ment (continuous cardiac output) signals. The magnitude
of the baseline drift can be much greater, particularly with
patient movement. Of note, intravenous fluid infusions
will affect the blood temperature enormously, particularly
during flushes of the lines. The heat output from the heart
itself returns into the right atrium from the coronary
veins in synchrony with the heartbeat. These pulsations
in temperature are less pronounced, being smoothed by the
mixing volume in the right ventricle, and cause little
practical difficulty.

Since the indicator is introduced immediately upstream
of the heart, the solution can, conceivably, transit the heart
in a single beat (or very few beats) if the ejection fraction is
high. (Thermal dilution curves obtained with fast-response
thermistors can be used to determine the ejection fraction
by quantifying this washout time when the injection is
made directly into the ventricle.) Therefore, these few
beats must be representative of the average output for
the measurement to be useful. An arrhythmia at the time
of injection, occasionally caused by the injection, can lead to
a single very large ejection with a very good ejection
fraction. In this situation, the measured output will be
much larger than the true average cardiac output. The
method is not in error, but the measured output is not
the steady-state output. Therefore, if arrhythmias are
suspected, the measurement should be discarded or a very
large variation in results anticipated.

Certain pathologies can affect thermal dilution car-
diac output measurements. Tricuspid regurgitation will
increase the effective mixing volume for the indicator, thus
increasing the extent and decreasing the magnitude of the
thermal transient. However, it is important to note that TR
does not invalidate the fundamental physical principles
upon which the measurement is based. If the computer can
wait long enough, the CO measurement in the face of TR
should be accurate. In order to be sure this is the case, the
practitioner must watch the thermal dilution curve as it
evolves on the monitor screen.

Very low ejection fractions can have a similar effect.
Although the basic assumptions underlying the measure-
ment remain intact, the curve can be distorted to an extent
that makes the practical measurement unreliable. More
serious problems are caused by an incompetent pulmonic
valve. This valve is necessary to minimize the nonlinear
averaging effects of the pulsatile flow, and any flow rever-
sal at the thermistor can lead to multiple re-measurement
of the thermal transient. Either of these effects degrades
the cardiac output determination.

Technique. Thermal dilution measurements are rea-
sonably insensitive to variations in operator technique. As
noted above, the injectate will not warm significantly as the
syringe is handled briefly prior to injection. And if this is a
concern, probes can be used which measure the tempera-
ture of the injectate as it is injected. The content of the
injection catheter dead space must be considered to achieve
a high level of reproducibility. If multiple measurements
are made over a short period of time, that is, to average
several serial determinations, sufficient time must be
allowed for the residual injectate to return to blood tem-
perature. A couple of minutes appears sufficient to warm
the dead space as well as to allow the blood temperature to
return to a stable baseline. One strategy is to discard the
first measurement, using it merely to fill the dead space
with a cool solution. Another strategy for assuring a con-
sistent effect from the dead space is to withdraw blood
immediately following the injection. The potential for blood
clotting, however, limits the applicability of this procedure.
As noted earlier, some catheters can measure the tem-
perature of the injectate at the point of injection (20,22)
thus minimizing these effects.
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In summary, judicious choice of the time of injection can
improve reproducibility. Attention should be paid to the
phase of ventilation, to changes in any concomitant intra-
venous fluid infusions, and to any concurrent cardiac
arrhythmias. The temperature curve can be recorded from
most cardiac output computers. This curve, and the prior
baseline, can give the knowledgable operator evidence on
which to judge the validity of a particular result. Recall,
however, that the time course of the thermal curve is not
necessarily the same as the time course of the thermal
transient in the flow stream. Most clinicians use a single
measurement to guide therapy although in many settings,
such as in studies, it is still common practice to use the
average of three serial cardiac output determinations or to
discard the outlier and average the remaining two.

Ease of Use

The ease and robustness of thermal dilution measure-
ments of cardiac output are probably responsible for its
clinical popularity. The equipment is straightforward
to operate, and specialized technicians are not needed to
acquire reliable data. The right heart catheters may be
placed for other clinical reasons without fluoroscopy.
When a measurement of cardiac output is indicated,
all that is necessary is to attach a computer and inject
cold solution.

FUTURE DEVELOPMENTS

This measurement is simple, fundamentally inexpensive,
and has remained popular for several decades. It is, however,
moderately invasive. If the need for the pressure information
from the pulmonary artery catheters was reduced or sup-
planted, the ease of making a thermal dilution measurement
would diminish. There are liabilities and contraindications
associated with pulmonary artery catheters and the injec-
tion of cold solutions, and this measurement is not always
prescribed in critical care. Use of PA catheters is falling
somewhat as other methods of assessing cardiac filling and
function become more widely available, such as ultrasound-
based measurements and central venous lines. However,
several million pulmonary artery catheters are used each
year in North America and their widespread use is likely to
continue. It is interesting that many surgeons who must
manage their patients via phone consultations rely heavily
on PA catheter measurements, especially when the ICU
team does not include experienced physicians.

Indicator-dilution measurements of the sort described in
this article are fundamentally intermittent. In many cases,
a continuous measurement would be favored. Continuous
cardiac output measurement with the heated filament
paired with advanced signal processing is becoming popu-
lar, and other techniques such as analyzing pulse contours
are also becoming more accepted. Thermal dilution with
10 mL of iced solution is the standard against which these
techniques are compared, and periodically calibrated (13).

Catheters will continue to improve, with better clot
resistance, materials, additional lumens, heating elements
and sensing elements as measurements demand. Cardiac
output is integrated into measurement systems forming

part of derived parameters and important correlations, a
trend that will continue to follow medical instrumentation
and healthcare information technology in general. And as
the reliability of the measurements increases with experi-
ence and technology, the long-promised closed-loop thera-
pies may become a reality.
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CARDIOPULMONARY RESUSCITATION
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INTRODUCTION

Cardiopulmonary resuscitation (CPR) may be defined as
the emergency restoration of vital functions in a person
who has undergone a life-threatening event. The term
‘‘cardiopulmonary resuscitation’’ is actually misleading
since the goal of all CPR is to return the victim to appro-
priate cerebral function; cardiopulmonary resuscitation is
the vehicle by which the rescuer attempts to reach this
goal. The process of resuscitation may be viewed as a
continuum where at one end of the spectrum psychomotor
skills of CPR may be initiated by a lay bystander who might
be the first rescuer on the scene of an accident, witness to
someone choking on food at a restaurant, or perhaps is
present when a family member succumbs to a heart attack.
Cardiopulmonary resuscitation may also be viewed in a
more general and organizational sense to encompass the
entire process of the emergency response to victims. The
education and training of the public and first responders in
basic life support, such as policeman and firefighters, is the
cornerstone in an attempt to reduce sudden death through
lifesaving skills. Training in basic life support focuses on
providing the rescuer with the ability to recognize emer-
gencies, activate the Emergency Medical System (EMS,
911), maintain an airway, provide effective rescue breath-
ing and cardiac circulation. American Heart Association
sponsored programs also focus on prevention of risk
through education of the public regarding the etiologies
of coronary artery disease, myocardial infarction (heart
attack), and cerebrovascular disease (stroke). Information
presented through these programs attempts to modify
lifestyle patterns and behaviors, such as smoking, known
to cause or exacerbate these events. The new focus in
community emergency response is in the training of lay-
persons in the use of the Automatic External Defibrillator

(AED). Documentation of successful resuscitation in com-
munities with high proportions of the public trained in
CPR and use of an AED reach 49% in out-of-hospital
victims known to have suffered ventricular fibrillation (a
terminal cardiac dysrhythmia that is a common endpoint
in the progression toward death) (1,2). Currently, there has
been significant progress made in making these automatic
defibrillators present in communities and in public places,
such as shopping centers, sporting event facilities and
mass transportation. The American Heart Association
‘‘ABCs’’ of CPR (airway, breathing, circulation) have now
been supplanted with the ‘‘ABCDs’’ (airway, breathing,
circulation, defibrillation). The progression of CPR con-
tinues into Advanced Cardiac Life Support (ACLS) super-
vised by a physician and consists of BLS as well as
sophisticated adjuncts to provide oxygenation and venti-
lation, intravenous access with administration of drugs
that support circulation, monitoring of cardiac rhythms
with rapid interpretation of dysrhythmias and subse-
quent maneuvers to terminate or suppress these harmful
cardiac electrical abnormalities, and postresuscitation
care.

This article will first review the history of CPR followed
by a detailed analysis of the pulmonary and cardiac phy-
siology relevant to the application of these resuscitative
functions. An overview of Emergency Cardiac Care (ECC)
will be undertaken to enlighten the reader about the
organizational process guiding CPR. The actual mechan-
ism of BLS and ACLS will be then addressed with a brief
overview of defibrillators. Finally, the salient points of this
article will be summarized and future directions of resus-
citation will be explored.

HISTORICAL PERSPECTIVE

Restoration of life to the dying has been a common action
from antiquity to the present time. Ancient attempts at
artificial respiration have been described by the prophet
Elisha in the Bible (3). Galen was able to observe the
inflation of a dead animal’s lungs in the second century,
but there has been no recording of this significant finding
applied to early attempts at resuscitation (4). Resuscitation
methods during this time were futile—such as applying hot
materials to the abdomen or whipping the victim; animal
bladders were expanded with smoke and then the outlets of
these bladders placed into the dying person’s rectum (5).
Centuries later Paracelsus, a Swiss physician (1493–1591),
first reported the use of a fireplace bellows to ventilate a
dying patient. In 1740, the Paris Academy of Sciences
recommended the instillation of air into a victim through
a mouth-to-mouth technique and within 4 years Tossach
used this method successfully to revive a person (4). Iro-
nically, this technique was lost, only to be rediscovered
some 200 years later. During the eighteenth century,
multiple new attempts at artificial respiration occurred.
The ‘‘Inversion Method’’ practiced in Europe and America
was used for drowning whereby the victim was hung
upside-down in an effort to drain water from the lungs
and many successful attempts have been recorded for this
maneuver. The ‘‘Barrel Method’’ as well as the ‘‘Trotting

CARDIOPULMONARY RESUSCITATION 35



Horse Method’’ were also used at this time consisting of
rotating the prone drowning victim over a barrel that
alternated chest compression (expiration) and chest
relaxation (inspiration) or placing the drowned individual
prone on a horse, with the bouncing incurred during the
trot inducing the same rhythmic compression and rela-
xation (5). The realization that alternating compression
and relaxation of the chest could induce expiration and
inhalation, respectively, led to direct manual efforts by the
rescuer. DeHaen in 1783 first described a chest compres-
sion, arm-lift combination (6). Leroy reported the first use
of the supine victim ventilation position 	 1830 and later
in this century (	 1860–1870s) Silvester’s, Howard’s, and
Schafer’s prone methods of manual compression became
popular and persisted into the twentieth century. The
familiar Schafer–Emerson–Ivy ventilation method of scap-
ular compression combined with pelvic-lift emerged in the
United States at the beginning of this century.

The efficacy of these various methods of manual artifi-
cial respiration was resolved in the 1950s by Gordon, who
performed experiments upon fresh corpses prior to rigor
mortis and then on volunteers who underwent general
anesthesia and paralysis by curare. Ventilatory volumes
were measured and the ‘‘push–pull’’ maneuvers that
caused active inspiration and expiration were at least twice
as effective as the Schafer method or other procedures that
only produced either active inspiration or expiration (7–9).
The Holger–Nielson method (prone back-pressure, arm-
lift) for resuscitation became the standard of care.

At the time of these scientific studies attempting to
clarify manual methods of artificial respirations, Elam
elected to evaluate the physiology of mouth-to-mouth ven-
tilation. As an anesthesiologist, Elam had serendipitously
performed mouth-to-mouth ventilation to paralyzed polio
patients, for as long as several hours. Though mouth-to-
mouth or mouth-to-nose ventilation had been know to have
been practiced by midwives for the newborn, the question
posed by this physician was, ‘‘What was the mechanism
involved in the success of exhaled-air ventilation?’’ (10).
The answers to this question came from a series of experi-
ments where volunteers allowed themselves to be paral-
yzed while awake, and then ventilated by mouth-to-mouth,
mouth-to-mask, or mouth-to-endotracheal tube by Elam
and his colleagues until the paralyzing agent was allowed
to wear off. Blood gas values were analyzed and the con-
clusion was that normal physiological parameters could be
maintained by exhaled-air ventilation (11). This landmark
study brought forth the subsequent challenge to the cur-
rent back-pressure, arm-lift mode of artificial ventilation.
In an effort to answer the question of which form of
artificial oxygenation and ventilation would prove super-
ior, a series of controlled experiments was then conducted
by Elam and Safar. The various lung volumes with blood
gas analysis for the back-pressure, arm-lift was compared
with mouth-to-mouth ventilations. These two methods
were used on awake, paralyzed volunteers and patients
without any mask, endotracheal tubes or adjunctive air-
way support! These experiments also investigated the
mechanisms of soft tissue airway obstruction and the
effectiveness of head-tilt and jaw-thrust in maintaining
the airway in rescue breathing (the jaw-thrust was first

described in Germany by Esmarch and Heiberg in the
nineteenth century). The data and conclusions of these
studies were published and within one year a dramatic
change was made within the American and International
Red Cross, global medical associations and the Armed
Forces. Modern resuscitation through mouth-to-mouth
oxygenation and ventilation was born through these land-
mark investigations (12–20). ‘‘Airway, Breathing’’ of the
‘‘ABCs’’ for current CPR principles had been founded.

The advent of electrical energy production in the eight-
eenth century made possible the first recorded successful
defibrillation by Squires in 1775; a landmark publication
came later in 1809 when Burns hypothesized that effective
resuscitation would occur with the combination of artificial
ventilation and electric shock (6). Even though a primitive
‘‘shock instrument’’ was fabricated by Aldini (6) in the
1830s, there did not appear to be any significant research
into electrical cardiac excitation until much later in the
century. The miraculous discovery of anesthesia in the
1840s unfortunately led to catastrophic complications.
Documentation of the first case of cardiac arrest was
reported in 1848 when a child died under chloroform
anesthesia while having a superficial procedure completed
(21). As this type of complication became more common-
place, research began to focus upon cardiac physiology and
mechanisms to restore the normal heart rhythm and func-
tion. Open-chest cardiac compression was first reported by
Schiff in 1847 during unsuccessful attempts to circulate
blood in dogs and 2 years later Niehans reported an emer-
gency attempt at open cardiac compression in a patient
who arrested during an induction of general anesthesia
using chloroform. Cardiac contractions reoccurred for a
brief time prior to the patient’s death (21). Interestingly,
in 1847 Boehm reported the first study of closed-chest
cardiac compressions in cats (22). The chest was com-
pressed with a rhythmic motion and a cardiac pressure
was sustained. In the next 10 years, Koenig and Maass
reported eight successful closed-chest cardiac compres-
sions in humans (23) secondary to anesthetic-initiated
cardiac standstill; one of these resuscitations lasted for
more than 1 h (24). Unfortunately, the open-thorax mode of
direct cardiac massage was to be the predominant form of
attempted circulatory support for the next 60 years despite
these reports.

Alternating current, brought forth by the investigations
of Tesla, was first reported by Prevost and Batelli to stop
dog heart fibrillation in 1899 (25). Intense research into
terminal cardiac dysrhythmias and electrical termination
of these lethal rhythms was started in the United States by
Kouwenhoven, a professor of electrical engineering, in
1928. The funding for this project was undertaken by
the Consolidated Edison Company because of the numer-
ous fatalities induced by electrocution of its employees.
Termination of ventricular fibrillation through electrical
countershock was confirmed and the effects of both alter-
nating and direct current were investigated in the dog
open heart model. By 1933, this group had described the
principles necessary for successful open heart alternating
current (ac) defibrillation (26). In 1939, the Russians
Gurvich and Yuniev were the first to describe successful
external defibrillation and reported that direct current

36 CARDIOPULMONARY RESUSCITATION



(dc) countershock was superior to ac generated currents.
They reported that a capacitor discharge applied to the
exterior of the dog’s chest would stimulate a cardiac
rhythm if only applied no later than 1.5 min after the
induction of ventricular fibrillation; however, they noted
that the time to successful defibrillation could be extended
to as long as 8 min by the application of external chest
compressions. There was no description as to how these
chest compressions were done (27). Unfortunately, their
report was not available to western researchers until 1947
and substantiation of the benefits of dc versus ac would
not be made for a number of years.

The research of Kouwenhoven at the Johns Hopkins
Hospital continued in defibrillation experiments and in
1958 Knickerbocker, a research fellow, made an astute
observation; during a defibrillation experiment he noted
a pressure wave form being generated by the application of
external electrodes on the dog’s thorax (28). During a later,
but similar study, Knickerbocker had a dog unexpectedly
start to fibrillate and since defibrillation electrodes were
not immediately available, he employed the same type of
pressure upon the dog’s sternum that he had found to
generate a systolic pressure. After 	5 min of chest com-
pression, the animal was successfully defibrillated into a
normal sinus rhythm. A surgeon, Dr. James Isaacs, who
was also conducting experiments in the same laboratory,
became aware of this incident and had the foresight to
encourage new research by this group into the generation
of circulatory blood pressures by external cardiac massage
(29). During these subsequent studies, arterial-venous
pressure gradients were found to be generated and carotid
artery flow was documented. Data that was reproducible
indicated that if chest compressions were initiated within
1 min of ventricular fibrillation and continued for as long as
20 min, dogs could be resuscitated by defibrillation and
appeared to have no deficits in central nervous system
function. Further experimentation on dogs led to the con-
clusion that the optimum location for chest compressions
was on the distal one-third of the sternum with a force of
between 35 and 45 newtons (30). Even though postmortem
studies revealed numerous injuries, such as rib fractures to
these animals, the life-saving benefits were very apparent.
Soon the practicality of closed-chest compressions became
evident when Kouwenhoven and Isaacs made these labora-
tory observations available to the surgical staff and, in the
same year, a 2-year old child was successfully resuscitated
in the operating room at Johns Hopkins Hospital. An
organized approach directed at patient resuscitation fol-
lowed, resulting in 118 cases of successful restoration of life
by chest compression following documented ventricular
dysrhythmia (31).

Further collaboration at this time by Safar, Elam, and
Kouwenhoven resulted in the basic tenets of modern CPR.
Since external cardiac chest compressions were found not
to produce adequate tidal volumes from airway obstruction
(32), control of the airway confirmed by head-tilt data
became the ‘‘A’’ in the ‘‘ABCs’’ of CPR. Exhaled air ventila-
tion would become the ‘‘B’’ for rescue breathing. The addi-
tion of cardiac compressions, the ‘‘C’’ in the rudiments of
basic cardiopulmonary resuscitation was then combined to
produce what is now the standard protocol of care in basic

life support. The final studies determined what ratio for
breathing and chest compressions would be used; one
rescuer CPR utilized 2 breaths for every 15 compressions
while the addition of a second rescuer could increase the
ratio to 1 ventilation per 5 chest compressions (33).

While the first open chest defibrillation in an operating
room was reported by Beck at Case Western University in
1947, Zoll reported the first successful closed-chest or
external defibrillation in humans (34). This early defi-
brillator utilized 60 Hz ac current of 1.5 A at a range of
120–150 V. A 6:1 isolation step-up transformer converted
the 120-V line current to a range of 0–720 V with the
duration of current set at 0.15 s by a condenser-relay
circuit. The machine was capable of producing 12,000
W during this time interval. The copper electrodes were
7.5 cm in diameter. This paper described the successful
countershock for terminating ventricular fibrillation in
four patients. The advent of external cardiac defibrillation
would now usher in modern cardiopulmonary resuscitation
when conjoined with airway manipulation, rescue breath-
ing, and closed cardiac chest compressions.

The historical evolution for understanding the mechan-
isms of cardiopulmonary resuscitation has been paradox-
ical; the physiology of rescue breathing appears to have
been well understood versus the mechanisms of cardiac
flow due to chest compressions. Positive pressure ventila-
tion, of which mouth-to-mouth resuscitation is an example,
utilizes different mechanical principles to expand the lungs
versus normal breathing, but the gas exchange once in the
alveoli is very similar. The action of chest compressions,
however, has remained controversial. After the serendipi-
tous finding of increased blood pressure upon application of
defibrillator paddles, Kouwenhoven hypothesized that
sternum compression of the heart against the spine forced
blood out of the ventricles (28), but no hemodynamic stu-
dies supported this claim. Further research demonstrated
an increased venous pressure equal to arterial pressure
during chest compression that brought into question
whether the heart ejected blood in the normal manner
(35). A study 1 year later actually measured cardiac output
in patients being resuscitated utilizing external cardiac
compressions. The ejected blood was found to have flows
approximately one-quarter of normal even though systolic
blood pressures appeared to be adequate (36). An investi-
gation of actual intravascular pressures during external
cardiac compressions determined that left atrial (venous)
pressure was very close to arterial pressure, which argued
against a projectile expulsion of blood by the heart. The
hypothesis of this study was that the requisite flow needed
for organ perfusion was driven by the action of the cardiac
valves. This action was thought to account for the arterial-
venous pressure gradient to sustain oxygen delivery (37).
The cardiac compression–cardiac flow hypothesis was
further contested with a series of studies generated by
the observation that coughing by patients sustained blood
pressure. Reports of successful resuscitation in documen-
ted ventricular fibrillation by coughing led to research that
compared arterial pressures produced by chest compres-
sions to that produced by cough. The conclusion was that
improved hemodynamic parameters occurred with cough-
ing CPR (38). Further interest into these mechanisms was
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induced by a number of reports whereby trauma patients
with a flail chest were not able to be resuscitated through
closed-chest compressions; a flail chest results when the
thoracic cage is compromised during rib fracture. Direct
cardiac compression should be easier to produce since the
ribs offer no resistance. Evidence appeared to support
increased intrathoracic pressure rather than direct cardiac
compression as the mechanism producing blood flow
(39,40). Echocardiography was also utilized in several
studies where CPR was initiated in humans; the cardiac
valves were visualized and noted to be in the open position.
Additionally, the left ventricle did not appear to be com-
pressed, again lending credence to the ‘‘thoracic pump’’
theory of blood flow (41,42). Unfortunately, this theory
could not account for coronary circulation blood flow or
as to the mechanism of blood flow during disruption of
intrathoracic pressure, such as when a pneumothorax
(collapsed lung) occurs. Subsequent research utilizing very
sophisticated instrumentation determined that, indeed,
pressure gradients were generated with chest compres-
sions in animals relative to aortic and thoracic venous
vessels, data not supported by the thoracic pump theory.
Contrast dye echocardiography demonstrated typical
opening and closure of the mitral valve with projection
of the contrast being propelled throughout the heart and
then into the aorta (43,44). The momentum changed with
these studies in elucidating the exact mechanism for blood
flow, resupporting the cardiac compression hypothesis.
What is currently hypothesized today is that both mechan-
isms seem to operate relative to resuscitation–generated
cardiac ejection of blood. The key to understanding this
paradox is that chest compressions involve two forces:
compression and release of pressure upon the sternum.
Compression of the heart forces blood through the atria
and ventricles with flow generated, as evidenced by arter-
ial and venous pressure gradients. Release of sternum
pressure appears to augment venous return, supporting
the thoracic pump theory. Therefore, it appears at this time
that the current literature supports both mechanisms in
CPR generated blood flow (45).

PULMONARY PHYSIOLOGY

Pulmonary function provides for the oxygenation of tissues
and the removal of carbon dioxide from cell metabolism;
human’s survival is dependent on this function. It is by no
coincidence that the first two actions of cardiopulmonary
resuscitation, airway establishment and then rescue
breathing, must be accomplished prior to chest compres-
sions. Resuscitation is hopeless unless oxygenation and
ventilation can be established. It is easiest to appreciate
pulmonary function as a progression of air transport from
the airway into the lungs, with an overview of lung
mechanics and the molecular basis for oxygen and carbon
dioxide transport.

After a volume of air is breathed through the oral or
nasal passages, this inspired gas passes to the lungs by way
of the trachea, bronchi, and bronchioles. Muscular tone in
the soft palate and pharynx maintain this anatomical area
of the airway. The trachea is supported by numerous

cartilaginous rings. At the bronchiole and alveolar level,
transpulmonary pressures are responsible for patency.
Cardiopulmonary resuscitation of the unconscious victim
demands that the first action taken by the rescuer is to
make sure that the airway is open. The usual cause is
obstruction of the airway by the tongue or soft tissues.
Maneuvers to open the airway are the first line treatment
in CPR when a person is found to be unresponsive.

The lungs function by expanding through a negative
pressure pump mechanism causing inspiration of air by
two mechanisms. The diaphragm, a large muscle located at
the lung bases, contracts increasing the subatmospheric
pressure and thus producing a pressure gradient relative
to ambient air. Movement of the rib cage acts in conjunc-
tion with the diaphragm, as lung expansion occurs during
elevation of the ribs. Normally, the ribs are positioned in a
superior–inferior dimension; as the thoracic cage is raised,
the ribs move in an anterior–posterior direction, increasing
the intrathoracic lung compartment by 	 20%. The lung
expansion through this mechanism also acts to produce a
subatmospheric gradient, drawing air into the lungs. This
occurs because the lung volumes increase at a more rapid
rate than gas flow through the airway. As energy is utilized
to cause this expansion, expiration during normal breath-
ing is simply the result of the elastic recoil of the lungs and
air is expelled, as now the pressure gradient reverses.
During episodes of rapid oxygen metabolism, the work of
breathing increases and thus the rapidity of chest wall
movement requires a forceful expiration. The abdominal
musculature functions in this manner to compress the
diaphragm. It should be apparent that pressure–volume
relationships establish the adequacy of lung mechanics.
Transmural pressures, that is, the difference between the
interior of the lung minus the lung exterior (or the pleural
space, which separates the lung from the chest wall), define
the various lung volumes as well as being a measure of
elastic forces on the lung (the force tending to cause lung
collapse). The slope of the P–V curve at any point repre-
sents the lung compliance; in the normal adult lung this
averages 200 mL of air/cm of water, that is, when trans-
pulmonary pressure increases by 1 cm of water, the lungs
expand by 200 mL. Lung compliance is not only affected by
the elastic force of the lung tissue, but also by the forces
generated by surface tension in lung and pleural fluids.
This surface tension elastic force is reduced in the lung by
surfactant, a complex molecule primarily composed of
phospholipids, which has hydrophilic and hydrophobic
moieties.

When a rescuer determines that a person is unconscious
and begins CPR, the airway is first opened and then rescue
breathing is attempted. As mouth-to-mouth ventilations
are instituted, now the lungs are expanded by positive
pressure, quite different than the previously described
normal mechanism. The intraalveolar as well as intra-
pleural pressure will rise above atmospheric pressure.
The diaphragm is progressively pushed toward the abdo-
men in contradistinction to this muscle’s upward or cepha-
lad movement with contraction. Upon expiration, the
intrapleural pressure, which is positive, decreases to sub-
atmospheric pressure upon end-expiration and the dia-
phragm also moves away from the abdomen. When
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positive pressure ventilation is employed in other clinical
settings, such as with ventilator therapy, a constant con-
cern is that with any damage to the lungs, gases will be
propelled into the pleural space. If there is no egress of these
gases, a ball-valve mechanism ensues, and the increasing
positive pressure in this pleural space will compress the
lung, causing hypoxemia and death (pneumothorax).

The lungs are subdivided into four static volumes and
four capacities (Fig. 1). A capacity is the combination of two
or more lung volumes; capacities are helpful in describing
the pulmonary function and disease processes. A device
called a spirometer, invented in 1846 by Huntchinson for
amusement purposes, is used for these measurements (46).
The original machine was a watertight bell emersed in a
water tank and connected by tubing to the patient’s airway.
As this bell moves with inhalation or exhalation, an
attached writing instrument marks these volumes on a
chart. The current spirometers utilize a bellows or piston
with electronic circuitry. All measurements are represen-
tative of the average adult man. These volumes and capa-
cities are 20–25% less in women.

1. Tidal Volume: The volume of air either inspired or
expired with a normal breath; This is	500 mL; these
are minimum volumes that are typically attempted
in rescue breathing.

2. Inspiratory Reserve Volume: This is the maximum
volume of air that can be inspired after a normal tidal
volume; it is 	3000 mL.

3. Expiratory Reserve Volume: The maximum volume
of air that can be ejected after expelling the tidal
volume; it is 	1100 mL.

4. Residual Volume: The volume of air remaining in the
lungs after a maximal expiration; this volume is
	1200 mL.

The four lung capacities consist of the following:

1. Inspiratory Capacity–Tidal Volume plus Inspiratory
Reserve Volume: This volume represents the

maximum amount of air that can be inspired after
a normal expiration and represents 	3500 mL.

2. Functional Residual Capacity–Expiratory Reserve
Volume plus Residual Volume: The volume of air
in the lungs after a normal expiration; 	2300 mL.

3. Vital Capacity–Inspiratory Reserve Volume plus
Tidal Volume plus Expiratory Reserve Volume: This
volume is the maximum amount of air that can
be expelled after a maximum inspiration and is
	4600 mL.

4. Total Lung Capacity–Vital Capacity plus Residual
Volume: The maximum volume of air that can be
expired after greatest possible inspiration.

The minute respiratory volume is equal to the tidal volume
as a product of the respiratory rate. Since the normal tidal
volume is 	500 mL and the normal respiratory rate is
	12–15 breaths/min, the minute respiratory volume is	6–
7.5 L/min. The inspired and expired volumes are not quite
equal since the volume of oxygen absorbed through the
alveoli is slightly greater than the volume of carbon dioxide
that is expired. Only the inspired air that reaches the
alveoli can participate in oxygenating the blood. There
is a portion of a normal inspiration that does not reach
the alveoli and this volume of gas is referred to as dead
space ventilation. Anatomic dead space refers to the
volume of gas from the nose, mouth, and trachea to the
respiratory bronchioles. This volume averages	2.2 mL/kg.
Thus in a normal tidal volume of 500 mL, only 350 mL of air
and thus 72 mL of oxygen, is available for gas exchange.

The tidal volume and the respiratory rate have a pro-
found effect upon the total alveolar ventilation. This fact
has been reflected in the revisions of CPR literature over
the years. Suppose patients all have the same total minute
ventilation of 5000 mL. The first patient has only a small
tidal volume of 150 mL and is breathing 33 times/min,
producing a minute ventilation of 	5000 mL. Recall that
not all of the air in a breath reaches the alveoli; dead space
is 	150 mL. The total dead space ventilation would be
equivalent to the total minute ventilation. The actual
alveolar ventilation would be zero. This patient will become
hypoxic very quickly. The second patient has a tidal volume
of 250 mL and is breathing at a rate of 20 times/min. The
total minute ventilation will be again 5000 mL. The alveo-
lar ventilation will be 2000 mL. The third patient has a
tidal volume of 500 mL and a breathing rate of 10 times/
min; again the total minute ventilation is 5000 mL, but in
this case the actual alveolar ventilation is 3500 mL. The
conclusion that should be drawn from these examples is
that the efficiency of ventilation is greater when the tidal
volume is increased versus the equivalent change in
respiratory rate relative to total alveolar ventilation.

The composition of air that one breathes changes sig-
nificantly from the atmosphere to the alveolus. At sea level,
nitrogen produces a partial pressure of 	597 mmHg and
composes 	78% of room air. Oxygen has a partial pressure
of 159 mmHg and represents almost 21% of the total for
atmospheric gas. Carbon dioxide and water make up the
remaining partial pressures and percentages. Once the air
is humidified by the nasal and oral airways, water vapor
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Figure 1. The dynamic lung volumes that can be measured
by simple spirometry are the tidal volume, inspiratory reserve
volume, expiratory reserve volume, inspiratory capacity, and vital
capacity. The static lung volumes are the residual volume, func-
tional residual capacity, and total lung capacity. Reprinted from
Anesthesiology, 4th ed., Benumof: Respiratory Physiology and
Respiratory Function During Anesthesia, p. 590, 1981, with
permission from Elsevier Science.



comprises 47 mmHg and increases to 	6% of the mixture
with a corresponding reduction for nitrogen and oxygen.
The alveolar air has a reduction in both nitrogen (569
mmHg, 75%) and oxygen (104 mmHg and 13%). In the
clinical setting, the alveolar oxygen tension is an extremely
useful measurement to evaluate the variables in pulmon-
ary mechanics and gas exchange. The ideal alveolar gas
equation is useful approximation and is expressed as fol-
lows:

PAO2
¼ ½ðPB � PH2OÞðFIO2Þ� �

PACO2

R
þ F

Where PAO2
is the partial pressure of oxygen in the

alveoli; PB is the barometric pressure; PH2O is the partial
pressure of the water vapor in the alveoli at 37 8C; FIO2 is
the partial pressure of oxygen; PACO2 is the partial
pressure of alveolar carbon dioxide; R is the ratio between
the volume of carbon dioxide diffusing from the pulmon-
ary blood to the alveoli and the oxygen diffusing from
alveoli into pulmonary blood. Approximately 200 mL/min
of carbon dioxide versus 250 mL of oxygen exchange, so
the ratio 0.8. F is a small correction factor that can be
ignored clinically. Therefore, for example, suppose that a
patient has been medicated with opioids after a painful
operation and the alveolar partial pressure rises to 65
mmHg since these drugs reduce the respiratory sensitiv-
ity to carbon dioxide. The barometric pressure is 760
mmHg.

Therefore,

PAO2
¼ ½ð760� 47Þ�ð0:21Þ � 65

0:8

PAO2
¼ 68 mmHg

These figures have a profound influence upon oxygena-
tion in resuscitation. A simplified example will enlighten
the reader; from the previous review of lung volumes, the
total lung capacity is 	5000 mL. If roughly 20% of the
atmosphere is oxygen, then 20% of the total lung volume,
1000 cm3, will contain oxygen. As mentioned earlier, the
basal metabolic rate for oxygen consumption is 	250 mL/
min. Therefore, the quotient of the 1000 cm3 relative to the
oxygen consumption of 250 mL/min yields 4 min until
hypoxia ensues from lack of oxygen. This is reason why
time is so critical for the rescuer; unfortunately, the brain
is the most oxygen-sensitive organ in the body and cerebral
function diminishes rapidly after this critical four minutes.
In ACLS, supplemental oxygen is immediately made avail-
able to the victim. Given the previous example, if 100%
oxygen is administered without entrainment of room air
(and nitrogen), now the total lung volume of oxygen would
be 5000 cm3. At the same basal metabolic rate for oxygen
utilization, 250 mL/min, theoretically the patient could
remain apneic for 20 min before hypoxia would ensue!
Practically, this does not occur because of the metabolic
byproduct of carbon dioxide diffusing into the alveoli as
well as the tremendously increased energy requirements
caused by the ventricular dysrhythmias; however, the
point to be made here is how the atmospheric composition
of gases can easily be altered by the addition of supple-

mental oxygen to improve the mortality and morbidity of
cardiopulmonary resuscitation.

Alveolar ventilation is the ultimate endpoint with
respect to lung mechanics. Air must be transmitted
throughout the respiratory passages until oxygen can
be absorbed by the blood. As a person inspires a normal
tidal volume, the contained oxygen reaches the terminal
bronchioles. Interestingly there is no organized flow of gas
from this point to the alveoli; the oxygen traverses the
respiratory bronchiole and alveolar duct into the alveolus
for gas exchange by simple diffusion. Once the oxygen
reaches the alveolar membrane, the diffusing capacity,
which averages 21 mL/min per mmHg, causes the 250 mL
of oxygen to traverse the respiratory membrane since the
driving oxygen pressure difference is 	12 mmHg. The
basic metabolic rate for oxygen utilization is equal to 250
mL/min. Therefore, during quiet respiration, with normal
tidal volumes, oxygen intake is appropriate for oxygen
utilization. When physical work or exercise increases the
metabolic requirements for oxygen, the diffusing capacity
can increase threefold in a young healthy adult male. The
egress of carbon dioxide through the alveolar membrane is
also crucial for survival. The diffusing capacity has never
been measured accurately for carbon dioxide due to the
rapidity with which this gas passes from red blood cell to
alveolus; however, since the diffusion coefficient of carbon
dioxide is 	20 times that of oxygen, a range of between
400 and 1200 mL/min per mmHg would be expected for
this gas.

OXYGEN AND CARBON DIOXIDE TRANSPORT

Once oxygen diffuses through the alveolar membrane and
enters the venous pulmonary blood, it is primarily carried
in combination with hemoglobin encased in the red blood
cells and secondarily in solution. Hemoglobin is a tetramer
molecule consisting of four amino acid polypeptide chains
and four heme groups. The globin, or protein portion,
consists of two pairs of identical alpha chains and, in the
adult hemoglobin, two beta chains. The locus for the alpha
chains is located on chromosome 16. The alpha chain is
always present; however, there may be some variety in the
non-alpha chain. Fetal hemoglobin, for example, has two
gamma chains, which increases the hemoglobin binding of
oxygen, increasing the efficiency of maternal oxygen trans-
port across the placenta. The four heme moieties are
located in the center of each globin molecule. Heme is
synthesized from glycine and succinyl coenzyme A to form
a tetrapyrrol ring. Subsequent enzymatic reactions pro-
duce a protoporphrin and, finally, ferrous iron is inserted
into the center of this ring as a function of mitochondrial
synthesis. Since there are four heme-combining sites in
each hemoglobin molecule, a maximum of four oxygen
molecules can attach to the receptors. When all four recep-
tor sites are combined with oxygen, the hemoglobin has a
100% saturation. If only three molecules of oxygen are
bound, the hemoglobin is 75%, and so forth. Oxyhemoglo-
bin is hemoglobin that has oxygen bound to the heme sites
(HbO2); unbound hemoglobin is termed ‘‘reduced hemoglo-
gin’’ or ‘‘deoxyhemoglobin’’ (Hb). The key principle to
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understand is that oxygen binding to hemoglobin is
directly related to the partial pressure of oxygen. As the
inhaled air reaches the alveoli and participates in gas
exchange, hemoglobin becomes fully saturated with oxy-
gen relative to the partial pressure at the alveolar mem-
brane. Oxygen delivery and unbinding occurs at the tissue
partial pressure. The initial binding of the first oxygen
molecule to hemoglobin facilitates the further binding of
the second molecule, and in turn, these first two molecules
facilitate further binding of the third oxygen molecule. This
interaction occurs until the fourth oxygen molecule is
bound, and this characteristic of changing oxygen affinity
of hemoglobin is reflected in a sigmoid curve when the
percent saturation of hemoglobin is plotted against the
partial pressure of oxygen (Fig. 2).

The curve has a steep and flat portion. The steep slope of
the curve reflects the rapid combination of oxygen with
hemoglobin as the partial pressure increases. Beyond 	 60
mmHg, the curve flattens, reflecting very low increases in
saturation relative to increases in oxygen partial pres-
sures. The clinical significance of this flat portion of the
curve can be observed by noting that a fall from 100 to 60
mmHg only decreases the oxygen saturation from near
	100–90%. This zone of the curve provides for a safe range
of minimal saturation and decreases relative to great
decreases in partial pressure during oxygen loading.
Furthermore, increasing the partial pressure beyond 100
mmHg of O2 does not really oxygenate the blood to any

significant degree; since the hemoglobin is fully saturated,
only the dissolved plasma oxygen will increase.

Another significant property of hemoglobin is the fact
that the oxygen affinity of this molecule changes with
intracellular pH (Bohr effect). As the end product of meta-
bolism, carbon dioxide is present at the tissue level and is
converted to a weak acid by the red blood cell catalyst,
carbonic anhydrase. This weak acid ionizes to hydrogen ion
and lowers the intracellular pH, which decreases the oxy-
gen affinity of hemoglobin, and thus facilitates the unload-
ing of oxygen at the tissue level where it is precisely
needed. Since reduced hemoglobin is a weaker acid than
hemoglobin, the hydrogen ions are bound and thus deox-
yhemoglobin returns to the lungs, where the reverse situa-
tion occurs. Carbon dioxide is reconverted in the red blood
cell, and with the diffusion of this CO2 into the alveoli,
the pH rises and the affinity of hemoglobin increases for
oxygen.

PULMONARY CIRCULATION

Pulmonary blood flow begins with ejection of venous blood
from the right ventricle into the pulmonary arteries. Suc-
cessive arterial branching occurs so that at the level of the
alveolar circulation the capillaries lie in intimate contact
with the alveoli allowing for a very efficient and exceed-
ingly large surface area for gas exchange. Since the pul-
monary arterial pressure is only 20% or so of the systemic
circulation, with a mean pressure of 	18 mmHg, these
arterioles do not require significant amounts of smooth
muscle. Thus the walls of these vessels are extremely thin,
allowing for the diffusion of oxygen and carbon dioxide.
This characteristic makes these capillaries very suscepti-
ble to distortion relative to alveolar pressure. Since the
arterial pressure is so low, alveolar pressure may at times
exceed pulmonary capillary pressure and this transmural
pressure will cause these tiny vessels to collapse. In the
upright lung, this situation occurs where pulmonary blood
flow pressure is minimal, that is, at the superior aspect of
the lungs. This pressure gradient scenario may be observed
in Fig. 3.

In zone 1, where pulmonary pressure can fall below
alveolar pressure, the potential exists for no flow to occur
in the capillary. Any situation that decreases systemic
blood pressure and thus pulmonary blood flow such as
hemorrhage, or increases alveolar transmural pressure,
such as might positive pressure ventilation encountered in
rescue breathing, might cause this change. The alveolar
pressure exceeds pulmonary arterial pressure and, in turn,
pulmonary venous pressure.

In zone 2, the pulmonary arterial pressure increases due
to the elevated hydrostatic pressure as a function of posi-
tion relative to the column of blood. The alveolar pressure
exceeds pulmonary arterial pressure in this zone; however,
the pulmonary venous pressure relative to alveolar pres-
sure is low and thus the gradient in this zone is the
difference between arterial and alveolar pressure. The
analogy to this unique lung region has been described as
the vascular waterfall effect (47). The elevation of the river
above the dam is described as pulmonary arterial pressure
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Figure 2. The oxygen–hemoglobin dissociation curve. Four
different ordinates are shown as a function of oxygen partial
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logy, 4th ed., Benumof: Respiratory Physiology and Respiratory
Function During Anesthesia, p. 596, 1981, with permission from
Elsevier Science.



and the dam height analogous to alveolar pressure. The
downstream river is equivalent to pulmonary venous pres-
sure. Pulmonary blood flow is relative only to the difference
between the height of the river upstream and the elevation
of the dam. The distance that the water falls over the dam
is immaterial to flow rate. Since the alveolar pressure tends
to remain constant throughout this zone, but the pulmon-
ary alveolar pressure increases secondary to the gravity,
flow increases linearly. Zone 2 circulation is unique in that
ventilation and cardiac changes may alter flow dynamics,
shifting these relationships into a momentary zone 1 or 3
picture.

The dynamics in zone 3 are straightforward. Here pul-
monary venous pressure exceeds alveolar pressure and
blood flow is governed by the arterial–venous gradient,
which occurs in the systemic circulation. Blood flow
never ceases and all capillaries remain patent, with the

additional feature of decreasing alveolar pressure maxi-
mizing vessel diameters and decreasing pulmonary vascular
resistance. The rate of pleural pressure rises as a function of
the transmural pressure gradient between lung apex and
base; this pressure does not increase as rapidly as the pul-
monary artery–venous difference that optimizes blood flow.

Zone 4 is ordinarily not present in normal lung phy-
siology. Some pathological process is required to increase
fluid pressure between cells where pulmonary venous and
alveolar pressure is exceeded. Conditions such as iatro-
genic fluid overload, pulmonary embolism, high levels of
negative pleural pressure encountered with airway
obstruction in a spontaneously breathing patient, or thor-
acentesis maneuvers causing profound negative pleural
pressures (48,49) may cause this situation. Pulmonary
arterial pressures exceed interstitial pressures, which, in
turn exceeds venous and alveolar pressures. Since inter-
stitial pressures are greater than venous pressures, regional
blood flow is decreased relative to zone 3, and flow is
governed by the pulmonary arterial-to- interstitial gradient.

In conclusion, it should be evident that both alveolar
ventilation and pulmonary blood flow have a variable
distribution throughout the lung. The lung base not only
receives more blood flow than the apex but, because the
compliance of the basal alveoli is greater than the apical
alveoli, the lung base receives a greater amount of the tidal
volume. Since the blood flow gradient is steeper than the
ventilation gradient, the base is relatively overperfused
and thus hypoventilated; the reverse situation occurs in
the apex where the lung is overventilated and hypoper-
fused. These conditions have a profound effect upon end-
organ oxygen transport. The first scenario refers to phy-
siologic shunt blood flow; should absolutely no ventilation
occur, a true shunt occurs. Decreased ventilation relative
to perfusion increases alveolar carbon dioxide and thus, as
seen in the alveolar gas equation, alveolar oxygen concen-
tration will decrease. The oxygen content of the systemic
arterial blood is decreased and thus oxygen transport to the
tissue results in hypoxemia. A ventilated alveoli that is not
perfused, as in zone 1, does not participate in gas exchange.
Alveolar carbon dioxide decreases and alveolar oxygen
increases due to the absence of blood flow. This situation
is termed ‘‘alveolar dead space ventilation’’. The composi-
tion of alveolar gas is essentially equal to atmospheric gas.
The extremes of alveolar dead space ventilation and shunt
are ends of a continuum in lung ventilation and perfusion
dynamics. Ventilation and perfusion ratios will vary
throughout the lung both on an anatomical and physiolo-
gical basis. The total effective gas exchange can thus be
seen as the complex interplay between lung mechanics,
ventilation, perfusion, and molecular interactions.

CARDIAC PHYSIOLOGY

The heart is an extremely efficient pump, which results in
the progressive pulsatile ejection of blood to the organs.
The heart is composed of four chambers: two atria and
two ventricles. As blood enters the right atrium from the
large veins, passive flow continues into the right ven-
tricle. The right atrium then contracts, forcefully ejecting
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the remaining 25% of this blood into the right ventricle.
After a delay, this right ventricular blood flow is directed
into the pulmonary arteries. A progressive reduction in
vessel size results in a capillary meshwork intimately in
contact with the alveoli whereby the gas exchange
mechanisms function. Pulmonary venous blood, now oxy-
genated and devoid of carbon dioxide, enters the left
atrium. This blood is pumped to the left ventricle, and
into the systemic circulation where the cycle is continu-
ously repeated.

Cardiac muscle has some similarities to skeletal mus-
cles, but also some very significant differences as well.
Cardiac muscle is arranged in a striated latticework with
actin and myosin filaments, which lie adjacent to one
another and contract in the same manner as skeletal
muscle. However, cell membranes separate these fibers
yet allow ionic diffusion between these membranes or
intercalated disks. Thus during a chemical depolarization
resulting in an action potential, unimpeded progression of
this electrical current flows with minimal resistance
throughout the heart. The intercalated disks allow for
the heart to actually act as two separate systems. The
two atria are electrically excited as a unit, as are the
ventricles. The anatomical division of atria and ventricles
by nonconducting fibrous tissue does not allow conduction
to occur between the atrial and muscle in an unorganized
manner. A very specialized conduction system ensures
that atria and ventricles are depolarized in a progressive
manner.

The atrioventricular valves close during ventricular
contraction (systole) preventing the backflow of blood into
the atria. The tricuspid valve lies between the right atrium
and right ventricle; the mitral valve is located between the
left atrium and left ventricle. As blood is ejected out of the
right and left ventricles, the semilunar valves open; the
pulmonary and aortic valves, respectively, then close dur-
ing cardiac relaxation (diastole) to prevent blood from
returning from the pulmonary and systemic circulation.
Note that the first arterial branches off the aorta are the
coronary arteries.

The specialized conducting system of the heart that
produces a progressive, rhythmical contraction of atria
and ventricles has several components. The sinus node
provides the genesis for cardiac depolarization. This spe-
cialized cardiac muscle is located in the right atrium just
below and lateral to the superior vena caval ostium. This
strip of tissue,	 15 mm long, connects directly to the atrial
musculature. Generation of action potentials in the sinus
node progresses directly to the entire atria causing a uni-
fied contraction of all muscle fibers at once. The resting
membrane potential of the sinus node fibers is ca. �60 mV
compared with the ca. �90 mV for cardiac muscle. This
difference in the sinus node electronegativity is due to the
fact that sodium ions with their positive charge progres-
sively ‘‘leak’’ intracellularly. A progressive rise in threshold
voltage occurs until ca. �40 mV; opening of the rapid
sodium channels at this point then produces the initial
cardiac depolarization. The sustained contraction of the
cardiac muscles is due to the secondary influx of calcium
ions, followed by the influx of potassium ions, which
exchange with the outward diffusion of the sodium ions.

This last ion counterexchange of potassium for sodium
limits the induced hyperpolarization of the cell allowing
repolarization. This phenomenon of ‘‘leaky’’ sodium chan-
nels produces the rhythmic excitation, which initiates the
cardiac cycle. The rate of this sinus node depolarization is
controlled by the autonomic nervous system through the
interaction of the para-sympathetic (acetylcholine) and
sympathetic (norepinephrine) fibers. Generally, the length
of time for this activation is on the order of 10 ms. Drugs
utilized in ACLS, such as atropine and epinephrine, affect
the firing interval of the sinus node.

Once the atrial muscle fibers are activated, the action
potentials cause a generalized contraction of all of these
fibers at once, again due to the unique anatomy of the car-
diac musculature. Activation of the left atrium occurs through
the specialized fibers termed the ‘‘anterior interatrial band’’.
The anterior, middle, and posterior internodal pathways
transmits the pacemaker impulses to the atrioventricular
node in 	 0.03 s. The AV node is essentially a junction box
that has two unique features; a delay in the pacemaker
action potential occurs here, which affords a delay in
ventricular contraction so that the blood is allowed to
empty from the atria to both ventricles and normally
action potentials can only travel in one direction. This
atrioventricular node is positioned in the right atrial
posterior wall just behind the tricuspid valve. The delay
in the ventricular depolarizing impulse is 	0.13 s.

The final pathway for the activation of the ventricles
occurs through the Purkinje fibers, which terminate in the
left and right bundle branches. These branches run in the
ventricular septum separating the right and left ventricle
and then terminate into progressively smaller branches
throughout the ventricular muscle. The Purkinje fibers act
in contradistinction to the AV node; action potentials are
transmitted at a velocity 100-fold allowing rapid excitation
and contraction of both ventricles. Transit through the
Purkinje fibers is only 	0.03 s with the same approximate
time necessary for complete ventricular muscle activation.

The electrical activity described in Fig. 5 can be mea-
sured at the skin such that electrical potentials are
recorded as the ECG. A normal ECG consists of several
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waves of depolarization and repolarization. The P wave is
produced from the summed action potentials generated
during atrial depolarization. It is upright and, after return-
ing to baseline, a pause is observed reflecting the progres-
sive depolarization through the AV node. This P–R interval
(actually the P–Q interval, but often the Q-wave is not
visualized) begins at the initiation of the P wave and ends
at the beginning of the QRS complex. The normal duration
of the P–R interval is 	0.12–0.21 s or three to five of the
small squares on the ECG graph paper. During the P–R
interval atrial depolarization occurs as well as the elec-
trical activity generated in the AV node. The QRS complex,
which consists of a Q wave, R wave, and S wave, represents
the electrical activity causing ventricular depolarization.
The Q wave is seen as a negative deflection from the
baseline, which is followed by the large positively deflected
R wave. The S wave follows the R wave and, like the Q
wave, has a negative deflection. Often the Q wave and S
wave may not be observed in the complex. The normal QRS
duration is usually no >0.10 s or 2.5 of the small ECG
squares. The S–T segment begins at the end of the S wave
(commonly termed the ‘‘J point’’) and ends at the onset of
the T wave. This interval is usually isoelectric, but can
have a normal variance of ca.�0.5 toþ2.0 in the precordial
leads (see below). The normal duration is <0.12 s and 	2.5
ECG squares. The T wave is a repolarization wave and
reflects potentials generated with ventricular recovery.
This wave usually has a positive deflection of 	0.5 mV,
but often is not observed because of decreased amplitude.
The T wave represents a continuum of absolute to a rela-
tive refractory period of ventricular depolarization. It is
important to note that the electrical activity observed
in the electrocardiogram represents electrical activation
of the atrial and ventricular muscles and not the actual
contractions themselves. A standardized method for
recording ECGs consists of graph paper upon that posi-
tivity is reflected with upward deflections and negativity,
downward deflections. Ten small divisions represent 1 mV.
The large vertical lines represent 0.20 s with the smallest
intervals representing 0.04 s. These voltages recorded at
the skin are very small relative to the actual potentials of
	110 mV at the heart. Proximity of the recording electrodes

as well as angular direction from the heart then will affect
the size and shape of the ECG, respectively.

The standard electrocardiogram utilizes 12 leads (elec-
trodes) to view the electrical activity of the heart. Six
standard limb leads are combined with six chest (precor-
dial) leads. Initial resuscitation events that require dys-
rhythmia interpretation usually view the bipolar leads I,
II, III. These leads utilize two electrodes, one positive and
one negative, to monitor the heart and record potential
differences. Electrodes are applied through an adherent
conductive gel to the left shoulder, right shoulder and left
leg essentially forming a triangle (Einthoven’s triangle,
Fig. 6). The ground lead is usually placed on the right leg.
Lines that bisect the sides of the triangle have their origin
at the heart, the center of the triangle, which is the zero
axis of each side. In lead I, the left shoulder is connected to
the positive electrode and the right shoulder electrode is
negative; the recording is the potential difference between
the left shoulder and right shoulder. In lead II, which is the
most common limb lead to be monitored, the negative
electrode is placed on the right shoulder and the positive
terminal to the left leg. Depolarization in the heart follows
this same electrical vector as lead II and thus optimizes P
wave height and shape as well as QRS morphology. Lead
III places the positive terminal on the left leg and the
negative terminal on the left arm. These three leads are
very similar to one another in that the P, Q, and T waves
are positive. They are excellent for dysrhythmia interpre-
tation; since electrical activity from atria to ventricles is
displayed, waveform and time related changes are very
apparent, both to the diagnostician and computer (such as
in an automatic external defibrillator).

CARDIAC ARREST DYSRHYTHMIAS

The previous section presented information relevant to
understanding and interpreting the normal ECG. This
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primer of basic electrocardiography will enable the reader
to now have some ability to differentiate the lethal rhythms
that cardiopulmonary resuscitation demands for optimiz-
ing treatment.

The fatal dysrhythmia of ventricular fibrillation (Fig. 7)
is a common endpoint in cardiac arrest. There are no QRS
complexes, P waves or T waves that are identifiable.
Scientific evidence over the years has conclusively estab-
lished that only early defibrillation has any hope of restor-
ing a normal sinus rhythm to the heart and subsequent
survival. The fibrillating heart has no ability to eject blood
since there is no coordination of heart muscle and no
progressive flow of blood from atria to ventricles to sys-
temic circulation. Cardiac depolarization and repolariza-
tion within the ventricular muscle occurs in a chaotic
manner; ventricular muscle is activated in an unorganized
fashion. This electrical activity sustains a vicious cycle of
reexcitation, never allowing the return of normal cardiac
function. The ventricles neither relax nor contract and in
this ventricular fibrillating state consume massive amount
of energy. Since there is no ejection of blood, unconscious-
ness from lack of cerebral blood flow occurs within seconds
and death ensues from hypoxia.

After a normal cardiac sequence there is a refractory
period (as mentioned previously with the beginning of the
T wave, which is at the end of the cardiac cycle), whereby
this cardiac impulse cannot reexcite the heart until a new
electrical stimulus is generated from the sinoatrial node.
However, the underlying etiology of ventricular fibrillation
appears to be due to electrical reentry or ‘‘circus move-
ments’’, where the normal termination of depolarization
does not occur. These abnormal electrical pathways may be
generated in several ways: a shortened refractory period,
decreased depolarization velocities, or increased distance
for the normal electrical impulse to travel. Recall that the
progression of depolarization takes place only in one direc-
tion and essentially travels almost in a circle with excita-
tion of the ventricles. If this normal impulse reaches
cardiac muscle that has already been depolarized, the
refractory time will not allow another depolarization. Sti-
mulation of cardiac muscle will not occur until the entire
myocardium is ready to be energized as one unit. Suppose
that one of the three abnormal conditions were present;
any ventricular muscle that was not refractory could be
stimulated to contract in an unorganized manner. In a
clinical setting, many individuals have hypertension and
develop enlarged hearts. A large ventricular muscle mass

would create an increased distance for the normal electri-
cal impulse to follow, thus creating the potential for a
‘‘circus movement’’ to initiate reexcitation of muscle fiber.
Rates of depolarization from the sinoatrial node through
the AV node may result from blockade of this specialized
system from a variety of causes. Electrolyte imbalance, as
well as coronary artery disease, are common factors in
inducing conduction block. Alterations in the sympathetic
nervous system as well as drugs may act in sensitizing the
heart, allowing more rapid conduction of impulses and
increased susceptibility to fibrillation. Once the ventricu-
lar muscle begins this chaotic activity, a chain reaction
phenomena begins: conduction velocities throughout the
heart decrease, allowing even more time for reentrant
depolarizations to occur and the actual muscle refractory
time is decreased, increasing the opportunity for these
impulses to propagate this dysrhythmia.

The cornerstone of cardiopulmonary resuscitation is
early defibrillation. The previous American Heart Associa-
tion mnemonic of CPR, the ‘‘ABCs’’, which consisted of
Airway, Breathing, Circulation, has been changed to
‘‘ABCDs’’ to include defibrillation. After one shock, 60%
of all victims succumbing to ventricular fibrillation will
survive; after two shocks, 80% survive; after three shocks,
90% will be successfully resuscitated (48). Electrical coun-
tershock utilizing high-voltage current can inhibit defibril-
lation by instantaneously depolarizing all cardiac muscle
tissue. The myocardium then is totally refractory to any
reentry currents. The electrocardiogram will typically
record asystole, or no evidence of electrical activity, from
the heart for several seconds. Resumption of the normal
cardiac pacemaker will resume, and organized contraction
should reoccur. Time is of the essence, since as a heart
continues in fibrillation, the rapid utilization of high-
energy phosphates depletes this ‘‘fuel’’ for resumption of
normal cardiac activity. It is obvious that delay in defi-
brillation induces a state whereby even successful techni-
que in countershock will be not be able to sustain a normal
cardiac rhythm due to the lack of substrate for myocardial
energy consumption. The underlying philosophy of cardi-
opulmonary resuscitation now is early access to defibrilla-
tion for the victim.

Pulseless ventricular tachycardia (Fig. 8) is the other
malignant dysrhythmia that requires immediate external
countershock. Unlike ventricular fibrillation, the elec-
trocardiogram displays a rapid regular rhythm with a
widened and abnormal appearing QRS complex. Usually,

CARDIOPULMONARY RESUSCITATION 45
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the rate is very rapid, with a range of	 100–250 beats/min,
contrasted to the normal sinus rhythm rate of 60–100
beats/min. Three or more of these bizarre appearing com-
plexes define this dysrhythmia. Usually, the P wave and T
wave are obscured and thus the P–R interval cannot be
measured. This rapid rate does not allow adequate filling of
the ventricles, and causes a ventricular lack synchrony
with the atria; the result is dramatic loss of cardiac output
and blood pressure. Since there is no effective cardiac
output and these dysrhythmias degenerate into ventricu-
lar fibrillation, external countershock is mandated. The
sinus node functions normally in VT, whereby the atria are
properly depolarized. There can be a retrograde depolar-
ization of the atria from the ventricles in some instances of
ventricular tachycardia and there will be a definite P wave
associated with the abnormal QRS complex. Usually, these
retrograde P waves have a negative (downsloping) peak.
Another unusual feature of this dysrhythmia is that at
certain time intervals the atria may be able to initiate an
impulse completely through the AV node and Purkinje
system at the instant where the ventricular-initiated depo-
larizations leave the conduction system vulnerable. The
result is termed a ‘‘capture beat’’. If this normally con-
ducted impulse occurs at the same time that a ventricular
depolarization is generated, a fusion beat is generated,
which appears as a cross between the normal- and ven-
tricular-originated complex. This dysrhythmia may either
be paroxysmal or sustained and the shape of these QRS
waves either monomorphic or polymorphic. Degeneration
into ventricular fibrillation is a common course; for this
reason countershock is required. The mechanism for pul-
seless ventricular tachycardia is hypothesized to be a

reenty depolarizing current due to delayed conduction.
The site of occurrence for this aberrant mechanism would
localize to the Purkinje system and ventricles.

An unusual form of ventricular tachycardia (Fig. 9) is
termed ‘‘Torsade de Pointes’’ or twisting of points (49).
Notice the QRS morphology viewing the rhythm strip
from left to right. On first appearance, this dysrhythmia
appears to be ventricular tachycardia. The QRS com-
plexes are wide (versus the normal narrow QRS shape),
but constantly changing in shape and amplitude yet there
appears to be a rhythmic oscillation about the baseline.
The depolarization wave appears to twist around the
central axis or helix. This dysrhythmia is triggered by
electrical potentials that either occur before or after the
normal spontaneous depolarization of the heart or is
associated with a prolonged QT interval. Should this
dysrhythmia be associated with no evidence of effective
blood flow, immediate countershock would be the treat-
ment of choice after the ‘‘ABCs’’ of CPR have been accom-
plished. However, if Torsade de Pointes is misdiagnosed
as ventricular tachycardia and a pulse is present, the
potential exists for the wrong treatment and lethal
results. This dysrhythmia usually occurs when there is
an underlying prolongation of the QT interval. Since
many of the antiarrhythmic agents will prolong this inter-
val, it should be apparent that selection of one of these
drugs to terminate a misdiagnosed ventricular fibrillation
when Torsade is present has the potential to produce a
nontreatable dysrhythmia. Antidepressants, antipsycho-
tics, and electrolyte abnormalities (particularly hypoka-
lemia and hypomagnesemia) will produce the underlying
QT prolongation that serves as the catalyst for Torsade
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to appear (50). Strategies for treating this rhythm are
to correct the factors providing the substrate for dys-
rhythmia; magnesium supplementation, and correction
of all electrolyte abnormalities as well as what is termed
‘‘overdrive pacing’’ to externally pace the heart to rates of
between 100 and 120 beats/min (51).

Asystole (Fig. 10) is the terminal arrhythmia that repre-
sents a dying heart. Observation of the above example
shows the absence of electrical activity (flat line), but
occasionally P waves, or what is termed ‘‘ventricular escape
beats’’, may be present. Usually, the presence of asystole
means death for the victim, so rescuers are taught to view
this rhythm in more than one lead since fine ventricular
fibrillation may actually be the abnormal rhythm rather
than asystole. This distinction is extremely important
since VF needs to be immediately treated with defibrilla-
tion, whereas in asystole the possible causes need to be
identified, and defibrillation is contraindicated for resus-
citation. Why not shock the heart that is in asystole?
The answer lies in the fact that rarely a victim may
experience high levels of parasympathetic nerve input
to the heart. This parasympathetic stimulation can pro-
duce complete cessation of the atrial and ventricular
pacemaker. Defibrillation also produces an intense para-
sympathetic nerve discharge, which, in this specific situa-
tion could terminate any chances for the heart to recover
normal pacing function (52). Evidence substantiates that
defibrillation for asystole does not improve the survival
rates in out-of-hospital arrest scenarios (53). There have
been rare occasions reported in the literature where
victims have positively responded to transcutaneous car-
diac pacing for which many defibrillators now have this

capability. The heart is stimulated externally to produce
an effective cardiac output. The caveat is that this man-
euver can only be effective if there are only several min-
utes of asystole. A specific situation that lends itself to
transcutaneous pacing is the asystole that occurs after
defibrillation. This witnessed arrhythmia occurs immedi-
ately after some countershock attempts and thus there
can be a window of < 1 min for pacing to be initiated.
There may be certain types of patients who also might
respond to asystolic pacing, such as those with Stokes–
Adams–Morgagni syndrome, where intermittent atrio-
ventricular block produces asystole or the hypoxia
initiated P wave asystole (54).

The last terminal rhythm group that occurs frequently
in resuscitation efforts is pulseless electrical activity
(PEA). Observe the rhythm strip in Fig. 11; this is an
example of a normal sinus rhythm. At first, one would
question why a normal ECG would be included in emer-
gency cardiac care and treatment. The key to understand-
ing pulseless electrical activity is that the rhythm may
appear to be entirely normal; however, upon further phy-
sical assessment of the victim, no pulse is detectable.
Historically, cardiologists have referred to this state as
electromechanical dissociation, where the normal atrial
and ventricular depolarization progresses without any
myocardial muscle contraction. Recent scientific evidence
utilizing echocardiography and invasive pressure monitor-
ing catheters have found that minute myofibril contrac-
tions do occur with depolarization; however, there is not
enough effective projectile pressure generated to produce
any external signs of perfusion, thus the term pseudoelec-
tromechanical dissociation has been proposed (55,56).
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Other rhythms are also included in this group; ventri-
cular escape rhythms, postdefibrillation rhythms, and bra-
dyasystolic rhythms have different QRS morphology than
the normal sinus rhythm; however, the same underlying
problem of no pulse and no organ perfusion is the defining
issue. The key to resuscitation of the victim in PEA is to
quickly recognize and treat the underlying problem that
has created this scenario. Since there is no perfusing
rhythm it should be obvious that the ‘‘ABC’’ basics must
be immediately made available to the victim while the
differential diagnosis prioritized to the specific situation
is reviewed.

There have been a number of mnemonic memory aids
suggested to recall the most common conditions provoking
pulseless electrical activity. Two common lists are the ‘5
Hs’ and ‘5Ts’ and the ‘‘MATCH-HHH-ED’’ (57,58).

Hypovolemia; Hypoxia; Hydrogen ion excess (acidosis).

Hyper or Hypokalemia (excess or loss of potassium ions).

Hypothermia; ‘‘Tablets’’ (referring to medications or
drug overdose).

Tamponade (blood trapped around the heart chamber).

Tension pneumothorax (trapped air causing lung over-
inflation and resultant loss of cardiac perfusion).

Thrombosis (secondary to myocardial infarction) and
Thrombosis (secondary to pulmonary embolism).

M—Myocardial injury or infarction

A—Acidosis

T—Tension pneumothorax

C—Cardiac tamponade

H—Hypothermia

H—Hypo or Hyperkalemia

H—Hypoxia

H—Hypovolemia

E—Embolism

D—Drug overdose or chemical toxins.

The most common cause of PEA is hypovolemia: inade-
quate intravascular fluid volume. These fluid volume losses
may be real, such as in acute hemorrhage or relative,
wherein the capacitance vessels (veins) vasodilate, leaving
inadequate vascular blood and fluids to compensate. A
classic evolution to pulseless electrical activity would
ensue from hemorrhage, producing normal electrical com-
plexes, with progression to a tachycardia where the heart
rate increases to compensate for pressure loss. Peak pres-
sure for each cardiac ejection of blood (systolic pressure)
would decrease, but increased constriction of the circula-
tory vessels would increase (diastolic pressure). As the
blood pressure continues to drop to extremely low levels
secondary to the hemorrhage, the sinus tachycardia con-
tinues. At this point, the astute clinician would consider
this cause for PEA and immediately give the victim intra-
vascular fluid followed by blood products to stabilize the
victim. It is obvious that the definitive treatment in this
case would be surgery; the goal of the resuscitative
response is to maintain perfusion and oxygen delivery to
the tissues. Time again is critical since without effective

cardiac flow, perfusion of the myocardium is nonexistent
and hypoxia develops quickly. Progression toward ventri-
cular fibrillation, asystole, and death are the end result. An
example of relative hypovolemia is septic shock. In this
situation, a bacterial infection produces endotoxins, which
causes the resistance vessels to dilate. There is normal
circulating blood volume, but increased vessel capacitance
resulting in a progressive blood pressure drop. Due to the
underlying pathology, the vessels are unable to adequately
constrict and the evolution to cardiac dysfunction second-
ary to poor or absent coronary perfusion occurs, eventually
producing the terminal rhythms of ventricular fibrillation
and asystole. Treatment in this scenario consists of
increasing the fluid volume as well as to utilize drugs that
act to constrict the blood vessels.

Each one of the other conditions mentioned above that
can cause pulseless electrical activity also has an immedi-
ate treatment response, after the appropriate steps in basic
life support have been met. Thus while the victim is being
oxygenated and ventilated, and perfusion accomplished
through chest compressions, the clinician is rapidly focus-
ing upon the conditions that would be most causative and
then initiating treatment. In hypoxia, treatment consists of
supplemental oxygen and adequate mechanical ventilation
of the lungs. In cardiac tamponade or tension pneumothorax,
needle decompression of the pericardial sac or lung is the
required emergency management. Electrolyte imbalances
require immediate infusion or neutralization of the ion. A
preexisting acidosis might require exogenous sodium bicar-
bonate. An acute myocardial infarction (heart attack) causing
PEA would need supplemental oxygen, pain management,
fluid resuscitation and immediate infusion of coronary
artery thrombolytics. Pulseless electrical activity is always
associated with an underlying clinical condition that, when
identified and treated early, has the potential to be reversed
and thus effective perfusion restored to the victim.

MECHANISMS FOR COMMUNITY CPR

The American Heart Association is a volunteer organiza-
tion that has as its goal the reduction of mortality and
morbidity secondary to cardiovascular and cerebrovascular
disease. The AHA established a scientific mission in 1963 to
evaluate and promulgate standards of CPR. In 1971, the
Emergency Cardiac Care Committee was founded. Since
the first conference on CPR in 1966 sponsored by the
National Academy of Sciences and the National Research
Council, guidelines for CPR have been based upon the
available scientific evidence. Since this time there have
been six conferences, the last in 2000 consisting of resus-
citation experts worldwide. All aspects of CPR have been
evaluated, including the actual access for emergency care
in the community, education of the layperson, and delivery
of basic CPR and ACLS. ‘‘Emergency Cardiovascular Care’’
is the term used to describe the organized response to
life-threatening emergencies for the adult, pediatric, and
neonatal victim. Other ECC provisions for care include
educating the layperson to recognize the signs and
symptoms of myocardial ischemia and infarction, stroke,
activation of the EMS system (911) as well as early
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implementation of basic life support, defibrillation, and
advanced cardiac life support with immediate victim
transfer to the hospital. The goal of ECC is to save lives
and this also includes educating the public regarding
cardiovascular risk and how to maintain healthy life-
styles. The cornerstone of all emergency care is the
layperson. Effective emergency care can only occur with
public awareness of these events as well as prompt admin-
istration of CPR and use of the automatic external defi-
brillator. Once the EMS system has become involved with
the victim, progression of care is dictated by a physician
and ACLS protocol. The optimization of oxygenation and
ventilation through supplemental oxygen and adjunctive
respiratory devices, electrocardiographic monitoring with
rhythm assessment and treatment, establishment of
intravenous access for appropriate medications and post-
resuscitation management are all elements of ACLS.

The American Heart Association ‘‘Chain of Survival’’ is
a crucial concept to be understood in the context of CPR and
is taught to the layperson in the basic lifesaving courses.
There are four critical links in this chain that require
specific actions on the part of the public. In the event of
an emergency the first link involves activating the emer-
gency medical services system. Obviously, the layperson
must be able to recognize that a true emergency exists, and
this underscores the efforts by the community organiza-
tions to educate the public regarding signs and symptoms
of heart attack, stroke, and loss of the airway. The key is
unresponsiveness; anyone found unconscious should initi-
ate the first link by way of immediately involving EMS
through calling 911. Once an emergency medical dis-
patcher is contacted, immediate aid in the form of para-
medicals is sent to the scene. The dispatcher is also taught
how to aid the layperson in how to provide basic CPR,
which is the second link in the chain. Only until the EMS
personnel arrive and begin managing care for the victim
does the dispatcher terminate the call. In some commu-
nities, ‘‘enhanced 911’’ is available in which a computer will
provide the dispatcher with the address from which the call
is made in case communication is difficult or there is a
premature telephone disconnection. This second link of
CPR is the most critical phase in the Chain of Survival
since the rescuer provides oxygen to the victim and, if
needed, circulates this oxygen by chest compressions to
the brain, heart, and vital organs. If bystander CPR is
initiated within 4 min after a victim collapses, the odds of
survival, after discharge from the hospital, are doubled (59).

The third link in the chain is early defibrillation, either
by the public use of the automated external defibrillator or
by the paramedic on the scene. Early access to defibrilla-
tion for the victim of cardiac arrest will significantly
improve the chance for survival: each minute of delay
for defibrillation for the victim in ventricular fibrillation
decreases the chance of survival by 7–10%, and if defibril-
lation is provided within the first 5 min, chance of survival
is 50% (60). Unfortunately, if >12 min of delay from
collapse to initial resuscitation is encountered, the survival
rate only ranges between 2 and 5%, and intact neurological
function is compromised (61).

Recently, gambling casinos have implemented access
for defibrillators and for victims who received a shock

within 3 min had a 74% survival rate since a low response
time of between 2 and 3 min was documented (62). Since
time to defibrillation is so critical, automatic external
defibrillators have been made much more accessible to
the public. These devices can now be found in large gather-
ing places such as stadiums, golf courses, airports and
airplanes, shopping malls, large grocery stores, and other
facilities where people in great numbers tend to congre-
gate. So important is the early access to defibrillation that a
great majority of states have enacted legislation to encou-
rage use of these devices. The Cardiac Arrest Survival Act
provides legal immunity for the layperson and the public
business or corporate entity that uses or provides an
automatic external defibrillator for resuscitation, which
is essentially an expansion of the ‘‘Good Samaritan’’ type
legislation. This immunity should encourage active parti-
cipation by the public for involvement in victim resuscita-
tion. Public access defibrillation has been described as the
second most significant advance, compared to CPR, in the
pre-hospital rescue scenario.

The final fourth link in the Chain of Survival is early
ACLS by highly trained paramedical personnel. Emer-
gency medical technicians expand (EMTs) incorporate
basic CPR with interpreting cardiac dysrhythymias and,
if required, defibrillation. Emergency medical technicians
expand the immediate life-saving care by providing sup-
plemental oxygen, intubation and control of the airway,
gaining intravenous access and administering pharmaco-
logic medications while in contact with a physican. This
process occurs at the scene, and once the victim is stabilized,
advanced cardiac life support continues through transport
to the hospital emergency room. The most significant impact
of early ACLS is to prevent the catastrophic progression of
lack of oxygenation and cardiac arrest rather than to treat
the terminal conditions inherent in this process.

The rescuer, whether a lay person of EMT, who begins
CPR in the ‘‘field’’ must continue BLS (63) until one of the
following events occurs:

1. The victim begins to show signs of spontaneous
ventilation and perfusion.

2. Care is transferred to another qualified BLS res-
ponder, EMT, or ALS medical providers; or to a
physician who makes the determination that
resuscitation should be terminated.

3. The rescuer cannot continue resuscitation due to
exhaustion or to hazards that may jeopardize the
rescuer’s life or the lives of others in the team.

4. An authentic no-CPR order is presented to the
responders.

The determination to discontinue resuscitation depends
on a stepwise evaluation of the efforts made during BLS
and ACLS. A review of the process should ensure that each
step in the resuscitation has been carried out in a flawless
manner. Successful ventilation and intubation, intrave-
nous access and the administration of appropriate medica-
tions as well as countershock should be achieved according
to ACLS protocol. Electrocardiography evaluation should
render a conclusion of no reversibility for the underlying
agonal rhythm. Recently, the determination of end-tidal
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carbon dioxide has been advocated as a potential predictor
of death (64). During resuscitation end-tidal carbon dioxide
reflects the adequacy of cardiac output generated during
chest compressions. This study suggested that after stan-
dard ACLS protocols had been followed for 20 min, a
persistent end-tidal carbon dioxide level of 10 mmHg or
less predicted nonsurvival in the victim with electrical
activity, but without a pulse.

CARDIOVASCULAR DISEASE

Every year 	500,000 people are hospitalized for treatment
of chest pain secondary to cardiac origin and 1.5 million
victims will experienced a heart attack (65,66).

Some 500,000 people a year who have a myocardial
infarction (heart attack) will die from this insult and
	225,000 of these deaths will occur within the first hour
after symptoms and prior to reaching a hospital (67,68). In
17% of the victims, chest pain is the first and only symptom
(67). It is again significant that time to intervention for the
patient experiencing a myocardial infarction is crucial to
survival; treatment must be undertaken within the first
several hours after the symptoms occur (70,71). Early
treatment underscores the necessity for rapid recognition
of a cardiac event, followed by rapid CPR, defibrillation,
ACLS and transport to the hospital.

The most common cause of a heart attack is ischemic
atherosclerotic disease. The essential pathophysiology is
the narrowing of the coronary artery lumens by deposits of
fat-substrate such as cholesterol and lipids, which even-
tually retain calcium. The actual process of the accumula-
tion of these plaques occurs very slowly, but has been
demonstrated to begin at an early age. This same process
affects the cerebral arteries as well and is the etiology for
an ischemic stroke. As the coronary artery lumen narrows,
a dynamic situation develops where blood flow and thus
oxygen supply will not meet with increased demand for
oxygen by the cardiac muscle fibers. Typically the coronary
artery will have a circumference reduction of 70% for
symptoms to occur. This condition of ischemia will pro-
duce a characteristic constellation of transient symptoms,
referred to as angina pectoris. Chest pain is the most
common sign of an acute cardiac ischemic event, occurring
in 70–80% of the population (72). This pain appears to
have several different components: transmission of dull,
poorly localized pain occurs through the sympathetic
visceral nerve fibers; a somatic pain generator produces
the sharp and dermatomal aspects; and psychological
input gives rise to the sense of impending doom (73,74).
This cerebral input to the event may significantly exacer-
bate the ischemia since activation of sympathetic nervous
system will increase heart rate and contractile force, further
tipping the scale toward more energy consumption and thus
oxygen demand.

Paradoxically, the majority of episodes of an acute
coronary event (angina and or infarction) occur during
periods of rest or mild to moderate exercise; profound
physical exercise is associated with the minority of events
(75). The victim will experience an intense, dull, crushing
pressure sensation in the chest, most commonly behind the

breastbone (retrosternally) and/or pain in the back, arms,
shoulders, or mandible. Often nausea, vomiting, sweating,
and shortness of breath (dyspnea) may accompany the
pain. There appears to be a circadian rhythm regarding
the occurrence of angina and the progression to infarction.
Two daily peaks in incidence have been noted with the first
pattern beginning from awakening to about noon, and the
second peak occurring in the early evening (76,77). There
are atypical presentations to unstable angina or myocar-
dial infarction that will delay access for the victim. This
subset of the population may have only vague, mild dis-
comfort, which can be confused with a myriad of medical
complaints. Diabetics, women, and the elderly all have a
higher incidence of nonclassical presentations for cardio-
vascular ischemia (78,79). Diabetics are prone to neurolo-
gical dysfunction and thus may have no sensation of the
pain associated with angina. A retrospective review found
that 30% of first heart attacks in men and 50% of first
infarctions in women did not present with classical signs
and symptoms and were clinically not recognized (80).
When oxygen demand decreases, such as when the physi-
cal activity is discontinued, the decreased oxygen supply
secondary to the narrowed lumen will be adequate and the
symptoms will usually resolve. Progression of the disease,
however, results in a much more severe mechanism for
ischemia. The plaque is predisposed to rupture and when
this occurs, activation of the coagulation system releases
mediators that form a clot or thrombus over the plaque,
which can further limit blood flow, or catastrophically, stop
all blood flow completely. If the partial occlusion from the
thrombus is severe enough, what is termed ‘‘unstable
angina’’ develops. Though there have been many defini-
tions of unstable angina, the main characteristic is that
this type of angina occurs at rest and is progressive or
prolonged in nature. Nocturnal angina, again with the
victim at rest, would be classified as unstable angina.
The heart is consuming the least amount of oxygen yet
there is a lack of supply due to lumen reduction from the
plaque. Clot enlargement provides the mechanism for dis-
lodgement of particles or emboli, which then travel down-
stream, lodging in the microvasculature and these
individuals are at a very high risk for progression to
irreversible cardiac damage.

Complete occlusion of the coronary artery results in a
myocardial infarction. Deprivation of oxygen results in the
death of cardiac myofibrils and induces irritability in the
cardiac conduction system, setting the stage for the initia-
tion of lethal dysrhythmias such as ventricular fibrillation.
Where and how severe the damage is to the heart depends
on what coronary artery has the occlusion. If the left main
coronary artery has an acute total obstruction, mortality is
very high since no blood flow will occur through the two
distal branches, the left anterior descending and circum-
flex arteries. Blood flow will be blocked to the entire left
ventricle, the septum between the left and right ventricle,
and the bundle branches. Even if the patient receives
timely CPR, and clot lysis, a significant amount of heart
may be destroyed resulting in scar tissue and a drastic
reduction in blood flow, resulting in what is termed ‘‘con-
gestive heart failure’’. If the thrombus were to lodge and
occlude the right coronary artery, hypoxia would occur in
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the AV node, right ventricle, and in the majority of indivi-
duals, the posterior and inferior aspect of the left ventricle.

The continuum of acute cardiac injury, from unstable
angina to myocardial infarction typically presents with
characteristic electrocardiographic signs. Recall what the
normal elements are to the ECG. During episodes of
unstable angina where cardiac muscle demand for oxygen
exceeds supply, ischemic changes to the ECG are seen as
S–T segment depression, defined as � to a 1 mm change
from baseline on the standard graphpaper or changes in
the T waves. When this S–T segment depression is down-
sloping, this is a sensitive sign of ischemia. The T waves
may appear inverted or enlarged and symmetrical. When
actual occlusion of the artery occurs, myocardial injury to
tissues ensues and both muscle contraction and conduction
are decreased from normal. The ECG change characteristic
of injury is S–T segment elevation in contradistinction to
changes of ischemia. When there is �1 mm above baseline
for the S–T segment elevation, significant cardiac injury
has occurred. This group of patients who exhibit S–T
segment elevation on the ECG in two contiguous leads
may be salvaged through reperfusion therapy. Restoration
of blood flow and the course of injury is very dependent on
early administration of thrombolytics or percutaneous
transluminal coronary angioplasty (PTCA). The greatest
improvement in mortality and morbidity occurs when
reperfusion therapy is administered within the first 3 h
after onset of symptoms (81,82). Conjoined with early CPR
and defibrillaton, reperfusion therapy stands as one of the
greatest advances in acute coronary syndromes. Current
regimens include the fibrinolytics streptokinase and alte-
plase, as well as numerous other similar agents that act by
inducing fibrinolysis through interactions with tissue plas-
minogen activator. The PTCA is a mechanical procedure
whereby a catheter is guided through the coronary arteries
into the area of stenosis, and then a balloon is inflated to
expand the vessel. This procedure is restrictive in that only
specialized centers have the capability to utilize this regi-
men, although it may be superior to thrombolytics.

Myocardial infarction defines the actual death of cardiac
tissue. This is the end result of the process of ischemia with
myocardial cell injury. The infarcted tissue area, again
representative for the specific coronary artery occluded,
will exhibit characteristics associated with loss of cellular
life. Intracellular contents are released after loss of cell
wall integrity. Some of these enzymes, such as creatine
phosphokinase and the troponins, can be measured in the
bloodstream to confirm infarction. The classic ECG changes
for myocardial infarction are the presence of abnormal Q is
waves. When a Q wave is or�1 mm in width and the height
is >25% of the R wave height, the diagnosis can be made. An
abnormal Q wave reveals the existence of dead cardiac
tissue, but does not reveal anything about when the infarc-
tion happened. The assumption can be made for a recent
infarction if the Q wave is associated with S–T segment
changes and/or T wave changes. A non-Q wave infarction
can also occur: There is myocardial cell wall dissolution with
the release of cardiac enzymes, but only accompanied by S–T
segment changes or T wave abnormalities. There is a lower
mortality rate for non-Q wave heart attacks, but, unfortu-
nately, an increased incidence of future reinfarction or

death (83,84). Fibrinolytics are contraindicated in patients
with non-Q wave infarction since the clot occlusion may be
paradoxically aggravated by release of thrombin, which
further activates platelets (85).

Prehospital intervention for the victim suffering an
acute cardiac event is based upon the ‘‘Chain of Survival’’.
Once the signs and symptoms of a heart attack are recog-
nized, early access to the emergency medical system is
imperative. A common problem encountered is denial
either from the victim or the rescuer, which impedes
response time. Once the EMS personnel arrive at the scene
a pertinent medical history is obtained and physical exam-
ination completed. A complete 12 lead ECG is obtained and
then transmitted to the physician who is dictating care.
Oxygen is the first line treatment for anyone complaining
of chest pain. It should be recalled that supplemental
oxygen substantially increases the oxygen tension in the
blood and significantly improves tissue oxygenation. A
critical blood flow restriction may be palliated by improving
oxygen supply in this manner. The administration of the
drug nitroglycerin is quickly administered for the victim
symptomatic for angina in conjunction with oxygen. Nitro-
glycerin is delivered sublingually for rapid absorption into
the bloodstream. Nitroglycerin is effective in relieving the
symptoms of angina in several ways: relaxation of venous
smooth muscle occurs due to binding of specific vascular
receptors. As relaxation of the venous capacitance vessels
occurs, venous return to the heart is decreased, thereby
relieving ventricular wall tension, which ultimately
decreases ventricular work and oxygen consumption.
The nitrates also dilate the large coronary arteries as well
as increasing blood flow through collateral vessels, which
improves ischemic blood flow (86,87). Aspirin is the third
drug that should be administered immediately by either
the BLS provider or EMT when symptoms suggest a car-
diac event (and the victim is not allergic to aspirin). A
regular tablet of aspirin (325 mg), when ingested, will
cause an immediate anticlotting mechanism by way of
platelet inhibition. There is evidence that suggests aspirin
decreases coronary artery reocclusion and future coronary
symptoms, with reduction of death and furthermore, the
effects of aspirin appear to be additive to fibrinolyis (88).
The fourth drug that is administered during episodes of
chest pain secondary to unstable angina or myocardial
infarction is morphine. Although morphine is a narcotic
analgesic, it produces beneficial hemodynamic effects in
addition to profound pain relief. Morphine causes
decreased vascular tone in the venous capacitance vessels,
thus reducing myocardial wall tension, much like nitrogly-
cerin. The mechanism, however, is different in that the
action appears to be mediated through central nervous
system reductions in sympathetic tone (89). A convenient
mnemonic has been utilized, ‘‘MONA’’, for recall of these
four immediate effective therapies for pre-hospital treat-
ment of the acute coronary syndrome.

CEREBROVASCULAR DISEASE

There has been a concerted effort in the Emergency Cardio-
vascular Care system to improve pre-hospital recognition of

CARDIOPULMONARY RESUSCITATION 51



the warning signs of stroke and provide rapid access to the
Emergency Medical System. Public awareness of the issues
regarding a ‘‘brain attack’’ has lagged relative to the expo-
sure and education afforded cardiovascular disease. Stroke
ranks third behind heart disease and cancer for morbity in
the United States; 500,000 Americans a year suffer from a
cerebrovascular accident and 125,000 of these victims will
die (90). Until recently, stroke victims were only offered
supportive and rehabilitative therapy for the complications
experienced if they survived the initial insult. However,
advances in fibrinolytic therapy, as in treatment of cardio-
vascular disease, dramatically improves outcome for the
patient who has experienced an ischemic stroke (91). Fibri-
nolytic treatment reduces stroke disability and significantly
improves quality of life after hospital discharge (92,93). The
caveat is that the cerebrovascular accident must be recog-
nized and treatment initiated in a timely manner; fibrino-
lytics need to be provided within 3 h after the onset of an
ischemic stroke (94). Thus there is a narrow window of
opportunity to limit cerebral damage, which underscores
how important the role is for the public in providing
immediate access to the EMS system for the victim.

The underlying cause for an ischemic stroke is compar-
able to the etiology for myocardial infarction. There is a
disruption to cerebral blood flow due to the presence of an
occlusive clot. The oxygen supply to the particular area of
the brain supplied by the blocked artery does not meet the
tissue demand and the same process of ischemia, injury,
and cell death will occur. The thrombus, which occludes the
vessel, is the end result of atherosclerotic changes to the
artery. However, due to the unique anatomical positions of
the cerebral arterial system, a blood clot formed elsewhere
in the body can embolize to disrupt blood flow to the brain.
Approximately 75–85% of all strokes are of this type, and
defined as ischemic, and furthermore can be classified as to
the arterial system that is affected. The two major arterial
conduits to the brain are the carotid arteries and verteb-
robasilar arteries, which affect the cerebral hemispheres or
brain stem–cerebellum, respectively. Typically, a person
who is at risk will develop what is termed ‘‘a transient
ischemic attack’’ (TIA) prior to a full-blown stroke. Essen-
tially, a TIA is a reversible mini-stroke that may affect
specific brain function or eyesight and will last anywhere
from minutes to hours (95). The TIA is a harbinger of a
future ‘‘brain attack’’ much like unstable angina will fore-
cast a heart attack. About 5% of those persons presenting
with a TIA will end up with a stroke in 1 month; the risk
will increase to 	 12% after 1 year and an extra 5%/year
thereafter (96). Fortunately, the symptoms from a TIA will
bring the patient into the medical system for evaluation
whereby treatment regimens clearly reduce risk for
ischemic stroke. The surgical procedure of carotid endar-
terectomy in which the carotid artery plaque is removed
has been proven very beneficial for patients that have had a
recent TIA and a >70% stenosis of the carotid artery (97).
In those individuals who are not operable candidates,
aspirin and the specific platelet inhibitor types of drugs
have been shown to be successful in preventing subsequent
stroke in patients presenting with TIA (98).

The minority of acute strokes are due to hemorrhage of
cerebral artery. The bleeding may occur in the subarach-

noid space, which is in the superficial exterior aspect of the
brain, or in the brain tissue itself, defined as an intracer-
ebral hemorrhage. The common etiology to a subarachnoid
hemorrhage is an aneurysm where the arterial wall weak-
ens, and eventually a disruption occurs (99). In the case of a
hemorrhage into the brain tissue itself, high blood pressure
appears to be the major causative factor (100). While there
are similar signs and symptoms in both types of stroke,
there are also distinct differences in findings, which aids in
the diagnosis. In general, the presentation for a subarach-
noid hemorrhagic stroke is more severe with a very com-
mon complaint of an extremely painful headache, which
tends to be global, and may have radiation of pain into the
face or neck. This headache is often accompanied by mental
status changes, nausea, vomiting, photophobia, or cardiac
dysrhythmias. In a minority of patients, a prodromal epi-
sode of these symptoms may be caused by leakage of the
aneurysm offering a warning sign (101). While the victim
suffering from an intracerebral hemorrhage may also pre-
sent with a severe headache, these patients tend to have a
greater neurological insult with significantly depressed
mental status function. The signs and symptoms of an
ischemic versus a hemorrhagic stroke overlap and diag-
nosis may be difficult based upon the medical history and
physical findings. Since radiological imaging offers the
greatest aid in differentiating these two types of cerebro-
vascular accidents, time is very critical to clinch the diag-
nosis to offer the appropriate treatment. Fibrinolytics
would obviously be a catastrophic therapy in the mistaken
treatment of what appears to be an ischemic stroke when
the etiology is a ruptured blood vessel that requires
surgery.

The American Heart Association ‘‘Chain of Survival’’
that has been implemented and associated with cerebro-
vascular disease has been applied to the pre-hospital care
of the stroke victim. Early recognition of a stroke and
activation of the EMS system are paramount in initial
therapy, which is often problematic, since, unlike a heart
attack, stroke may be difficult to detect. While early defi-
brillation is not ordinarily indicated for the stroke victim,
the possibility always exists that coincidental lethal dys-
rhythmias may be present during the initial presentation
(102). The last link in the chain is early hospital care. The
common theme regarding out-of-hospital management for
cardiac or stroke victims is rapid entry for the victim into
advanced life saving. The ‘7-D’ mnemonic has been recom-
mended as an aid for care in the stroke patient: Detection;
Dispatch; Delivery: Door; Data; Decision; Drug (103). Early
detection, with an accurate recall of the initial signs of a
stroke are critical to care and must be accomplished by the
immediate family member or layperson, with immediate
access to ‘‘Dispatch’’, the EMS personnel. An important
point to emphasize is that the majority of strokes occur at
home (104). Paramedics who arrive at the scene must
confirm a rapid, tentative diagnosis through focused med-
ical history and physical examination, and then ‘‘Deliver’’
the patient rapidly to the hospital. Once the patient is
through the Emergency Department ‘‘Door’’ the medical
history and physical examination are further refined along
with radiography (computerized tomography). A ‘‘Deci-
sion’’ is made regarding whether fibrinolytic therapy is
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indicated for an ischemic stroke and the ‘‘Drug’’ treatment
is initiated. The drug therapy must be initiated within 3 h
after the onset of an ischemic stroke.

The changes in mental status and/or sensorimotor func-
tion in a cerebrovascular accident may range from minor,
almost unrecognizable changes, to loss of consciousness
and seizures. A person may exhibit grades of confusion,
with a progression to stupor or coma where the airway is
obtunded and basic life support is required. Comprehen-
sion of language often occurs with inappropriate responses
to simple questions. Physical manifestations are often
present unilaterally. Paralysis in either the face, upper,
or lower extremity may range from slight weakness to
frank inability to exercise any muscular control. Since
the face is always exposed, muscle weakness is exhibited
by loss of tone and sagging of the muscles in facial expres-
sion. Difficulty writing (aphasia) or speaking (dysarthria)
occurs due to loss of appropriate motor input from the
brain. Loss of sensation is another common sign of a stroke
(or a TIA). Visual disturbances, including blindness are
much more obvious and usually involve only one eye. If the
location of the ischemia is in the vertebrobasilar arterial
system, centers of the brain controlling coordination are
involved and signs such as gait disturbances (gait ataxia)
are common. The dilemma of pre-hospital rapid neurolo-
gical assessment to evaluate the possible stroke victim
when the presentation is varied has been improved by
several instruments. The Cincinnati Pre-hospital Stroke
Scale (104) is very effective in identifying the stroke victim.
Three physical findings are assessed: facial droop; arm
drift; and speech. Abnormal features in any one category
is very predictive for cerebrovascular accident. The Los
Angeles Pre-hospital Stroke Screen also is extremely use-
ful for assessment. Six criteria are first evaluated in the
medical history: (1) age > 45 years, (2) absent history of
seizures or epilepsy, (3) no history of motor loss, (5) serum
glucose not < 60 g/dL nor > 400 g/dL, and (6) asymmetry in
any one of the three categories of facial musculature, grip
strength, and arm strength. If all criteria are positive,
there is a 97% chance of an acute stroke (105). These tests
have streamlined the response time and have allowed the
hospital emergency room to prepare for rapid definitive
diagnosis.

THE ‘‘ABCs’’ OF ADULT CPR

The evolution of the current basics of life-support has
resulted in a streamlined set of actions that has standar-
dized the initial care for the victim, whether accomplished
by a public bystander or emergency room physician.
Assessment of the victim always precedes a physical man-
euver on the part of the rescuer; constant appraisal of the
effectiveness of CPR and the response of the victim is a core
principle in American Heart Association Basic Life Sup-
port tactics. The initial steps of resuscitation are never
bypassed; for example, if the airway is not established, the
single rescuer would never start chest compressions, or
begin intravenous access. The stepwise process in the
algorithm ensures that an orderly process occurs in a
situation where chaos and a high degree of emotional

turmoil exist for the rescuer. Since there are some basic
differences in how resuscitation is administered to the
adult versus a child, anyone 8 years or older is considered
an adult.

When one encounters a potential victim, the first assess-
ment is to determine unresponsiveness. ‘‘Shake and shout’’
has been a common first action to determine that the victim
is really unconscious (there no doubt has been a number of
resuscitations initiated upon someone who was sleeping,
assuming unconsciousness)! Once there is no doubt that a
true emergency exists, the rescuer sends another member
of the group to activate the EMS system by phoning 911
and to obtain an AED. If the rescuer is alone, he or she must
leave the victim momentarily to call 911 and get the AED;
these automated defibrillators have a standardized place-
ment near a telephone. After accessing the EMS and
obtaining a defibrillator, the rescuer places the victim in
the supine position, and kneels at the head (the left side is
suggested when utilizing an AED). The ‘‘ABCs’’ of CPR now
are initiated.

A ¼ Airway

The unconscious person has a generalized relaxation of
all muscles and in the throat this causes the tongue to move
in a posterior direction, occluding the airway. Since the
tongue is attached to the mandible, manipulating the jaw
and head will retract anteriorly. Two methods are utilized
to open the airway; the ‘‘head-tilt and chin-lift’’ or the ‘‘jaw-
thrust’’ maneuvers. Tilting the head backward by placing
one hand on the forehead and raising the chin with the two
fingers of the other hand is the most commonly used
technique. An important feature of this technique is to
make sure that the fingers are placed on the inferior sur-
face of the mandibular bone and not the soft tissue under
the tongue, as the later placement will worsen airway
compromise. In a situation where a neck injury is sus-
pected with possible spinal cord compromise, extension of
the head is contraindicated; the jaw-thrust is utilized to
open the airway. The head is held in the neutral position
while applying forward pressure with both hands at the
angle of the jaw, just below the ears. In this way, there is no
change in head position. At this point inspection of the
mouth is important to remove any secretions, vomitus or
foreign bodies that may be an impediment to air exchange.
Once the airway is opened, the rescuer ‘‘looks, listens, and
feels’’ for breathing by placing his or her cheek and ear
close to the victim’s mouth. The chest is examined for
movement while feeling and listening for air passage. In
the case of a partial obstruction of the airway, the victim
will tend to make high-pitched ‘‘crowing’’ noises that may
be accompanied by cyanosis of the skin (due to unoxyge-
nated hemoglobin). Instead of the chest expanding with an
inspiration, retraction of thorax or lung compartment will
occur. It is imperative that the airway be opened and
maintained in this situation since ineffective ventilations
will invariably lead to hypoxia.

B ¼ Breathing

Once it is ascertained that the victim is not breathing (this
should occur within 	10 s), the rescuer places his mouth
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around the victim’s mouth and pinches the nose shut with
one hand while maintaining chin-lift with the other hand.
Two long, extended breaths are given, each 	 2 s, with the
goal of providing ventilation to the lungs while minimizing
the egress of air into the stomach. Since during uncon-
sciousness there is a relaxation of all muscles, the lower
esophageal sphincter will relax and thus any air that
enters the stomach may force gastric contents into the
esophagus and then into the trachea. Aspiration of these
highly acidic stomach contents into the lungs may occur.
The complex interplay between rescuer, positive pressure
ventilation, peak airway pressure, tidal volume, and
inspiratory flow rate has had a considerable degree of
scientific evaluation (106–109). The consensus supports
a tidal volume of between 800 and 1000 mL to maintain
adequate oxygenation when only room air is provided in
the rescue breathing. This volume is slightly less than the
1992 ECC Guidelines of a rescue tidal volume of 800–1200
mL. A slow prolonged breath over 2 s decreases peak
positive pressure and thus entry of air into the stomach
while providing the optimum tidal volume. When supple-
mental oxygen is available, evidence has confirmed that a
tidal volume of 500 mL provides effective oxygenation and
ventilation in the unintubated patient as long as the
inspired oxygen fraction is >40% (110,111). Once rescue
breathing is commenced, one should assess effectiveness by
noting whether the chest rises with each breath. If there is
no change or the rescuer observes that significant effort is
required to minimally expand the chest, the airway step
has not been optimized and the rescuer has to reopen the
airway with additional head extension and chin-lift (or jaw-
thrust if a head or neck injury is suspected). If readjust-
ment of the airway does not provide the ability to ventilate,
a foreign body lodged in the airway should be suspected
and the rescuer should proceed through the algorithm
specific for dealing with this issue. Victims with dentures
may prove difficult to ventilate; generally dentures should
be left in place since it is easier for the rescuer to form a seal
around the mouth. However, loose dentures may be aspi-
rated and should be removed if their retention is inade-
quate. In the case where the rescuer cannot maintain an
adequate seal, or if the mouth is unavailable for airway
exchange secondary to trauma, mouth-to-nose breathing
should be attempted (112). A deep breath should be inhaled
by the rescuer prior to respiratory exchange since this
maneuver optimizes the maximum amount of oxygen made
available for each tidal volume (113). Should the victim
only require oxygenation and ventilation, rescue breathing
provides one breath every 5 s or 12 breaths/min (114).

There is always the concern regarding exposure to an
infectious organism when performing rescue breathing. At
this point in time, there has not been any evidence doc-
umenting the transmission of human immunedeficiency
virus (HIV), hepatitis, or tuberculosis when mouth-to-
mouth resuscitation has been instituted in an emergency
(115). However, reluctance upon the part of any lay rescue
person to perform this action is understandable and there
is no moral or legal duty to do so. Barrier devices have been
developed that prevent intimate contact with the victim
and there are two basic types: face shields and masks. This
adjunctive equipment has been made available in the

healthcare environments due to the requirements of the
Occupational Health and Safety Administration. The face
shield has a flexible plastic covering with a one way cir-
cular valve that, when placed over the victim, separates the
rescuer from contact and from exhaled gases. Mouth-to-
mask rescue ventilation provides a better seal and further
distance from the victim’s mouth than the face shield,
which is advantageous should vomiting occur. Some of
these masks have a port where supplemental oxygen can
be provided and entrained with the rescue breathing. A
flow rate of 10 L/min through one of these masks will
increase the inspired concentration of oxygen to at least
40% (116). When supplemental oxygen is supplied in this
manner, smaller tidal volumes, on the order of 400–600
mL, will maintain oxygenation while decreasing the risk of
gastric insufflation (117).

C ¼ Circulation

After delivery of two rescue breaths, the next step in basic
CPR is to assess for signs of circulation. For many years the
layperson was taught to feel for the presence or absence of a
carotid pulse. Research in the 1990s found numerous pit-
falls with the pulse check that appeared to have a negative
impact on survival and, since 2000, this task is not taught
to the lay responder anymore. Significant time delays in
trying to determine if a pulse was present delayed time to
defibrillation and thus survival (118). The accuracy of the
pulse test revealed a sensitivity of only 55% and a speci-
ficity of 90% and overall the accuracy was 65% (119). At this
time, the lay rescuer is instructed to look for signs of
perfusion, such as movement, breathing, or coughing
and if unsure, to begin chest compressions.

Correct positioning of the hands and compression skills
are easily learned by the layperson. A simplified method for
hand placement has been taught for several years and
consists of placing the heel of one hand over the center
of the breastbone (sternum) between the nipples and then
interlocking the fingers of the remaining hand over the
first, so that pressure will be transmitted through the heels
of both hands. Effective compressions are generated by
positioning the rescuer’s shoulders over the hands and
sternum and depressing the sternum from 1.5 to 2 in.
Release after compression must be complete without tak-
ing the hands off the chest to prevent ‘‘bouncing’’. Chest
compressions should be similar in action to that of a piston
in a reciprocating engine with half of the cycle spent in
compression and the other half spent in relaxation. The
effectiveness of this ratio has been documented with regard
to both cerebral and coronary perfusion pressures (120).
The recommended rate for chest compressions is 100/min,
which has been substantiated by numerous studies
(121,122).

The single rescuer initiates chest compressions after
providing the victim with two rescue breaths and assessing
for signs of effective cardiac blood flow. A ratio of 15
compressions followed by 2 rescue breaths continues for
four cycles and then the victim is reassessed for sponta-
neous circulation. Chest compressions should be resumed
within 10 s after noting no signs of perfusion and the 15:2
cycle continued with an interruption for assessment of vital
signs in several minutes, followed by the same ratio.
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When additional responders are present during resus-
citation of a cardiac arrest victim, immediate activation of
the EMS system must be accomplished and a defibrillator
brought to the scene, if these actions have not already been
completed by the lone rescuer. The second rescuer should
then assess the adequacy of ventilations and chest com-
pressions and reassess for signs of a pulse and breathing
within 10 s while CPR is halted. Though it is not expected
that the layperson be able to engage in two-person resus-
citation, the process is included here for completeness.
Medical professionals as well as the paramedical care-
givers should all be able to demonstrate this skill. The
compressor is positioned in the normal manner, at the side
of the victim. The second rescuer is stationed at the victim’s
head, maintaining the airway, monitoring for effective
compression by carotid artery pulse check, and providing
rescue breaths. Previous scientific guidelines utilized a
compression:ventilation ratio of 5:2 (123), which has now
been changed in light of recent scientific evidence. Cur-
rently, a ratio of 15 compressions to 2 ventilations is
recommended for both one and two rescuer CPR (124–
126) since it appears that improved survival occurs as a
result of the higher rate in spite of a decreased number of
ventilations. The effectiveness of chest compressions rela-
tive to coronary perfusion pressure (the difference between
aortic diastolic pressure and the left ventricular end-dia-
stolic pressure) suggests that, as the number of compres-
sions increases, so does the perfusion pressure; therefore,
15 chest compressions improves and sustains blood pres-
sure more effectively than the previous recommendation of
5 compressions to 2 ventilations. The pauses with the pre-
viously recommended 5:2 compression:ventilation scheme
had more drops in cerebral and coronary perfusion and
therefore decreased oxygen delivery compared to the new
scheme. Therefore, whether a one- or a two-rescuer resus-
citation occurs, the preferred compression/ventilation ratio
is 15:2. When advanced life support is initiated and the
patient is intubated (a breathing tube place through the
mouth and into the trachea) there is no pausing for ventila-
tions; chest compressions continue at 100/min and ven-
tilations are provided at a rate of 12 times a minute (127).

Despite the fact that there has never been evidence to
suggest that transmission of disease occurs through
mouth-to-mouth exchange of air or secretions, studies have
demonstrated a lack of enthusiasm upon the part of both
the layperson and professional rescuers to perform this
maneuver on strangers (128,129). Current guidelines, as of
2001, now indicate that if the rescuer is unable to perform
mouth-to-mouth ventilations, chest compressions should
be started for the victim (130). The Cerebral Resuscitation
Group of Belgium concluded that there was no difference in
outcome for the victim if chest compressions were or were
not accompanied by mouth-to-mouth rescue breathing
(124). Since any resuscitation attempt utilizing chest com-
pressions without ventilation may provide a better out-
come for the victim than no action at all, education
regarding this tactic in resuscitation has been made avail-
able to the lay responder. While it appears contrary to basic
physiological principles that resuscitation could be suc-
cessful without providing oxygen to the blood, evidence
suggests that agonal breathing mechanisms are able to

maintain adequate PaO2 and PaCO2 during CPR without
rescue breathing (131). The etiology for this paradox
appears to be due to the decreased perfusion from chest
compressions; since the cardiac output is only one-fourth
that of normal, ventilation perfusion mismatch does not
occur due to low rates of blood flow through the lungs. In
essence there is a decreased requirement for oxygen; any
excess ventilation is wasted due to this decreased perfusion
and the lack of oxygen transport by the available red blood
cells (132,133). This form of CPR is only recommended for
the public rescuer since paramedical personnel should
always have adjunctive airway devices available for
resuscitation.

AIRWAY OBSTRUCTION

The tongue is the most common cause of airway obstruction
and basic life support addresses this issue with various
maneuvers to open the airway thus allowing either spon-
taneous respirations to resume or mouth-to-mouth venti-
lations to be initiated for the victim. Foreign body airway
obstruction is the cause of 	3000 deaths a year (134).

In perspective, there are 198 deaths per 100,000 persons
for coronary artery disease, 16.5 deaths per 100,000 indi-
viduals for motor vehicle accidents, and 1.2 deaths per
100,000 due to foreign body obstruction (135). The ‘‘cafe
coronary’’ (where choking was mistaken for an acute cor-
onary event) appears to be the most common cause of
choking in adults since this emergency usually happens
during eating and meat seems to be the culprit for most
occurrences (136). A foreign body lodged in the airway can
either completely occlude or partially occlude any segment
of the respiratory passages. The key to distinguishing these
two scenarios is that the victim is able to continue to
breath, albeit with difficulty, during a partial obstruction,
and therefore the rescuer should not attempt any rescue
attempt that potentially could convert a partial to a com-
plete obstruction. As in all basic life support, it is crucial to
activate the emergency medical system to get assistance.
When a victim begins to make high pitched ‘‘crowing’’
sounds, cannot speak, or becomes cyanotic, hypoxia quickly
ensues and this person needs immediate aid. The public is
taught the universal chocking sign where the neck is
clutched with both hands. The first question to ask the
choking victim if, in fact, he or she is unable to breathe and
if they can speak. The next immediate step is the Heimlich
maneuver (137), which should be attempted in anyone
between the ages of one and adulthood. This action is
not indicated in infants <1 year old (138). Forceful exter-
nal elevation of the diaphragm utilizes the remaining
volume of air in the lungs to expel a foreign body. Place-
ment of the hands is very important to minimize injury to
the internal organs; when the victim is standing or sitting
the rescuer wraps both arms around the victim’s body and
clenches the hand to make a fist. This fist, with the thumb
compressed against the abdominal skin is placed above the
umbilicus and below the xiphoid process (the distal end of
the breastbone). A rapid thrust is made in a superior–
posterior direction and continued until either the foreign
object is displaced or the person becomes unconscious.
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Once unconscious the EMS system must be activated by
calling 911 and CPR is initiated for the victim. In this
circumstance, after the airway is opened, mouth-to-mouth
ventilation may be possible due to the muscle relaxation
that occurs with unconsciousness, converting a complete
obstruction to a partial obstruction, thus allowing rescue
breaths to provide oxygenation to the blood. When opening
the airway and during subsequent ventilations, the only
change in basic CPR is to open the mouth and look for the
presence of the offending obstruction, and if visible, grasp
the object with the fingers and remove it (139). Blind
finger sweeps are prohibited since injury can easily occur
to the soft tissues of the mouth and throat. The initiation
of chest compressions may also create enough intra-
thoracic pressure to expel the foreign object (140,141).
The recommended maneuver for the obese or pregnant
patient is to utilize chest thrust since the increased
abdominal girth in either type of victim makes the
Heimlich procedure difficult in terms of finding land-
marks and avoiding injury, especially to the fetus. The
victim is grasped from behind and the arms encircle the
chest, just under the armpits, with the fist placed upon the
breastbone. Again the thumb of the first hand is placed
next to the skin overlying the breastbone and the second
hand is then placed over the first, and with the hands
interlocked, rapid compressions are performed in a pos-
terior manner.

Once the foreign body is expelled from the unconscious
victim, the basic ‘‘ABCs’’ are initiated as in any life-support
situation. ‘‘Look, listen, and feel’’ for signs of breathing and
if no excursion of air is present, the two rescue breaths are
immediately provided for the victim. The next action in the
sequence is to observe signs of adequate circulation, and if
none are present, chest compressions are initiated and an
AED is attached to the patient (142).

THE AUTOMATIC EXTERNAL DEFIBRILLATOR

The key issue in cardiopulmonary resuscitation is rapid
initiation of the ‘‘Chain of Survival’’ and the length of time
between victim collapse and defibrillation. Public access
defibrillation (PAD) has the capability of significantly
improving survival rates from cardiac arrest, in some cases
to almost 50% (143). Since ventricular fibrillation has the
highest frequency of occurrence in cardiac arrest and can
only be terminated by countershock, it is clear that early
defibrillation is will dramatically improve survival rates.
The ECC guidelines of 2000 have a goal defibrillation
within five minutes of the EMS activation (911 call).

The first automated cardiac resuscitator was described
by Diack et al. in 1979 (144). This 19 lb battery-powered
and most importantly, portable device sensed respiratory
rate and the ECG. Ventricular fibrillation and asystole
could be diagnosed. An oropharyngeal airway utilized a
transducer to detect respiratory pressure as well as an
electrode, which was applied to the base of the tongue. An
electrode was placed over the chest wall (xiphoid area),
which completed the electrical circuit for defibrillation.
After initial trials in animals, the device was used at St.
Vincent Hospital, Portland, Oregon on a 49-year-old male

who arrived to the ED in ventricular fibrillation. The
patient had failed to respond to CPR, chest defibrillation
and medications. The patient was actually seizing from
massive doses of lidocaine injected to decrease the auto-
maticity of cardiac condition. The automatic resuscitator
converted this lethal rhythm with one 335 J shock via the
tongue-epigastric pathway.

There are actually no fully automatic external defibril-
lators available to the public; this is a misnomer since some
actions are required upon the rescuer for the device to
work. Once the AED is attached to the patient by adhesive
pads and turned on, electronic evaluation occurs of the
victim’s underlying rhythm, and if a lethal dysrhythmia is
evident, the AED will advise the rescuer to activate the
‘‘shock’’ button. These devices first record and then inter-
pret the ECG. Narrow range bandwidth amplifiers first
filter out various artifacts such as powerline transmission,
high or low frequency radio transmissions, and extraneous
‘‘noise’’ that occurs from poor connections. Successive seg-
ments of the filtered ECG are than analyzed through a
mathematical algorithm with each segment further tested
in a sequential matter. The specifics of these algorithms
are not made public due to the competitive nature of
the various companies manufacturing these devices, but,
essentially the rate, amplitude, waveform, frequency, and
baseline variability of the ECG are analyzed and mathe-
matical integration results to identify the rhythm that
would or would not be treatable by defibrillation. The
accuracy of these devices is extremely high after extensive
testing both in vitro and in vivo to an early skeptical
audience of medical personnel. The rare errors encoun-
tered with AED function appears to be related to move-
ment of the patient, such as when the patient is being
ventilated or repositioned during the analysis mode.
Agonal respirations by the victim also create movement
artifact that will interfere with rhythm analysis. The
errors have generally been of omission in that dysrhy-
thmias that would benefit from defibrillation have not
been recognized, such as very coarse or fine ventricular
fibrillation (145).

Since the first biphasic waveform was used in an AED in
1996 there has been a progression toward utilizing this
new technology in future defibrillators. The current mono-
phasic waveform devices deliver current that is unipolar
and either damped sinusoidal or truncated relative to the
rate at which the pulsed current decreases to zero. The
biphasic defibrillators utilize a biphasic wave form of which
each are exactly opposite in polarities. Optimum defibrilla-
tion is a balance between producing enough current to
terminate VF without extensive damage to the heart.
When a monophasic defibrillator is used during CPR,
200 J of energy is recommended for the first shock, with
two succeeding shocks of between 200 and 300 J suggested
in the AHA VF algorithm. These increases in energy with
each shock have been demonstrated to optimize defibril-
lation success while minimizing tissue damage (146,147).
Numerous studies have confirmed that biphasic wave-
form energy utilizing shocks as low as 115–130 J were
as effective in terminating VF as the monophasic 200 J
shock (148,149). The current scientific evidence supports
conclusions that low-energy biphasic waveforms have at
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least the equivalent effectiveness as the monophasic
waveforms in defibrillating VF; it appears that biphasic
waveform defibrillation will be the standard of care in the
future.

Operation of the various AEDs is very straightforward
and, although there are different models, the devices have
very similar controls and functions. Once the AED is
brought to the scene of a victim that is not breathing
and has no effective pulse, it should be positioned at the
victim’s left side for easier electrode placement and to allow
the ‘‘ABCs’’ of CPR to continue without interruption on the
victim’s right side. The machine is turned on, and then a
series of prompts by an electronic voice guide the rescuer
through the remaining steps. The electrodes are next
placed on the skin, with the right pad positioned just under
the right collar bone (clavicle) and the left pad placed
lateral to the left nipple. The third step requires that
everyone involved in the resuscitation desist from any
contact with the victim while the AED analyzes the
rhythm. This is extremely important in that any movement
generated by the rescuers will induce an artifact error.
Depending on the particular device, some AEDs will auto-
matically analyze while some machines require manual
selection by the operator. If VF or VT is present, an
electronic voice will indicate that a shock should be deliv-
ered; everyone should clear the victim and there should be
no one in contact with the body. Once the operator is sure
that everyone is clear of the victim, the ‘‘shock’’ button is
depressed and the victim’s body will exhibit the general-
ized musculature contracture observed with a defibrillat-
ing current. Cardiopulmonary resuscitation is not resumed
since the AED must again be ready to deliver another shock
after analyzing the postshock rhythm. In this way, three
shocks are successively delivered before resumption of
‘‘airway, breathing, and chest compressions’’. If the ‘‘no
shock indicated’’ message is transmitted to the rescuers,
either there is now a pulsatile, perfusing rhythm, or there
is a lethal dysrhythmia that would not improve survival
with a defibrillating shock (such as asystole). If signs of
circulation become present, then rescue breathing should
continue, unless of course the victim also has a recurrence
of adequate ventilations (150).

There are some specific circumstances that must be
considered with the use of an AED. Children that are
< 8 years of age or victims weighing < 25 kg may not
benefit from the current AED since the energy delivered
in the monophasic devices are in excess of the recom-
mended 2 :4 J/kg. Though it appears that VF can be
detected accurately in children, there is insufficient evi-
dence that the algorithms devised for the adult cardiac
arrest patient will always determine an arrest rhythm
that will benefit from defibrillation, particularly with
regard to pediatric tachy-arrhythmias (151,152). How-
ever, in the pediatric arrest patient the potential benefit
greatly outweighs the risk of AED–individual injury, and
therefore this device should be readily available for early
application. Another special situation occurs when the
victim has been in the water. Even when the victim has
been removed from water, there is the risk of induced
shock to the rescuer from the moisture present on the
victim’s body. The other concern, which has the most

potential for occurrence, is that the shock would not be
conducted along the appropriate pathway from the elec-
trodes, instead bypassing the heart by the water present
upon the skin. The third issue regarding AEDs is that
many older victims may have a pulse generator present
for cardiac rate control or for internal defibrillation. These
devices are usually implanted in the superficial tissues of
the chest and appear as an elevated, hard lump, which
may or may not be easily observed, depending on the
obesity of the patient. What can be observed is the scar
from implantation; avoidance of pad placement over the
implanted device would mitigate any interference for
the AED to detect and provide a defibrillating shock.
The last situation that may be encountered is the medica-
tion patches, which many patients utilize for a variety of
conditions. Pad placement over these patches could sig-
nificantly decrease the energy delivered to the heart; the
recommended procedure is to remove the medication patch
and wipe the medication away from the skin prior to pad
placement (153).

The AED has the potential to be a strategic intervention
to increase out-of-hospital survival in the cardiac arrest
patient. Public access defibrillation will continue to be
more available due to the efficacy already demonstrated
in the previously mentioned studies as well as progressive
legislation. The continued technology to produce smaller
devices at less cost will undoubtedly increase access both in
public places and into the homes of those individuals at risk
for sudden cardiac death.

PEDIATRIC AND INFANT CARDIOPULMONARY
RESUSCITATION

There are significant differences in the etiology for cardiac
arrest in the adult compared to children. In adults, a
terminal dysrhythmia is usually caused by progression
of coronary artery disease where an acute hypoxic event
produces hypoxia, injury, and then disruption of organized
depolarization of myofibrils. Children are entirely different
in that a hypoxic pulmonary event is the usual cause of the
progression of a normal sinus rhythm to an extremely slow
heart rate (bradycardia) and then to asystole. The majority
of these arrests occur from foreign body obstruction,
drowning, trauma, or Sudden Infant Death Syndrome
(SIDS), poisoning, asthma, or pneumonia (154). This is
where the American Heart Association CPR algorithm
for the child is different than that of the adult. Since
respiratory failure is such a significant etiology for cardiac
arrest, the rescuer is instructed to provide CPR first then
‘‘phone fast’’ rather than the adult rescue scenario where
activation of the EMS system (phone first) occurs prior to
CPR. The remaining steps in the ‘‘ABCs’’ of life support are
similar to the adult. Once unresponsiveness is determined
for the victim and the rescuer shouts for help, the child
should be placed supine, being careful to move the entire
body as one if a head or neck injury is suspected. The
airway is opened with the ‘‘head-tilt, chin-lift’’ as in the
adult, or the ‘‘jaw-thrust maneuver’’ if there is suspicion for
head or neck trauma. After opening the airway and
inspecting the mouth for a foreign body, ‘‘look, listen,
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and feel’’ for the passage of air by the victim within the time
frame of no more than ten seconds. If the assessment
reveals lack of adequate ventilation, two slow rescue
breaths with an adequate pause between them to allow
for exhalation are delivered to the victim; the endpoint for
tidal volume is a visible rise in the thoracic chest wall. As in
the adult, if no air enters the lungs, the most common cause
is an inadequate airway lumen secondary to either tongue
obstruction or a foreign body. Repositioning of the head
should be immediately attempted, and if the rescuer can
still not ventilate, entry into the foreign body obstruction
algorithm should be the next action undertaken. Should
the rescuer provide effective ventilation for the two initial
breaths and signs of circulation exist, a rate of 20 breaths/
min is recommended for an infant (< 1 year of age) and for
the child (1–8 years of age.) If no movement, spontaneous
breathing, or other signs of circulation exist, chest com-
pressions should be started within 10 s. The depth for
compressions in an infant or child should be about one-
third to one-half of the total distance from the child’s
anterior chest wall to the back, and at a rate of 100
times/min. In a child (1–8 years of age), the use of only
one hand is recommended, with placement between the
nipple line and the bottom of the breastbone (sternum.) As
in the adult, the heel of the hand is used. A ratio of five
compressions to one ventilation is recommended, with
reassessment of the child after 20 cycles of compressions
and ventilations have occurred. Chest compressions in an
infant (< 1 year of age) are similar except that chest
compressions are accomplished with two fingers to a depth
of one-third to one-half the distance from the anterior chest
to the back. The location for compression is one finger-
width below an imagined line between the nipples. The
rate is 100 times/min and the compression to ventilation
ratio is 5:1, as in the child. Reassessment for signs of
circulation and spontaneous ventilations should occur
after 	 1 min or 20 cycles of compressions and ventilations
(155).

Foreign body obstruction is treated in a similar manner
to the adult in a child between 1–8 years of age when
assessment by the responder indicates a severe or complete
airway occlusion. After immediate activation of the EMS
system, the Heimlich maneuver is instituted with the same
adult landmarks where the rescuer’s fists are place above
the umbilicus, being careful to stay away from the inferior
aspect of the breastbone, where the xyphoid process is
located. Should the child become unresponsive from
respiratory arrest, CPR should be initiated, with the initial
airway assessment focused upon looking for the foreign
object, and, if visible, removing it. Two rescue breaths
should be initiated and then chest compressions begun.
As in the adult, chest compressions may cause the foreign
object to be dislodged where it can be extricated. The infant
(under the age of 1 year) is treated quite differently when
foreign body aspiration is suspected, since concerns have
been raised regarding intraabdominal injury and the
Heimlich maneuver (156,157). The infant is cradled with
one hand and arm, turned prone, and then five back blows
are delivered between the shoulder blades (scapulae) using
the heel of the hand. Immediately the victim is turned
supine and cradled with the opposite hand and arm. Up to

five chest-thrusts are delivered in the same location for
chest compressions. This scheme is alternated until either
the obstruction is dislodged or the infant becomes uncon-
scious. Once unresponsive, the next action, as in the adult
and child, is to look in the airway and determine if the
obstruction can be removed. Cardiopulmonary resuscita-
tion is then initiated and activation of the EMS system
undertaken (158).

CONCLUSION

Cardiopulmonary resuscitation has made gigantic strides
since the scientific community integrated the rudiments of
airway maintenance, rescue breathing and external chest
compressions in the 1960s. Once these procedures were
developed, the foresight by healthcare professionals to
implement CPR in the community and educate the public
in the early 1970s has contributed greatly to the success of
this program. Currently, the strategy is to simplify the
training for Basic Life Support as well as to increase the
number of lay responders. Since 1973 > 40 million people
have learned the basic life-saving skills taught in CPR
classes (156). The recognition that emergency cardiac care
should not only provide an organized structure for resus-
citation, but also to incorporate education in the prevention
of risk factors for coronary artery disease, stroke, and
pediatric mortality has the capability of dramatically redu-
cing future morbidity and death. For example,	 30% of the
deaths from atherosclerotic vascular disease are attribu-
table to smoking, and in those individuals who quit smok-
ing, the death rate declines to almost near normal
(160,161). Risk factors, such as smoking, that can be chan-
ged by providing both education and interventional guide-
lines, are a continual focus for organizations like the
American Heart Association to address at the present
and in the future. As previously mentioned, public access
for the automated defibrillator has the potential to greatly
reduce deaths in the prehospital arrest scenario. As the
time element for CPR and defibrillation has been proven to
be so critical for reducing morbidity and mortality from
cardiac arrest, those communities that have incorporated
aggressive public and paramedical training for these two
modalities have reported an almost 50% resuscitation rate
for victims documented to have had ventricular fibrillation
(1,2). The proliferation of AEDs both in public gathering
places and into the home, certainly has the capability to
improve these statistics. The continued focus upon rapid
recognition of stroke victims in lay responder courses will
make a dramatic improvement in rapid treatment and
neurological salvage for these individuals. It has been
stated that the community will be ‘‘the ultimate coronary
care unit’’(162) since the majority of cardiac arrests occur
in the out-of-hospital setting and, therefore, public invol-
vement is crucial to survival. The expectation for the future
is that the public ‘‘coronary care unit’’ will be expanded to
include a ‘‘neurological care unit’’ as well. The challenge for
the future will be to continue to expand the public aware-
ness and involvement in these programs as new scientific
evidence continues to guide the evolution of cardiopulmon-
ary resuscitation.
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HISTORICAL EVENTS IN CPR

Antiquity Prophet Elisha describes
attempts to revive the dead.

Second century Galen observed the inflation
of a dead animal’s lungs.

Middle Ages Hot materials to the abdomen,
whipping, rectal smoke.

Paracelsus,
sixteenth century

Fireplace bellows ventilated
a patient.

Tossach 1744 First recorded mouth-to-mouth
resuscitation.

Squires, 1775 First successful defibrillation.

DeHaen, 1783 Chest compression, arm lift
technique.

Leroy, 1830 First description of supine
ventilation.

Schiff, 1847 Open chest cardiac compression.

Silvester; Howard,
twenteeth century

Alternating arm position
ventilation; back, abdominal
and chest pressure,
respectively.

Koenig; Maass, 1850s Reports of eight successful
closed-chest cardiac
compressions in humans.

Holger-Nielson,
twenty-first century

Prone back pressure, arm-lift.

Gurvich; Yuniev, 1939 First successful external
defibrillation by a device.

Kouwenhoven,
Knickerbocker,
Isaacs, 1950s

Defibrillation experiments
coupled with chest
compressions.

Elam, 1960s Physiology of rescue breathing.

Elam, Safar,
Kouwenhoven, 1960s

Principles of modern CPR.

Zoll, 1956 First successful external
defibrillation in humans.
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INTRODUCTION

Synovial or diarthrodial joints are created to enable the
movement between bones. Articular cartilage on the end
of articulating bone, therefore, must accomplish two
functions: (1) absorb, distribute, and transmit mechan-
ical loading, and (2) create a low friction and wear sur-
face for movement over decades of mammalian life. Three
cartilage phenotypes exist: hyaline cartilage, fibrocarti-
lage, and elastic cartilage. In the older literature, articu-
lar cartilage is often referred to as hyaline cartilage due
to its glassy appearance; this appearance is derived from
its high proteoglycan content. Indeed, articular cartilage
has the highest proteoglycan content of all biological
tissues, while, at the same time, it has the lowest cellular
content. The chondrocytes not only secret and control
collagen and proteoglycan contents in the extracellular
matrix, but also are responsible for regulating the ela-
borate molecular architecture of these macromolecules
and their ultrastructural organization (1–3). Through-
out life, the healthy chondrocytes under normal condi-
tions secrete and elaborate sufficient amounts of the
extracellular matrix macromolecules and completely
encase themselves in an environment that possesses
truly remarkable biomechanical mechanisms that pro-
tect them against the mechanical insults associated with
joint loading, and thus survive for long periods of time
under normal health conditions (4–6).

Cartilage in a small number of joints in humans, such as
the knee meniscus, temporo-mandibular joint, and inter-
vertebral discs, is fibrocartilage. The intervertebral disc,
besides its complex macromolecular architectural and
ultrastructural organization, also has a complex macro-
structural organization; the latter is manifested in the

macro-layering of the outer rings of collagen-rich annulus
fibrosis and an inner core of a proteoglycan-rich ‘‘kidney-
shaped’’ nucleus pulposus. The cells of these fibrocartila-
ginous tissues are fibroblasts and chondrocytes, some of
which are called fibrochondrocytes. Whereas the genotype
and phenotype of cartilage cells determine the biochemical
and molecular properties of cartilage, the mechanical prop-
erties of articular cartilage are largely dependent on the
constituents of extracellular matrix (3). This divergence in
the determination of biological and mechanical properties
is attributed to the scarce cellularity in adult cartilage,
with chondrocytes that account for only less than 10% of
the adult cartilage volume (4,7). Comprehensive reviews of
hyaline and fibrocartilage can be found elsewhere (1,3,8).

An average human takes approximately 2 million steps
peryear.The joints inthe lower limbs, therefore, canundergo
1–4 million cyclic loads from physical activities (9,10). These
loads can peak 4–5 times body weight (11,12), and can cause
both macro- and micro-structural changes in articular car-
tilage thatmayultimately leadtodegenerative diseases such
as osteoarthritis (4,7,13–15). Arthritis, which encompasses
more than 100 diseases and conditions, is recognized as
among the leading causes of physical disability worldwide
(16). Thus, investigation of the properties of normal and
arthritic cartilage is essential not only for the understanding
of the etiology of arthritis (6), but also devising possible
approaches toward the tissue engineering of cartilage and
meniscus for clinical treatment modalities (17).

ARTICULAR CARTILAGE AND MENISCUS: COMPOSITION
AND STRUCTURE

Chondrocytes and fibrochondrocytes are responsible for
the morphogenesis, matrix synthesis, and maintenance
of articular cartilage and meniscus as functional tissues.
However, these cells only account for approximately 10% of
the total cartilage volume in adults (3,7,18,19). Chondro-
cytes receive nutrients and shed metabolic waste products
largely from convective transport and diffusion, either
from/to the synovial fluid or from subchondral bone. In
the adult, articular cartilage is generally aneural and
avascular. Vasculature is present only in the periphery
of mature meniscus (20).

Hyaline Cartilage and Articular Cartilage

Hyaline cartilage is present on the articulating surfaces of
the bones in most, but not all, synovial joints. Articular
cartilage serves to bear and distribute load and contribute
to joint lubrication. It serves these different purposes
through varying the amount of water relative to the
amounts of Type I collagen and proteoglycans and the
molecular and ultrastructural organizations of these struc-
tural molecules. Healthy articular cartilage appears
smooth, bluish white, glistening, and intact. Osteoarthritic
articular cartilage appears dull and coarse and may have
tears and frays. Hyaline cartilage is also present in the
growth plate at the metaphyseal region of long bones and in
the cranial base and serves to enable longitudinal bone
growth by endochondral ossification (21–23). A review of
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growth plate cartilage is beyond the scope of this chapter,
but can be found elsewhere (24–26).

Articular cartilage has two immiscible phases—a solid
phase and a fluid phase. Small electrolytes such as Naþ and
Cl� are dissolved in the fluid phase and are freely mobile by
diffusion and convection through the porous-permeable
solid phase. The fluid and solid phases have been modeled
in the now classic biphasic theory developed by Mow et al.
(27). Normal fluid component ranges from 75 to 80% by wet
weight, and the remaining 20 to 25% of the organic matrix
forms solid material with complex material properties
(3,18,19). Up to 65% of the solid ECM by dry weight is
made of collagen, whereas proteoglycans constitute up to
25%; other glycoproteins, chondrocytes, and lipids can
generally make up 10% (3,28,29). Collagen fibers are clas-
sified on the basis of their amino acid composition and
molecular structure. Although an assortment of collagens
exist in both hyaline cartilage and fibrocartilage, Type II
collagen is most prevalent in articular cartilage, whereas
Type I collagen is most common in the meniscus (3,30). The
collagen fibers are assembled as tight triple-helical struc-
tures made from three polypeptide alpha-chains. The triple
helices are then arranged as tropocollagen molecules,
which are wound in a helical manner to form larger col-
lagen fibers that are, in turn, are organized into a strong
cohesive collagen network (3,31,32). This arrangement
allows for considerable tensile stiffness and strength
(33–38). The collagen also serves to restrain the swelling
pressure created from the surrounding embedded proteo-
glycans (2,18,19,39). Proteoglycans (PGs) are hydrophilic
macromolecules with numerous glycosaminoglycans
(chondroitin and keratin sulfates) attached to a protein
core; the protein core of this bottle-brush-shaped mole-
cular is, in turn, attached to a hyaluronan (mw: molecular
weight � 0.5� 106) resulting in a supra-macromolecule
with an approximate molecular weight ranging from
(200 to 300)� 106 (3,29,40–42). These enormous, nega-
tively charged molecules are trapped in the fine porous
meshwork of collagen by frictional and electrostatic forces
and by steric exclusion; thus, in the ECM, PGs function
largely to generate osmotic pressure (2,39) and to resist the
compressive stresses of articulation acting on the cartila-
ginous surface. Although various PGs exist in cartilage, the
one that constitutes up to 80–90% of the total PGs in
cartilage is aggrecan (3). As the name implies, aggrecan
facilitates the formation of large aggregates. Like collagen,

aggrecan, as with all PGs, maintains a structure that is
directly correlated with its function. The general structure
of PGs occurs through noncovalent bonding of aggrecans to
the hyaluronan via link proteins, thus securing firm lin-
kages. Attached to the protein core are the glycosamino-
glycan side chains (GAGs) that are vital for biological and
biomechanical functions of the tissues; indeed, they are
hallmarks of chondrogenic activity in tissue engineering.
These GAGs bear the necessary physical properties that
ultimately confer onto these tissues their hydrophyllic ten-
dencies and compressive load-carriage abilities (3,18,19).
The presence of large numbers of sulfate and carboxyl groups
on the GAGs gives rise to a high negative-charge density in
the ECM (2). This anionic nature attracts positively charged
ions, creating an osmotic pressure, known as Donnan
osmotic pressure, that favors tissue hydration (3,39,43).
The fixed-negative charges also create intense repulsive
forces of the GAGs against each other. This expansion
force of the PG molecules causes tensile stresses to be
developed within the surrounding collagen network sur-
rounding the PGs. This swelling pressure thus resists
the compressive forces against the cartilage without
volume loss.

Articular cartilage is organized into three layers or
zones (3,44) as shown in Fig. 1. The superficial zone forms
the articular surface, whereas the deep zone is anchored to
calcified cartilage and subchondral bone; both zones have
well-defined collagen architectures. An intermediate zone
exists in between with a random collagen fiber ultrastruc-
tural organization. These layered structural arrangements
have long been hypothesized to be important in cartilage
function (45–47). The overall thickness of articular carti-
lage, including the three zones, varies between joints, age,
individuals, and species from less than a millimeter to a
few millimeters, with the thickest being measured at the
retro-surface of the human patella and femoral trochlea
(3,13,48).

The superficial zone has the highest collagen, water
content, and chondrocyte density, but the lowest proteo-
glycan content among all three zones (2,49–51). The abun-
dant collagen fibrils are aligned parallel to the articular
surface and provide the superficial zone with substantial
tensile strength in an orthotropic manner (37,38,52,53).
The chondrocytes in this zone are flattened and are
apparently polarized to be parallel to the surface (Fig. 2a)
(7,54). Recently, intricate 3D images have been taken to
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collagen network showing three distinct
regions (3).



view the discoid-shaped cells as they are maintained in this
layer. Methods have ranged from digital volumetric imaging
(55) to atomic force microscopy (56).

The intermediate, or middle, zone is generally the
thickest amongst the three uncalcified zones of articular
cartilage. Collagen fibrils, although less dense, have a
greater diameter than the superficial zone, but appear to
be more randomly oriented (47,57). The intermediate zone
also has the highest proteoglycan content (3). Chondro-
cytes are more rounded, although cell density is not as high
as in the superficial zone (3,58) (Fig. 2b).

The deep zone is relatively thin and the collagen are
intertwined to form larger fiber bundles, and, from this
zone, they insert perpendicularly into the calcified zone,
and thus anchor the uncalcified tissue to the bony ends as
required by joint articulation. This organization allows the
bundles to firmly anchor the articular cartilage to the
underlying subchondral bone. In general, chondrocyte den-
sity decreases from the middle zone to the deep zone, where
they are similarly aligned as the collagen bundles, arran-
ging into columns perpendicular to the uncalcified-calcified
cartilage intersurface (3,55).

Several recent studies have investigated the pericellu-
lar matrix (PCM) and the interterritorial matrix (ITM) of
chondrocytes. Using algorithms to account for fluid flow
and differences in the relative stiffness between the PCM,
the ITM, and the chondrocyte, different elastic moduli
between PCM and ITM have been found to have a signifi-
cant effect on chondrocyte’s mechanical environment (59).
Gradient distributions of charges and material densities
relative to chondrocyte surface are important in cartilage
fluid flow dynamics and deformation behavior (60). Using
micropipette isolation of chondrocytes and nuclei, chon-
drocyte nuclei have been found to be stiffer than intact
chondrocytes (59,61,62). Cultured chondrocytes are able
to elaborate a PCM rich in Type VI collagen; however,
intact chondron pellets accumulate significantly more

proteoglycans and Type II collagen than chondrocytes
without a native PCM (63). Following a few weeks of
accumulation of the ITM and PCM by isolated chondro-
cytes, a rapid increase in compressive stiffness occurs in
both the chondron and the chondrocyte pellets (63). Using
atomic force microscopy (AFM), the ITM is found to be stiffer
to nanoindentation than the PCM (Figs. 3a and 3b) (64).

Meniscus and Fibrocartilage

The meniscus in the knee joint is a fibrocartilage. The two
menisci (lateral and medial) in each knee joint are crescent
or semi-lunar shaped and are attached to the joint capsule.
The triangular cross section of the meniscus tapers radially
inward from the periphery, and the center of the meniscus
is thin and unattached. Thus, the cross section of the
meniscus is wedge-shaped. The central region is a vas-
cular and has more proteoglycans, hence more hyaline in
appearance. The anterior and posterior horns of the menis-
cus form the tips of the crescents. The anterior horn of
the lateral meniscus is attached to the tibia in front of
the intercondylar eminence, partially blending with the
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Figure 2. (a) Articular cartilage from a mature rabbit femur
showing typical zonal arrangement of chondrocytes (polished
saw-cut of resin-embedded tissues, surface-stained with basic
fuchsine and toluidine blue) (54). (b) Schema of chondrocyte
organization in the superficial zone (SZ), middle zone (MZ), and
deep zone (DZ) (7).

Figure 3. A representative height map of the PCM and ITM
chondrocytes obtained through force mode of atomic force
microscopy. Qualitatively, the ITM showed greater peak and
valley contours than the topographic contour of the PCM (a).
(b) presents the average Young’s moduli of the PCM and ITM
attained via nanoindentation. The average Young’s modulus of the
ITM (636.1�124.91 kPa) was significantly greater than the PCM
(265.1� 52.76 kPa) ( p< 0.01) (N¼19) (64).



anterior cruciate ligament. The posterior horn is attached
to the tibia near the intercondylar eminence as well as to
the femur via the meniscofemoral ligament. The anterior
and posterior horns of the medial meniscus are attached to
the tibia near their respective intercondylar fossae. The
anterior horns of the lateral and medial menisci are con-
nected by the transverse ligament. The thick peripheral
borders and associated horns of the meniscus are vascu-
larized by blood supply predominantly from the genicular
arteries surrounding the joint. The thinner central por-
tions of the meniscus are aneural and avascular, a region
very much like hyaline cartilage (20). The meniscus is
lubricated with synovial fluid (65), probably by the same
lubrication mechanisms known to exist in articular carti-
lage (66). Fibrocartilage is found in a small number of other
joints. The disk of the temporomandibular joint (TMJ) and
the intervertebral disks are both composed of fibrocarti-
lage, although they are drastically different structures
with different distributions of cartilage and PGs and ultra-
structual organization.

The fibrocartilagenous structure of the meniscus differs
from that of hyaline cartilage in many ways. The cells of
the meniscus are sometimes called fibrochondrocytes,
although it is probable that some cells are more like
fibroblasts, whereas others are more like chondrocytes
(65,67). The peripheral two-thirds of the meniscus are
primarily composed of a randomly oriented mesh-like,
coarse, collagen fibrillar matrix (68–71). In deeper por-
tions, large rope-like collagen fiber bundles are arranged
circumferentially, retaining the overall semi-lunar shape
of the meniscus and providing tensile strength. Smaller
fibers are also found radially and connect to the larger
circumferential collagen fiber bundles (72). As mentioned
above, the inner portion of the meniscus resembles that of
hyaline cartilage, containing a higher percentage of pro-
teoglycans enmeshed within a randomly arranged collagen
fibrillar matrix (71,73,74).

The function of the meniscus is to enhance higher
congruity of the articulating surfaces of the distal femur
and proximal tibia, to accommodate the range of motion,
in addition to the same functions of load bearing and
load distribution to that of articular cartilage (20). The
previous assumption that the menisci are functionless,
evolutionary remains of leg muscles is erroneous and that
menisectomy (a common clinical procedure) is indeed a
common procedure in animal models to study the etiology
of osteoarthritis (75–78).

CARTILAGE AND MENISCUS: MECHANICAL PROPERTIES

Articular cartilage and meniscus are both important load-
bearing tissues and vital to the maintenance of normal
joint functions (3,18,19). Articular cartilage can absorb
mechanical shock of joint motion and spread the applied
load onto the subchondral bone. It also contributes to
the lubrication mechanism and provides a surface with
low friction, enabling repetitive gliding motion between
articulating surfaces (7,66). The meniscus of the knee
has important biomechanical functions such as load trans-
mission at the otherwise highly incongruent tibiofemoral

articulation, shock absorption, joint congruity, and stability
(18,19). The salient biomechanical functions of articular
cartilage and meniscus are dependent on their biological
structure, composition, and the intrinsic material properties
of the ECM. The knowledge of their material properties such
as tensile, compressive, and shear moduli is essential to
understand not only their biomechanical functions, but also
in the tissue engineering of articular cartilage and meniscus
to produce in a biomimetic manner artificial-biological
replacements (17,79).

Tensile Properties

When cartilage is tensed, the tensile stress-strain behavior
is nonlinear. A typical nonlinear stress-strain (s-e) curve
for cartilage, meniscus, and other soft tissues is depicted in
Fig. 4 (3). For small deformations, a ‘toe-region’ is seen in
the stress-strain curve, in which the collagen fibrils will
primarily realign in the direction of the externally applied
force instead of being stretched (elongation per unit
length). For larger deformations, the collagen fibrils are
stretched, and a larger tensile stress is generated within
the collagen fibers (e.g., 35–38,52,53,80–83). In this linear
region, the stress is proportional to the applied strain, and
their ratio is known as Young’s modulus in tension, or
tensile modulus. This tensile modulus is a measure of the
stiffness of the collagen-PG solid matrix and is primarily
dependent on the density of collagen fibrils, fibril diameter,
and type or amount of collagen cross-linking (3,18,19,52).
Beyond the linear region, the cartilage strip will rupture
abruptly, and the tensile failure stress is a measure of the
strength of the collagen fibrillar network.

In general, the tensile modulus of articular cartilage
will be in a range of 1–30 MPa, which is much larger than
the compressive modulus of cartilage (� 0.5 MPa), which is
known as tension-compression nonlinear property of the
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Figure 4. Typical stress-strain curve for articular cartilage and
meniscus in a uniaxial and uniform strain rate experiment. The
toe region is marked by an increasing slope, whereas the linear
region appears to be a straight line (3).



cartilage (84–86). The tensile properties are also known to
vary with location, depth, and orientation of test specimens
of cartilage and meniscus. Hultkrantz (45) demonstrated
the anisotropic organization of the collagen network by
puncturing holes in the surface of articular cartilage with a
round pin. He found that round puncture holes will form
elongated splits, analogous to splits formed in lumber when
a large round awl pierces it. The split-line patterns were, to
him, evidence of collagen fiber orientation, which is still an
enigma today because electron microscopy has not found
such surface collagen anisotropy. (Nevertheless, the pat-
tern of split lines is similar to Langer lines formed in the
skin in a similar manner.) Much later, Woo et al. (38),
Kempson et al. (52), and Roth and Mow (37) showed that
the tensile strength and stiffness of the samples cut par-
allel to the split-line direction were higher than those cut
perpendicular to it. The cartilage strips from high weight-
bearing areas of human knee joints exhibit larger tensile
modulus than those from low weight-bearing areas (53,82)
because high weight-bearing areas generally have a rela-
tively higher proteoglycan content. The adult human
femoral articular cartilage exhibits a gradual decrease in
tensile strength and stiffness as the distance from the
articular surface increases (36,81), while this functional
dependence was not observed for young bovine humeral
joints (38). A dependency of cartilage tensile properties
with skeletal maturation was found by Roth and Mow (37).
These investigators found that, with the closing of the
growth plate (indicative of skeletal maturity), the strength
and stiffness of cartilage are much less that those pro-
perties of immature cartilage (open-physis). The effects
of age on the tensile properties of adult cartilage were
extensively studied by Kempson (81), and the results
showed that the tensile modulus decreases with age,
and that the modulus of the hip cartilage decreases more
markedly than that of ankle cartilage. This finding may
explain the relatively high occurrence of osteoarthritis in
the hip compared with the ankle. Like articular cartilage,
the tensile properties of meniscus vary with respect to the
location (anterior, central, and posterior) and specimen
orientation relative to the predominant collagen fiber
direction (circumferential and radial) (18,19,74). Speci-
mens from the posterior half of the medial meniscus have
been shown to be significantly less stiff and less strong in
tension than specimens from all other regions (87). This
experimental result agrees with the ultrastructural findings
using polarized light; In the posterior half of the medial
meniscus, collagen fiber bundles have significantly reduced
circumferential organization (87).

Numerous experiments have shown that the tensile
modulus is correlated with the collagen content or the
ratio of collagen content to proteoglycan content in articu-
lar cartilage (e.g., 82). The tensile modulus of articular
cartilage decreases to only 1% after disruption of collagen
cross-linking by elastase (88). In contrast, no significant
correlations have been found between the tensile property
of the cartilage and proteoglycan content (36,89). These
findings indicate that collagen content, organization, and
cross-linking play significant roles in generating high
tensile modulus of articular cartilage. For meniscus,
although the tensile properties show significant regional

and directional variations, little difference appeared in
the biochemical composition with site, and no significant
correlation exists between tensile property and chemical
contents (74). The variation of tensile properties seems to
reflect local differences in collagen ultrastructure and
fiber bundle direction as described above.

Compressive Properties

The compressive behavior of cartilage and meniscus has
been extensively studied under various configurations,
such as confined compression, unconfined compression,
and indentation (see Fig. 5). Most of the earliest studies
(e.g., 90–94) used the indentation technique to determine
the mechanical property of articular cartilage and modeled
the cartilage to be a single-phase, elastic body with the
assumption of the Poisson’s ratio ranging between 0.4 and
0.5 (e.g., 91–96). However, this single-phase elastic model
cannot describe the time-dependent viscoelastic behavior
of the tissue nor the role played by cartilage’s major
component (i.e., water). Cartilage and meniscus exhibit a
viscoelastic creep in response to a constant load (i.e., its
deformation will increase with time). Conversely, if a con-
stant displacement is applied, the force response will
decrease gradually with time to a constant value (i.e., a
stress-relaxation will be observed).

These viscoelastic behaviors derive from the friction of
water flowing through solid matrix (27,97), as well as the
flow-independent intrinsic energy dissipation inside the
macromolecular solid matrix during mechanical loading
(98–101). As mentioned, articular cartilage and meniscus
can be regarded as biphasic materials: a fluid phase com-
posed of water and electrolytes, and a solid phase mainly
composed of collagen and proteoglycans (27). The solid
matrix is considered as being porous and permeable. Water
resides in the microscopic pores and flows through the
matrix during joint loading. Under a slow ramp loading,
the observed viscoelastic behaviors are usually dominated
by the large drag forces generated by the flow of interstitial
fluid through the porous-permeable solid matrix, and
therefore, the flow-independent intrinsic energy dissipation
is negligible. However, osteoarthritic cartilage has higher
permeability and lower ECM stiffness; in such tissues, the
intrinsic viscoelastic behavior becomes the dominating
component governing their mechanical behaviors.

The transient behavior of the tissue under compression
is primarily determined by the mechanism of fluid pres-
surization because of high friction between solid and fluid
phases, which is also known as flow-dependent viscoelastic
behavior (27). Figure 6 (3) shows the stress-relaxation
behavior of a tissue specimen under confined compression.
In this experiment, before time t0, the tissue is compressed
with a constant rate, and the interstitial fluid inside the
tissue will be pushed out through upper porous platen. As a
result of the distributive fluid drag force, a larger deforma-
tion can be seen at the downstream side (Fig. 6a and 6b).
During the relaxation phase (after t0), no fluid exudation
occurs, but the fluid needs to redistribute inside the tissue
before the equilibrium is reached (Figs. 6c, 6d, and 6e).
Although the velocity of fluid flow is very low, the friction
force, or the drag force, could be very large because the pore
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size inside the tissue is very small (� 50–65 nm for articular
cartilage), and the permeability of the tissue is as low as
10�15 N�s/m4. Therefore, the generated fluid pressure can
be remarkably high inside the tissue during the trans-
ient state, which also means that chondrocytes encased
within the ECM will normally be bathed in a highly

pressurized fluid. It has been estimated that this fluid
pressure could be 30 times more than the elastic stress
generated in the solid matrix of articular cartilage (3).
Considering that the equilibration process usually takes
several hours, no real equilibrium state occurs in joints
under physiological conditions because the joints are
moving virtually at all times, even during sleep. Thus,
the mechanism for fluid pressurization is likely to be the
major physiological load-supporting mechanism in dia-
rthroidal joints, and it plays an important role in shielding
the solid matrix from large compressive stresses during
the joint function (7).

At equilibrium, the fluid flow stops, no fluid pressure
gradient exists inside the tissue, and the applied load is
entirely supported by the solid matrix of the tissue. Thus,
the compressive property can be obtained from the rela-
tions between stress and strain. It has been found that the
equilibrium strain is proportional to the applied load.
Typically, the equilibrium aggregate modulus (27) for nor-
mal articular cartilage ranges from 0.4 to 1.5 MPa, whereas
the average equilibrium aggregate modulus for the menis-
cus is about 0.4 MPa. Table 1 shows the equilibrium
aggregate moduli of lateral condyle and patellar groove
cartilage and meniscus, showing considerable variation
among the species and tissue location (3).

Tissue mechanical properties are highly dependent on
their composition and structure. It has been shown that the
equilibrium aggregate modulus for human articular carti-
lage correlates in an inverse manner with water content
and in a direct manner with PG content (27,102,103). The
highly loaded regions of articular cartilage generally have
larger compressive modulus and greater PG content
(53,104,105). In contrast, no correlation is found between
the compressive stiffness and collagen content. Removal
of PGs from articular cartilage samples dramatically
decreases the compressive modulus, whereas trypsin
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Figure 5. Schema of three configurations frequently used to
study the compressive properties of articular cartilage. (a) In
the confined compression configuration, a load is applied to the
cartilage sample via a rigid porous permeable platen. The side walls
are assumed to smooth, impermeable, and rigid, thereby preventing
lateral expansion and fluid flow. (b) In the unconfined compression
configuration, the cartilage sample is compressed between two
rigid, smooth, and impermeable platens. The lateral side allows
fluid flow. (c) In the indentation configuration, the cartilage is
compressed via a rigid porous permeable indenter. The porous
indenter allows the fluid exudation to occur freely into the
indenter tip and, therefore, creep of the cartilage layer.

Figure 6. A schematic representation of fluid exudation and
redistribution within cartilage during a rate-controlled confined
compression stress-relaxation test (lower left). The horizontal
bars in the upper figures. indicate the distribution of strain in
the tissue. The lower graph (right) shows the stress response
during the compression phase (O, A, B) and relaxation phase
(B, C, D, E) (3).



digestion of collagen fibrils has little effect on compressive
modulus (80,106).

The biphasic theory has been the most successful model
for the compressive viscoelastic behaviors of cartilage and
meniscus under various conditions (27). This theory
assumes that (1) the solid matrix and interstitial fluid
are immiscible and incompressible; (2) viscous dissipation
is due to the fluid flow between water and the porous-
permeable solid matrix; and (3) the frictional drag is pro-
portional to the relative velocity and can be affected by
ECM compression. This biphasic theory further assumes
that the solid matrix experiences infinitesimal strain and
that the stress-strain relations can be described by the
generalized Hooke’s law. Despite its simplification, as bio-
logical models typically are, the isotropic form of the linear
biphasic theory has been shown to provide an accurate
description of the compressive creep and stress relaxation
behavior of these tissues. In particular, a numerical algo-
rithm based on this biphasic theory was developed and
accurately predicted the aggregate modulus, Poisson’s
ratio, and permeability of articular cartilage from the
indentation creep experiment (13,100,107). The biphasic
theory has also been extended by employing higher levels
of tissue complexities, including material inhomogeneities
(108–110), material symmetries (33,34,85,86,111), and
matrix viscoelasticities (33,34,84,98–100).

Shear Properties

The intrinsic viscoelastic properties of the solid matrix of
cartilage and meniscus can only be determined in a pure
shear experiment and under small strain conditions. In
pure shear, the kinematics of deformation does not permit
volumetric change, and hence, no interstitial fluid flow is
possible when no pressure gradients are applied. Under
these three conditions, the tissue deforms without change
in volume, and therefore, the interstitial fluid pressure and
fluid flow are minimal. As a result, the flow-dependent
viscoelastic properties are excluded, and the measured
physical parameters will be independent on the friction
or drag force between fluid phase and solid phase, which
often occurs in compressive configurations, thus directly
reflecting the intrinsic viscoelastic property of solid matrix.
This flow-independent viscoelastic behavior of the col-
lagen-PG matrix derives from the internal friction between
collagen and PG molecules (3,101).

The first shear properties measurement was reported by
Hayes and Mockros (112), and later, nonlinear viscoelastic
and fatigue properties of bovine articular cartilage were

investigated (113,114). However, all these tests were per-
formed in a simple shear configuration, and dynamic shear
properties of these studies were reported at frequencies
(e.g., 20–1000 Hz) much higher than the physiological
range (e.g., 1 Hz). Pure shear tests of articular cartilage
and meniscus have been performed under transient, equi-
librium, and dynamic conditions to characterize the
intrinsic or flow-independent viscoelastic behavior (e.g.,
(101,115–117)). When a circular cartilage specimen is sub-
ject to a sudden change of angular displacement, the shear
stress will increase instantaneously, followed by a rapid
decay before equilibrium is reached. The quasilinear vis-
coelastic theory (118) has been shown to provide an excel-
lent description of this intrinsic stress-relaxation behavior
of normal human patellar cartilage (116). The equilibrium
shear modulus for normal human, bovine, and canine
articular cartilage has been found to vary in a range of
0.05–0.25 MPa. Values for the magnitude of the dynamic
shear modulus jG	j of normal cartilage are in the range of
0.2–20 MPa and vary with both the frequency and magni-
tude of the normal stress. The phase shift angle (d) for
cartilage lies between 98 and 208 over a frequency range of
0.01 Hz to 20 Hz (101). Please note that d is a measure of
matrix dissipation, with a loss angle of 08 corresponding to
a perfectly elastic material, and 908 to a perfectly dissipa-
tive material. The viscoelasticity of meniscus in response to
shear is qualitatively similar to that exhibited by articular
cartilage, although the magnitudes of the material coeffi-
cients of these tissues are significantly different. Meniscus
shear properties exhibit an orthotropic symmetry (i.e., the
three planes of symmetry defined by its fibrous architec-
ture dominate the shear properties of the meniscus). The
equilibrium shear moduli are 36.8 kPa, 29.8 kPa, and
21.4 kPa in the circumferential, axial, and radial directions,
respectively (18,19,119). These shear modulus values are
ten times less than those observed for articular cartilage.
For dynamic tests, the magnitude of the complex shear
modulus jG	j and phase shift angle d for circumferential,
axial, and radial specimens reflect orthotropic collagen fiber
organizational symmetry as well (Fig. 7) (3).

The collagen network plays an active mechanical role in
contributing to the shear stiffness and energy storage
in cartilage (101). Conceptually, the role played by collagen
when the specimen is in shear may be visualized as shown
in Fig. 8 (101). The tension in the diagonally oriented
collagen acts to increase the shear stiffness of the solid
matrix. This effect is confirmed by the experimental result
that jG	j is directly and significantly related to the collagen
content of articular cartilage and also by the fact that
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Table 1. Equilibrium Aggregate Modulus of Lateral Condyle, Patellar Groove Cartilage and Meniscus (MPa) (3)

Humana Bovineb Caninec Monkeyd Rabbite

Lateral condyle 0.70 0.89 0.60 0.78 0.54
Patellar groove 0.53 0.47 0.55 0.52 0.51
Meniscus NA 0.41 NA NA NA

aYoung normal.
b18 months to 2 years old.
cMature beagles and greyhounds.
dMature cynomologus monkeys.
eMature New Zealand white rabbits.
fNot available.



cartilage has a relatively small loss angle and large shear
modulus (101) compared with that of PG solutions at
physiological concentrations (107,120,121). The depletion
of the PG content has been shown to decrease the dynamic
shear modulus up to 55% (101,122), which is considered as
a result of the decrease of tensile stress inside the collagen
fibrils due to the decrease of PG swelling pressure.

Swelling Properties

Swelling in articular cartilage derives from the presence of
negatively charged groups (SO3

� and COO�) along the
GAG chains of PG molecules. For normal and degenerative
femoral head cartilage, the fixed-charge density (FCD)
ranges from 0.04 to 0.18 mEq/g wet tissue at physiological
pH (2,123). These fixed charges will require a high con-
centration of counter-ions (Naþ) to maintain electroneu-
trality, and the concentration, along with that of co-ions
(Cl�), is governed by the Donnan equilibrium ion distribu-

tion law (124). This excess of freely mobile ions will intro-
duce an imbalance of ion concentration between the fluid
compartment inside the tissue and the bathing fluid out-
side the tissue, giving rise to a higher pressure in the
interstitial fluid than the ambient pressure in the external
bath, known as the Donnan osmotic pressure. This osmotic
pressure decreases with FCD and has a range of 0.1 to 0.25
MPa for normal articular cartilage. With the increase of the
external saline concentration, the osmotic pressure will
decrease. For the very large external saline concentration
(e.g., 2 M), the osmotic pressure is considered to be extre-
mely small, or zero.

This osmotic pressure causes the tissue to swell, as
measured by both weight change (2,123) and dimensional
change (125,126). These latter experimental results show
that the swelling of articular cartilage is inhomogeneous
and anisotropic. The swelling ability increases with depth,
with the largest dimensional change for the deep zone and
almost no change for the superficial layer. The magnitude
of swelling is the largest in the thickness direction and the
smallest in the split-line direction. In articular cartilage,
the osmotic pressure is restrained by the surrounding
collagen network. Therefore, residual stress or pre-stress
exists inside the solid matrix even before external load
is applied. Articular cartilage will warp or curl toward its
articular surface upon its removal from the subchondral
bone, and the curvature or the extent of curling will decrease
with the increase of external saline concentration (126). It
has been hypothesized that this curling is caused by the
combination effects of swelling pressure and inhomogeneity
inside the tissue (126–129). Recently, a three-layer ortho-
tropic model based on triphasic theory (39) has been devel-
oped to describe the curling behavior of cartilage strip by
considering its layered structure that includes depth-
dependent collagen fibril orientation and chemical content
distributions (128). The predicted curvature change with
external saline concentration agrees well with previously
published experimental results. This model has also suggested
that the large stiffness of the superficial layer and high
swelling pressures play key functional roles in the develop-
ment of pre-stress in cartilage and in its curling behavior.

Quantification of morphological changes has been
extensively used to study changes in cartilage swelling
with osteoarthritis (OA) (44). With OA, compositional
and microstructural changes will occur, which includes
the fibrillation of the superficial zone of articular cartilage,
the decrease of the PG concentration, and the imbibitions
of water; these items are the earliest indicators of the OA
degeneration of cartilage (18,19,29,102). The elevated
water content or swelling has been shown to be very
sensitive to collagen fibrillation. Experimental results also
suggest that the water content of the tissue increases after
digestion with collagenase (82,83,101). Physically, collagen
fibrillation decreases the stiffness of the solid matrix,
specifically the elastic bulk modulus, which allows the
tissue to imbibe more water (52,104).

Triphasic Mixture Theory

To account for the swelling behavior, Donnan osmotic
effects, ion transport, and electrical potentials inside the
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tissue, Lai et al. (39) developed the triphasic theory to
incorporate the effects of negatively charged groups on
the PGs of solid matrix. In this theory, the electrolytes
(mainly Naþ and Cl�) within the interstitial fluid are
considered as a separate phase, and the solid phase is
charged. This triphasic theory was further extended to
account for multiple species of ions in the tissue (130).
Note that Huyghe and Janssen (131) developed an equiva-
lent theory, named the quadriphasic theory, in which ion
species Naþ and Cl� were treated as two separate phases.

Using the triphasic theory, the electrokinetic coeffi-
cients such as electrical conductivity has also been derived
in terms of the physical parameters of charged tissues
(39,130,132–134). Furthermore, a theoretical analysis
(134,135) showed that the electrical potential inside the
tissue comes from two competing sources: a diffusion
potential deriving from the FCD inhomogeneity and a
streaming potential resulting from the fluid flow within
a charged material. These two sources of electrical poten-
tial have different polarity and compete against each other.
Within the physiological range of material properties of
articular cartilage, the polarity of electrical potential inside
the tissue depends on the stiffness of the tissue. For softer
tissues (such as OA tissue), the diffusion potential tends to
dominate, whereas the streaming potential tends to dom-
inate for stiffer tissues (such as normal tissue).

Numerical methods, such as finite difference and finite
element formulations, have been developed to demonstrate
the contributions of the FCD in mechano-electrochemical
(MEC) behaviors of charged, hydrated soft tissues
(43,134,136,137). These studies showed that that higher
FCD decreases the characteristic time (gel time) and
causes the tissue to reach equilibrium in a shorter amount
of time, and showed that the osmotic effects can contribute
up to 50% of the equilibrium confined compression stiff-
ness (136) and about 30% in unconfined compression (43).
With the finite element formation, Lu et al. (138) suc-
cessfully correlated the predicted FCD with the biochem-
ical measurements, while simultaneously measuring the
apparent mechanical properties from the indentation
creep experiment.

Recently, the triphasic formulations have been linear-
ized, and the analytic solutions for the MEC response of the
tissue under unconfined compression have been obtained
both for transient state and at equilibrium (139). With a
regular perturbation, simple relations have been derived to
describe how the apparent properties, such as Young’s
modulus and Poisson’s ratio, change with the fixed nega-
tive-charge density (FCD) at equilibrium (139,140). These
relations actually are applicable to various testing config-
urations, even for steady permeation, and they indicate the
correspondence of mechanical properties between an elas-
tic body and a charged triphasic material such as articular
cartilage and meniscus (139–142).

CARTILAGE WEAR AND DEGENERATION

Cartilage wear and degeneration have been extensively
studied due to their significant roles in physically debili-
tating diseases such as osteoarthritis and rheumatoid

arthritis (1). Two types of wear occur in synovial joints:
fatigue wear and interfacial wear (66). Fatigue wear is
independent of the lubrication within the joint and is
caused by functional activities such as cyclic, repetitive
loading. A balance is presumably maintained under the
normal physiological condition whereby tissue turnover is
maintained by cells in various components of the synovial
joint. A number of factors may contribute to cartilage wear
and degeneration. Collagen fibers can be severed by exces-
sive functional activities, leading to a compromise in ten-
sile strength. The normally tight collagen fiber bundles can
be unwound and loosened (47,143). When inflammatory
cytokines are released, proteoglycans are lost rapidly,
leading to a breakdown of the ECM (144–146). Fibrillated
cartilage from osteoarthritic patients shows an increase of
apoptotic chondrocytes deeper than in the normal articular
cartilage, which generally has apoptotic cells only near the
surface (145,147). Collective loss of chondrocyte and ECM
may lead to microcracks and fissures, which may further
grow with functional loading. Thus, fatigue wear of carti-
lage is a mechanism dependent on biological synthesis and
mechanical loading (5).

Interfacial wear can result from physical contact load-
ing of articulating surfaces. Interfacial wear has been
categorized into two classes: adhesive and abrasive wear
(66). Adhesive wear is more common and occurs when a
junction is created when the two solids are in contact. As
the opposing surfaces continue to move past the junction,
fragments from the weaker surface may be torn off and
adhere to the stronger material. The concept is analogous
to rubber skid marks left on a road from a braking car. The
car is able to move past the formed junction only by having
elements of the weaker material, the rubber tire, come off
and adhere to the stronger material, which is, in this case,
the road. Abrasive wear occurs when a harder material
comes into contact with a softer material. No junction is
formed. While in contact and rubbing against each other,
the harder material cuts or plows into the softer material.
The harder material can be either one of the opposing
surfaces or loose particles caught between two softer oppos-
ing surfaces, cutting into both of them (66).

Pain, stiffness, swelling, and reduced range of motion
are the common phenotypic characteristics of osteoarthro-
sis. Typically, clinical diagnosis is only made after signifi-
cant cartilage deterioration. A number of methods have
been formed to monitor the development of osteoarthrosis.
Radiography has been the conventional method for both
diagnosis and monitoring. The topographical variation in
degenerative cartilage has been used in designing an
arthroscopic indentation instrument in which osteoarthro-
sis could be diagnosed in vivo and possibly treated before
the diminishing qualities of the disease (148). Other man-
ners that have been proposed for detection are chondro-
calcin measurement (149) and knee wear particle analysis,
which is derived from the concept of abrasive wear (150).

CURRENT CARTILAGE REPAIR STRATEGIES

Cartilage’s poor capacity for self-regeneration is well
known. The poor regenerative capacity of cartilage has
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been contrasted to bone, because bone readily regenerates
(unless it is a critical size bone defect) and has a relatively
rich blood supply (151). A lack of angiogenesis has been
cited as the primary cause for cartilage’s poor capacity for
regeneration. However, normal cartilage is avascular. Vas-
cular supply to cartilage likely will turn it into bone. Thus,
a lack of vascularization is not the direct cause for carti-
lage’s poor regenerative capacity (152).

The regenerative ability of cartilage in response to
injury also depends on factors such as joint loading, the
degree of injury, the location of injury, and whether it is
cartilage lesion alone or osteochondral lesion (153,154).
Cartilage responds differently to slowly or rapidly applied
loads. For example, loading causes fluid movement in the
matrix and may serve to counteract the deformation and to
distribute the loads throughout the tissue. However, rapid
compressive loading may not allow the fluid to infuse
matrix, thus transferring excessive loading to the cells
and the ECM macromolecules. Should excessive force be
sustained, the chondrocytes and ECM molecules may
undergo rupture or degradation. Another factor in deter-
mining the cartilage’s regenerative capability is the chon-
drocytes’ intrinsic ability to replenish the supply of matrix
molecules, as well as the approaches to remove degraded
materials (17,153,155).

Articular cartilage injuries can be classified as follows:
(1) cartilage matrix and cell injuries without substantial
tissue defects; (2) defects, fissures, or ruptures in articular
cartilage only; and (3) osteochondral lesions. The first
category of cartilage injuries without substantial tissue
defects, nonetheless, is associated with a decreased con-
centration of matrix macromolecules such as PGs and
collagen. Albeit without tissue-level defects, loss of PGs
and collagen results in a decrease in mechanical strength.
Unless repaired, even the first category of cartilage injuries
can lead to more substantial defects as described in the
second and third categories (153,155).

The second category of articular cartilage injuries is
localized within cartilage. They include focused mechan-
ical disruption of the matrix including fissures, tears,
incisions, or interruption of the integrity of articular sur-
face. Chondrocytes not only attempt to replace the loss of
matrix macromolecules but also proliferate to fill the voids
created during injury (153,156). However, the rates of
chondrocyte proliferation and matrix synthesis may not
be sufficiently high to match the rate of cartilage degrada-
tion. As articular cartilage has no nerve supply, except at
the very periphery, even substantial cartilage lesions may
not elicit pain. A few types of synovial joint injuries likely
exist that elicit pain, such as osteochondral injuries, syno-
vial membrane injuries, and injuries to the periphery of
articular cartilage. These injuries are usually not repaired
by the articular chondrocytes (4).

The third category is osteochondral injuries that involve
both articular cartilage and subchondral bone and elicit
inflammatory responses such as an influx of blood-borne
cells, platelets, and cytokines. Hemorrhaging or fibrin clot
formation may occur and later develop into a fibrous mass.
The influx of cytokines may induce migration of progenitor
cells, although no guarantee exists that these progenitor
cells, likely mesenchymal stem cells that are capable of

differentiating into all connective tissue lineage cells,
will differentiate into chondrocytes. In fact, osteochondral
lesions are likely repaired, if reparable, by fibrocartilage or
fibrous tissue instead of hyaline cartilage (154), and rarely
possess the complex zonal structures of native articular
cartilage (153,157). The mechanical strength of fibrocarti-
lage is approximately one-third of the strength of native
hyaline articular cartilage, and thus may not be able to
fulfill the weight-bearing and load-bearing functions of
normal articular cartilage. Over time, osteochondral
lesions may undergo further degradation, leading to the
exposure of subchondral bone, which results in osteoar-
throsis and can lead to joint immobility.

Current clinical treatments for articular cartilage inju-
ries have several deficiencies. Depending on the degree of
injury and whether the defect is partial- or full-thickness,
the treatments generally involve surgical irrigation, deb-
ridement, and tissue augmentation. Partial thickness
injuries of the articular cartilage involving clefts and fis-
sures, often in the early stages of osteoarthrosis, are most
commonly treated with arthroscopic surgery such as lavage
or debridement. Arthroscopic lavage involves the irriga-
tion of the joint, whereas debridement is the arthroscopic
removal of damaged tissue. By performing these treatments
either alone or in combination, a decrease in joint pain
usually results. However, lavage or debridement treatments
rarely induce the repair process of cartilage (155,157).

Full-thickness injuries refer to lesions in both articular
cartilage and subchondral bone. Although a large number
of treatments are empirical, several procedures have taken
the advantage to simulate the native repair process.
Arthroscopic treatments such as abrasion arthroplasty,
Pridie drilling, and microfracture are commonly used,
and all include the further perforation of the subchondral
bone to induce bleeding and further fibrous tissue forma-
tion. Abrasion arthroplasty and microfracture are used in
conjunction with debridement to reduce the amount of
damaged tissue within the joint. The outcome of these
treatments is variable, largely because the healing and
repair process within the articular surface are somewhat
unpredictable. Furthermore, factors such as the patient’s
age, postoperative activity level, and overall heath also
affect the outcome (158).

Recently, soft tissue grafts such as the transplantation
of the periosteum or perichondrium have been used clini-
cally to repair the articular surface for cylindrical, full-
thickness defects. The rationale for using periosteum is its
observed chondrogenic potential during development and
fracture repair (159). The periosteum consists of a fibrous
and cambial layer. The cambial layer contains precursor
cells that are capable of differentiating into osteoblasts and
perhaps chondrocytes. The process of periosteum trans-
plantation involves the creation of a defect spanning the
full thickness of articular cartilage and penetrating the
subchondral bone, and then placement of the periosteum
graft within the defect. However, much debate has occured
as to which layer of the periosteum should lay adjacent to
the bone and which layer should face the articular surface,
as the cambial layer can form cartilage, whereas the
fibrous layer forms fibrous tissue. Larger full-thickness
defects are generally repaired using allogenic or autogenic
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osteochondral tissue plugs, called mosaicplasty, excised
from nonload-bearing regions of the joint and inserted into
the full-thickness defect. Reports exist of fibrous tissue
formation and chondrocyte death at the interface between
the plug and surrounding tissue, which may lead to further
degeneration of the joint. Furthermore, donor site morbid-
ity remains a drawback of the periosteum graft or mosaic-
plasty (160).

For substantial osteochondral lesions, total joint repla-
cement using metallic condyle and plastic socket is most
commonly in practice. Current modalities of total joint
replacements suffer from drawbacks such as donor site
morbidity, pathogen transmission, wear and tear, and a
limited life span (161). Secondary surgeries are necessary
in 10–15% of the cases and suffer from substantial diffi-
culties such as scar tissue formation and loss of host tissue
(162). More importantly, current total joint replacement
therapies fail to yield biological regeneration.

CURRENT MENISCAL REPAIR STRATEGIES

Prior to the recognition of the importance of the meniscus
in the biomechanics of the knee joint in the 1970s, the
preferred treatment for meniscal injury such as tear was
total excision of the meniscus or open meniscectomy.
Despite some reports of temporary relief of symptoms,
the long-term outcome of excision or meniscectomy was
poor. In the 1980s, understanding of the material proper-
ties and biomechanical roles of the meniscus led to more
conservative treatments for meniscal tears. Furthermore,
the development of arthroscopy enabled more accurate
diagnosis of meniscal tears and, subsequently, more pre-
cise surgical treatment that has substantially reduced the
amount of damage to the surrounding tissue in comparison
with open-joint surgery (163).

Partial-thickness split tears and small (< 5 mm) full-
thickness split tears, vertically or obliquely, are usually left
alone and without surgical intervention. The inner wall of
the meniscus must be stable during probing, which is
commonly performed arthroscopically during diagnosis.
Follow-up arthroscopic examinations are often necessary
to monitor tissue healing. These injuries are usually asso-
ciated with ligament tears such as the anterior cruciate
ligament (ACL). Ligament tears in conjunction with menis-
cal tears drastically reduce the stability of the knee and can
lead to further meniscal damage.

Meniscal injuries that require surgical repair or exci-
sion are large defects with compromised vascular supply,
large meniscal deformations, or damage to the peripheral
or circumferential collagen fibers. In need of excision, it is
preferable to leave a partial meniscus intact as opposed to
full meniscectomy. The surgical approaches are either
open-joint surgeries or arthroscopic surgery to suture tears
within the meniscus (163).

TISSUE ENGINEERING OF ARTICULAR CARTILAGE
AND MENISCUS

The rapidly evolving field of tissue engineering has
promised to deliver biological replacements of damaged

articular cartilage and meniscus. In comparison with
current treatment modalities, tissue engineering repre-
sents a shift in the paradigm. Whereas current treatment
modalities improve articular cartilage and meniscal inju-
ries by increments, the end goal of tissue engineering is to
generate or regenerate articular cartilage and meniscus.

Previous investigations of the structural, biochemical,
and mechanical properties of articular cartilage and menis-
cus serve as the necessary foundation and have set the
stage for the tissue engineering of these structures. For
example, a commonly stated long-term goal of a biochem-
ical study to investigate the PG distribution in various
zones of articular cartilage was to improve the treatment of
cartilage defects in arthritis, which was all too familiar for
a published study or a grant proposal decades ago.

To tissue-engineer articular cartilage or meniscus, one
has the conceptual liberty of selecting cell sources, scaf-
folds, or growth factors. Another essential choice is
whether mechanical stress is to be applied to the tissue-
engineered articular cartilage or meniscus prior to or after
in vivo implantation. Thus, the initial stage of tissue
engineering of articular cartilage and meniscus is an opti-
mization process of cells, scaffolds, growth factors, or
mechanical stimulus.

Cells Capable of Generating Articular Cartilage and Meniscus

Articular chondrocytes are the obvious choices for articular
cartilage regeneration (164–166). From the standpoint of
scientific discovery, articular cartilage or meniscal regen-
eration from articular chondrocytes or meniscal fibro-
chondrocytes has revealed a wealth of information (e.g.,
167–169). From the standpoint of alignment with eventual
therapeutic regeneration of synovial joint condyle in
arthritis patients, the selection of articular chondrocytes
is problematic. The essential problem at this time is that
articular chondrocytes are not very expandable ex vivo.
Thus, relatively large donor site defects are necessary to
harvest a large amount of tissue(s) from the patient in
order to obtain sufficient numbers of articular chondro-
cytes or meniscal fibrochondrocytes for healing substantial
articular cartilage or meniscal defects. In contrast,
mesenchymal stem cells, whose natural progeny includes
both chondrocytes and fibrochondrocytes, can be obtained
in small quantities (e.g., a few cc of bone marrow content)
(170) or from other connective tissue sources such as
adipose tissue (170,171), readily expanded ex vivo in cell
culture and reliably differentiated into chondrocytes cells
(170,172). Embryonic stem cells may turn out to be a viable
cell source for synovial joint regeneration, especially in
consideration of the recent demonstration of the differen-
tiation of embryonic stem cells into osteogenic cells
(173,174). Embryonic stem cells are likely to be of greater
significance in synovial joint condyle regeneration if the
isolation and expansion of adult MSCs encounter substan-
tial difficulties. However, thus far, it does not appear to be
the case for synovial joint condyle regeneration (172).
Chondrogenic and osteogenic cells derived from MSCs
appear to be the logical choices at this time for exploring
clinically applicable approaches toward regenerating the
synovial joint condyle (152,172,175–180).
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Biomaterial Scaffolds Are often Necessary for the Engineering
of Structural Tissues such as Articular Cartilage and Meniscus

The optimal scaffolds for articular cartilage and meniscal
regeneration are yet to be determined. An increasing
number of meritorious studies have reported a wide range
of natural and synthetic polymers for articular cartilage
regeneration. Many of the tested synthetic polymers are
biocompatible and biodegradable, two desirable features
for cartilage regeneration (181). A model scaffold should
allow effective diffusion of essential nutrients and meta-
bolic wastes, given that chondrocytes and fibrochondro-
cytes both rely on diffusion for survival.

For cartilage regeneration, natural and synthetic poly-
mers may need to simulate the extracellular matrix envir-
onment of chondrocytes that are created by Type II
collagen and PGs in a highly aqueous matrix. Several
hydrogels simulate cartilage matrix to various degrees,
such as alginate, hyaluronate, chitosan, and polyethylene
glycol-based polymers (175,176,181–183). The organiza-
tion of chondrocyte phenotypes in various zones of articular
cartilage may also need to be simulated, as demonstrated
in recent reports by encapsulating articular chondrocytes
from various zones of bovine articular cartilage into dif-
ferent hydrogel layers (184–186). The water content and
diffusion properties of hydrogels mimic an ECM to allow
tissue-forming cells to obtain systemic nutrients (187). The
initial viscous liquid form of several hydrogel materials
provides a unique capability to form complicated shapes
while maintaining uniform cell distributions. For exam-
ples, an aqueous-derived silk scaffold also encompasses
hydrogel-type properties and has been shown to support
chondrogenesis (188). Pellet culture is a practice devoid of
scaffolds that takes advantage of the dense, avascular, and
aneural condition of cartilage. This system is done simply
by centrifuging chondrocytes or MSCs into a pellet and
incubating them in desired conditions. Although pellets do
not provide efficient shape retention, they do bestow valu-
able information in vitro as models for chondrogenic MSC
differentiation. Despite various levels of reported success
with in vitro models, cell-hydrogel interactions need to be
better understood, along with optimization of hydrogel
composition, cross-linking, and degradation behavior as
a function of the in vivo regenerative outcome.

In engineering an osteochondral construct, it is essen-
tial to construct a mold that is specific to the joint.
Computer-aided approaches have been developed to con-
struct molds that will both accurately replicate the
anatomy of the joint as well as preserve the intricate
architectural integrity of the interior of the scaffold. These
intricate details can range from pore size to channel orien-
tation to surface texture and can effectively contribute to
the synthesis, or lack thereof, of the tissue one is trying
to engineer. Common methods for 3D mold fabrication
are based on software programs that read and digitize
computerized tomography or magnetic resonance imaging.
Solid free-form fabrication (SFF) technology can be used to
produce an actual 3D scaffold through combining the inter-
ior architecture image and the external scaffold image,
which is done via a layering process from computer-aided
design files. SFF shows excellent promise due to the

possibility of controlling the aforementioned necessary
parameters needed in scaffold fabrication.

Growth Factors Are Necessary for Modulating Cell Behavior

Growth factors are proteins and polypeptides capable of
modulating all aspects of cell behavior such as proliferation,
differentiation, and apoptosis. Cells can be regulated by
self-released growth factors (autocrine effect), or by growth
factors released by other cells (paracrine effect). For chon-
drogenic differentiation, TGF-b superfamily is frequently
used (e.g., 176,189). The de-differentiation and re-differen-
tiation of chondrocytes are regulated by combinations of
TGF-b1, fibroblast growth factor-2, and sequential exposure
to IGF-I (190). TGF-bs also stimulate GAG synthesis in
isolated cultured meniscus cells (191). Platelet-derived
growth factor (PDGF) promotes chondrogenesis in chick
limbs both in vitro and in vivo (191). Resting zone chon-
drocytes treated with PDGF shows hypertrophic activity in
forming new cartilage (192). Although many growth factors
have provided positive results, the optimal scheme of their
application is not yet fully understood. The reader is
referred to several recent in-depth reviews of growth factor
delivery in cartilage regeneration (154,183,193).

Functional Tissue Engineering of Articular Cartilage
and Meniscus

The field of functional tissue engineering has been pro-
posed in response to the need to engineer tissues that have
not only the appropriate cellular and matrix structures,
but also the necessary physical properties (194,196). The
aforementioned mechanical properties of both articular
cartilage and meniscus are quite complex and intricate
to replicate. The rather severe loading environment of
cartilage in a synovial joint attributes to poor repair cap-
abilities as well as degeneration. It has been proposed that
a potential solution to engineer tissues with the appropri-
ate physical properties lies in the physical factors, among
which mechanical stress is most well studied (194–196).
Prior to the conception of functional tissue engineering, it
is widely acknowledged that mechanical factors can effec-
tively influence cell behavior such as proliferation, differ-
entiation, and matrix synthesis. Significant evidence exists
that physical stress can accelerate or improve tissue regen-
eration and repair in vitro. The preference of chondrocytes
to synthesize proper ECM components at an accelerated
pace can help engineer cartilage and meniscus in an effi-
cient manner. This concept can be used to enhance engi-
neered grafts to more accurately represent native tissue. In
order to better provide these stresses, a movement has begun
to construct mechanical bioreactors that increase matrix
synthesis through different approaches. Examples in which
mechanical stimulation has proven advantageous in synthe-
sizing cartilage has been through fluid flow (197,198), simu-
lated hypogravity (199), simulated microgravity (200), static
and cyclic compression (201–203), and hydrostatic pressure
(204). Recent studies have suggested that external mechan-
ical loading of cells or cell-polymer constructs may enhance
their mechanical strength (e.g., 186,205,206). Although prac-
tical in theory, the type, frequency, area, and amount of
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loading still need to be determined to furnish the optimal
results of engineering each individual tissue.

The mechanical properties of engineered articular car-
tilage and meniscus can be readily tested, in many ways
similar to the mechanical testing of native articular carti-
lage and meniscus. The results of compressive moduli of
native and engineered articular cartilage or meniscus
tissue using excised tissue plants and in vitro testing
can be directly compared. However, loading measurements
of native or engineered articular cartilage and meniscus
have not been accomplished in vivo. Therefore, the ideal
mechanical properties of tissue engineered articular car-
tilage can only be estimated, not accurately determined.
Various biomaterials have been investigated for articular
cartilage repair and have various mechanical properties
that must be considered when designing a suitable scaffold.
Engineering a scaffold that is too stiff may detrimentally
affect cell viability and matrix synthesis. Stress shielding
may occur and surrounding tissue may degrade as physio-
logical loads are transferred to the more mechanically stiff
implant. In contrast, a scaffold too soft will not exhibit the
needed mechanical stiffness for the applied loads, causing
physical breakdown and degradation of the material, leav-
ing a void in the host tissue. Various zones of articular and
fibrocartilage have different mechanical properties (56,207).
Whether regional differences in the mechanical properties
of articular cartilage and meniscus need to be simulated in
tissue engineering remains to be explored (79).

SUMMARY AND CONCLUSIONS

Articular cartilage and meniscus are load-bearing and
hydrated tissues that are key structures of diarthrodial
joints. The similarities between the two structures include
their remarkable capacity for resistance to and transmis-
sion of mechanical stress and their ability to enable joint
lubrication. However, articular cartilage and meniscus
have many important differences. Articular cartilage, in
the overwhelming majority of human synovial joints, con-
sists of hyaline cartilage, whereas the meniscus is com-
posed of fibrocartilage. The mechanical properties of native
articular cartilage and meniscus have been studied exten-
sively and shown to vary with species, location, and even
the orientation of test specimens. Motivated by the concept
of functional tissue engineering, the mechanical properties
of engineered articular cartilage from cells and biomater-
ials have also been investigated in recent years. As a result
of drastically different structural and mechanical pro-
perties between articular cartilage and meniscus, the
engineering challenges of the two tissues are different.
Mesenchymal stem cells, or other stem cells, need to be
differentiated into chondrocytes for the engineering of
articular cartilage, whereas these stem cells may need to
be differentiated into fibroblasts and chondrocytes, or per-
haps fibrochondrocytes, for the engineering of meniscus.
The optimal biomaterials for the engineering of articular
cartilage and meniscus remain to be identified or fabri-
cated. At least, the engineered articular cartilage and
meniscus must adapt to possess similar mechanical proper-
ties of their native target tissues. The existing knowledge

on the biological and mechanical properties of articular
cartilage and meniscus provides the necessary foundation
for the eventual goal to regenerate or replace diseased or
lost articular cartilage and knee meniscus with engineered
tissue analogs.
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INTRODUCTION: NATURE OF BLOOD CELLS (1,2)

Cells compose� 50% of the volume of normal human blood,
while plasma constitutes the remaining volume. Gener-
ally, cells in blood are divided into three categories: plate-
lets, erythrocytes (or red blood cells, RBCs) and leukocytes
(or white blood cells, WBCs) (Table 1) (3). Among these, the
platelets or thrombocytes are small, irregular, disk-shaped
cells that lack a nucleus. They are of size 2–3mm in
diameter. These cells primarily function to stop bleeding
or hemorrhage, and they also participate in coronary
artery disease. They do so by being part of the blood
coagulation cascade and by aggregating with each other.
Platelets are found in blood at a concentration of 0.15–
0.5� 106 cells�mm�3. The second type of cells in blood,
erythrocytes, contains a red respiratory protein called
hemoglobin. These are disk-shaped, biconcave cells with-
out nuclei. Their diameter ranges from 6 to 8 mm and their
thickness is 1.5–2.5mm. The primary function of erythro-
cytes is to transport oxygen and carbon dioxide between the
lung and body tissues. Erythrocytes are the most numer-
ous blood cells at concentrations of 4–6� 106 cells�mm�3.
Mature erythrocytes emerge from precursors that are
called reticulocytes. Erythrocyte counts are on average
� 10% higher in the human adult male population than
those in the female population. Lack of iron and hemoglo-
bin in erythrocytes can lead to anemia, a pathological
deficiency in the oxygen-carrying component of blood.
The third type of blood cells is the leukocytes, whose
primary function is to provide the body with immunity
and to protect it from infection. Leukocytes are fewer in
number than the erythrocytes with a concentration of
� 5–10� 103 cells�mm�3. These cells are roughly spherical
in shape and they contain nuclei, and considerable internal
and cell-surface structures.

Leukocytes are categorized in various ways depending
on their function and differentiation pathway. One com-

mon method subdivides these cells into myeloid and lym-
phoid cells. Myeloid cells differentiate into phagocytes,
while lymphoid cells primarily produce lymphocytes. The
phagocytes include polymorphonuclear granulocytes and
monocytes–macrophages. Of these, the former have lobed,
irregular shaped (polymorphic) nucleus. They are further
subdivided into neutrophils (55–70% of all leukocytes),
eosinophils (2–4%), and basophils (0.5–1%), on the basis
of how the cellular cytoplasmic granules are stained with
acidic and basic dyes. Leukocytes are also commonly char-
acterized based on particular cell-surface receptors that
are expressed by them, since these are specific to a parti-
cular subpopulation. Many of these receptors are recogniz-
ed by monoclonal antibodies. A systematic nomenclature
has now evolved in which the term CD (Cluster Designa-
tion) refers to a group of antibodies that recognize a parti-
cular cell-surface antigen. The CD classification is thus
often used to classify and identify particular leukocyte
subpopulations. A method of blood cell counting called
flow cytometry (described below), often uses the fluores-
cence of labeled antibodies to distinguish between various
cell types.

Among the granulocytes, neutrophils are the most
abundant cell type. These represent the body’s first line
of defense during immune response. They are character-
ized by a number of segmented nucleus lobes connected by
fine nuclear strands or filaments. Immature–young neu-
trophils have a band- or horseshoe-shaped nucleus. Thus,
while the younger neutrophils are known as band neutro-
phils, the mature cells are the segmented neutrophils.
Segmented neutrophils are the predominant species in
human blood, while band neutrophil levels are elevated
following bacterial infection or acute inflammation. The
term left shift is used to indicate an increase in the number
of circulating immature neutrophils. Condition under
which the number of circulating neutrophils is increased
is called neutrophilia, while a decrease in this cell type
results in neutropenia. Another important morphological
characteristic of neutrophils is the virtual lack of endo-
plasmic reticulum and mitochondria. Mature neutrophils
have short lifetimes in circulation and they migrate into
tissues to defend against invading microbes during
inflammation. Eosinophils, like other granulocytes, pos-
sess a polymorphous nucleus, generally with two lobes.
They can response to allergy and parasitic infection. They
attack large parasites such as helminthes via their C3b
receptors. Eosinophils release various substances from
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Table 1. Characteristic of Normal Blood Cellsa

Cell Type Concentration Size, mm Density, g�mL Shape Nucleus Cytoplasm

Platelet(thrombocyte) 0.15–0.5�106�mL�1 2–3 1.03–1.06 Small disk shape None Granular
Erythrocyte (RBC) 4–6�106�mL�1 6–8 1.09–1.11 Biconcave disk None Hemoglobin
Leukocyte (WBC) 5–10�103�mL�1 8–20 1.05–1.10
Neutrophil 55–70% of WBC 9–15 1.08–1.10 Various Lobed Granular
Eosinophil 2–4% of WBC 9–15 1.08–1.10 Various Lobed Granular
Basophil 0.5–1% of WBC 10–16 1.08–1.10 Various Lobed Granular
Monocyte 3–8% of WBC 14–20 1.05–1.08 Various Round Fine
Lymphocyte 20–40% of WBC 8–16 1.05–1.08 Round Round Clear

a(Adapted from Ref. 3. pp 3–6.)



their eosinophilic granules. These include major basic
proteins, plus cationic proteins, peroxidase, phospholi-
pase D and histaminase. The number of eosinophils can
augment in blood during allergy (eosinophilia), dermato-
logical disorder and parasitic infection. Basophils have a
two-lobe nucleus. They release inflammatory mediators,
such as histamine and bradykinin, and prostaglandins
and leukotrienes. Basophils play an important role in
inflammatory and allergic response. Their number is
increased in patients with hypoactive thyroid conditions
and during certain malignancies like chronic myeloid
leukemia.

Monocytes and macrophages (tissue monocytes) repre-
sent the second type of phagocytes and these are relatively
large, long-lived cells compared to polymorphonuclear
granulocytes. Their cytoplasm is transparent with typi-
cally a horseshoe-shape nucleus. Monocytes are involved in
both acute and chronic inflammation. The transformation
from monocytes to macrophages is controlled by different
cytokines. When responding to chemical signals at the
inflammation site, monocytes quickly migrate from the
blood vessels and start to perform phagocytotic activity.
These cells also have an intense secretory activity that results
in the production and secretion of chemical mediators such as
lysozymes and interferons. The number of monocytes in
circulation is increased whenever there is increased amount
of cell damage, such as during recovery from infection.

Lymphocytes are mononuclear cells that constitute
� 20–40% of all leukocytes. These cells have a round or
oval shaped nucleus that is typically large in comparison to
the overall cell size. Besides circulating in blood vessels,
lymphocytes also populate the lymphoid organs, as well as
the lymphatic circulation. The specificity of immune
response is due to lymphocytes, since these cells can distin-
guish between different antigenic determinants. Lympho-
cytes are subdivided into three main categories: (1) T-cells,
(2) B-cells, and (3) natural killer (NK) cells. T-Cells are
responsible for cellular immune response and are involved
in the regulation of antibody reactions by either helping or
suppressing the activation of B lymphocytes. B cells are the
primary source of cells responsible for humoral–antibody
responses. These are responsible for the production of
immune antibodies. The NK cells destroy target cells via
nonphagocytic reaction mechanisms that are termed cyto-
toxic reaction. Lymphocyte number may increase in blood in
patients with skin rashes from certain viral diseases such as
measles and mumps, in patients with thyrotoxicosis, and in
patients recuperating from certain acute infections.

RATIONALE FOR CELL COUNT

Blood cell count is achieved by determining the concentrations
and other parameters of different cell types in a unit volume of
circulating blood. It can be a complete blood count (CBC,
defined later in this article), which examines every blood
component, or it may measure only one element. Table 1
demonstrates the characteristic of normal blood cells from a
healthy adult. These values vary with age, sex, race, living
habit, and health status. Further, under pathological con-
ditions, the distribution of blood cells may be perturbed and

thus blood cell counting can aid diagnostics. For example, a
typical symptom of common anemia is an inadequate
amount of RBCs. The increase or decrease in the numbers
of the different types of WBCs may indicate infection and
inflammation as discussed above. In addition to the cell
numbers, other information regarding blood cells, such as
cell size, is also important. For example, in patients with
anemia caused by vitamin B12 deficiency, the average size of
the RBCs is larger than normal and this disease state is
called macrocytic anemia. On the contrary, if red blood cells
are smaller than normal, as in the case of microcytic anemia,
the condition may be indicative of iron deficiency. Therefore,
a routine blood test, which includes not only blood cell count
but also measurement of other parameters, can aid disease
diagnosis and treatment by health professionals.

HISTORY AND BASIC PRINCIPLES FOR BLOOD CELL
COUNTING (4–10)

Cell counting has evolved over the centuries from a manual
method that heavily relied on microscopic examination, to
one where electrical and optical measurement strategies,
along with computer automation, are playing an increas-
ingly important role. Indeed, manual methods are still
important in research laboratories that study a wide
variety of animal systems and cell types, in addition to
human blood. On the other hand, automated systems are
typically used in clinical studies. In this context, modern
technology has automated the process of blood cell count-
ing and the assessment of various blood cell parameters. A
CBC, thus, not only provides a panel of tests to quantify
the composition of whole blood, it may also include more
detailed information regarding the cell profile. Based on
technical feasibility and cost, either a simple manually
operated cell counter or a more advanced automated blood
count platform can be applied to serve the specific medical
diagnose need. A brief history and rationale that has lead to
current strategies for blood cell counting is outlined below.

Microscopy Coupled with Manual Visualization

Notable, among the early attempts to count blood cells, was
the work by Anton van Leeuwenhoek in the seventeenth
century who counted the number of chicken erythrocytes in
a glass capillary of known dimensions using his micro-
scope. Later, in the nineteenth and early twentieth cen-
tury, Burker employed a shallow rectangular chamber
with a thin coverglass as a counting chamber. Advances
in this basic design have now resulted in the laboratory
hemocytometer, which is commonly employed for manual
cell counting. Ehrlich’s classical work on the staining of
white blood granules laid the foundations of hematology
and differential cell counting. In these studies, he demon-
strated that it is possible to distinguish between the var-
ious blood cell subgroups using acidic and basic dyes that
differentially stained the cellular granules and nucleus.

Hemocytometer

One device that utilizes the light microscope for cell
counting is the hemocytometer. This is a commercially
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available counting chamber that is used for manual blood
counting. It consists of two parts: a microscopic slide with
improved Neubauer ruling, and a special thick flat cover
slip (Fig. 1a). Both the hemocytometer slide and cover
slip must meet specifications of the National Bureau of
Standards. The slides have two raised surfaces for dupli-
cate cell counting, each of them bearing square-shaped
grids of dimensions 3� 3 mm. The two raised surfaces are
separated by an H-shaped moat. Each of the 3� 3 mm
squares has a central area of size 1� 1 mm that is
further subdivided by 25 groups of 16 smaller squares
(Fig. 1b and c). During cell counting, the coverslip is
placed on top of the counting surfaces such that the distance
between the counting surface and the coverslip is 0.1 mm.
Thus, the total volume in the space between the central
1� 1 mm area and the coverslip is fixed at 0.1 mm3. Sam-
ples to be studied can be loaded into the chamber using
a standard laboratory pipette placed at the point labeled
V-slash.

A phase contrast microscope is used to view blood on a
hemocytometer slide. In such runs, a sample of diluted
blood mixture is placed in a hemocytometer. For a proper
count, cells should be evenly distributed. In a white cell
count, blood is typically diluted 1:20 in a solution that
lyses red cells and stains white cells. Because red cells are
so much more numerous than white cells, blood is nor-
mally diluted 1:200 for red cell counts. The total number of
cells in the central area with fixed volume of 0.1 mm3 is

counted and this measurement is used to estimate the
concentration of cells per cubic millimeter (mm3) according
to, cell concentration¼number of cells counted�dilution
factor / volume under central grid. For simplicity, instead of
counting all the cells in the central 1� 1 mm area, counting
cells present in a sufficient number of representative
squares is also reasonable as long as the acceptable level
of accuracy can be ensured. A suitable convention should
be applied to avoid counting cells twice, for example, by
counting only those cells that touch the top and right-hand
margins of a square and omitting cells that touch the
bottom and left margins. The World Health Organization
(WHO) has recommended methods for the visual determina-
tion of WBC count and platelet count using hemocytometer
(Recommended methods for the visual determination of
WBC count and platelet count. Geneva: World Health Orga-
nization, 2000. WHO/DIL/00.3). It describes the detailed
sample preparation procedure and counting techniques,
and this could be used as a basic protocol for cell counting
using the hemocytometer.

Electrooptic Measurements

Advances in electronics and electrooptics in the twentieth
century have dramatically simplified blood cell counting
and made automation of these processes possible. Some
examples of early advances are illustrated in Fig. 2. Panel
a describes a method developed in the 1940s where cells
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Figure 1. (a) Diagram of hemocytometer
with cover slip. (b and c) Expanded view of
ruled area as seen under a microscope.



were electrooptically measured based on turbidimetry.
Here, light lost per millimeter of path length based on
scattering or absorbance by blood cells was related to cell
concentration. Using cell reference or artificial standards,
thus, RBC concentrations could be determined. In this
approach, instead of detecting cells individually, the cell
concentrations were measured using principles analogous
to Beer’s law. Panel b illustrates a photoelectric device
from 1953, where a thin fluid stream was created such
that single cells passed via a microscope viewing station.
Images of these cells were magnified and detected using a
photomultiplier tube. Panel c illustrates another early
instrument where erythrocytes could be counted automa-
tically by means of photoelectric spot-scanning of a thin

layer of diluted blood. Here the manual visual counting
chamber technique discussed above was improved by
introducing a photomultiplier and an electronic counting
unit. A motor drives the counting chamber. An instru-
ment based on this principle is the Casella Counter shown
in Fig. 2c.

Electronic Cell Counter

In 1950s, Wallace Coulter (Founder of Coulter Company,
now Beckman-Coulter Co.) developed a method for cell
counting based on electric impedance. This method now
forms the basis of most particle size analysis methods in
the world. This method, also called low voltage direct

84 CELL COUNTER, BLOOD

Figure 2. (a) Schematic of an early instrument using the ensemble method to obtain a blood cell
count. The intensity of light that is scattered onto a ring-shaped photodetector is measured. The
intensity is proportional to cell concentration. (b) Schematic of a photoelectric device that optically
counts cells under flow. Here, a fluid stream containing cells is passed through a microscope viewing
station. The photomultiplier detects the passage of cells. (c) Schematic diagram of a device using a
photoelectric spot scanning method. Mechanical motion is provided to scan cells contained in the
counting chamber (3).



current (dc) method, is based on the measurement of
changes in electrical resistance as cells pass through a
small orifice that separates two electrodes. In this type
of device (Fig. 3), cells are suspended in an electrically
conductive diluent, such as saline. Low frequency electrical
current is applied between two electrodes; one of them
being placed in the cell medium and the second within
the aperture tube. The aperture tube has a small orifice or
sensing aperture that is typically of size 50–200mm in
diameter. During the measurement, cells are drawn
through the aperture using a pressure gradient that is
either generated by a mercury manometer or oil displace-
ment pump. Cells are assumed to be non-conducting. Elec-
trical resistance between the two electrodes or impedance
in the current occurs as the cells pass through the sensing
aperture, causing voltage pulses that are measurable. The
number of pulses is proportional to the number of cells
counted. The size of the voltage pulse is directly propor-
tional to the size (volume) of the cell. This principle allows
discrimination between cells of different sizes. Counting of
specific-sized cells is also possible using threshold circuits
that cut-off voltage pulses above and below predetermined
values. The quantity of suspension drawn through the
aperture is precisely controlled to allow the system to count
and size particles precisely. Finally, several thousand par-
ticles are individually counted within seconds in this
device. Measurements are independent of particle shape,
color, and density.

Analogous to the above method is the radiofrequency
(RF) resistance method where high voltage electromag-
netic current is flown between the two electrodes instead
of dc. This current circuits the cell membrane lipid layer
and penetrates into the cell. While the dc method defines
the volume of the cell, changes in conductivity measured
using the RF method correlate with the cell’s interior
structure including the nucleus volume and density, and
cytoplasm granule composition. Both dc and RF may be
applied simultaneously and this can yield different infor-
mation about cell size and cellular structure. Such a dual
measurement strategy is employed by Sysmex cell coun-
ters to quantify the differential leukocyte counts (DLC) as
discussed later.

Several factors affect the precision and accuracy of
measurements made using the electric impedance meth-

ods. First, the aperture size is critical. The instrument is
set to count only particles within the proper size range. The
upper and lower levels of the size range are called size
exclusion limits. Any cell or material larger or smaller than
the size exclusion limits will not be counted. Sample must
also not contain other material that might erroneously be
counted as cells. In practice, erythrocyte and platelet
aperture should be smaller than leukocyte aperture in
order to increase platelet count sensitivity. Besides the
size exclusion limits and aperture size, cell shape and
physical properties are also important in determining
the shape factor or the ratio of electrically measured
volume to the geometric volume. Erythrocytes may result
in different signals depending on their orientation with
respect to the aperture in the sensing zone. Simultaneous
passage of more than one cell at a time through aperture
may also cause artificially large pulses, and thus circuits
to correct for this coincidence error are required. The
magnitude of the coincidence error increases with cell
concentration. Correction should be completed by the
countercomputer based on the relationship of cell count
with cell concentration and aperture size. Finally, an
internal cleaning system to prevent or slow down protein
buildup in aperture is beneficial in minimizing aperture
blockage.

Hydrodynamic focusing as discussed below helps to
solve many of the problems above and it provides improved
cell counting and characterization. This has been devel-
oped and assembled in many cell counters today and this
feature dramatically improves the cell volume distribution
resolution.

Laser Light Scattering and Fluorescence Detection

Optical scattering can be used alone or in combination with
other electrical measurement strategies discussed above
for cell counting and characterization. A key feature of such
instruments is hydrodynamic focusing where an external
sheath flow allows alignment of blood cells one-at-a-time in
the path of a light beam, usually within a quartz flow cell
(Fig. 4a). Incident light on cells within this flow stream are
scattered or redirected in a manner that is dictated by the
size of the cell and the intracellular distribution of refrac-
tive index. Lasers are generally preferred as the light
source since it produces monochromatic light that has a
small spot size. Photomultiplier tubes (PMTs) are used to
collect the weak signal of scattered light. The light scat-
tered at angles from 5–108 (forward scatter) in general
correlates with cell size. Light scattered at 908 is called
side-scatter and this is related to the cell shape, orienta-
tion, and cellular content. A cell with many complex intra-
cellular organelles will also give a larger side-scatter signal
than a cell with fewer intracellular organelles. The design
of precise angles where scattered light signals are mea-
sured is specific to instrument manufacturers and the
cell-enumeration strategy employed. In general, these scat-
ter data together allow reliable identification of distinct
populations, such as platelets, RBCs, monocytes, and neu-
trophils in a mixture. They can also allow enumeration
of lymphocyte subsets and reticulocytes. While, optical
scattering methods reveal information about cells that is
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distinct from that obtained from the above electrical
methods, their estimates of cell volume are not as accurate
as the electrical methods.

A major advantage of optical methods using lasers is
that such methods can be readily coupled with fluorescence
detection (Fig. 4b). Fluorescent conjugated antibodies to
specific cell-surface CD markers or specific ligands can be
used not only to identify particular blood cells, but also to
label cellular components that may be indicative of disease
states. In such work, when the laser light reaches these
cells, a fraction of the photons are absorbed by the fluor-
escent probe, which then reemit the photon at a longer
wavelengths. The quantity of this emitted light (both scat-
tered and fluorescent) is measured using photomultiplier
tubes that are arranged in conjunction with a series of
optical filters and dichroic mirrors as shown in Fig. 4a. The
detection and conversion of scattered or fluorescent light
into electrical signals is accomplished by photodetectors

that capture photons on a light sensitive surface that elicits
an electron cascade. The signal output from such detectors
is amplified (either linearly or logarithmically) and then
converted from analog to digital form for computer analy-
sis. Multidimensional plots of various scattering properties
with fluorescent signals can thus be generated to indivi-
dually characterize each cell in a complex mixture.

COMPLETE BLOOD CELL COUNT (5,10)

Computer Blood Cell Count is a series of tests that result in
the quantitation of the number of erythrocytes, leukocytes,
and platelets in a volume of blood. The measurements also
estimate the hemoglobin content and packed cell volume
(or hematocrit) of erythrocytes. This can be done manually
using a microscope along with cytochemical dyes, such as
Wright–Giemsa stain. The combination of acidic and basic
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Figure 4. (a) Schematic of flow cytometry
showing hydrodynamic focusing of cells by
sheath fluid that brings the cells in the path
of a laser beam. Light scattered by cell at
various angles is collected. These are passed
through an arrangement of optical filters to
yield measures of forward scatter, side scatter
and particle fluorescence. (b) Stokes shift is
depicted for the fluorescent probe fluorescein
where the wavelength of the absorbed and
emitted quanta are shifted, with the emitted
wavelength being longer than the absorbed
light.



dyes here can differentially stain the granules, cytoplasm,
and nuclei of various blood cell types. Alternatively, in
clinical laboratories an automated cell counter can be used
to count cells in a given volume. Low end instruments offer
RBC and platelet analysis with three-part differential
leukocyte count (DLC) while higher end instruments
may include a five-part differential count along with reti-
culocyte analysis. The speed of the instrument and level of
automation varies with the class of instrument. The ana-
lysis thus obtained is compared with the normal range and
assessed for clinical or research purposes. A complete blood
cell count mainly includes the following parameters:

Hemoglobin

Hemoglobin concentration (HGB) is reported in grams per
deciliter (g�dL�1) of blood. This parameter typically varies
in proportion to erythrocyte concentration in blood. The
normal range for hemoglobin is age and sex dependent.
Traditionally, hemoglobin is measured using the cyan-
methemoglobin method, as recommended by the Interna-
tional Council for Standardization in Hematology (ICSH).
Here, a lysing agent is added to disrupt RBCs and to release
cellular hemoglobin. This hemoglobin is converted into a
stable form called cyanmethemoglobin (see reaction below),
the quantity of which can be measured using a spectro-
photometer for absorbance measurement at � 540 nm.

HbðFe2þÞ������!
K3FeðCNÞ6

methemoglobinðFe3þÞ

��!KCN
cyanmethemoglobin

Since cyanmethemoglobin measurements contain poisonous
cyanide reagent, other more environmentally friendly meth-
ods for automated HGB measurement have been developed.
Among them, sodium lauryl sulfate-hemoglobin (SLS-Hb)
method is used by Sysmex automated cell counters. Here,
the lauryl group of the ionic surfactant, which is hydro-
phobic, binds strongly with hemoglobin. This binding leads
to rapid globin molecular conformation change and conver-
sion of hemoglobin from the ferrous (Fe2þ) to the ferric
(Fe3þ) state. The hydrophilic group of SLS now binds with
Fe3þ to form a stable SLS-Hb. The absorption maximum of
SLS-Hb occurs at 535 nm with a shoulder at 560 nm, and
this feature is used to determine hemoglobin content. This
reaction mechanism is useful since conversion to SLS-Hb
occurs rapidly within 10 s.

Platelet Count

Platelet count (PLT) is normally expressed as thousands
per microliter (mL) and can be measured manually using
the hemocytometer. Care must be taken during such mea-
surements to avoid platelet clumps that can occur in the
absence of appropriate anticoagulant. Electronic counting
of platelets can also be performed using electric impedance
or light scattering methods. Such measurements are typi-
cally performed in channels that are designed to discrimi-
nate between erythrocytes and platelets. Size distributions
resulting from platelet counts can be used to estimate the
mean platelet volume (MPV), which is a measure of the
platelet volume variation. In general, increased MPV

may be expected in regenerative thrombocytopenia, which
is accompanied by an increased production of platelets by
bone marrow.

Red Blood Cell Count

The RBC or erythrocyte count is expressed in millions per
microliter of whole blood. Such counts can be measured
manually using the hemocytometer. In hematology analy-
zers, RBC content is typically measured using either the dc
impendence method, light scattering analysis, or a combi-
nation of the two. Attention is placed during these mea-
surements to discriminate between small RBCs and
platelets. Results of such analysis typically result in a
RBC size distribution plot from which other indices can
be estimated. These indices include: (1) Hematocrit (HCT),
which is also called packed cell volume (PCV). This is a
measure of the volume fraction of RBCs in whole blood
expressed in %vol/vol. Normal adult hematocrit ranges
from 35 to 50%, and this is both sex and age dependent.
Traditionally, hematocrit is determined by monitoring the
height of packed RBCs after centrifugation in a standard
microhematocrit tube, relative to the column length. Elec-
tronic cell analyzers can also estimate hematocrit by mea-
suring the individual volumes of RBCs (also called MCV as
described below) and determining the product of RBC
count and MCV. (2) Mean corpuscular volume (MCV) is
the mean volume of RBCs expressed in femtoliters (fl). The
normal range is � 80–100 fL. The MCV can be experimen-
tally determined from the RBC size distribution height.
Alternatively, if HCT value is known, MCV is calculated
based on the ratio of hematocrit and RBC count. This
parameter is analogous to MPV, which can be derived from
platelet data. When the MCV is low with normal HCT, the
blood is said to be microcytic. (3) Mean corpuscular hemo-
globin concentration (MCHC) is the mean concentration of
hemoglobin in the RBCs in grams per deciliter (g�dL�1).
This is calculated based on the ratio of HGB by HCT. Red
cell populations with normal, high, or low values of MCHC
are referred to as normochromic, hyperchromic, or hypo-
chromic, respectively. The last case can occur during
strongly regenerative anemia, where an increased popula-
tion of reticulocytes with low HGB content pulls the aver-
age value down (an increased MCV would be expected
under this scenario). (4) Mean corpuscular hemoglobin
(MCH) is a measure of the mean mass of hemoglobin
(HGB) in RBC, and is expressed in picograms (pg).
(5) Red cell distribution width (RDW) is an index of the
variation in cell volume within the RBC population. It is
mathematically determined by (Standard deviation of
RBC volume/ MCV)� 100. The normal range for RDW is
11–15%. While, red cell populations with normal RDW are
called homogeneous, those with higher than normal are
termed heterogenous. For example, increased number of
reticulocytes, which is associated with erythropoiesis, will
cause increased RDW values. The RDW index may be an
early indicator of changes in red cell population sizes, for
example, during anemia caused by iron deficiency. In this
case, the presence of few microcytic RBCs may increase the
standard deviation of the cell distribution even before
marked changes in MCV are observed.
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White Blood Cell Count

White blood cell or leukocyte count is measured in thou-
sands per microliter. During manual WBC count, RBCs in
blood are lysed and diluted sample is charged into the
hemocytometer. Nucleated cells are counted and WBC
concentration is determined. Alternatively, impedance-
based electronic cell counters can be used to measure
WBC count. Besides these basic methods, in automated
cell counters, one of many technologies can be applied for
WBC differential count. Beckman–Coulter instruments
employ the VCS (volume, conductivity, and scattering)
technology. In this method, the dc impedance principle
is used to physically measure the volume of the cell that
displaces the isotonic diluent. Alternating current in the
RF range short circuits the bipolar lipid layer of the cell
membrane allowing energy penetration into cell. This
probe provides information on cell size and internal struc-
ture. This data is adjusted by the cell volume measurement
to obtain an index called opacity. Finally, coherent light
scattering from an incident laser beam is collected to obtain
information on cellular granularity and cell surface struc-
ture. In Sysmex instruments both dc and RF methods are
employed along with differential lysis of cells using lysis
solution and temperature treatment. In CELL-DYN
instruments from Abbott laboratories, the Multi-Angle
Polarization Scattering Separation (M.A.P.S.S.) technol-
ogy is used to obtain the differential count. Here light
scattered by cells localized in a hydrodynamically focused
flow stream is measured at three angles (0, 10, and 908).
Polarized light at 908 is also measured. Together these four
parameters are used to perform the five-part differential
count. Two methods are employed in the Bayer cell coun-
ters for differential leukocyte count. In the first method
called the peroxidase method, RBCs are lysed and white
cells are stained with peroxidase. These cells are counted
based on size by forward scatter analysis, and absorbance
using dark field optics. The second method, called the
basophil method, involves stripping the cells using a
non-ionic surfactant in acidic solution. Basophils are resis-

tant to lysis while RBCs and platelets are lysed and other
leukocytes are stripped of their cytoplasm. Light scattering
analysis distinguishes basophils from other polymorpho-
nuclear and mononuclear cells. The above peroxidase and
basophil methods thus provide automated differential cell
count by separating the cells into clusters.

Reticulocyte Count (RTC, RET, or RETIC)

Reticulocytes are formed in the last stages of erythropoi-
esis. These cells spend� 2 days in the bone marrow and 1–2
days in peripheral blood prior to maturing into RBCs.
These are nonnucleated RBC, which by definition upon
staining with supravital dyes contain two or more particles
of blue-stained material that correspond to ribosomal RNA
(ribonucleic acid). With new methylene blue, reticulocytes
stain bluish-purple. Reticulocyte count as a percentage of
RBCs is a measure of the erythropoietic activity in the bone
marrow. This is a useful marker of bone marrow suppres-
sion following chemotherapy, recovery from anemia, and so
on. Reticulocyte counts may be high when the body is
replenishing the RBCs in circulation. Reiculocyte counts
can be performed using microscopy and supravital stains,
such as new methylene blue or brilliant cresyl blue. Reti-
culocyte counts can also be done using automated instru-
ments. Here light scattering is typically applied to detect cell
size and cell fluorescence–absorbance measurements in
conjunction with dyes like Auramine O and new methylene
blue for quantitation of reticulocytes. Such methods provide
good discrimination between reticulocytes and mature
RBCs, with greater accuracy than microscopy examination.

AUTOMATED CELL COUNTERS (4,5)

Manufacturers of automated cell counters typically pre-
sent a vast product line with varying levels of sophistica-
tion to meet the market needs. Although the analysis
principles may differ, all cell counters have some common
basic components, specifically hydraulics, pneumatics and
electrical systems (Fig. 5). Among these, the hydraulic
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Figure 5. Flow diagram of an automated multi-
channel cell counter. (Adapted from Ref. 3).
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system is designed to dispense, dilute and mix samples
prior to analysis. The pneumatic system operates various
valves and drives the sample through the hydraulic sys-
tem. The electrical system controls the operation sequences
including optical–electrical detection of signals and com-
puter-assisted data analysis. Instrument electronic analy-
zers typically have at least two channels. In one channel a
diluent is added and RBCs are counted and sized. In the
second, lysing agent is added to remove red blood cells and
leave WBC intact for counting. These also produce a solu-
tion in which hemoglobin can be measured. Platelet count
may be performed in either of these two channels or in a
different channel. Normally, a separate channel will be
required for reticulocyte count measurement. Analysis of a
single blood specimen can be performed rapidly within 1 min,
and results are presented in the form of numerical tables,
histograms, or cytograms. The degree of analysis is both
software and user dependent. Upon comparison with stan-
dard values, the software may also place flags on the output
data that indicate either potential problem with analysis or
deviation from cell count characterization of normal controls.

Numerous companies manufacture automated cell
counters. Table 2 presents the characteristics of four high
end instruments manufactured by some of them.

The Beckman–Coulter LH750 (Beckman Coulter Inc.,
Fullerton, CA) is a new instrument that provides CBC and
five-part DLC. Additionally, it provides automated detec-
tion of subpopulations of pathological cells, such as imma-
ture granulocytes and atypical lymphocytes. It uses the
three-dimensional (3D) Volume, Conductivity, Scatter
(VCS) technology to probe hydrodynamically focused cells.
A helium–neon laser and multiangle light scattering ana-
lysis provide information about cellular internal structure,
granularity and surface morphology.

Abbott Cell-DYN 4000 (Abbott Laboratories, Abbott
Park, IL) is capable of providing 41 parameters, including
fully automated reticulocyte and immature granulocyte
count. It uses four-angle argon-laser light scattering
(M.A.P.S.S. technology) and two-color fluorescence flow
cytometry (two fluorescence emission laser optics) to per-
form automated leukocyte counts, reticulocyte count, and
DLC analysis. Both hydrodynamically focused impedance

count and optical method are used for optimal erythrocyte
and platelet size distribution analysis. Hemoglobin con-
centration is measured in a separate sample aliquot based
on spectrophotometry. Immature granulocyte and variant
lymphocytes are detected by a multiparameter, multi-
weighted discriminant function: This function generates
a flag and reports a confidence fraction (i.e., the probability
that these cells are classified correctly).

Sysmex XE-2100 (Sysmex Corporation, Japan) provides
analysis of 32 parameters including simultaneous WBC,
five-part DLC, human progenitor cell and reticulocyte
analysis. Using flow cytometry with a semiconductor laser,
RF, and dc measurements, this instrument analyzes the
size and the structural complexity of cells. Selective dyes
and reagent assist in differentiating the WBC, nucleated
RBCs and reticulocyte. The RBC and platelet counts are
measured using sheath flow dc detection method. Hemo-
globin concentration is measured using a non-cyanide
hemoglobin method.

The Bayer ADVIA 120 hematology system (Bayer Diag-
nostics, Tarrytown, NY) is an automated analyzer with
four independent measurement channels. The peroxidase
[PEROX and basophil-lobularity (BASO)] channels deter-
mine WBC and DLC count. Hemoglobin channel is used to
measure HGB. The last channel is the RBC/PLT channel
that provides information on platelet activation in addition
to measuring PLT and RBC indices. This instrument mea-
sures the intensity of light scattered by platelets at low
angles (2–38) to obtain cell volume/size data and high
angles (5–158) for information on internal complexity.
From these paired intensities the instrument computes
platelet volume (MPV) and platelet component concentra-
tion on a cell-by-cell basis. The mean platelet component
concentration (MPC) is indicative of platelet activation
state. Mean platelet mass can also be computed from the
MPV and MPC.

CONCLUDING REMARKS

This article discussed the basic principles of hematology
with emphasis on humans. Enumeration of cell population
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Table 2. Characteristics of Hematology Analyzersa

Instrument Beckman–Coulter LH 750 Abbott Cell-Dyn 4000 Sysmex XE-2100 Bayer ADVIA 120

Number of parameters 28 41 32 30
HGB Modified

cyanmethemoglobin
method

Spectrophotometry Non-cyanide
hemoglobin method

Modified
cyanmethemoglobin

method
Platelet VCS Optical method

and impedance count
Hydrodynamic

focusing with dc detection
Light scattering

RBC VCS Impedance count
and optical method

Hydrodynamic
focusing with dc detection

Light scattering

WBC and DLC Five-part
DLC VCS technology

Five-part DLC Light
scatter and fluorescence

flow cytometry

Five-part DLC
Flow cytometry,

RF and dc detection

Five-part DLC
Peroxidase staining optics

system, light scattering
Reticulocyte Count New Methylene

blue staining and VCS
Fluorescent dye
CD4K530 staining
and flow cytometry

Auramine O staining,
light scattering,
flow cytometry

Oxazin 750 staining
and optical scatter

aAdapted from Ref. 3.



distribution in peripheral blood is examined using optical,
electrooptical and light scattering techniques. As seen,
such experimental modalities can be automated and the
resulting hematology analyzers can be used for clinical
application. Even though the exact strategy of cell counting
varies between various manufacturers of automated cell
counters, performance standards for such instrumentation
have been established by the National Committee for
Clinical Laboratory Standard (NCCLS) and the Interna-
tional Council for Standardization in Hematology (ICSH).
The parameters evaluated here include (1) accuracy in
measurement within a single batch and between batches
of blood samples; (2) carryover of parameters between con-
secutive samples; (3) linearity or the ability to get similar
measurements when the sample is diluted to different
levels before being read; and (4) clinical sensitivity or the
specificity and efficiency with which flags are generated
during analysis to detect abnormal readouts. In order to
evaluate the above and to tune the instrument for higher
accuracy and sensitivity, blood count calibrators are also
available from instrument manufacturers. Suitable pre-
parations of preserved blood can also be made by individual
laboratories as described by WHO document LAB/97.2
(Calibration and control of basic blood cell counters.
Geneva: World Health Organization, 1997. WHO/DIL/97.2).
Besides automated counting, manual and semiautomated
methods are also applied by research laboratories. Estab-
lishment of such methods requires optimization of blood
anticoagulant [ethylenedramenatetraacetic acid (EDTA),
heparin, or sodium citrate typically], definition of appro-
priate electrolyte for sample dilution and design and
optimization of lysis reagents required for specific experi-
mental systems.

While the last 50 years have seen the automation of
blood counting using hematology analyzers, a plethora of
cell-specific antibodies have also been developed more
recently. While some of these reagents are already being
applied in the modern blood analyzer, their application
may increase in the future. Such development can not only
increase the range of parameters measured by the analy-
zer, they can also improve the accuracy and sensitivity of
today’s instrumentation.
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INTRODUCTION

For decades, autoradiography has been used widely to
follow the synthesis of macromolecules by using radioac-
tive isotopes (1). Interpretation of autoradiograms depends
on knowledge of biochemical pathways and precursors and
are carefully chosen so that they are used by the cell to
build only one kind of molecule. On the other hand, light
microscopy techniques have become a powerful tool for cell
biologists to study cells live or fixed noninvasively (2–4).
Fixed cells can also be studied using electron microscopy,
which provides higher resolution than the light microscopy
system (5,6). However, the light microscopy system allows
studying live cells in physiological conditions.

The microscope has been an essential tool found in
virtually every biological laboratory after the observation
and description of protozoa, bacteria, spermatozoa, and red
blood cells by Antoni van Leeuwenhoek, in the 1670s (7,8).
The ability to study the development, organization, and
function of unicellular and higher organisms and to inves-
tigate structures and mechanisms at the microscopic level
has allowed scientists to better grasp the often misunder-
stood relationship between microscopic and macroscopic
behavior. Further, the microscope preserves temporal and
spatial relationships that are frequently lost in traditional
biochemical techniques and gives two- (2D) or three-
dimensional (3D) resolution that other laboratory methods
cannot. The benefits of fluorescence microscopy techniques
are also numerous (3,9). The inherent specificity and sen-
sitivity of fluorescence, the high temporal, spatial, and 3D
resolution that is possible, and the enhancement of con-
trast resulting from detection of an absolute rather than
relative signal (i.e., unlabeled features do not emit) are
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several advantages of fluorescence techniques. Addition-
ally, the plethora of well-described spectroscopic techni-
ques providing different types of information, and the
commercial availability of fluorescent probes, many of
which exhibit an environment- or analytic-sensitive
response, broaden the range of possible applications.
Recent advancements in light sources, detection systems,
data acquisition methods, and image enhancement, ana-
lysis, and display methods have further broadened the
applications in which fluorescence microscopy can success-
fully be applied (2,3). Particularly, the fluorescent probes
can be used to target many cellular components to follow
the cell signaling in space (nm to m) and time (ns to days).

There are a number of microscopic techniques that have
been established for cellular imaging including trans-
mitted light–differential interference contrast microscopy
(DIC)–phase contrast, reflection contrast microscopy,
polarization microscopy, luminescence microscopy, and
fluorescence microscopy (2,3,10). Fluorescence microscopy
has been categorized into wide-field fluorescence micro-
scopy, laser scanning confocal microscopy, multiphoton
excitation microscopy, Förster (or fluorescence) resonance
energy-transfer (FRET) microscopy, fluorescence lifetime
imaging (FLIM) microscopy, fluorescence correlation spec-
troscopy (FCS), total internal reflection fluorescence
(TIRF) microscopy, and fluorescence recovery after photo-
bleaching (FRAP) microscopy (2–4,10–15). Some of the
other advanced microscopy techniques include near-field
microscopy (16,17), atomic force microscopy (18), scanning
force–probe microscopy (19), X-ray microscopy (20), and
Raman microscopy (21,22). In this article, selected fluor-
escence microscopy techniques (see Fig. 1) used for cellular
imaging such as wide-field, confocal, multiphoton, FRET,
FLIM, and CARS microscopy with biological examples are
described.

BASICS OF FLUORESCENCE

Fluorescence is one of the many different luminescence
processes in which molecules emit light. Fluorescence is
the emission of light from the excited singlet state. Since
this type of transition is usually allowed within the mole-
cular orbitals, the emission rates of fluorescence are in the
order of 108 s�1, and fluorescence lifetimes are in nanose-
conds. In contrast, phosphorescence is the emission of light
from the triplet excited state and this transition is typically
forbidden. The emission rates are much in the order of 100–
103 s�1, and phosphorescence lifetimes are typically milli-
seconds to seconds.

The excitation of molecules by light occurs via the
interaction of molecular dipole transition moments with
the electric field of the light and, to a much lesser extent,
interaction with the magnetic field. The fluorescence pro-
cesses following light absorption and emission are usually
illustrated by a Jabłoński diagram shown in Fig. 2. Exam-
ination of the Jabłoński diagram in Fig. 2 reveals that the
energy of the emitted photon is typically less then that of
the absorbed photon. Hence, the fluorescence occurs at
lower energy (longer wavelength) and this process is called
Stokes’ shift. The reasons for the Stokes’ shift are rapid
transition to the lowest vibrational energy level of the
excited state S1, and decay of the fluorophore to a higher
vibrational level of S0. The excess of the excitation energy is
typically converted to the thermal energy.

Very intense radiation fields, such as those produced by
ultrafast femtosecond lasers, can cause simultaneous
absorption of two or more photons (two-photon, three-
photon absorption, etc.). This phenomenon was originally
predicted by Maria Göppert-Mayer in 1931 (30). It is
important to realize that fluorescence intensity resulting
from one- and two-photon excitation has a different depen-
dence on excitation light intensity (power). Consequently,
the fluorescence intensity depends on the squared laser
power for two-photon excitation, the cubed (3rd) power for
three-photon excitation, and the fourth power for four-
photons excitation. This very strong dependence of fluor-
escence signal on the excitation power is frequently used to
control the mode of excitation.

FLUOROPHORES AND FLUORESCENCE MICROSCOPY

Fluorescence microscopy (FM) plays a vital role in the
biological and biomedical sciences, where fluorescence
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Figure 1. Illustration of various fluorescence microscopy
techniques that could be coupled to any upright or inverted epi-
fluorescent microscope. The respective instrumentations are
described in the literature. Wide-field (23); confocal (2);
multiphoton (3); wide-field FLIM (24); confocal FLIM (25); MP-
FLIM (26); FCS and image correlation spectroscopy (27,28).

Figure 2. Jabłoński energy level diagram. S0, S1, and S2 are
singlet ground, first, and second electronic states, respectively;
T1¼ triplet state (4,29).



probe specificity and sensitivity can provide important
information regarding the biochemical, biophysical, and
structural status of cells. The continuing development of
fluorescent probes, such as various mutant forms of green
fluorescent proteins (GFPs) or fluorophores in conjunction
with the strong emergence over the past two decades of
confocal and multiphoton microscopy (and specialized
applications, such as FRAP, FRET, and FLIM), has been
a major contributor to our understanding of dynamic pro-
cesses in cells and tissue (3,4,12,30–34).

Florescence microscopy can be applied noninvasively to
the study of living cells in tissue down to detection levels
corresponding to single molecules. Fluorescent probes
bound to cellular components with monoclonal antibodies,
specific ligand affinities, or covalent bonds allow us to
measure chemical properties, such as ion concentrations,
membrane potential, and enzymatic activity (35). They
allow the experimenter to observe the distribution and
function of macromolecules (proteins, lipids, nucleic acids)
in living cells and tissues. Techniques have been developed
that allow the investigator to place, in cells and tissues,
chemically blocked (caged) molecules that can be released
or activated (uncaged) by a pulse of light (photolysis) (36).
Therefore, a variety of ions, metabolites, drugs, and peptides
can be released at carefully controlled times and locations
within the specimen. Fluorescent probes and reagents are
available from Amersham Pharmacia Biotech, Calbiochem,
Fluka, Jackson ImmunoResearch Laboratories, Molecular
Probes, Polysciences, Serotec, Sigma-Aldrich, and others.
Fluorescent proteins (GFP) and GFP vectors are available
from Clontech Laboratories, Quantum Biotechnologies and
Life Technologies. Details regarding the selection of fluor-
ophores, labeling, and loading conditions for live cell ima-
ging have been described in the literature (37).

Wide-Field Fluorescence Microscopy

Wide-field fluorescence microscopy is a conventional
fluorescence microscope equipped with a movable xyz-axis
stage that permits imaging of the specimen at different
focus and lateral positions, a higher quantum efficiency
CCD camera for quantification of the light emitted by the
specimen at different spectra, excitation and emission
filter wheels, and an appropriate software package that
is capable of synchronizing hardware, acquiring images,
and correcting them for distortions and information loss
inherent in the imaging process (22). To allow simulta-
neous monitoring of spectral emissions at two or three
wavelengths, a dichroic, double, or triple pass filter is
used that reflects the respective excitation wavelength
to excite the double- or triple-labeled cells and transmit
the respective emission bands (www.chromatech.com;
www.omegaoptical.com).

Wide-field microscopy is the simplest and most widely
used technique. It is used for quantitative comparisons of
cellular compartments and time-lapse studies for cell moti-
lity, intracellular mechanics, and molecular movement
(www.api.com). For example, new fluorescent indicators have
allowed the measurement of Ca2þ signals in the cytosol and
organelles that are often localized (38,39) and nondestructive
imaging of dynamic protein tyrosine kinase activities in

single living cells (40). This microscope has also been used
for localizing protein molecules in living cells (22,41–43).
Moreover, it is essential to implement digital deconvolution
approaches to remove the out-of-focus information from the
images collected in wide-field microscopy (22) (www.api.com).

Laser Scanning Confocal Microscopy (LSCM)

Wide-field microscopy, however, suffers from a major draw-
back due to the generation of out-of-focus fluorescent sig-
nals. Laser scanning confocal microscopy (LSCM) provides
the advantage of rejecting out-of-focus information, and
also allows associations occurring inside the cell to be
localized in three dimensions. A confocal image with
improved lateral resolution yields a wealth of spectral
information with several advantages over a wide-field
image including controllable depth of field and the ability
to collect serial optical sections from thick specimens.
Owing to its nanometer depth resolution and nonintru-
siveness, confocal provides a new approach to measure
viscoelasticity and biochemical responses of living cells
and real-time monitoring of cell membrane motion in
natural environments (2). The LSCM has been widely used
in many biological applications, such as calcium, pH, and
membrane potential imaging (2,35).

Confocal microscopy was introduced in 1957. Since
then, the technique has gained momentum, particularly
after the invention of lasers in the 1960s. Commercially
available LSCM generate a clear, thin image (512� 512)
within 1–3 s or less, free from out-of-focus information. A
single diffraction-limited spot of laser or arc lamp light is
projected on the specimen using a high numerical aperture
objective lens. The light reflected or fluorescence emitted
by the specimen is then collected by the objective and
focused upon a pinhole aperture where the signal is
detected by a photomultiplier tube (PMT). Light originat-
ing from above or below the image plane strikes the walls of
the pinhole and is not transmitted to the detector (see
Fig. 3). To generate a 2D image, the laser beam is scanned
across the specimen pixel-by-pixel. To produce an image
using LSCM, the laser beam must be moved in a regular 2D
raster scan across the specimen. Also, the instantaneous
response of the photomultiplier must be displayed with
equivalent spatial resolution and relative brightness at all
points on the synchronously scanned phosphor screen of a
CRT monitor. For a 3D projection of a specimen, one needs
to collect a series of images at different z-axis planes. The
vertical spatial resolution is � 0.5 mm for a 40� 1.3 NA
objective; for lenses with higher magnification, the vertical
spatial resolution is even smaller. Three-dimensional
image reconstruction can be accomplished with many com-
mercially available software systems. Another alternative
is a commercially available spinning disk based confocal
microscope that can be used for cellular imaging (44)
(www.perkinelmer.com).

The LSCM has been widely used in many biological
applications and as an example here we describe protein
localization using Förster resonance energy transfer
(FRET) (4,43,45–48). FRET is a distance-dependent phy-
sical process by which energy is transferred nonradiatively
from an excited molecular fluorophore (the donor) to
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another fluorophore (the acceptor) by means of intermole-
cular long-range dipole–dipole coupling. It can be an accu-
rate measurement of molecular proximity at nanometer
distances (1–10 nm) and highly efficient if the donor and
acceptor are positioned within the Förster radius (the
distance at which half the excitation energy of the donor
is transferred to the acceptor, typically 3–6 nm). The
efficiency of FRET is dependent on the inverse sixth power
of intermolecular separation (29,49,50) making it a sensi-
tive technique for investigating a variety of biological
phenomena that produce changes in molecular proximity
(51). As an example Fig. 4 shows acquisition and data
analysis for localization of CFP- and YFP-C/EBPa proteins
expressed in live mouse pituitary GHFT1-5 cell nucleus.

Multiphoton Excitation Microscopy

The instrumentation configuration of multiphoton
excitation microscopy (MEM) is generally the same as
the LSCM with the exceptions of the excitation light
source and the optics. In the LSCM, a visible or ultraviolet
(UV) light source is used and an infrared (IR) light source
is used for MEM system [see Fig. 3; (52)]. In one-photon
(wide-field or confocal) fluorescence microscopy, the
absorption of laser energy excites the fluorescent mole-
cules to a higher energy level and results in the emission
of one-photon fluorescence. The fluorescence intensity
increases at a linear rate with the excitation intensity.
Typically, some of the absorbed light energy is dissipated
as heat, so the emission wavelength is longer than the
absorption wavelength. For example, a fluorophore might

absorb one photon at 365 nm and fluoresce at a blue
wavelength � 420 nm.

The fluorophores exhibit two-photon absorption at
approximately twice (730 nm) their one-photon absorption
wavelengths, while two-photon (2p) emission is the same as
that of one photon (420 nm), allowing the specimen to be
imaged in the visible spectrum. When an IR laser beam is
focused on a specimen, it illuminates at a single point and
the fluorescence emission is localized to the vicinity of the
focal point. The fluorescence intensity then falls off rapidly
in the lateral and axial direction. In one-photon (1p) micro-
scopy, illumination occurs throughout the excitation beam
path, in an hourglass-shaped path (22). This results in
absorption along the excitation beam path, giving rise to
substantial fluorescence emission both below and above the
focal plane. Excitation from other focal planes contributes
to photobleaching and photodamage in the specimen
planes that are not involved in imaging. The IR illumina-
tion in 2p excitation also penetrates deeper into the speci-
men than visible light excitation due to its higher energy,
making it ideal for cellular imaging involving depth pene-
tration through thick sections of tissue.

Two-photon absorption was theoretically predicted by
Göeppert-Mayer in 1931 and was experimentally observed
for the first time in 1961 using a ruby laser as the light
source (30,53). Denk and others have experimentally
demonstrated 2p imaging in a laser scanning confocal
microscopy (54). Two-photon excitation occurs when two
photons of ho and ho0 are absorbed simultaneously and a
molecule is excited to the state of energy E¼hoþh0o0

(h¼Planck’s constant, o¼ frequency). The probability that
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Figure 3. Illumination and detector config-
uration for wide-field, confocal, and multi-
photon microscopy systems. DM¼ dichroic
mirror, WF¼wide-field, LSCM¼ laser
scanning confocal microscope, MEFIM¼
multiphoton excitation fluorescence imaging
microscopy, N¼nucleus, C¼Cytoplasm (22).



2p absorption will occur depends on the colocalization of
two photons within the absorption cross-section of the
fluorophore. The rate of excitation is proportional to
the square of the instantaneous intensity. This extremely
high local instantaneous intensity is produced by the
combination of diffraction-limited focusing of a single laser
beam in the specimen plane and the temporal concentration
of a femtosecond (fs) mode-locked laser (typically of the
order of 10�50–10�49 cm4 � s�1/photon�1/molecule) (55).
Three- or four photon (or multiphoton) is the extension
of two-photon excitation (56).

Two-photon excitation microscopy has been widely used
in the area of biomedical sciences including tissue engi-
neering, protein–protein interactions, cell, neuron, mole-
cular, and developmental biology (3,13,22,57–60). Here, we
demonstrate as an example the importance of MEM in drug
molecule cellular uptake, where MEM is the ideal system
for monitoring cellular drug uptake. The separation
between excitation and emission wavelengths is consider-
ably more than the 1p (wide-field and confocal) excitation
and emission. For example, the excitation for the YK-II-140
drug molecule is 416 nm and emission is at 528 nm and a
Stokes shift is� 112 nm. In the case of MEM, the excitation
for the same drug molecule is 770 nm and the Stokes shift

separation is wider than 112 nm. Moreover, in MEM we
were able to detect 100 mM drug cellular uptakes compared
to 1.0 mM in the wide-field microscopy. The sensitivity of
drug detection is improved largely due to the advantage of
the MEM (see Fig. 5 for details).

Spectral Imaging Microscopy

Human color vision is a form of imaging spectroscopy, by
which we determine the intensity and proportion of wave-
lengths present in our environment. Spectral imaging
improves on the eye in that it can break up the light content
of an image not just into red, green, and blue, but into an
arbitrarily large number of wavelength classes. Further-
more, it can extend the range to include the invisible UV
and IR regions of the spectrum denied to the unaided eye;
this type of imaging is usually known as hyperspectral (61).
The result of (hyper) spectral imaging is a data set, known
as a data cube, in which spectral information is present at
every picture-element (pixel) of a digitally acquired image.
Integration of spectral and spatial data in scene analysis
remains a challenge.

These multispectral imaging approaches have been
used to analyze multiple dyes within a sample. Recently,
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Figure 4. Localization of CFP- and YFP-C/EBPa proteins expressed in live mouse pituitary
GHFT1-5 cells studied using confocal-FRET microscopy. Seven images (a–g) are required to
remove the contamination in the FRET image (f). The PFRET (processed FRET) image was
obtained after removing the donor (DSBT) and acceptor (ASBT) spectral bleedthrough using the
PFRET software (shown on the left panel, www.circusoft.com). The spectral bleedthrough varies
depending on the excitation power for the donor and acceptor molecules. The respective histogram
for the processed (Hist_PFRET) and the contaminated FRET (Hist_f) demonstrates the importance
of removing the spectral bleedthrough signals. The energy-transfer efficiency (E¼20%) was
estimated after implementing the detector spectral sensitivity correction for the donor and
acceptor channel (43).



Carl Zeiss (www.zeiss.de) introduced the Laser Scanning
Microscope (LSM) 510 META system with the revolution-
ary emission fingerprinting technique permitting the clean
separation of several even spectrally overlapping fluores-
cence signals of a specimen (62). The number of dyes that
can be used and detected in the experiment is almost
unlimited. The new system overcomes the limits of existing
detection methods and permits both qualitative and quan-
titative analyses quickly and precisely in vitro and in vivo.
Furthermore, it is beneficial in many cases for the elimina-
tion of unwanted signals, such as background noise or
autofluorescence.

The Zeiss 510 Meta system scan head contains two
conventional photomultiplier tube detectors (PMT), where
the wavelength of the emission light is selected by means of
either bandwidth or long passes filters. In the third detec-
tor, emission light is passed through a prism and the
resulting spectrum is projected onto a detector consisting
of a linear array of 32 PMTs, thus enabling the spectral
detector to detect a full emission spectrum from a given
fluorophore (www.zeiss.com). The advantage of detecting
a broad spectrum of emissions is fully realized by the
process of linear unmixing (63). This is an image analysis
technique that is intrinsic to the LSCM controlling
software that compares the experimentally derived emis-
sion data to a previously recorded reference spectrum for
that fluorophore. In a situation involving samples with
multiple overlapping spectra, linear unmixing allows the
resolution of fluorophores with closely related emissions,
the accurate distinction between GFP and FITC or GFP
and YFP being the most often cited example of this feature.

There are other commercial spectral imaging units are
available including Leica AOBS (www.leicamicrosystems.
com) and Olympus FV1000 (www.olympus.com). The main

differences between these three commercial systems are
FV1000 based on Grating/slit/PMT two-channel bidirectional
scanning mode; Leica system based on Prism/slit/PMT; and
the Zeiss system based on Grating/multi-anode PMT.

Here, as an example we provided the data acquired
using the Zeiss multiphoton Meta system to measure
FRET signals resulting from protein–protein interactions
involving C/EBPa. The GHFT1-5 mouse cells that
expressed either the CFP- or YFP-C/EBPa fusion protein
were used to collect the reference spectra. These reference
spectra were used for the linear unmixing of spectra from
cells expressing both proteins. Images were then acquired
of cells expressing both the CFP- and YFP-C/EBPa bound
as dimers to DNA elements in regions of heterochromatin
that form clearly defined focal bodies in the nuclei of the
mouse cells used here (Fig. 6). Images collected (ex 820 nm;
em 545 nm) from cells expressing both the CFP- and YFP-
C/EBPa lambda (l) stacks were spectrally unmixed to
reveal the donor bleed-through into the FRET channel
(Fig. 6a), allowing the FRET signal to be corrected for the
bleed-through signal (Fig. 6b). The emission spectrum for
the signal in the FRET channel (Fig. 6c) was determined
(b-FRET in panel d) and was then reacquired after selective
photobleaching of YFP (a-FRET) using 514 nm, showing the
unquenched donor signal. These results demonstrate the
power of spectral FRET imaging using the Meta system to
detect protein–protein interactions in a single living cell.

Fluorescence Lifetime Imaging Microscopy

Each of the fluorescence microscopy techniques described
above uses intensity measurements to reveal fluorophore
concentration and distribution in the cell. Recent advances
in camera sensitivities and resolutions have improved the
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Figure 5. Comparison of one- and two-photon excitation of a living PC-3 cell loaded with YK-II-140
anticancer drug (1.0 mM concentration). Wide-field microscopy provides more autofluorescence
from the cell and media (a) compared to the two-photon microscopy (b) The less autofluorescence
improves the detection sensitivity of the drug cellular uptake. Wide-field (Ex 416 nm and Em
528 nm). MEFIM or two-photon (Ex 770 nm and Em 528 nm). Biorad Radiance 2100 confocal–
multiphoton microscopy was used for the data acquisition.



capability of these techniques to detect dynamic cellular
events (3). Unfortunately, even with the improvements in
technology, these fluorescence microscopic techniques do
not have high speed time resolution to fully characterize
the organization and dynamics of complex cellular struc-
tures. In contrast, the time-resolved fluorescence (lifetime)
microscopic technique allows the measurement of dynamic
events at very high temporal resolution (nanoseconds).
Fluorescence lifetime imaging microscopy (FLIM) merges
the information of the spatial distribution of the probe
with probe lifetime information to enhance the reliability
of the concentration measurements. This technique moni-
tors the localized changes in probe fluorescence lifetime
(14,24,25,29,43,64–67) and provides an enormous advan-
tage for imaging dynamic events within the living cells.

The fluorescence lifetime (t) is defined as the average
time that a molecule remains in an excited state prior to
returning to the ground state. In practice, the fluorescence
lifetime is defined as the time in which the fluorescence
intensity decays to 1/e of the initial intensity (I0) immedi-
ately following excitation (i.e., 37% of I0). If a laser pulse
excites a large number of similar molecules with a similar
local environment and as long as no interaction with
another protein or cell organelles occurs, the lifetime is
the ‘‘natural fluorescence lifetime’’, t0. If energy is trans-
ferred, however, the actual fluorescence lifetime, t, is less

than the natural lifetime, t0, because an additional path for
deexcitation is present (28).

Conventional fluorescence microscopy provides images
that reveal primarily the distribution and amount of stain
in the cell based on measurements of intensity. In contrast,
the time-resolved fluorescence microscopic (or FLIM) tech-
nique allows the measurement of dynamic events at very
high temporal resolution and can monitor interactions
between cellular components with very high spatial resolu-
tion, as well. A fluorophore in a microscopic sample may exist,
for example, in two environmentally distinct regions and
have a similar fluorescence intensity distribution in both
regions, but different fluorescence lifetimes. Measurements
of fluorescence intensity alone would not reveal any differ-
ence between two or more regions, but imaging of the fluor-
escence lifetime would reveal such regional differences (52).

Instrumental methods for measuring fluorescence life-
times are divided into two major categories: frequency-
domain (29,65) and time-domain (52). With the time-
domain method (or pulse method), the specimen is excited
with a short pulse and the emitted fluorescence is inte-
grated in two or more time windows (24). The relative
intensity captured in the time windows is used to calculate
the decay characteristics. The determination of prompt
fluorescence with lifetime in the range of 0.1–100 ns
requires elaborate fast excitation pulses and fast-gated
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Figure 6. Spectral FRET imaging
microscopy. Reference spectra (CFP,
YFP) were established using cells
expressing either CFP- or YFP-C/
EBPa; alone, and the emission
spectra are shown in panel D.
Images were then collected from
cells expression both the CFP- and
YFP-C/EBPa, and the signals were
spectrally unmixed to reveal the donor
bleed-through (a) into the FRET chan-
nel (c), the corrected FRET signal is
shown in b. The emission spectrum
for the signal in the FRET channel
(b-FRET) is shown in panel D, and
was reacquired after selective photo-
bleaching of YFP (a-FRET). CFPex
820 nm; YFPex 920 nm. Zeiss510
META system was used for the data
acquisition.



detection circuits. As an alternative to the time-domain
method, the frequency-domain method uses a homodyne
detection scheme and requires a modulated light source
and a modulated detector. The excitation light is modu-
lated in a sinusoidal fashion. The fluorescence intensity
shows a delay or phase shift with respect to the excitation
and a smaller modulation depth (29).

The FLIM system can be coupled to any wide-field
microscope (24,29,65) (www.tautec.com; www.lambert-
instruments.nl). The lifetime method can also be applied
to a laser-scanning confocal microscope (www.coord.nl;
www.picoquant.com) and multiphoton microscopy (26)
(www.becker-hickl.com). The FLIM techniques measure
environmental changes within the living cells and can be
used in multilabeling experiments. An important advan-
tage of FLIM measurements is that they are independent
of change in probe concentration, excitation intensity, and
other factors that limit intensity based steady-state mea-
surements. Additionally, FLIM enables the discrimination
of fluorescence coming from different dyes, including auto-
fluorescent materials that exhibit similar absorption and
emission properties but show a difference in fluorescence
lifetime. The FLIM system is not only used for protein–
protein interactions, but also for various biological applica-
tions from single cell to single molecule as well as deep
tissue cellular imaging (3,26,66,68,69).

The data provided here were collected using the two-
photon FLIM system to demonstrate the feasibility of
implementing the lifetime imaging technique for drug
uptake in live cells. The intensity and the lifetime image
are shown in Fig. 7 of a prostate cancer (PC-3) cell after
adding the drug (1.0-mM concentration) for � 2 min. The
data clearly demonstrate that there is a considerable dif-
ference in lifetime distribution in the cytoplasmic area
versus the nucleus, thus allowing the quantitation of the
dynamic process of drug molecule uptake in different
cellular organelles. The lifetime distribution in the cyto-
plasm (2 ns) and nucleus (4 ns) clearly reflects differences
in molecule uptake between them and both are consider-
ably reduced compared to the natural lifetime (20 ns) of the
drug molecule. The FLIM system would reduce back-
ground interference and thus enhance measurement pre-
cision to yield more accurate understanding of drug
molecule associations involved in living cells. These tech-
nologies will significantly improve and expand existing
capabilities for understanding the drug molecules interac-
tions and for characterizing their binding properties as an
ensemble and at the single molecule level.

Fluorescence Correlation Spectroscopy (FCS)

Fluorescence correlation spectroscopy (FCS) is a technique
in which spontaneous fluorescence intensity fluctuations
are measured in a microscopic detection volume of � 10�15

L as defined by a tightly focused laser beam. This spectro-
scopy is a special case of fluctuation correlation techniques
where the laser induced fluorescence from a very small
probe volume is autocorrelated in time. Fluorescence inten-
sity fluctuations measured by FCS represent changes in
either the number or the fluorescence quantum yield of
molecules resident in the detection volume (27). Small,
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Figure 7. The FLIM microscopy-drug moleculeYK-140 uptake in
a single living cell. Multiphoton excitation time-resolved intensity
(a) and lifetime (b) images of PC-3 cell after adding the YK-II-140
drug (1.0-mM concentration). There is a clear difference in
distribution of lifetime in the nucleus (‘N’) (mean tN¼3.967 ns)
versus cytoplasm (‘C’) (mean tC¼2.009 ns). Moreover, consider-
able amount of quenching of the drug molecule in the cellular
environment demonstrates that the drug molecules were inter-
acting with various cell organelles. Consequently, the lifetime was
considerably reduced from its natural lifetime 20 ns. Ex–770 nm;
Em–528/30 nm. Becker and Hickl board was used in the Biorad
Radiance system to acquire the data.



rapidly diffusing molecules produce rapidly fluctuating
intensity patterns, whereas larger molecules produce more
sustained bursts of fluorescence. If no further effects on
fluorescence characteristics are present, fluctuations in the
emission light simply arise from occupation number
changes in the illuminated region by random particle
motion. Excellent article on FCS basics was written by
Petra Schwille can be seen in the URL http://www
user.gwdg.de/�pschwil/BTOL_FCS.pdf.

Image Correlation Spectroscopy (ICS) was developed
as the imaging analog of FCS for measuring protein aggre-
gation in biological membranes. The ICS method entails
collecting fluorescence intensity fluctuations as a function
of position by using a laser scanning microscope imaging
system and analyzing the imaged intensity fluctuations by
spatial autocorrelation analysis (28,70). The amplitude of
the normalized spatial autocorrelation function is directly
related to the absolute concentration of fluorophore in the
focal volume and the state of aggregation of the fluorescent
entities. Extension of ICS to temporal autocorrelation
analysis of image time series also permits measurement
of molecular transport occurring on slower time scales
characteristic of macromolecules within the plasma
membrane. The other related technique, Image Cross-
Correlation Spectroscopy (ICCS) allows direct measure-
ment of the interactions of two colocalized proteins labeled
with fluorophores having different emission wavelengths.
Both ICS and ICCS involve the use of laser scanning
confocal microscopy to obtain fluorescence images of fluor-
escently labeled cell membranes.

RAMAN AND CARS MICROSCOPY

Confocal, multiphoton, and fluorescence lifetime imaging
microscopy have become powerful techniques for revealing
3D imaging of molecular distribution and dynamics in
living specimens. This followed the development of various
natural and artificial fluorophores. For chemical species or
cellular components that cannot be fluorescently labeled,
Raman microscopy, which measures vibrational properties
and does not require molecules to have a fluorescent label,
can be used to identify specific signatures of cellular or
chemical components (71,72). Raman spectroscopy is an
extremely powerful tool for characterizing the physical and
chemical properties of the biological molecules. Raman
spectroscopy is based upon the Raman effect, which may
be described as the scattering of light from a molecule with
a shift in wavelength from that of the usually monochro-
matic excitation wavelength from ultraviolet to infrared
light (21). The Raman shifts are thus measures of the
amounts of energy involved in the transition between
initial and final states of the scattering molecule. Reso-
nance Raman can provide more specific molecular informa-
tion by working on resonance with particular electronic
transitions in the protein (73). Resonant Raman spectro-
scopy of neutrophilic and eosinophilic granulocytes pro-
vided very clear fingerprints of the presence of oxidizing
enzymes that these cells require for their functionality (74).
With the use of advanced detector technology, single-cell
vibrational Raman spectroscopy proved to be sufficiently

sensitive to show the typical spectra of the cell nucleus and
cytoplasm in human white blood cells (75). The low scat-
tering cross-section of naturally occurring compounds,
such as DNA, RNA, and proteins can be overcome by high
peak powers in the laser beams used to generate the
Raman signal (76,77). Using the principle of Raman micro-
scopy for cellular imaging, several systems have already
been realized: Resonant Raman spectroscopy (75), surface-
enhanced Raman spectroscopy (SERS) (78), coherent anti-
Stokes Raman spectroscopy (CARS) (71,72), and Fourier
transform infrared absorption (FTIR) (79).

CARS microscopy relies on the Raman Effect (80). In the
spontaneous Raman process, molecules scatter photons,
modifying the photon energy with energy quanta that
corresponds to the molecule’s vibrational modes. Vibra-
tional contrast in CARS microscopy is inherent to the
cellular species, thus requiring no endogenous or exogen-
ous fluorophores that may also be prone to photobleaching.
For CARS, two optical beams of frequencies op (1064 nm)
and vs (tunable 770–900 nm) interact in the sample to
generate an anti-Stokes optical output at oas¼ 2op�os in
the phase matched or a specific direction and is resonantly
enhanced if op�os coincides with the frequency of a
Raman active molecular vibration across the entire focal
volume. This nonlinear process uses pulsed laser sources.
The signal intensity has quadratic and linear dependence
on pump and stokes powers, respectively. As a result, it
generates signal only within the focus, where the laser
intensity is the highest, enabling 3D resolution. The mole-
cular vibrational information obtained by CARS provides a
detailed fingerprint of different bonds, functional groups,
and conformations of molecules, biopolymers and even
microorganisms (71,72). For example, the Raman shift at
2845 cm�1 was used to collect the lipid signal (bright red
dots, as shown by arrow in Fig. 8a). When the frequency
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Figure 8. Demonstration of CARS and non-CARS image. (a) CARS
image of lipids in 3T3 fibroblast cells excited at the vibrational
frequency of 2845 cm�1. (b) The frequency was tuned away from
the lipids vibrational modes, 2947 cm�1. No lipid is observed as
pointed by the arrows. This CARS image was collected at Prof.
Sunney Xie’s laboratory (Harvard University) and the CARS
microscopy is based on Olympus Fluoview single beam scanning
system using synchronizely pumped High Q laser system.



was tuned to 2947 cm�1, the lipid signal disappeared as
shown by arrow in Fig. 8b. As described in the Research
Activity section above we propose to study the Raman C–H
stretching modes and C–C stretching modes in lipid-phase
transitions for which we need to tune to different vibra-
tional frequency to calibrate the system. If a particular
molecule vibrational frequency is not known, it can be
determined by conventional Raman spectrometry. There-
fore, vibrational spectroscopy has found wide application in
structural characterization of biological materials and in
probing interaction dynamics.

CONCLUSION

Multifaceted microscopy technology moved to the center
stage in cellular imaging. There is no question that the
described microscopy approaches in this paper will con-
tinue to increase in all directions, driven by advances in
technological development and the growing number of cell
biologist researchers who will routinely use this technology
for cellular imaging. Even though some of the microscopy
techniques are somewhat more complex, they provide an
unprecedented level of information about the micromole-
cular interactions in cells under physiological conditions at
a very high temporal and spatial resolution. New fluoro-
phores such as green fluorescent proteins (GFPs) and in
particular Quantum Dots will expand the usefulness of
cellular imaging qualitatively and quantitatively and that
will lead to more detailed insights in studying the cellular
dynamics. Raman and CARS microscopy techniques would
allow characterizing the physical and chemical properties
of the biological without the fluorophore labeling.
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INTRODUCTION

Chromatography is the process of separating a mobile
phase mixture into its individual components using the
relative interactions of the components with a stationary
phase. Chromatography is often used as a method of pur-
ification, even when the components are closely related.
When used in conjunction with a concentration or mass-
based sensor, it can also be a power analytical method. This
chapter explores the basic processes of the various types of
chromatography and the closely related techniques of field-
flow fractionation (FFF) and electrophoresis. Some of the
basic theory of chromatography will be given in terms of
retention mechanism and separation performance. In addi-
tion, a description of the basic types of chromatography,
electrophoresis, and FFF will be given in relation to their
theory and application.

Chromatography literally means ‘‘color writing’’
because of an observation in the early 1900s by Mikhail
Tswett in separating pigments of plants into various color
bands using CaCO3 (1). Although Tswett is considered the
father of chromatography, he was not the first to observe
the chromatographic process in an experimental setting.
Pliny the Elder (ca. 79 AD) recorded a crude paper chro-
matography experiment. Several others between this time
and the realization of the usefulness of chromatography by
Tswett also observed the process in the laboratory. It was
not until the 1930s that it was recognized generally as an
analytical technique (2). Since then, many advances, dis-
coveries, and inventions have made chromatography an
indispensable laboratory and industrial technique.

The purpose of chromatographic methods falls under
either purification or analysis. Gas chromatography is
almost invariably an analytical method whereas liquid
chromatography is used for either. As a result of the
extensive research into various methods of sample reten-
tion, even samples with relatively little difference in their
physical or chemical structure can be separated. Chroma-
tographic systems also range in size and complexity from a
simple, gravity-fed packed column to a complex high pres-
sure industrial-sized system with integrated components
for sample introduction and fraction detection and collec-
tion. Often, chromatography is used in conjunction with
another analytical method for determination of fraction
purity and composition. For medical device instrumenta-
tion, chromatography is an invaluable technique that may
find its application in a wide variety of ways such as protein
purification and sample contamination detection.

Numerous journal articles and books have been written
on the subject, as well as reviews (3) and a host of informa-
tion published on the Internet (2,4–6). Several journals
dedicated to chromatography and related fields also exist
(Advances in Chromatography, Chromatographia, Biome-
dical Chromatography, Journal of Chromatography, Jour-
nal of Liquid Chromatography and Related Technologies,
Journal of Planar Chromatography, Journal of Separation
Science). This information is well accessible to anyone who
has interest in pursuing the methods and techniques
described in this chapter. No attempt has been made here
to review all this material. For this reason, this chapter will
not focus on the details and extensive literature, but on the
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basics and presenting what is generally possible with
chromatography.

Chromatographic systems have a mobile phase and a
stationary phase. The mobile phase is used to transport the
samples through the stationary phase. The mobile phase is
inert and does not interact with the sample or stationary
phase. The stationary phase is unique for each separation
because its purpose is to provide selective interaction with
the samples. A simple chromatographic system is depicted
in Fig. 1. Apart from the two fundamental required com-
ponents just mentioned, a system must typically contain a
sample injection port and detector in order to be useful as
an analytical system. If it is to be used as a purification
method, then it must also contain some method of recover-
ing the fractions in the effluent.

The basic operating principle is that samples in the
mixture, which interact to a higher degree with the sta-
tionary phase, travel slower and are retained longer in the
system. This interaction, speed, and retention is relative to
samples that interact to a lesser degree and so travel faster
and are retained for a shorter duration. The spatial separa-
tion occurs in the mobile phase flow direction.

Chromatographic methods are grouped either into
liquid or gas chromatography, based on the carrier phase
and further identified by its particular method of sample
retention. For example, in size-exclusion chromatography,
the stationary phase is a bed of porous beads. The pores
allow only samples smaller than a particular size to enter
and then exit again. As a result of the pores tortuosity, the
travel distance for these smaller samples is longer and thus
increases the residence time relative to the larger samples.
Some other methods include gas-adsorption, gas-liquid,
capillary gas, liquid-adsorption, liquid-liquid, supercritical
fluid, ion exchange, and affinity. In addition, the closely
related fields of electrophoresis and FFF need to be men-
tioned as they typically complement chromatographic
methods. In order to more fully understand the methods
mentioned here, the basic theory will be mentioned first
and then a more detailed description of the methods will
follow.

GENERAL THEORY

The basic measurement in chromatography is the reten-
tion factor. This measurement is calculated from the
measured retention times (t0, tA, tB, . . ., tn) in the chroma-
togram output, as shown in Fig. 2. The void time t0 is the
elution time of an unretained sample. It is the time
required to sweep one-column volume. All retention values

are calculated relative to this time. The retention factor for
sample A, RA, is then

RA ¼
tA � t0

t0

where tA is the sample residence time. The ability of the
separation column to distinguish between two components
is quantified in the selectivity term S

SAB ¼
RS

RA

.
For mixtures, the degree of separation between two

components is termed the resolution RS. In most cases,
the resolution is the most important factor because that is
the purpose of performing chromatographic separations. It
is calculated from the retention times t and the peak widths
w for the two samples as

RS ¼
2ðtB � tAÞ
WB þWA

The relative distance in the system at which a degree of
equilibrium between the two phases occurs is referred to as
a theoretical plate. Chromatographic systems usually have
many theoretical plates. By dividing the length of the
column L with the number of plates N gives the plate
height, or height of an equivalent theoretical plate H.
These numbers characterize the quality of the retention
and can be determined from a chromatogram by assuming
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Figure 1. Depiction of a basic chromatogra-
phic system with the major components: carrier
or mobile phase, sample bolus, column contain-
ing the stationary phase, concentration or mass-
based detector, and the effluent. Also shown are
the theoretical equilibrium plates, each width
being one plate height.
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Figure 2. Chromatogram of separation of a two-component
mixture. The retention times are measured from the injection time.



that the peaks are Gaussian shaped, as shown in Fig. 3. It
is noted that this method is for an ideal situation and that
other methods are available for peaks of other shapes. The
sample peak width is measured either at baseline w or at
half-height, w1/2. In practice, it is more convenient and
accurate to measure at half-height

N ¼ 5:54
tR

W1=2

 !2

and

H ¼ L

N

Plate height is a summation of three effects, two of which
are dependent on flow rate. This theory was proposed by
van Deemter et al. (7). The first effect is due to equipment
and users, such as column-packing and injection variabi-
lities, and is not a function of the flow rate. This term can be
minimized through careful design and manufacturing of
the column. The use of automated sample handling also
helps to reduce this effect. At low flow velocities u, mole-
cular diffusion of the sample in the carrier dominates and
peak broadening rises quickly. At higher flow velocities the
sample plug broadens due to nonequilibrium effects such
as eddy diffusion and multiple paths in the stationary
phase. The van Deemter equation is

H ¼ H0 þH1ðu�1Þ þH2ðuÞ

This equation is easily graphed (Fig. 4) for a visual indi-
cation of the optimal flow rate. In practice, it is best to have
the flow rate slightly higher than at the optimum to avoid
the region of rapid plate height increase. Each of the terms
is dependent on the type of chromatography used.

Now, the resolution of the separation can be put in terms
of plate height or the equivalent number of theoretical
plates,

RsAB ¼
ffiffiffiffiffi
N
p

4

SAB � 1

SAB

� �
1þ RB

RB

� �

This form is useful for optimizing a separation based on the
three groups in the equation. Resolution can be increased
by increasing the number of theoretical plates, which can
be accomplished by both increasing the column length and
minimizing the plate height using the van Deemter plot.
However, increasing the column length will also cause
proportional band broadening, and so it is not always ideal.
The second term involves adjusting the selectivity through
column modifications such as changing either or both of the
phases and the temperature. The temperature also plays
an important role in the last term as well. By adjusting and
tuning these parameters, nearly every difficult separation
can be successfully resolved. Theoretically, choosing the
proper stationary phase for the column and an appropriate
mobile phase, any two materials can be separated. These
phases are at the heart of chromatography.

TYPES OF CHROMATOGRAPHY AND RELATED
TECHNOLOGIES

The mobile phase is either a gas, a liquid, or a supercritical
fluid, whereas the stationary phases can be either a solid or
a liquid. The types of chromatography are typically named
by their phases or interaction process and are categorically
divided by their stationary phase into either gas chroma-
tography (GC) or liquid chromatography (LC). Another
variation on LC is high performance liquid chromatogra-
phy (HPLC), in which the carrier is driven by pressure.
Some common subclasses of LC and GC are based on ion-
exchange, phase change, adsorption, size exclusion, parti-
tioning, and absorption. Specific types and hybrid systems
also exist that fall under each of these categories. Each of
these complements the others to build a broad spectrum of
types of chromatographic separation technique available
(8–11).

Gas Chromatography (GC)

Gas chromatography makes use of a pressurized gas cylin-
der and a carrier gas, such as helium, to carry the solute
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Figure 3. Chromatogram of single peak from response of mass-
or concentration-based detector showing measurements for
determining the number of theoretical plates.
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Figure 4. The van Deemter plot, based on the van Deemter equation
for determining the optimal flow rate for a given chromatographic
separation.



through the column. GC can be used for both purification
and analysis, when a detector is used in tandem. Common
detectors used in GC are thermal conductivity and flame
ionization detectors. Many more types of detectors exist,
each with its advantages and disadvantages. Three types of
GC that are among the more common methods are gas
adsorption, gas-liquid, and capillary gas chromatography.

Gas Adsorption. Gas adsorption chromatography has a
solid stationary phase packed bed. The samples selectively
adsorb and desorb to the stationary phase, effectively
increasing each sample’s retention time based on its iso-
therm. Some of the more common adsorbents used are
silica, zeolite, and activated alumina. This method is the
primary method for separating mixtures of gases.

Gas-Liquid. Separation in gas-liquid chromatography
is based on the gaseous samples partitioning with a viscous
liquid stationary phase. This liquid is supported in the
column by coating a solid, most commonly diatomaceous
earth. The solid support to the stationary phase liquid is
inert to the samples. The sample retention time is governed
by the rate at which it dissolves into and vaporizes out of
the liquid. Thus, the relative partitioning of each of the
samples in the liquid stationary phase is the basis of the
separation.

Capillary Gas. In this method, the stationary phase is a
capillary coated with a liquid (wall-coated open tubular) or
a solid-coated capillary onto which the liquid is adsorbed
(support-coated open tubular), as has been described in the
previous two methods. Liquid or gum temperature stable
polymers are used as the stationary phase. Most common
polymers used are poly-ethylene glycol or poly-siloxanes.
Also used are molecular sieves and alumina particles.
Unlike the previous methods, the stationary phase has a
small volume due to the capillary geometry and is thus
limited to the amount of sample that can interact. How-
ever, because of the small column geometry, the partition-
ing or adsorption of the sample is relatively fast. The
capillary is typically glass or fused silica coated with poly-
imide for support. The tubing (column) can be long and also
be wound into tight areas for compactness and good tem-
perature control. It is the most common gas chromatogra-
phy analytical method.

Liquid Chromatography (LC) and High Performance Liquid
Chromatography (HPLC)

As the carrier phase in LC is a liquid, it is naturally more
amenable for biological separations and analysis, such as
the purification of proteins. However, it is also amenable to
any sample dissolved in a liquid. In LC, the carrier is
driven by gravity through the column. These columns,
made of glass or plastic and sometimes disposable, are
typically used for lab-scale preparative work. For analysis
of samples, the carrier is pressurized for increased speed
and sample resolution. This variation is termed high per-
formance liquid chromatography or HPLC. These systems
are much more complex and costly. The columns are made
of steel to withstand high pressures and are reused a

number of times. Detectors are also placed inline with
these columns for analysis, although HPLC is also used
in preparative work as well (3,6,11–14).

Liquid Adsorption. Liquid adsorption, also termed
liquid-solid chromatography, uses a solid stationary phase
made of particles such as alumina or silica. In particular,
this method is used in separating isomers. The retention is
based on the adsorption/desorption kinetics of each sample
onto the particles. Liquid adsorption is often found in large-
scale applications because the adsorbent beds are rela-
tively inexpensive.

Liquid-Liquid. In liquid-liquid chromatography (LLC),
also called partition chromatography, the stationary phase
is a liquid-coated solid surface. This liquid is immiscible
with the liquid solvent mobile phase. Retention is based on
partitioning of the sample between the two phases. LLC
can be accomplished in either normal phase or reverse
phase. Normal phase has a nonpolar mobile phase and polar
stationary phase. Reverse phase is the opposite of having a
polar mobile phase and nonpolar stationary phase. It is used
primarily in separating nonvolatile components of mixtures
and is similar to a chemical extraction process.

Size Exclusion. This method was described briefly in the
introduction. It is somewhat unique because the stationary
phase is inert to the sample. The increased path length due
to tortuous pores that exclude large samples causes an
increased retention time for samples smaller than the cut-
off size. It is also referred to as filtration, gel permeation, or
molecular-sieve chromatography. This method is useful for
protein separation and purification such as in antibody
production and buffer exchange applications.

Supercritical Fluid. Unlike the other methods,
supercritical fluid chromatography is characterized by
its unique carrier fluid. Supercritical fluids used to carry
the sample have very high viscosities and molecular diffu-
sivities compared with liquids but with densities on the
same order. One type of supercritical fluid used is a mix-
ture of carbon dioxide and modifiers. Implementation of
this technique is difficult because of the high temperature
and pressures to reach the supercritical fluid state.

Ion-Exchange. Ion-exchange chromatography is com-
monly used in the purification of biological materials, such
as amino acids and proteins, and also ions in solution. This
method is capable of quantifying samples in the ppb to ppm
concentration range. The stationary phase is an ion-
exchange resin that is either cationic or anionic. Charged
atoms or molecules in the liquid phase sample bind to the
stationary phase as they are passed through the column.
The sample is released by adjusting the carrier pH or ionic
strength. Separation by this method is highly selective
and especially useful for anions in which separations are
typically slow. The resins are typically high capacity and
inexpensive.

Affinity. Affinity chromatography has a stationary
phase that is highly selective to one particular sample.
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Unlike other chromatographic methods, the sample is
highly bound to the stationary phase until the carrier
solution is changed and the sample released. To accomplish
this selective release, the stationary phase is engineered
using an inert affinity matrix, such as agarose or cellulose
derivative, and infused with ligand molecules that are
design to bind only the sample of choice. Immunologic
interactions of specific antibody-antigen pairs are particu-
larly useful because of the high specificity that can be
obtained and the reversibility of the binding event. The
addition of a high salt concentration or low pH to the
stationary phase reverses the selectivity, similar to ion-
exchange chromatography, and allows the release of the
sample after the other components of the mixture have
been washed away. Care must be taken to ensure that
impurities do not foul the matrix. Some preprocessing is
typically accomplished prior to the separation to remove
the potential fouling components. This method is used
often with biological samples.

Electrophoresis

Electrophoresis is a separation method using the transport
of electrically charged compounds in a conductive liquid
environment under the influence of an electric field (15,16).
Positively charged molecules migrate toward a negative
electrode, and negatively charged molecules migrate
toward a positive electrode. It is regularly applied in
analytical chemistry to determine the constituent mole-
cules of a compound. It is also widely used in medical
diagnostics and other biological areas to determine mole-
cules within biological samples, such as protein and DNA.
From the various modes of electrophoresis, capillary elec-
trophoresis (CE) is the most widely used separation
method used in a modern analytical laboratory (17). High
separation speed, excellent resolution power, and low con-
sumption of buffer and sample are some of the advantages.
Typically, samples are injected into a capillary tube with
diameters ranging between 25 and 100 mm, and an elec-
trical field is applied along the capillary tube to separate
compounds based on the differences in charge to mass
ratio. Negatively ionized surface silanol group of the capil-
lary creates an electrical double layer at the solid/liquid
interface to preserve electroneutrality, and this mobile
layer is pulled toward the negatively charged electrode
when an electric field is applied. These ion layers drag the
bulk buffer solution, causing an electro-osmotic flow. Com-
pared with HPLC, which has a parabolic flow profile due to
the laminar flow inside the channel, the flow profile is flat
in the electro-osmotic flow, which helps the detection peak
to be very sharp, increasing its sensitivity. Laser-induced
fluorescence detection is the most widely used method
for detecting the separated molecules (18). Over 100 review
articles exist covering capillary electrophoresis, and Beale
wrote an excellent review categorizing these articles (19).

Development in microfabrication technologies and the
lab-on-a-chip concept in the early 1990s further expanded
the role of this powerful analysis technique (20–22). Smal-
ler sample injection into a microchannel and higher electric
field result in short analysis time with excellent resolution.
Applying higher electric field is possible due to the high

surface-to-volume ratio of a microchannel that can dissi-
pate the heat produced during electrophoresis faster. Auto-
mated sample injection and capability to perform the
separation on arrays of microchannel in conjunction with
the short analysis time enables high throughput analyses.
Low manufacturing cost due to the batch fabrication cap-
ability of the microchips is another advantage over con-
ventional separation technologies. Fig. 5 shows a typical
channel configuration for a capillary electrophoresis micro-
chip. High voltages are applied between reservoir 1 and 2
so that the sample in reservoir 1 fills the injection channel.
Once the injection channel is filled, the high voltages are
switched to reservoir 3 and 4, and the sample plug in the
cross section gets injected into the separation channel. As
the sample plug moves down the separation channel,
separation occurs depending on the charge to mass ratio
of the compounds being analyzed. In fluorescence detec-
tion, detection typically occurs at the end of the separation
channel by illuminating the fluorescence-tagged sample
with laser or UV light, followed by light detection using a
photomultiplier tube (PMT).

Typical channels are several tens to hundreds of
microns wide, a couple tens of microns deep, and the
separation channel lengths are in the centimeter scale.
Electric fields applied to these channels range in kV/cm
scale. This high electric field and small sample size enables
separation within several seconds compared with tens of
minutes required in conventional chromatography, which
can be of great benefit when monitoring time-dependent
reactions, such as conducting an enzyme kinetic study (23).
This system also enables automatic sample injection
because voltages can be simply switched between reser-
voirs to inject samples into the separation channels with-
out the need for manual sample loading, which further
reduces the time associated with sample analyses. Several
other sample injection schemes have been also studied.
Instead of using a simple cross-channel injector, twin-T
injectors can be used to further control the sample plug size
(24). Electrical biasing of the different reservoirs such as

CHROMATOGRAPHY 105

Injection
channel

Separation
channel

1 2

3

4

Sample1

Sample1

Detection
site
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pinch injection can reduce band broadening of the sample
plugs caused by leakage at the intersection of the injection
channel (25). Fig. 6 shows a CE microchip made in borosili-
cate glass. Serpentine separation channel was created to
havea longerseparationchannelwithinacompactgeometry.

The most common material used for the microchip is
glass. Some of the earliest capillary electrophoresis micro-
chips were fabricated in glass due to the good optical pro-
perties, a surface that enables electro-osmotic flow, and
well-developed microfabrication techniques. To further
reduce the microchip fabrication cost, polymer materials
have been used due to the low material cost and easy mass-
fabrication processes. Injection molding or hot embossing of
plastics and polymer casting of polydimethylsiloxane
(PDMS) are some of the methods used (26–28).

The application of this technology has been expanded
from simple chemical analysis to biological applications,
such as DNA sequencing, immunoassay, and biological
particle separation (viruses, bacteria, and eukaryotic cells)
(22,29–31). DNA sequencing on microchips was first
reported by Mathies in 1995 (32). Single base resolution
reached 150–200 bases in 10–15 min. Some of the advan-
tages on top of the excellent resolution and short analysis
time are the capability for high throughput. The compact
size of the separation channels enable a large number of
channels to be placed close together, which also facilitates
fast detection using optical imaging or scanning lenses. To
pack even more channels into a small area, a 6 inch circular
glass plate carrying 96 radical channels conversing at the
center of the chip was also developed (33). Detection
occurred using a spinning confocal system. Separation
of antigen and antibody from the corresponding anti-
body-antigen complex can be separated using microchip
CE for immunoassays (34). Automatic sample injection
capability can possibly eliminate the need of conventional
robotic sample injection, which is commonly used in life
science laboratories. More complex operations, by using
electro-osmotic flow in conjunction with other operations
such as lysing and concentration, have been demon-
strated to show transport and analysis of biological
particles (35–37). Dual injection has been also used where
sample and reagents can be mixed on-column and ana-
lyzed to provide information about reaction kinetics, to

perform on-column derivatization for improved separa-
tion and termination, and to develop methods for simul-
taneous analysis of anionic and cationic compounds (38).
Electro-osmotic flow in microchannels has been used in
numerous applications to transport and mix fluid and
particles but is beyond the subject of this chapter (39,40).

Electrophoresis with Other Separation/Detection Methods

One of the advantages of capillary electrophoresis is that
this technique is easy to combine with different separation
and detection methods to provide even more versatile,
powerful, and efficient analysis tools. Isoelectric focusing
(IEF) is a separation technique to resolve amphoteric
molecules based on their isoelectric points (pI) (41). Iso-
electric point is the pH at which a molecule carries no net
electric charge. In capillary isoelectric focusing (CIEF), the
capillary is first filled with a mixture of ampholytes and
samples (42). When an electric field is applied to the
capillary, a pH gradient is formed inside the capillary
and the sample molecules migrate and stop at a position
where the pH equals the pI of the sample molecules due to
the loss of their net charges. In a one-step process, the
entire capillary is illuminated to obtain images of the
separation. In a two-step process, the separated samples
are mobilized to the detection point using chemical, hydro-
dynamic, or electro-osmotic flow mobilization to simplify
the detection equipments. When analyzing mixture of
peptides in a microchip-based CIEF, focusing time of less
than 30 seconds and total analysis time as short as 5
minutes is possible. As a result of the high resolving power,
this method is most commonly used for studying peptides,
proteins, recombinant products, cell lysates, and other
complex mixtures (43,44).

Although capillary electrophoresis can provide excellent
resolution, it is challenging to identify unknown sub-
stances. Mass spectrometry is a technique used for separ-
ating ions by their mass to charge ratios that enables
identification of compounds by the mass of one or more
elements in the compounds and enables determination of
isotopic composition of one or more elements in the com-
pound. By coupling capillary electrophoresis with mass
spectrometry, direct identification of analytes by molecular
mass, selectivity enhancement, and insight into the mole-
cular structures are possible (43,44). The most prominent
application of this combination is in proteomics (45). Inter-
facing these two techniques is of great importance because
mass spectrometry requires ionized gas as samples
whereas the output from a CE system is fluid (46). Elec-
trospray ionization (ESI) and matrix-assisted laser deso-
rption/ionization (MALDI) are some of the most widely
used ionization methods. ESI, first developed in the
1980s, is the softest ionization technique currently avail-
able. It transforms ions in solution into ions in gas phase
based on the electrostatic effects in solutions. An electric
potential applied to an electrospray tip breaks the solution
containing mixture of samples and solvents into small
charged droplets. The shrinkage of the charged droplets
by solvent evaporation further disintegrates the drops and
forms gas-phase ions. MALDI uses laser beams to ionize
samples located inside a crystallized bimolecular matrix
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Figure 6. CE microchip fabricated in borosilicate glass.
Serpentine separation channel can be observed.



that is used to protect the sample from being destroyed by
direct laser beam. For microchip-based capillary electro-
phoresis systems, efforts have been focused on developing
on-chip electrospray ionization techniques so that coupling
to MS systems are efficient (47). The ultimate goal of such a
coupled system is to use the microchip for fast and con-
venient sample preparation followed by online sample
introduction for MS analysis. Beyond proteomics, the
CE-ESI-MS combination has been widely used for drug
analysis, food analysis, achiral and chiral solutes analysis,
glycoscreening, and metabolic disorder screening (48–52).

Other detection methods used include electrochemical
detection (53), electrochemiluminescence, nuclear mag-
netic resonance (NMR), ultraviolet resonance Raman spec-
troscopy (54,55).

Field-Flow Fractionation

Another technique similar in many ways and complemen-
tary to chromatography is field-flow fractionation (FFF). It
is relatively young compared with chromatography, pro-
posed by Giddings in 1968. This technique is always per-
formed in an open channel (no packing or coatings) that is
usually, but not restricted to, a wide, flat geometry with the
breadth to height ratio being greater than 100 (Fig. 7). The
purpose of this geometry is to take advantage of the lami-
nar velocity parabolic flow profile of the carrier while
minimizing secondary dispersion effects from the side-
walls. Circular channels can also be used in this way but
are difficult to implement a uniform field in. Just as in
chromatography, the samples spatially separated along
the length of the channel are eluted discretely at the outlet,
if enough column length and separating power are pro-
vided. For this reason, chromatographic principles and
basic theory also apply to FFF. For example, FFF system
retentions are often characterized by the number of theo-
retical plates and the van Deemter theory and the separa-

tions are characterized by resolution. However, some
distinct differences exist that demonstrate the unique
and complementary characteristics of FFF.

The first difference between FFF and chromatography
is that a force field is applied to affect the samples instead of
a stationary phase. The second difference is that the field is
applied normal to the flow and separation direction. In
chromatography, this field always acts opposite to the
direction of the separation. The third difference is that,
in most simple FFF systems, a direct mathematical rela-
tionship exists between the field and sample elution time.

The mechanism of retention and separation in FFF
systems is based on compartmentalizing the various sam-
ples in the mixture to velocity zones in the parabolic flow
profile of the carrier. The samples are selectively perturbed
using a field applied normal to the carrier flow that are
then concentrated at the accumulation wall. Normal diffu-
sion opposes this movement until an equilibrium condition
is established. Each sample will form a layer thickness
based on its degree of perturbation. The sample specific
velocity is then obtained from the first moment of the
concentration and velocity profiles. The exact mathemati-
cal relationship among the variables in each of these steps
allows for the determination of specific sample properties
based solely on the elution time. A simple concentration or
mass-based detector is sufficient without the need for
calibration as in chromatography. In practice, this type
of analysis is complicated by other factors leading to the
need for calibration or more complicated detectors.

Any type of field or combination of fields can, in theory,
be used to drive the separation. Some of the common fields
used are sedimentary, flow, thermal, and electric. Some
less common fields include magnetic, acoustic, dielectric,
and others.

Recent advancements in FFF have included miniaturi-
zation of FFF channels. Miniaturization not only reduces
sample and carrier volume requirements but also enhances
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Figure 7. Top: Representation of a typical FFF
channel. Bottom: Cross-sectional slice of channel in
the center along the length and showing the
operational principles of a separation in FFF. The
required components for retention are a parabolic
velocity profile and sample selective field.



retention and separation in some cases. Some of the systems
that benefit through field enhancement from reducing the
scale are thermal, electric, magnetic, and dielectrophoretic.
In addition, microscale and nanoscale fabrication technolo-
gies have also made possible the implementation of systems
that were previously impossible, difficult, or unreasonable
to try, such as acoustic, magnetic, and dielectrophoretic
FFF, as well as combinations of these systems.

Several microscale systems have been successfully
implemented: micro-electric FFF (56–60); micro-thermal
FFF (61–66); and AcFFF by Edwards and Frazier (67). Gale
also integrated an electrical impedance detector within the
channel to minimize the plate height due to extracolumn
volumes in the detector and between the column and detec-
tor (56). Both Gale and Edwards also developed sample
injection methods to minimize plate height further (56,61).

Systems manufactured using microelectricalmechani-
cal system (MEMS) technologies are not only suitable for
creating an inexpensive, disposable analysis device, but
also for integrating with other methods such as chromato-
graphy, sensors, fluid handling devices, and actuators to
create a total analysis system, or lab-on-a-chip. FFF can be
used as a sample preparation tool, analytical device, or
both in these systems.

CONCLUSION

Chromatography and the closely related fields of FFF and
electrophoresis have proven to be valuable methods over
the last century for separation, purification, and analysis.
As a result of the wide variety and combinations of phases
used in chromatography and fields applied in FFF, the num-
ber of types of samples that have been or can be retained and
separated in these systems appears to be endless. Further
advances in column, carrier, and detector technology, such as
miniaturization, will continue to push the limits outward
and make available faster and higher quality separations.
In turn, researchers and industries in fields such as chemical
engineering, bioengineering, chemistry, and pharmaceutics
that rely on these techniques will also advance.
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METHODS OF MEASURING BLOOD pCO2 BEFORE
DISCOVERY OF THE pCO2 ELECTRODE

Bubble Equilibration Methods

Carbon dioxide in blood is largely in the form of the
bicarbonate ion, which could be converted to CO2 gas by
adding acid and extracting the gas in a vacuum. The
concept of partial pressures gradually stimulated interest
in measuring pCO2 in the late nineteenth century. Gas
analysis had been developed earlier, so the first method
was to equilibrate a small gas bubble with a large volume of
blood sample at body temperature, and then remove the
bubble for gas analysis. Pflüger developed a tonometer for
this purpose in the 1870s, and August Krogh used this
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method in fish in the early twentieth century. It was
developed into a clinical and laboratory method by Richard
Riley, using a specially adapted syringe with a capillary
attached, which was invented by F. J. W. Roughton and
P. Scholander during World War II. Riley’s bubble method
worked well for pCO2, but poorly for pO2 especially when
blood was saturated with oxygen.

The Henderson–Hasselbalch Method

The most accurate early method was made possible by L. J.
Henderson’s discovery of buffering and his equation in
1908, its logarithmic modification by K. A. Hasselbalch
in 1916, and P. T. Courage’s design of a glass pH electrode
(1925) in which blood could be measured with little loss of
CO2 to air. Blood pH was determined, usually at room
temperature, there being no thermostated electrodes, and
the Rosenthal temperature correction (�0.0147 pH units/
8C) was used to compute pH at 37 8C. Plasma CO2 content
was determined in the Van Slyke manometric apparatus
that used 1 mL of plasma (after carefully centrifuging blood
under a gas tight seal, a floating cork). This method
reached a precision of 0.3 mmHg pCO2 in studies of the
arterial to alveolar pCO2 difference during surgical
hypothermia at The National Institute of Health (NIH) (5).

Astrup and The Equilibration Method

Hundreds of patients with polio needed artificial ventila-
tion in the communicable disease hospital in Copenhagen
during epidemics in 1950–1952. Poul Astrup, M.D. (Pro-
fessor of Clinical Chemistry, University of Copenhagen,
Copenhagen, Denmark, and Director of the Clinical
Laboratory, Rigshospitalet, Copenhagen, Denmark) and
his associates, particularly Ole Siggaard Andersen,
Ph.D., M.D. (Professor of Clinical Chemistry, University
of Copenhagen, and Director, Clinical Chemistry Labora-
tory, Herlev Hospital, Copenhagen, Denmark), devised a
way of determining blood pCO2 using only a pH electrode to
measure pH before and after equilibration of a blood sam-
ple with two known concentrations of pCO2(6). Astrup
made use of the little known fact that, as pCO2 is changed,
the relationship of pH to pCO2 in a given blood sample is
semilogarithmic (Fig. 1). By plotting the two measured values
of pH at the known equilibrated pCO2, he could graphically
interpolate the pCO2 from the original sample pH.

From 1954 until the mid-1960s, Astrup’s method was
made widely available by the Radiometer Co. of Copenhagen.
The device had a thermostated capillary pH electrode, refer-
ence electrode, and tiny shaking equilibrator through which
humidified gas flowed. Astrup’s apparatus and method
became obsolete with the introduction of the CO2 electrode.

Ole Siggaard Andersen, Astrup, and others used the
values obtained for pH and pCO2 to calculate bicarbonate,
total CO2, and base excess, a term they introduced as a
quantitative measure of the nonrespiratory or metabolic
abnormality in a whole blood sample. Base excess proved to
be the first accurate index of the nonrespiratory component
of acid–base balance (7). Its first application was only for
blood, but by 1966, it was shown to apply to the extra-
cellular fluid of the entire body if one assumed an average
extracellular fluid hemoglobin concentration of 5 g/dL.

THE CO2 ELECTRODE

History

A carbon dioxide (CO2) electrode was first described by
physiologists Gesell and McGinty at the University of
Michigan in 1926, for use in expired air, but not in blood
(8). It used the effect of CO2 on the pH of a film of peritoneal
membrane wet with a salt solution. Their paper was redis-
covered 40 years later by M. Laver at Massachusetts General
Hospital who informed Trubohovich of this effect (9).

In August 1954, Richard W. Stow, Ph.D. (Associate
Professor of Physical Medicine, Ohio State University,
Columbus, Ohio) (Fig. 2), a physical chemist, reported
the design of a CO2 electrode at the fall meeting of the
American Physiologic Society in Madison, Wisconsin (10).
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Figure 1. Equilibration method for measuring arterial pCO2

introduced by Astrup during the Copenhagen polio epidemic,
1952–1954. Log pCO2 plotted versus pH results in straight lines
with varying pCO2, and shifts of pH and slope when blood is acidified
or alkalinized. The shift gave rise to the concept of base excess.

Figure 2. Richard Stow, invented the CO2 electrode in 1954 to
assist in managing polio patients on ventilators (10).



The polio epidemic was raging at the time, and as part of
the physical therapy faculty he had sought some way to
measure pCO2 in the victims. He read in the library about
specific ion electrodes, and conceived the electrode idea. He
had wrapped a thin rubber membrane wet with distilled
water over a homemade combined pH and reference elec-
trode (Fig. 3). When he changed gas pCO2 outside the
device, the pH inside changed as a log function of gas
pCO2. However, he was unable to get stable readings
and said he doubted it could be made useful.

After his talk, Severinghaus asked him why he did not
try adding sodium bicarbonate (NaHCO3) to the water film
in the electrode. He replied that he believed this would
abolish the signal because bicarbonate would buffer the
effect of pCO2 on pH. Severinghaus replied that he was
confident that bicarbonate would not block the sensitivity.
Stow agreed that Severinghaus would further investigate
this idea. In September, 1954, after returning from Madi-
son to the National Institutes of Health, Severinghaus
confirmed the advantage of adding bicarbonate ions. A
schematic diagram of his modification of Stow’s electrode
is shown in Fig. 4. He used a Beckman bulb-type pH
electrode, a chloride-coated silver wire reference, and a
Beckman pH meter. He tied a film of cellophane over the

pH electrode soaked in 25 mM NaHCO3 and then covered
the entire tip with a thin rubber dam, later from a surgical
glove. The bicarbonate not only made the device stable, but
doubled the pCO2 sensitivity compared with an electrolyte
of distilled water (or 1% NaCl). Salt was added to help
stabilize the silver chloride reference electrode.

In 1957, Stow. Baer and Randall (11) published their
discovery of the CO2 electrode without mentioning the need
to add bicarbonate ion, and took no further interest in this
idea. Stow had no interest in a patent, thinking it would
distract him from his job, and also because his university
only allowed inventors 10% of royalties. As a U.S. govern-
ment employee, Severinghaus was not permitted to patent
it, certainly not with a reluctant coinventor.

Severinghaus and co-worker A. Freeman Bradley pro-
ceeded to investigate and optimize the electrode design and
to test its performance, linearity, drift, and response time.
They constructed electrodes for laboratory use by several
colleagues, but unfortunately made no attempt at commer-
cial development for 4 years.

Between 1958 and 1960 several other investigators
constructed and published similar CO2 electrodes, in several
instances without being aware of the Stow–Severinghaus
electrode (12–14).

CO2 ELECTRODE DESIGN DETAILS

A CO2 electrode consists of a slightly spherical surfaced
glass pH electrode and a silver chloride reference electrode.
Both are mounted in a glass or plastic sleeve holding a
Teflon or silicone rubber membrane, typically 12mm thick,
over the glass surface, in some cases with a spacer of very
thin lens-cleaning paper between membrane and glass to

Figure 3. Stow’s sketch of his 1954 CO2 electrode. (a) Cable
connection enclosure. (b) Rubber membrane. (c) Retaining O
ring. (h) Chamber for internal pH electrolyte. (j) Reference
electrode of silver chloride, not in contact with internal
electrolyte, but opening to exterior through port K.

Figure 4. The concept of a pCO2 electrode. The pH sensitive
surface of a pH glass electrode is covered by a layer of electrolyte
(here in cellophane), and then by a thin layer of a membrane
permeable to CO2, but not to hydrogen ions (here Teflon). The
pH in that film is controlled by the partial pressure of CO2 on
the outside of the outer membrane as CO2 dissolves and reacts
with water to form carbonic acid. The carbonic acid dissociates
into hydrogen and bicarbonate ions. Because the electrolyte has
5–20 mM HCO�3 ions, changes of pCO2 have no measurable effect
on HCO�3 . The mass law then requires Hþ to change in direct
proportion to change in pCO2. A doubling of pCO2 doubles Hþ

concentration, which is seen as a 0.3 pH unit fall.
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insure a uniform distribution of the electrolyte that is NaCl
or KCl with � 5–20 mequiv/L of NaHCO3. For use in blood,
the electrode is mounted in a 37 8C cuvette into which a small
sample of blood can be injected (typically 50mL) (Fig. 5).

The electrode output voltage is a logarithmic function of
pCO2,� 60 mV for a 10-fold change of pCO2, which induces
a pH change of � 1 pH unit. Sensitivity is defined as DpH/
D log pCO2, where S reaches nearly the ideal maximum
value of 1.0 with HCO�3 concentrations of 5–25 mM (Fig. 6).
At higher bicarbonate levels, carbonate acts as a buffer,
and reduces both sensitivity and speed of response.
Response is faster at lower bicarbonate concentration,
but carbonic acid pK’ is 6.1, resulting in some change of
bicarbonate as pCO2 changes, reducing sensitivity. As
bicarbonate concentration is lowered, sensitivity falls to
30 mV/decade pCO2 change, or S¼ 0.5, at zero bicarbonate.

The log response is almost linear from 5 to 700 mmHg
pCO2. The response time to a step change of pCO2 is
exponential with a 95% response time of � 30 s, depending
on the membrane thickness and material, bicarbonate ion
concentration and the thickness of the electrolyte layer
over the glass electrode surface. It can be made to respond

in < 1 s by using thin silastic (silicone rubber) membrane,
low bicarbonate concentration (i.e., 1 mequiv/L), and add-
ing carbonic anhydrase to the electrolyte, but the downside
is loss of stability and signal amplitude.

The CO2 electrode is usually calibrated to read in milli-
meters of mercury. It reads the same value for gas and
liquid equilibrated with that gas at the electrode tempera-
ture, usually 37 8C.

A useful test of a leaking membrane is to equilibrate a
dilute solution (e.g., 1 mequiv/L) of HCl, or lactic acid with a
known calibration gas, and test its reading. Any leak will
permit acid entry and an erroneously high pCO2.

Maintenance requires replacement of the membrane
and electrolyte when errors are detected or when drift
has driven the electrode beyond the ability of the apparatus
to compensate its potential. The pH glass may become so
impermeable to hydrogen ions that it shows low sensitivity
or slow response after years of use.

The amplifier circuit must be electrically isolated from
the ground because any ground path leakage will draw
current through the silver chloride reference and changes
its potential causing drift. The input impedance of all
modern pH and pCO2 meter amplifiers is >1011V.

The Combined Blood Gas Analysis Apparatus

In 1956, Leland Clark disclosed his invention of the oxygen
electrode at a meeting in Atlantic City to which Severin-
ghaus had invited physiologists interested in measuring
pO2. That invention made a huge difference in blood gas
analysis.

While Severinghaus completed his anesthesia residency
at the University of Iowa, with help from the physiology
workshop, he constructed a thermostat into which he
mounted both the Stow–Severinghaus CO2 electrode and
the Clark O2 electrode in a stirred cuvette with a small
blood tonometer. That apparatus was exhibited at the
meeting of the American Society of Anesthesiologists in
October 1957 and at the meeting of the Federation of
American Societies of Experimental Biology in Atlantic City
in the spring of 1958 and published in 1958 (15) (Fig. 7).

Figure 5. Cuvette with blood inlet and outlet connections in a
thermostated water jacket made for the Stow–Severinghaus pCO2

electrode (National Welding Co, San Francisco, 1959).

Figure 6. The first blood gas apparatus, with the Clark pO2

electrode (below) in a stirred cuvette, and the Stow–
Severinghaus pCO2 electrode above, tilted to keep the internal
air bubble of the pH electrode away from the tip (1957).

Figure 7. The first three-function blood gas analyzer, using a
McInnes Belcher pH electrode (1930) with the pCO2 and pO2

electrodes in a 37 8C bath.
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The Three-Function Blood Gas Analyzer

In 1958, after moving from the National Institutes of
Health to the University of California, San Francisco,
Severinghaus and Bradley added a pH electrode to the
blood gas electrode waterbath, making the first three-
function blood gas apparatus (Fig. 8). Forrest Bird,
Ph.D., M.D. (President, Bird Corporation, Palm Springs,
California) had designed popular positive-pressure venti-
lators, manufacturing them at the National Welding Co.
in San Francisco. He proposed to manufacture the CO2

electrode and to make it commercially available. From
1959–1961 the National Welding Co. sold the only avail-
able pCO2 electrode. The design concept was soon copied
and marketed by Beckman, Radiometer, Instrumentation
Labs and later by several other firms.

Impact of Blood Gas Analysis

During the 1960s, blood gas analysis became widely avail-
able in anesthesia, intensive and critical care facilities,
and cardiorespiratory research laboratories. For several
years, the Severinghaus paper (15) was among the most
quoted articles in biologic literature, and blood gases were
called the most important laboratory test for critically ill
patients. Blood gas apparatus now uses automatic self-
calibration and automatic transport of sample and wash-
ing of cuvettes, printing of results, and often sending the
values to remote terminals. In the United States, regula-
tions have been used by pathologists to require that these
automated instruments can only be used by licensed
technicians, usually meaning that the income flows to
pathologists. Gone are the days when students, nurses,
residents, and faculty all took part in doing blood gas
analysis.

A more complete history of the CO2 electrode and
related blood gas technology is available in References
(9,16).

HISTORY AND THEORY OF TRANSCUTANEOUS BLOOD
OXYGEN MONITORING

From 1951 to 1952, the discovery of oxygen related blind-
ness in premature infants created an urgent need for
continuous noninvasive monitoring of blood oxygen. A
new solution to the problem came from physiologists study-
ing skin respiration. Human skin breathes, taking up
oxygen and giving off CO2 to the air. If skin is covered
(as by a flat unheated pCO2 electrode) the surface tcpO2

falls to zero in a few minutes. However, in 1951 Baumber-
ger and Goodfriend showed that if skin blood flow is greatly
increased by the highest tolerable heat (45 8C), the surface
pO2 rises to about paO2 (arterial blood) (17).

Within a year after Clark’s invention of the membrane
covered platinum polarographic electrode (18,19), Rooth
used polarography to confirm the Baumberger report (20).
Researchers tried unsuccessfully to use chemical vasodi-
lators to make skin pO2 a monitor of paO2. Kwan and Fatt
(21) noted that pO2 of the palpebral conjunctiva measured
with an unheated tiny Clark electrode mounted facing
outward on a contact lens over the cornea simulated
paO2. This device was briefly marketed a decade later,
but discontinued due to the danger of infection.

In Marburg, Germany, Professor of Physiology Dietrich
Lübbers and students, especially Renate Huch, pursued
the concept of heating the skin under an oxygen electrode
by heating the electrode itself to as high as 45 8C. They
were joined by Patrick Eberhard, and the group soon found
ways of making electrically heated, thermostated oxygen
surface electrodes. By 1972, they had shown a good rela-
tionship between heated skin and arterial blood pO2 in
infants (22). Several firms began to design electrodes for
this purpose.

DEVELOPMENT OF METHODS AND UNDERSTANDING OF
THEORY

By 1977, the Marburg group had published at least 11
papers documenting the validity of transcutaneous oxygen
measurement. At least three commercial tcpO2 electrode
systems were available (Helige, Roche, Radiometer). In
November 1977, some 18 research teams joined for a work-
shop on transcutaneous blood gas methods in San Fran-
cisco, assessing the theory, problems, possibilities, and
progress (23–30). The following summer (1978) many of
these workers joined the Marburg team and others for the
first international congress on transcutaneous blood gas
monitoring, establishing the technology as an essential tool
in neonatology and as useful in many other fields (31,32).

The agreement of tcpO2 with paO2 proved to be a
cancellation of two opposing effects illustrated in Fig. 9
(27,33).

1. Heating of desaturated blood raises its pO2 by 7%/8C,
or 50% at 43 8C, but in saturated blood, as in water,
pO2 rises only 1.3%/8C (35);

2. Skin metabolism at the high temperature consumes
O2 as it diffuses outward from capillaries through
living cells, reducing the value to about paO2.

Figure 8. Relationship of pCO2 electrode sensitivity to its
internal electrolyte bicarbonate ion concentration. Maximum
sensitivity occurs at � 20 mM HCO�3 , but for faster response,
most electrodes operate at 5–10 mM.
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The outward oxygen diffusion is facilitated by heat that
proved to ‘‘melt’’ some skin diffusion barriers (33,36). Skin
O2 conductivity C (adult volar forearm) was determined by
two groups by comparison of flux with two membranes
(teflon and mylar) of very high and low conductivity. With
a large gold cathode Clark electrode, C¼ 15 nL � cm�2 � s�1 �
atm�1(37) and with a mass spectrometer C¼ 10 nL � cm�2 �
s�1 � atm�1(38).

Skin O2 consumption (VO2) was determined after ther-
mal vasodilation by the rate of fall of tcpO2 with circulatory
occlusion (arm cuff) (Fig. 10) (27). Relative skin blood flow
under the heated electrode was estimated by measuring
the required heating power (39). Analysis of data collected
at two levels of pO2 and two temperatures permitted
calculation of blood flow, capillary temperature under a
heated electrode, and diffusion gradient from capillary to
surface (40). Mean adult volar forearm skin VO2 was
4.2	 0.4 mL � g�1�min�1 at 44 8C and 2.8	 0.3 mL � g�1 �min�1

at 37 8C. At 44 8C, skin blood flow averaged 0.64	 0.17mL �
g�1 �min�1, capillary temperature was 43 8C and the diffusion
gradient was 32	7mmHg.

TRANSCUTANEOUS CO2

In 1959, Severinghaus constructed a 37 8C thermostated
open tipped CO2 electrode to determine pCO2 of various
tissue surfaces in animals (Fig. 11) (41). Without heating
the skin well above body temperature, skin pCO2 at 37 8C
climbed steadily over one-half of an hour to > 80 mmHg.
Dog intestinal mucosa and liver surfaces were very high.

Fifteen years later, the success in transcutaneous mea-
surement of oxygen led to design and testing of electrodes
to measure tcpCO2 by Beran et al. (42,43), Huch et al. (44)
and Severinghaus et al. (45,46). Combined tcpO2–tcpCO2

electrodes were initially described by Parker et al. (47) and

Severinghaus (48). Figure 12 schematically shows the
internal design of an early Radiometer combined electrode.
Figure 13 shows the electrode with a membrane mounted.

When a heated combined pO2–pCO2 electrode is first
attached to skin, the time needed to equilibrate is � 5 min
for both electrodes, although the pO2 electrode may show
later small changes as thermal vasodilation slowly develops
(Fig. 14). The response to step changes in alveolar and
arterial pCO2 is slower as seen in Fig. 15. Here the response
is delayed both by the washout or washin of CO2 into the
tissue by blood flow, and the electrode’s own delay. The
response is pseudoexponential, a combination of the two
delays, resulting in a 95% response times of � 10 min.

Without correction, tcpCO2 is not similar to paCO2.
Heating of blood (and water) raises pCO2 � 4.6%/8C

Figure 9. A schema of the effect of both heating of skin surface by
a transcutaneous electrode, and of local metabolism, on the tissue
internal oxygen tension from the arteries out past the capillaries
and the living and dead epidermis to the surface, and through the
electrode membrane into the cathode that keeps its surface pO2¼0
by its electrical negative potential (39).

Figure 10. The time course of skin pO2 and pCO2 on an arm after
sudden circulatory occlusion with a blood pressure cuff. The rate of
fall of pO2 from a high level is a measure of the skin metabolic rate.
The pCO2 rises at first from metabolic CO2 production, but later at
a steeper rate as skin generates lactic acid when skin pO2 reaches
zero. With release of occlusion, the electrode recovery time is
delayed by both the skin washin and washout, and by electrode
equilibration (34).

Figure 11. The first tissue surface pCO2 electrode (41) with a
circulating temperature controlled water jacket.
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(41), metabolism adds � 3 mmHg pCO2, and the cooling by
skin and blood of the electrode surface further raises the
electrode reading. The effect of heating on blood pCO2 may
be computed as DpCO2¼ exp(0.046[T – 37]) (51). The net
effect at 43 8C was found to be tcpCO2¼ 1.33paCO2þ
4 mmHg (48,52) or tcpCO2¼ 1.4paCO2 (53). This form of
temperature-dependent correction factor was later incor-
porated in most commercial transcutaneous blood gas
monitoring apparatus.

With this correction factor, the relationship of tcpCO2 to
paCO2 is excellent, as shown in Fig. 16. The previous
correction factors appear to have become incorrect for a
second generation of the Radiometer tcpCO2 electrodes, due
to a design change in the internal temperature coefficient
of the glass pH electrode. The additive factor of 4 mmHg
changed to � 8 mmHg in the newer instruments (Kagawa
S, personal communication).

Although tcpCO2 appears to work at 42–43 8C, Tremper
et al. showed that 44 8C was a better temperature when

Figure 12. Schema of the design of a combined tcpO2–tcpCO2

electrode. (a) pO2 cathode, the end of a 12mm platinum wire
fused in glass. (b) A silver wire reference electrode. (c) pH glass
electrode surface. (d) solid silver internal pH electrode (used
to improve heat transfer to skin). (e) Internal pH electrolyte.
(f) Heater Zener diode. (g) Thermistor. (h) Silver body, and
reference electrode. J, K, L, M: O rings. N: Lexan jacket. Q:
epoxy. P: Cable (48).

Figure 13. Photograph of combined pO2–pCO2 electrode with
teflon membrane (48).

Figure 14. Initial responses of a combined pO2–pCO2 electrode
when first mounted on skin. Both electrodes need � 5 min to
equilibrate, the pO2 showing a small late rise as skin
hyperemia develops from the heating (49).

Figure 15. Transcutaneous pCO2 electrode response to a step
increase of ventilation adjusted by the subject to reduce end tidal
pCO2 suddenly from 40 to 20 mmHg and hold it at a constant level
for 18 min, followed by addition of enough CO2 to inspired gas to
raise end tidal pCO2 as quickly as possible to �50 mmHg. The
response time constants (63%) are �5 min (45).
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blood pressure was or had been low (54). The tcpCO2 value
was better than the PETCO2 value (end-tidal or end-expired
air) in predicting paCO2 (bias and s.d.�1.6� 4.3 mmHg) in
anesthetized adults (n¼ 24) (55).

A special advantage of tcpCO2 is that it averages out
breath-by-breath variations, and has almost no inherent
‘‘noise’’ or variability, such that it often is found to be the
best trend monitor for detecting small changes in paCO2

such as those induced by experimental variations (anesthe-
sia, ventilatory settings, posture, FIO2, FICO2, blood pres-
sure, pharmacologic agents, etc).

APPLICATIONS

Transcutaneous technology is used in many ways, some of
which are discussed in accompanying papers:

1. Neonatology: Guidance of O2 therapy remains the
most common use of transcutaneous monitoring
(56–58). The suspected etiologic role of hyperoxia
(tcpO2> 80 mmHg) in retinitis of premature infants
has been confirmed in a cohort study (59). The tcpO2

value can be measured above and below the ductus
to demonstrate closure (60). In low birth weight
infants, tcpCO2 (at 40 8C!) is the best available
monitor of ventilation (61).

2. Fetal Monitoring: Using specially designed electro-
des attached to the fetal scalp, intrapartum monitor-
ing revealed some important new pathophysiologic
understanding (62–65). As hoped, changes in tcpO2

rapidly reflected changing maternal and fetal condi-
tions (66). The tcpO2 value fell and tcpCO2 rose with
contractions during the second stages of labor (67).
The tcpCO2 value closely followed fetal paCO2(68).
When there were signs of fetal distress, fetal scalp
tcpO2 was < 15 mmHg (69). Surprisingly, O2 admin-
istration to mothers with fetal distress did not alter

fetal pCO2 or raise pO2(70). During maternal hypo-
capnia, fetal tcpO2 fellduetotheBohreffect,whereas
it rose during hypercapnia (71). Fetal tcpO2 was
considered influenced by local scalp blood flow (72).
Repeated episodes of asphyxia were reported to
express catecholamines, which reduced blood flow
to the fetal skin, artifactually reducing tcpO2(73,74).
Fetal tcpCO2 may have failed to disclose severe
acidosis or circulatory impairment (75).

3. Sleep Studies: Combined pO2–pCO2 electrodes are
used in sleep studies in combination with pulse
oximetry, because nostril sampling of end-tidal
pCO2 is somewhat annoying and more apt to become
plugged or dislodged (76–83). The combined tcpO2–
tcpCO2 electrode made it possible to show that the
ventilatory response to induced mild hypoxia in
sleeping infants changes with age from acute depres-
sion at 1–5 days, to stimulation at 4–8 weeks, and mild
or no stimulation at 10–14 weeks (84). A method was
designed for estimating the ventilatory response to
CO2 during sleep using capnography and tcpCO2(79).

4. Peripheral Circulation: The tcpO2 electrodes are
extensively used in evaluating arterial disease in
the peripheral circulation (85–88). A test of ade-
quacy of peripheral circulation, ‘‘initial slope index’’
(ISI) was suggested by Lemke and Lübbers (89).
Blood flow is stopped by an arm cuff above the
electrode and restarted when tcpO2¼ 0. The initial
rate of rise should be a slope per min of at least 75%
of the preocclusion tcpO2.

5. Skin Circulation: Monitoring the viability of skin
after injury or transplant or flap movement (90,91).

6. Ventilatory Control: In intensive care, transcuta-
neous electrodes greatly increased the safety and
simplicity of PEEP optimization and respiratory
management of adults with respiratory distress
syndrome (92). They are widely used simply to
reduce arterial blood sampling.

7. Hyperbaric Oxygen: Monitoring and guiding hyper-
baric oxygen therapy, primarily for infections and
wound healing (93,94). The tcpO2 tracked paO2 up
to 4-atm hyperbaric pressure in normal subjects
(95). Surprisingly, no one has reported using tcpO2

in hyperbaric treatment of CO poisoning despite the
demonstration by Barker and Tremper in experi-
mental CO administration that transcutaneous pO2

falls linearly as COHb increases, and reaches about
one-fifth of its initial value at the highest COHb
levels despite the maintenance of constant arterial
pO2(96). It is thus unknown whether HBO can
normalize tissue pO2 in the presence of high levels
of COHb.

8. Clinical Physiology: Transcutaneous monitoring has
found use in exercise tolerance studies (97,98). End-
tidal CO2 is not exactly equal to paCO2 and the
difference between them varies with posture and
inspired oxygen concentration. When testing hypoxic
ventilatory responses by monitoring PETCO2, tcpCO2

helps to correct these small errors (99).

Figure 16. Transcutaneous pCO2 correlates well with arterial
pCO2 in patients during anesthesia or intensive care (48).
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9. Pharmacologic Research: Transcutaneous monitor-
ing may be the simplest monitor of the depressant
effects of opiates, sedatives, and anesthetics espe-
cially in awake children (100).

10. Animal Studies: Intestinal or other tissue animal
experimental ischemia has been found to be better
detected by the rise of the organ or tissue surface
pCO2 using tcpCO2 electrodes at body temperature
than by gastric tonometry (101). Both tcpO2 and
tcpCO2 have been widely used in small and large
animal studies (102) and to assess the effect of
cardiopulmonary resusitation (CPR) (103).

ACCURACY

With the widespread use of tcpO2 and tcpCO2 came concern
about its accuracy and the possible sources and effects of
errors, especially with severe hypotension (28,104). Pea-
body et al.(25) identified two groups of infants in whom
tcpO2 was lower than paO2. These were infants receiving
an intravascular infusion of tolazoline and infants with
mean arterial blood pressures > 2.5 s.d. below the pre-
dicted average value. Vasoconstrictors also lower
tcpO2(105). Both of these situations represent extreme
alterations in peripheral blood flow. Mild hypotension,
hypothermia, anemia, radiant warmers, and bilirubin
lights did not adversely affect transcutaneous accuracy
(106). In a large multiinstitutional study of 327 patients
older than 1 month, when paO2 was between 80 and
220 mmHg, Palmisano found the mean bias� s.d. of tcpO2

was �43� 40 mmHg, and the slope of the regression was
0.65 (107). It was determined that tcpCO2 correlated far
better with paCO2: R¼ 0.929, slope 1.052, bias and
s.d.¼ 1.3� 4.0 mmHg (n¼ 756).

Defining a tcpO2 index as tcpO2/paO2, Tremper and
Shoemaker (108) studied the effect of shock. For 934 data
sets taken on 92 patients not in shock, there was a correla-
tion coefficient (r) of 0.89 and a tcpO2 index 0.79� 0.12
(SD). In five patients with moderate shock, the r was 0.78
and the tcpO2 index was 0.48� 0.07. In nine patients with
severe shock, there was no correlation between tcpO2 and
paO2 and the tcpO2 index was 0.12� 0.12.

LIMITATIONS

Skin burns may occur after an electrode has been in one
place over several hours at 44–45 8C, and sometimes even
at 43 8C. Long-term monitoring requires site changes, or a
dual electrode alternating system (109). There may be
problems with drift of calibration, membrane failure, par-
tial loss of skin contact giving errors in both O2 and CO2

readings. Maintenance of these electrodes requires train-
ing and some technical proficiency.

IMPACT OF PULSE OXIMETRY

Pulse oximetry came into widespread use in 1985–1987,
and quickly replaced transcutaneous blood gas analysis in
many situations. However, after an initial switch to

oximetry, neonatologists found that oximetry failed to
detect hyperoxia adequately (110) and now mostly use both
technologies (111–115). In neonatology, a significant pro-
blem is that the inherent errors of pulse oximetry are� 3%,
which could fail to warn of paO2> 80 unless a set point of
� 90% SpO2 is chosen (116). Some have arbitrarily dis-
missed transcutaneous monitoring as ‘‘. . .plagued by tech-
nical problems, . . .Its use in efforts to prevent retinopathy
of prematurity, an eye disease of preterm newborns often
leading to blindness, proved disappointing’’ (117). To them,
the transcutaneous field served as a model of problems
in medical innovation, new technology, and personnel
training. Not everyone agrees with this pessimism. Most
technical problems have been solved, and the occurrence of
blindness in very premature infants is now believed to be
multifactorial, not just due to hyperoxia. Therefore when it
occurs, it is not appropriate to attribute it to failed trans-
cutaneous methodology.

CONCLUSIONS

The enthusiasm for transcutaneous blood gas analysis of
the period 1976–1986 was followed by a decrease due to the
advent of pulse oximetry. The number of papers per year
listing medline keywords ‘‘transcutaneous blood gas’’
reached an early peak of 75 in 1979, when the first inter-
national symposium was devoted to this field, in Marburg
and 200 in 1987. However, after 1986 many papers used
the keywords ‘‘transcutaneous blood gas’’ when writers
meant to refer to pulse oximetry.

Transcutaneous technology is inherently somewhat
complicated. Users must change membranes and calibrate,
change skin sites periodically to avoid burns, beware of
drift or error due to poor circulation or poor skin attach-
ment, and take account of the slower response than given
by oximetry. Nonetheless, transcutaneous blood gas mea-
surement continues to be used because of its unique ability
to meet many special situations needing its characteristics
of noninvasively and continuously determining partial
pressures of O2 and CO2. Several professional organiza-
tions have published guidelines for use of these monitors
(118,119).
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COBALT-60 UNITS FOR RADIOTHERAPY

JOHN R. CUNNINGHAM

Camrose, Alberta, Canada

INTRODUCTION

Cobalt is a metal, between iron and nickel, in the periodic
table. It resembles them and occurs fairly commonly in iron
and nickel ores, such as those found near Sudbury,
Ontario, Canada. Cobalt as a substance has been known
since about the mid-1700s. It was discovered in 1735 by a
Swedish chemist named Brandt and was named after
Kobald, a goblin from Germanic legends, known for steal-
ing silver. Its salts were used in ancient days for making
pigments, which produced brilliant blue colors in pottery.
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The ancient Egyptians used it in painting murals in tombs
and temples. It is necessary, in trace amounts, for proper
nutritional balance.

The nucleus of 59Co, which is the only isotope of cobalt
found in Nature, has 27 protons and 32 neutrons. It hap-
pens to have an unusually large neutron capture cross-
section, which means that bombardment with neutrons
turns many of its atoms into 60Co, which is very highly
radioactive. 60Co has a relatively long half-life (5.26 years)
and it decays to 60Ni by the emission of a beta particle
(an electron). 60Ni is also radioactive and emits two ener-
getic gamma rays with energies 1.17 and 1.33 MeV. Million
electron volts¼MeV. An electron volt is the amount of
energy an electron has when it is accelerated through a
voltage of 1 MV. It is very small: 1 MeV¼ 1.602� 10�13 J.
These gammma-rays are produced in almost equal number
and the pair of them can be approximated by their average
1.25 MeV, to form radiation that has high penetration in
matter.

Cobalt has an atomic weight of 58.933 atomic mass units
(amu), a mass density of 8900 kg/m3, and melts at� 1500 8C.
All of these properties combine to make it unique as a
practical source of radiation for cancer treatment, industrial
radiography, sterilization of food, and other purposes
requiring intense but physically small sources of radiation.

It was not isolated as a metal until early in the eight-
eenth century and was not used for its metallic properties
until the twentieth century. Its most important modern
use is in the production of alloys of steel that are very hard
and very resistant to high temperatures. These alloys find
their uses in cutting tools and such diverse products as jet
engines and kitchen cutlery.

HISTORY

Sampson et al. (1) noted the interesting radioactive proper-
ties of 60Co at least as early as 1936. Livingood and Seaborg
(2) described its properties in 1941. W.V. Mayneord, of the
Royal Cancer Hospital in London (later the Royal Marsden
Hospital), and A. J. Cipriani, then Head of the Biology
Division at Chalk River, Ontario, Canada, described its
production by neutron bombardment of 59Co in a nuclear
reactor in 1947 (3).

In June of 1949, H.E. Johns, then professor of physics at
the University of Saskatchewan, Canada, and physicist to
the Saskatchewan Cancer Commission, visited the NRX
nuclear reactor at Chalk River, Ontario, to discuss, with
Cipriani and others, the possibilities of irradiating a sam-
ple of cobalt in order to produce a 60Co source. The theore-
tical advantages of using the energetic gamma rays of
60Co to destroy cancer cells had been known for some time,
but practical problems of source production centered on the
availability of a reactor with a sufficiently high neutron
flux combined with a facility to handle and prepare the
resulting highly radioactive source. Earlier, in 1945,
J.S. Mitchell of Cambridge and J.V. Dunworth of Chalk
River had discussed the possibilities of producing 60Co
using the high neutron flux expected to be available from
NRX, a nuclear reactor being built at the Chalk River site.
At that time NRX was not yet operating, but in 1949, when

Johns visited it, it was. The NRX is a heavy water reactor
and at that time had the highest available neutron flux in
the world (� 3� 1013 neutrons/cm2/s). The reactor was
heavily involved in a program of radioisotope production
and the irradiation of cobalt was taken to be part of this
program.

Arrangements were made to irradiate three samples of
cobalt and they were placed in the reactor in the fall of
1949. They were removed� 1.5 years later. The first source
was destined for a cobalt unit being designed and built by
Dr. Johns and his students in Saskatoon (4). It was deliv-
ered there in July of 1951 and on the 18th of August it was
installed in the cobalt unit that had been prepared for it.
The second source was sent to the Victoria Hospital in
London, Ontario, where it was installed on the 23rd of
October 1951 in a unit that had been designed and built by
Eldorado Mining and Refining Company (later Atomic
Energy of Canada Ltd.). Dr. Ivan Smith treated the first
patient in London on 27th of October 1951, just 4 days after
the installation of the source. The first patient treated on
the Saskatoon unit, by Dr. T.A. Watson, was on the 8th of
November 1951. Some mystery surrounds the details of the
third source. There is some evidence that it was originally
intended to go to Mayneord in England, but that in 1951 it
was considered that postwar reconstruction was not
yet sufficiently advanced there so it was diverted to the
M.D. Anderson Hospital in Houston, Texas. It was to be
installed in a unit designed by L.G. Grimmett, who had
recently been hired by Dr. Gilbert Fletcher largely for this
task (5). Part of the mystery concerns the fact that it was
delayed in its irradiation and was actually removed from
the reactor for a time and later replaced. Some have
suggested that this may have been related to the outbreak
of the Korean War and the general sensitivity concerning
nuclear matters. Whatever the reason, it was not actually
shipped until July of 1952, almost a full year later than
the other two sources. The M.D. Anderson unit was then
at Oak Ridge Tennessee for experimental purposes and
was transferred, with its source, to the M.D. Anderson
Hospital in Houston in September of 1953. The first
patient was treated, in Houston, on the 22nd of February
1954. Pictures of these three cobalt units are given in
Fig. 1. Roger F. Robinson has told an informative and
interesting history, which includes many details about
the original sources, as well as stories about a number of
the people involved(6).

Each of these three sources was used in cobalt units for
the treatment of cancer for many years. The two Canadian
units became prototypes for units that were subsequently
sold commercially. The unit in London, built by Atomic
Energy of Canada Ltd., was the first of a long series of
machines manufactured by them. The first series was
known as the ‘‘Eldorado’’ series. A later series of units
went under the name ‘‘ Theratron’’. The descendant of that
company: MDS Nordion, is still building and selling cobalt
units. The Saskatoon unit, designed by H. E. Johns and
several of his students at the University of Saskatchewan,
was made by John MacKay of the Acme Machine and
Electric Co. Ltd. in Saskatoon (7) and later commercially
by Picker X-ray of Cleveland, Ohio. Each of these units is
pictured in Fig. 1 near the times of their source installations.
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Before 1951, radiation therapy had been carried out
almost exclusively by X-ray machines operating at tube
voltages of 400,000 V or less. Such machines produce X-ray
beams having a broad spectrum of X-ray energies with an
average of one-third or less of the maximum. Thus, a
400 kV machine would correspond to a single energy of
� 133 keV. Cobalt-60, with its average photon energy of
1.25 MeV, is the equivalent of an X-ray machine operating
about six times the old value. As will be seen later, cobalt
units are also mechanically and electrically simple devices
and, following their introduction, rapidly became the stan-
dard machine for treating nearly all cancers other than
that of the skin. Cobalt units have now been almost com-
pletely replaced by linear accelerators, which produce
X rays having still greater penetration and higher outputs
allowing shorter treatment times.

THE PHYSICS OF ACTIVATION: EXPOSURE AND DOSE

Only the physics directly related to the description of 60Co
sources and units will be discussed here. More detailed
information can be found in standard textbooks such as those
of Attix (8), Greening (9), and Johns and Cunningham (10).

Almost any material placed within the neutron radia-
tion field of a nuclear reactor will become radioactive. The
probability of this happening is determined by the cross-
section of the material for capturing a neutron. The cross-
section is the equivalent of a probability, although it is
usually expressed as an area. Many atoms have neutron
capture cross-sections, of the order of 10�24 cm2 around
1935, Enrico Fermi, then in Rome, was measuring these
cross-sections. When he found one of about this size he
exclaimed, ‘‘ That’s as big as a barn!’’ 1 barn¼ 10�24 cm2 is
the common measure of nuclear cross-section and its use is
permitted by the International System (SI) of units, and if a
neutron passes through this area it is ‘‘captured’’ by the

nucleus to form a new nuclear species, which usually is
radioactive.

The interaction of the neutron with a nucleus is
quite complex, and a number of different products may
be formed. The nucleus may capture the neutron to pro-
duce a new species that is stable, or the neutron may be
re-emitted at the same or a different energy. In the latter
case, we refer to the process as neutron scattering. The
production of 60Co is an example of neutron capture. A
nucleus of 59Co absorbs a neutron and forms 60Co, which is
radioactive and decays with a half-life of 5.26 years by the
emission of an electron that turns it into an isotope of
nickel, 60Ni. The decay scheme of 60Co and 60Ni is shown in
Fig. 2. The two gamma rays mentioned earlier are actually
emitted by the Nickel nucleus 60Ni. Some properties of
cobalt and its radiation are given in Table 1.

The 60Co activity produced is determined by the neutron
flux density in the reactor, the neutron capture cross-
section, the amount of 59Co inserted into the reactor,
and the length of time it is left there. The rate of production
of radioactive atoms can be expressed as

N

t
¼ N sf ð1Þ

where N is the number of 59Co atoms placed in the reactor,
s is the neutron capture cross-section per atom, f is the
flux density of neutrons, and Dt is a time interval. The
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Figure 1. The worlds first three cobalt units. Clockwise from
above London, Ont., Canada, Saskatoon, Sask., Canada and
Houston, Texas.

Figure 2. The decay schemes of 60Co and 60Ni, showing the beta
particle energies of 60Co and the gamma-ray energies from 60Ni.

Table 1. Properties of Cobalt and Its Radiation

Property Value

Cobalt-59
Atomic number Z¼ 27
Atomic weight A¼ 58.933 amu
Mass density r¼ 8900 kg/m3

Melting point 1500 K
Neutron capture cross-section s¼ 37�10�24 cm2

Cobalt-60
Half-life T1/2¼ 5.26 years
Bata energies 0.313 MeV (99.8%)

1.486 MeV (0.12%)
Nickel-60
Photon energies g1¼ 1.733 MeV

g2¼ 1.332 MeV
Interaction coefficient in water (m/r)¼0.0698 cm2/g
Average Energy Absorbed in water Eab¼0.456 MeV
Half-value layer in Pb X1/2¼11 mm



parameter DN will be the number of activations that take
place in this time interval.

As an illustrative numerical example, consider a sample of
15 g of 59Co to be located in a nuclear reactor at a point where
the neutron flux density is 1014 cm�2/s. This represents a
source that is 1.5 cm in diameter and� 1 cm high and is fairly
representative of sources and neutron fluxes that have been
used. The original two Canadian sources were 2.54 cm in
diameter and composed of� 26 disks each 0.5 mm thick. The
American source was square in cross-section. From Eq. 1, and
with the use of some of the information given in Table 1, we
calculate the number of atoms of 59Co that are converted to
60Co during a period of time Dt. We also require a value for
Avogadro’s Number NA, so that we can calculate the number
of atoms (at) of 59Co in 1 g of the substance.

NA ¼ 6:023� 1023 atoms=mol

The number of 59Co atoms in our 15 g sample is

N59Co
¼ 15 g � 6:023� 1023at

mol
� 1 mol

58:933 g
¼ 1:533� 1023 at

From Table 1, we see that the cross-section for neutron
capture in 59Co is 37� 10�24 cm2/atom. If the 15 g of cobalt
were left in the reactor at this location for a period of 1 h,
the number of atoms (at) converted to 60Co, following Eq. 1,
would be

N ¼ 1:533� 1023 � 37� 10�24cm2

at
� 1014 cm�2

s
� 3600 s

h

¼ 2:042� 1018 at

Although this appears to be a very large number of
atoms it represents only� 0.2 mg of 60Co. It does, however,
represent a considerable amount of radioactivity and
would be easy to measure.

The most fundamental parameter for the specification of
the strength of a radioactive source is activity. Activity is
defined as the number of decay processes that occur per
second and its special unit is the bequerel (Bq), which is
defined to be an average of one nuclear disintegration each
second. Activity is easy to describe theoretically, but is very
difficult to determine experimentally. It can be inferred
from the number of atoms of the substance and the value of
its half-life, which for 60Co is given in Table 1 as 5.26 years.

Activity can be calculated from the simple relation

A ¼ Nl ð2Þ

where l is a constant of proportionality known as the
transformation constant. It is related to the half-life T1/2,
of the radioactivity by

l ¼ 0:693

T1=2
ð3Þ

where the number 0.693 is the natural logarithm of 2.
For example, the activity of 60Co that would result from

the above irradiation of 15 g of 59Co would be

A ¼ 2:04� 1018 � 0:693

5:26 year � 3:1557� 106 s=year

¼ 0:0852� 1012 s�1 ¼ 85:2� 109=s ¼ 85:2 GBq ð4Þ

where the half-life T1/2 has been expressed in seconds. The
activity that is actually produced in a reactor irradiation is
considerably less than this theoretical amount. This is
largely due to attenuation of the neutron flux by the
considerable mass of the cobalt.

The more traditional unit of activity has been the curie
(Ci), which corresponds to 3.7� 1010 nuclear decays/s. The
activity of the above source, stated in curies would be

A ¼ 85:2� 109

s
� 1 Ci

3:7� 1010=s
¼ 2:30 Ci

The specification of a commercial source of radiation in
terms of activity is not very practical because activity does
not uniquely relate to the radiation output when an indi-
vidual source is loaded into a treatment unit. The output
will depend on the physical size and configuration of the
source and the design of the collimator of the treatment
unit.

This problem was solved by the use of a quantity called
exposure. Exposure is defined in terms of the amount of
ionization that is produced in air by the radiation. The
special unit is the roentgen (R). One roentgen corresponds
to the release of 2.58� 10�4 C/kg of air.

For gamma-ray emitters, such as this one, a quantity
known as the exposure rate constant (G), has been defined
that relates the activity in curies to the exposure rate in
roentgen/hour at a point in air 1 m from the source. It is
calculated from the gamma-ray spectrum using the inter-
action coefficients of air (the required data are given in
Table 1). For a 60Co source, G, is

G ¼ 1:29 R �m2=h � Ci�1

This allows calculation of the parameter that is fre-
quently used to specify source strength: the ‘‘roentgens
per hour at a meter’’ (Rmm). For our 2.30 Ci source it is

Rmm ¼ 2:30 Ci� 1:29 R �m2

h � Ci

1

1 m2
¼ 2:97 R � h

A much more practical quantity, from the point of view
of radiotherapy, is the absorbed dose rate produced at some
agreed distance. To explain this, it will be useful to first
define absorbed dose and to go through some approximate
calculations connecting activity and absorbed dose rate.

Absorbed dose is the physical quantity that most closely
correlates with the biological effect of the radiation and it is
defined (11) as the amount of energy absorbed per unit
mass of an irradiated material. The special unit of absorbed
dose is the gray (Gy), which is defined as 1 joule (J) of
energy imparted to 1 kg of matter.

A 60Co activity of 85.2� 109 Bq, as derived above, would
give rise to the following photon fluence rate at a distance of
1 m.

c¼ 2
A

4

1

1002
¼ 85:2� 109 Bq

2 104 cm2
¼ 1:356� 106 cm�2=s ð5Þ

The rate of photon interactions with a mass M of the water
is given by

N0 ¼
X

i

ci
m
r

� �

i

M ð6Þ
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where ci is the fluence (number crossing an area equal
to 1 cm2) of each of the photon energies, (m/r)i is the
mass interaction coefficient for each of them. The para-
meter(m/r) expresses the cross-section, or probability of
interaction of photons with 1 g of material and M is the
mass of the material in grams. The summation in Eq. 6 is
over the two components of the photon spectrum as
depicted in Fig. 2.

Since the photon energies are so close together, we can
use the average value of the interaction coefficients, which
is given in Table 1 as 0.0698 cm2/g. The rate of photon
interactions, calculated from Eq. 6, would then be

N0 ¼ 1:356� 106

cm2s
� 0:0698

cm2

g
� 1 g ¼ 94:6� 103=s ð7Þ

Each photon that interacts imparts an average of 0.456
MeV (Table 1) of energy so the rate of energy absorbed E0,
from this irradiation would be

E0 ¼ 94:6� 103

s
� 0:456 MeV ¼ 43:1� 103 MeV

s
ð8Þ

This is a very tiny amount of energy. It was deposited in
1 g of water. Its value can be converted to a more familiar
energy unit by using the relation 1 MeV¼ 1.6022� 10�13 J.
The absorbed dose rate from these photons would then be

D0 ¼ 43:1� 103 MeV

g s
� 1:6022� 10�13J

1 MeV
� 103 g

kg
ð9Þ

¼ 69:1� 10�7 J

kg s
¼ 6:91� 10�6 Gy=s

D ¼ 6:91� 10�6 Gy

s
� 3600

s

h
¼ 0:025 Gy ð10Þ

A simple radiation treatment for cancer typically
involves an absorbed dose at the tumor of 2.0 Gy (in
the old units; 200 rad), and because of attenuation in
the tissues, and various other factors, this implies, for
say a 2 min treatment, an activity almost 5000 times
stronger than in our example source. The distance from
the source to the tumor has typically been 80 cm. This
would call for a source activity of � 25� 1013 Bq or 250
TBq or � 7500 Ci.

To attain this, the cobalt must be left in the reactor
for a much longer time than in our example above. With
a longer activation, one must note that while 60Co is
being formed it is also decaying. The resulting activity
would be the sum of that which is being produced, as
described by Eq. 1, and the amount that decays. This can
be written as

dN

dt
¼ N0 sf� lN ð11Þ

where N0 is the initial number of 59Co atoms present and l
is the transformation constant (see Eq. 2) for the 6OCo
decay. The other symbols have the same meaning as for
Eq. 1. The solution to this equation, expressed in terms of
activity, is

AðtÞ ¼ Amaxð1� e�ltÞ ð12Þ

where Amax¼N0 s f is the maximum activity attainable
for an infinitely long irradiation. For the neutron irradia-

tion conditions of our example, the maximum activity
attainable is

Amax ¼ 1:533� 1023 at � 37� 10�24 cm2

at
� 1014

cm2 � s
¼ 56:72� 1013=s ¼ 567:2 TBq ¼ 15; 000 Ci

ð13Þ

It would require 5 years in the reactor to produce a
source half this strong, that is, 7500 Ci.

This is not strong enough for modern treatment require-
ments and a higher neutron flux is required. As time has
passed, reactor fluxes have increased considerably, and
this has allowed both the irradiation times to be shortened
and the sources to be made smaller.

There are a number of advantages to making cobalt
sources as small as possible. One of these has to do with the
sharpness of the edges of the radiation beam. This is known
as penumbra and will be discussed later under that topic. It
will be seen that a small diameter source is desirable.
Another reason for a small source has to do with the
amount of self-absorption and photon scattering that will
take place within it. The source that we have been con-
sidering was a cylinder 1.0 cm in height, and for the gamma
rays of cobalt this is almost a half value layer even in lead
(Table 1), let alone in cobalt. It must be expected that the
radiation emitted by such a source would be accompanied
by considerable attenuation and would include an appreci-
able component of scattered photons. Because of the
attenuation and scatter that takes place in the source,
the dose rate is greatly overestimated in the calculations
made above. The larger the source physically, the greater
the activity required to give a desired dose rate.

SPECIFICATION OF SOURCE STRENGTH

In actual practice, the strength of the source is stated in terms
of exposure rate at 1 m (Rmm). This is a measured quantity
and is determined by the vendor of the source. Sources
delivering up to 250 R/min at a meter are now available.

One way of judging the ‘‘efficiency’’ of the neutron
irradiation is by stating the specific activity of the source
produced. This is the activity, expressed in becquerel (or
curie) per gram of cobalt. The specific activity of a 7500 Ci
source that weighed 15 g would be 7500 Ci/15 g¼ 500 Ci/g.
In modern reactors, the neutron flux density can be greater
than the 1014/cm�2�s�1 that we assumed, sources can be
irradiated for longer times than in the example. Specific
activities of up to 500 Ci/g have been produced. Cost goes
up linearly with irradiation time, but, as can be seen,
activity does not, and source strengths actually produced
are decided by economic considerations. In actual practice,
sources are not irradiated as solid cylinders, as has been
assumed for this example, but rather they are made up into a
capsule on demand from stocks or pellets that were preirra-
diated to a selection of specific activities. Pellets are shown in
Fig. 3 along with a pair of stainless steel containers into
which they will be placed. The pellets will be loaded into the
cylinder shown in the center of the picture, then spacers, such
as those shown on the right, are inserted to hold the pellets in
position, and finally this cylinder, when capped, is inserted
into the cylinder shown on the left and cold-welded shut. All
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of these operations are carried out remotely in a hot cell.
Finally, the source is shipped in a well-protected and
shielded container to be loaded into a cobalt unit.

COBALT UNIT DESIGN

The first cobalt units went into operation in 1951. Very
soon after that they became available commercially, and
the production of cobalt sources and cobalt units expanded
to such an extent that, for 30 years, more radiotherapy was
carried out with 60Co than with all other types of radiation
combined. Cobalt machines have the tremendous advan-
tages of producing a completely predictable, steady, reli-
able beam of relatively high energy radiation, being
mechanically simple, rarely needing repair, and being easy
to repair when required.

HEAD DESIGN

In all cobalt units, the source is placed near the center of a
large, lead-filled steel container. A device is provided for
moving the source from a position where it is ‘‘Off ’’, because
it is shielded in all directions, to a position opposite an
opening through which the useful beam may emerge. A
number of mechanisms have been devised for moving the
source, and two of them are shown in Fig. 4. In Fig. 4a, the
source is mounted in a heavy metal (mostly tungsten)
wheel that may be rotated through 1808 to carry it from
the Off position to the On position. In Fig. 4b, the source is
mounted in a sliding plug or drawer that carries it from the
Off to the On position. In one of the first cobalt units (the
Eldorado A), the source did not move at all. The beam
opening was filled with a tank of mercury that was pumped
out of the way by air pressure to turn the machine On and
then the mercury returned by gravity to turn the beam Off.

The sliding drawer mechanism shown in Fig. 4b has tended
to be the more commonly used.

All machines must be arranged so that they fail ‘‘safe’’.
That is, the source must be held in the On position by the
continuous application of a force so that if the power fails, it
must return quickly to the Off position. For both a and b in
Fig. 4, this is provided by a strong spring. The lead-filled
container, or ‘‘head’’ of the unit, must be of the order of 25
cm thick in all directions from the source. The design
criteria will depend on the regulations in force where it
is to be used, but basically it must be such that the leakage
radiation emerging from the shield would not cause an
overexposure to anyone staying at its surface for prolonged
periods of time. This would imply, for example, a yearly
equivalent dose of not > 5 mSv (or - 500 mrem) at a
distance of 1 m from the source. This exposure level is
greater than the average in low natural background areas,
but is less than the exposure in many other regions of the
world where people live. The sievert (Sv) is the special unit
of equivalent dose. One sievert will result in the same
biological effect as 1 (Gy) gray of conventional X rays. If
we assume a maximum source strength of 10,000 Ci, and
again use the exposure rate constant of 1.29 R m2/h�Ci�l,
and assume that 1 R corresponds to an equivalent dose of
0.01 Sv, this would imply a thickness of 20–30 half-value
layers. The half-value layer in lead for cobalt radiation is
� 1.1 cm (Table 1), and this calculation would imply a
thickness of � 30 cm. In actual practice a much more
detailed calculation would be done, augmented by mea-
surement.

This simple calculation can serve as a guide only. The
half-value layer for a broad beam of radiation, such as in
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Figure 3. Cobalt pellets and source capsule with components.

Multiplane
collimator

Moving arc
collimator

Closed

Open

Skin surface

Pb

(a) (b)

On

Off

Wheel
Sliding
plug

Off On

Figure 4. Two designs for cobalt unit heads. (a) A rotating wheel
carries the source to the ‘‘on’’ position. A multiplane collimator
controls the size of the rectangular beam. (b) A sliding drawer
moves the source and a multileaf collimator moves on an arc to
control the beam.



this case, would be > 1.1 cm. On the other hand, it is
unlikely that anyone would remain for a whole year just
beside the head of the cobalt unit. In fact, 20–25 cm is about
the thickness of the heads of most cobalt units.

Figure 4 also shows two types of collimators. Both
consist of sets of bars that can be adjusted to produce a
radiation beam with a rectangular cross-section. The dia-
grams at the bottom of Fig. 4 show an end-on view of the
appearance of both collimator bars in the open and the
closed positions.

MOUNTS

There are only two basic ways of mounting and ‘‘porting’’
radiation treatment units. One of the two oldest designs is
illustrated in Fig. 5 and is an example of the so-called SSD
mount. The head of the unit was held in a yoke, which was
suspended by a column from a set of rails attached to the
ceiling. It could be moved up and down or back and forth
and the head could be rotated about the horizontal axis
seen. The unit was also equipped with a treatment appli-
cator, which in this case was mounted on the end of the
collimator. The motions of the mount allowed the unit to
‘‘point’’ over a wide range of directions and enabled the
operator to place the end of the treatment applicator
against the skin of the patient at a prescribed location.
The floor was left clear to allow easy and full movement of
the treatment couch. The distance from the source to the
skin of the patient (SSD) was thus a fixed quantity, usually
80 cm, and the focus of the ‘‘setup’’ was the surface of the
patient. The size of the beam was defined there, and the
reference point for dosimetry was just under the skin.

The alternative mount is the so-called isocentric or fixed
source-axis-distance (SAD) mount. An example, dating
from the 1970s and 1980s is shown in Fig. 6. The head,
encased in a streamlined plastic cover, is mounted on a
gantry that can rotate about a horizontal axis. The patient
lies on a couch as shown and is raised, lowered, moved
sideways, or lengthways so that the tumor is positioned on
the intersection of the gantry axis and the collimator axis.
This means that for any angle of the gantry, the beam will
pass through the tumor. This point is called the isocenter
and was a fixed distance from the source, usually 80 cm, in
later units 100 cm. The beam is specified by its size at the
isocenter. The focus of attention is now at the tumor rather
than the surface. In addition, the couch can usually be
rotated about a vertical axis, also passing through the
isocenter. Virtually all modern treatment units are
mounted in the isocentric manner.

The procedures for treatment planning and dosimetry
are somewhat different for each of these two types of
mount. Treatment planning is discussed in several stan-
dard textbooks such as those by Bentel (12), Johns and
Cunningham (10), and Kahn (13).

In 1956, an early and innovative symposium was held at
Oak Ridge Institute of Nuclear Studies, just before the
Eighth International Congress of Radiology, which was
held in Mexico City. Problems of source production,
machine design and installation, dosimetry, and source
specification were discussed. The title of the publication
that resulted from this symposium ‘‘Roentgens, rads and
Riddles’’, largely reflected the uncertainties of the day in
dosimetry. It also includes some history to that time and
descriptions of a variety of cobalt units that had been made
experimentally and by commercial suppliers.

Cobalt units are inherently simple machines and can be
designed and constructed by relatively unsophisticated
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Figure 5. A Picker cobalt unit at the Ontario Cancer Institute,
Toronto in the 1960s–1980s. The unit was mounted on a column
suspended from rails on the ceiling leaving the floor clear. A
protractor allows the angle to be set carefully using the ‘‘SSD’’
technique. The rack on the wall holds ‘‘wedge filters’’ that shape
the beam intensity.

Figure 6. An isocentric mounted cobalt unit of the Theratron
series produced by Atomic Energy of Canada Ltd., installed at the
Ontario Cancer Institute in Toronto in the 1970s and 1980s.



engineering facilities. This is illustrated by Fig. 7, which
shows three quite different units that were designed and
built at the Ontario Cancer Institute in Toronto. The unit
in (a) was built in 1959 and had a number of special
experimental features (14). These included a diagnostic
X-ray tube installed in the head of the unit so that good
quality placement films could be taken of patients under-
going treatment. This facility is now standard equipment
in all modern radiation treatment machines. The films are
called ‘‘port films’’. It was isocentrically mounted and was
capable of full 3608 rotation about the patient. This allowed
continuous rotation during treatment or easy set up for the
use of several fixed fields from different angles. The latter
feature too, is standard on modern machines. The unit also
had a large (95 cm) source-to-axis distance, which
improved the depth dose characteristics (see the following
section). This unit also had an ionization chamber in the
counterweight so that the effective thickness of the patient
could be determined. This did not prove to be as useful as
expected and was not adopted by unit manufacturers.

The unit in Fig. 7b contained two sources and was called
the Double-Header (15). The sources were arranged to be
very nearly equal in strength and the beams were directed
opposite to each other. This provided an automatic ‘‘par-
allel pair’’ of beams, which forms a component of many
multiple field treatments. The real reason for the two
sources, however, was to extend their useful life. The
Ontario Cancer Institute had, at different times, as many
as eight other cobalt units and two of the sources, after each
had been used for� 5 years (approximately one half-life) in

one or another of them were transferred to the Double-
Header for another 5 years of use.

The third cobalt unit depicted in Fig. 7c, was especially
designed for ‘‘half-body’’ treatments. It was equipped with a
special collimator to provide radiation fields up to 150 cm
long and 50 cm wide. It was fitted with a compensating filter
so that a uniform dose distribution could be achieved (16).

CHARACTERISTICS OF THE RADIATION BEAM

The decay scheme for 60Co is shown in Fig. 2. There are two
g rays of photon energies 1.17 and 1.33 MeV, respectively.
These energies are very close to each other, so 60Co is
almost a monoenergetic emitter with energy 1.25 MeV.
The actual beam from a cobalt source also contains lower
energy photons, which come from the scattering processes
that take place within the source. It is also inevitably
contaminated with photons scattered from the mechanism
that holds the source in position as well as from the various
collimator components that are ‘‘in view’’ of the source.
That the beam is not purely that from 60Co is attested to by
the fact that the linear attenuation coefficient for 1.25 MeV
photons in water is 0.0698 cm�l (Table 1), while the experi-
mentally determined coefficient for a cobalt unit beam in
water is closer to 0.063 cm�l. A rather more ‘‘realistic’’
spectrum of the radiation for a cobalt unit has been deter-
mined by Rogers et al. (17) by Monte Carlo calculations.
The low energy components contribute up to � 15% to the
dose received by the patient.

In a patient, the intensity of a radiation beam falls off
approximately exponentially. This can be seen from the
data plotted in Fig. 8, where percentage depth doses for
cobalt-60 radiation, and a few other radiations used in
radiotherapy, are shown plotted against depth. Percentage
depth dose is the single most important quantity in
choosing a radiation for radiotherapy. The radiations
shown vary from that produced by 100 kV X rays to 25
MV. The depth at which the percentage depth dose falls to
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Figure 7. Three experimental cobalt unit designs: (a) a unit with
a number of special features, (b) a double-headed unit, and (c) a
unit for half-body irradiation.
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50% can be seen for each radiation by reference to the
horizontal dashed line. It varies from < 2 cm for the super-
ficial radiation through� 7 cm for ‘‘conventional’’ or 250 kV
radiation, � 12 cm for 60Co radiation, to > 22 cm for the
26-MV radiation. Cobalt-60 is right in the middle of this
range. The graphs in Fig. 8 also show that for the higher
energies, the dose at the surface is low and rises as
penetration increases. For 60Co radiation, it reaches its
maximum at a depth of 0.5 cm and falls off relatively slowly
from there. This low dose on the surface, the so-called skin
sparing effect, was one of the important properties cobalt
radiation had for radiotherapy.

When the cross-sectional area of a radiation beam is
small, the dose received at a point below the surface is due
almost entirely to primary radiation. As the area of the
field is increased, the doses will increase due to an increase
in scattered radiation. The greater the depth, the greater
the increase, with the result that percentage depth dose
increases with field size.

CALIBRATION

Calibration of the output of a cobalt unit is normally done
with the use of an ionization chamber that has been
calibrated against a standard exposure reference at a
standardization laboratory. A calibration factor NX, is
determined by the laboratory and its meaning is that
NX¼X/M, where X is a known exposure and M is the
reading of the electrometer monitoring the ionization pro-
duced in the chamber by the radiation.

The traditional and simplest method for calibrating the
output of a cobalt unit has been to measure exposure rate in
air at a chosen distance and field size, and to derive from
this the absorbed dose rate that would occur at the center of
a small mass of tissue-like material located at this point.
An alternative, but equivalent, method is to determine the
dose at a chosen position at a specified depth in a water
phantom, again for a specified beam size.

Procedures for calibration, and the mathematical form-
alism required, to determine absorbed dose from exposure
measurements are given in textbooks (9,10), as well as in
various dosimetry protocols, both national and interna-
tional. Examples are those of the American Association
of Physicists in Medicine (18) and the International Atomic
Energy Agency (19). Since the calibration procedures will
only be outlined here, these sources should be consulted for
more detailed procedures.

Calibration in Air

A number of physical arrangements for making measure-
ments in a radiation beam are illustrated in Fig. 9. The
diagram on the left can be used to refer to calibration in air.
An ionization chamber, which has been calibrated in terms
of exposure, is placed at point P0, free in air, and a reading,
M, is taken for a specified ‘‘source-on’’ time T. This expo-
sure time must be the actual exposure time; that is, it must
be exclusive of a time, if any, taken for the source mechan-
ism to move the source from the off to the on position. The
reading, M, must also include any adjustment required for
atmospheric conditions if the temperature and pressure

differ from those that pertain to the exposure calibration
factor. This would normally be 228C and 101.3 kPa (equi-
valent to 1 atm, or 760 mmHg). The parameter M must
also be corrected for any small loss of charge that might
occur due to charge recombination in the ion chamber
during the exposure. Methods for making all of these
corrections are discussed in Ref. 9,10,14, and 15. The ion
chamber must also have been fitted with a buildup cap, if
this is required to make its walls sufficiently thick to
provide electronic equilibrium in them. The buildup cap
must be made of water-like material. With these precau-
tions, the exposure rate at the point designated in Fig. 9
as P0 would be

X ¼ NX
M

T
ð12Þ

If the cobalt unit is ‘‘isocentric’’ in mount, point Q0 would
be on the axis of rotation of the gantry, a distance FP from
the source and the field size would be specified at this point.
If the unit were operated in an SSD mode, the calibration
point would be the one shown as Q0 in Fig. 9 and would be at
a distance FQ from the source. The absorbed dose rate, free
in air, may be calculated from the exposure by the following
relationship:

_DDP0 ¼ NX
M

T

� �
0:00876

J

kg R

� �
m̄en

r

� �wat

air

kðdQÞ ð13Þ

The term in square brackets is derived from the defini-
tion of the roentgen, which is the release of a certain
electrical charge per kilogram of air, and the average
energy required to release 1 C of this charge. (One roentgen
is defined as the release of 2.58� 10 C/kg of air, and each
coulomb released requires an average 33.85 J. Thus, 1 R
corresponds to 0.00876 J/kg of air.) The next term is the
ratio of mass energy absorption coefficients averaged over
the radiation spectrum for water to air, and the final term
is a correction factor to account for the fact that in order to
characterize a dose rate at a point in air, it must be
surrounded by at least enough phantom (water-like) mate-
rial to produce electronic equilibrium. This material will
attenuate and scatter radiations, and k(dQ), the allowance
for this, is estimated to be 0.985.

Although the size of the beam at point P0 is larger than it
is at point Q0, the collimator opening is the same for both,
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Figure 9. Diagrams showing the meaning of a number of
functions used for calibration and dose calculation for treatment
planning.



and so the source self-absorption and scatter, and colli-
mator scatter, would be expected to be essentially the
same. Consequently, the dose rate at P0 should be related
to that at Q0 by the inverse square law. For any given
cobalt unit this must be tested experimentally, but would
be expected to be valid except for distances F, of Fig. 9,
that are < 50 cm or so

This is indicated by I in Fig. 9 and by the relation

_DDQ0

_DDP0
¼

F2
P

F2
Q

ð14Þ

On the other hand, if the collimator opening is changed,
the dose rate at points such as P0 or Q0 will change, due
principally to a change in the amount of collimator scatter
reaching them. The way this output changes for an exam-
ple cobalt unit is shown in Fig. 10, where relative dose
rates measured on the axis (point P0 of Fig. 9) of an
isocentric cobalt unit are plotted against the side length
of a rectangular field. The data are normalized to 1.00 for a
10� 10 cm field. From this diagram, it can be seen that

the dose rates differ by > 8% from a small, 5� 5 cm field to
a large 25� 25 cm field. The family of curves shown
represents rectangular fields, and it can be seen that a
rectangular field gives approximately the same relative
dose rate, as does a square field of the same area. For
example, a 5� 20 cm field shows a relative dose rate of
almost exactly 1.00, as does the square field, 10� 10 cm, of
the same area. Curves such as these are specific to a
particular collimator design and must be determined as
part of the procedure of commissioning a new treatment
unit.

Calibration in a Phantom

The right-hand diagram in Fig. 9 shows the arrangement
for calibration in a phantom. The procedure is essentially
the same as that for calibration in air; Q in this diagram
has the same location and field size as does P0. The same
precautions must be taken with the ion chamber reading
and the same calibration factor, NX, is used. The dose rate
at depth dQ in a water phantom is given by an expression
that is very similar to that in Eq. 13:

_DDP0 ¼ NX
M

T

� �
0:00876

J

kg � R

� �
m̄en

r

� �wat

air

kðcÞ ð15Þ

ðmen=rÞair
wat is, as before, the ratio of averaged mass-energy

absorption coefficients, but in this case they should be
averaged over the photon spectrum that is present in
the phantom. Values for this ratio are given in Table 2.
It is generally assumed to be the same in the phantom as in
air, although this cannot be quite correct, as shown by
Cunningham et al. (20), Eq. 12. The factor k(c) is very
similar to k(dQ) of Eq. 13, except that c is the radius of the
ion chamber as it was configured when the calibration
factor was obtained. This factor will be the same whether
or not a buildup cap is actually in place in the phantom.
The dose rate in a phantom, like that in air, varies with
the field size, and a set of data like that shown in Fig. 10
can be compiled. The variation is greater, however, because
the beam intensity incident on the phantom changes
with collimator opening, as discussed previously, but in
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Figure 10. Graphs showing relative output data for a cobalt unit.
The output is measured in air and is expressed relative to that of a
10� 10-cm field.

Table 2. Dosimetry Factors for 60Co Radiationa

ðmen=rÞwat
med ðmen=rÞmed

air

Spectrum Graphite Bakelite Lucite Polystyrene Water Muscle Fat Bone

Ratios of averaged mass energy absorption coefficient for a few materials

Primaryb 1.111 1.051 1.029 1.032 1.112 1.103 1.113 1.061
Primary plus scatterc 1.116 1.055 1.032 1.037 1.111 1.102 1.107 1.105

Ratios of averaged mass stopping powers

Primaryb 1.009 1.071 1.099 1.105 1.129
Primary plus scatterc 1.011 1.073 1.101 1.109 1.131
Average energy required to cause ionization in air, W¼ 33.85 (dry air)

¼33.7 (ambient air)

aFrom Ref. 10, page 230.
bAssuming monoenergetic 1.25-MeV photons.
cSpectrum derived by Monte Carlo calculation for depth 10 cm in a 20�20 cm beam.



addition, the scatter generated within the phantom
changes with a change in irradiated volume.

General Calibrations

Radiation beams of energy lower than that of 60Co are most
frequently calibrated in air. Radiation beams higher in
energy should always be calibrated in a phantom. Cobalt
units, because of their energy and constancy of output,
form a natural reference for all radiotherapy calibration
procedures.

RELATIVE DOSE FUNCTIONS THAT ARE USED
IN TREATMENT PLANNING

Over the years, a set of functions has been defined that
make possible accurate point dose calculations as part of
treatment planning. These are ‘‘tissue air ratio’’, ‘‘percen-
tage depth dose’’, ‘‘backscatter factor’’, and ‘‘tissue phantom
ratio’’. They are also used with radiations other than that
from Co-60, but several of them were derived or refined for
use with cobalt therapy. They will be discussed briefly.
They can all be clarified by reference to Fig. 9.

Tissue Air Ratio (TAR)

Tissue air ratio, first called ‘‘tumor air ratio’’, was intro-
duced by Johns to facilitate the calculation of tumor dose
for rotation therapy. This type of treatment uses the
isocentric mode of operation in that the tumor is placed
on the axis of rotation of the treatment unit and the beam
may be pointed toward the tumor from a selection of
angles. The tissue air ratio, which may be defined by
referring to Fig. 9, is the quotient formed by the dose, as
determined for point P, on the central ray of the beam in a
water phantom to the dose determined at the same point P0,
with the water phantom removed. The dose at point P would
be determined from Eq. 13 and the dose at P0 by Eq. 15, both
exposures being made for the same time interval. In prac-
tice, it is assumed that all factors except the ion chamber
readings will cancel, and tissue air ratios are actually taken
to be

Taðd;WdÞ ¼MP=MP0 ð16Þ

In this expression d, is the depth below the surface of the
phantom and Wd is the field size at that depth. Tissue air
ratio is an expression of the way the radiation beam is
attenuated and scattered by the material of the phantom. It
is the most fundamental of the relations discussed, and all
of the others can be derived from it. Numerical data for this
quantity for Co-60 are readily available.

Backscatter Factor

The ratio of doses determined from points Q and Q0 of Fig. 9
is a special value of the tissue air ratio. The depth, dQ, is the
special depth just needed to produce electronic equilibrium
at the point of dose measurement. At this point primary
attenuation is the same in the phantom at Q and in the
small mass of phantom-like material placed at Q0 in order
to make the measurement. Most of the scattered radiation

reaching point Q is scattered backward from within the
phantom. For the range of X rays that were in use before
the advent of 6OCO, the depth dQ, was very small and the
point Q, was considered to be on the surface, hence the
name backscatter factor. This quantity is also called ‘‘peak
scatter factor’’ because the depth at which electronic equi-
librium is attained also tends to be the depth of peak dose in
the phantom. For 60Co radiation, the depth of electronic
equilibrium is taken to be 0.5 cm.

Percent Depth Dose

Whereas tissue air ratios relate doses in the phantom to
doses free in air, percent depth doses interrelate doses at
points within the phantom. Again referring to Fig. 9, the
dose at point P is related to that at point Q by the percen-
tage depth dose.

Pðd;dQ;W ;F0Þ ¼ 100MP=MQ ð17Þ

For this quantity, the field size is defined at the surface,
and the distance F0 from the source to the surface must be
stated. The doses at points P and Q should be determined
from ion chamber measurements by the factors indicated
in Eq. 15, and, as for tissue air ratios, it is generally
assumed that all factors, except for instrument readings,
cancel between the numerator and denominator.

Since point P is farther from the source than is Q, part of
the falloff in dose with depth is due to the inverse square
attenuation. Because of this, percentage depth doses
increase with SSD. For example, the most common
source–surface distance in use for Co-60 has been 80 cm.
This was chosen as a compromise between increasing
percentage depth dose and decreasing output. If the sur-
face distance is increased from 80 cm to 1 m, the percentage
depth dose at 10 cm in a 10� 10 cm beam will increase from
55.6 to 57.8. This change is just slightly less than would be
entirely accounted for by the inverse square law.

Tissue Phantom Ratios

For radiation of energy higher than that of cobalt, the
dosimeter must be equipped with thick walls, and its size
makes it inconvenient for use in air—particularly for small
field sizes. It becomes convenient, therefore, to make the
reference measurement in a phantom rather than in air.
This is indicated in the right side of Fig. 9 by the point
indicated by Q, which is the same distance from the source
as is P (and P0), but is in a phantom at some chosen
reference depth. The tissue phantom ratio is then the ratio
DQ/DP and is entirely analogous to tissue air ratio and has
many of the same properties. This quantity is, for example,
also independent of distance from the source.

Tissue phantom ratios were introduced by Karzmark
et al. (21) for use with high energy radiation, but can be
applied equally well to Co-60 radiation.

Relationships between the Dose Calculation Functions

From Fig. 9, one can easily see the relationships between
the various doses. For example, DP can be related to DQ

directly by a percentage depth dose. It could also be
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expressed by means of two tissue air ratios and the inverse
square law:

DP ¼ DQ
TðdP;WdP

Þ
TðdQ;WdQ

Þ
FQ

FP

� �2

¼
DQ

100
PðdP;dQ;WdQ

;F0Þ ð18Þ

The tissue phantom ratio is a combination of two tissue
air ratios:

Tp ¼
TðdQ;WQÞ
TðdP;WPÞ

ð19Þ

PENUMBRA

All of the previous considerations of dosimetry have been
for points on the axis of the beam. Treatment planning is a
3D process, and regions not on the axis must also be
considered. The behavior of the dose at points off the beam
axis can be discussed by referring to Fig. 11.

In Fig. 11a, the radiation beam is incident on a point X0,
in air. The conditions are the same as for the left side of
Fig. 9. Consider a small dosimeter to be moved laterally
across the beam from A to F. At A it is shielded by the
collimator, while at X0 it is in the middle of the beam, in
full ‘‘view’’ of the source. The dose will be at its greatest
value at X0. At C it would still be in full view of the source,
but it is slightly further away from the source than it is
at X0 and the dose will be slightly lower. The expected
doses at A, X0 and C, as well as other points on the line are
shown by the dashed lines in Fig. 11b. At point D, the
collimator blocks off half of the source and the dose would
be expected to be one-half of its value at C. The point at E
is just out of view of the source, and ideally the dose here
should sink to zero. The portion of the line A–F between C
and E is called the geometric penumbra. It is dependent on
the diameter of the source, the distance fc, from the source
to the end of the collimator, and the distance (f�fc), from
the end of the collimator to the line A–F. The geometrical
penumbra is given by the very simple relation:

p ¼ s
ðf � fcÞ

fc
ð20Þ

The actual measured penumbra differs somewhat from
this and is always a little larger. The source does not behave
like a sharp, well-defined disk because of its volume, and the
radiation therefore scattered within it and the radiation
scattered from the structures that hold it in place, and from
the beam collimating apparatus. There is also, inevitably,
some transmission through the collimator and some scatter-
ing from its lower end. The result is that the dose outside of
the beam at points A and F is not zero, and the real dose
profile is rounded off as depicted by the solid curve in Fig. 11b.

The shape of the dose profile in a phantom for 60Co
radiation is only slightly different from that observed in
air. The penumbral region is broadened somewhat by the
transport of energy along the tracks of the electrons that
are set into motion by the photons near the edge of the beam.

The meaning of field size can also be derived from Fig. 11.
It is, by convention, taken to be the distance between points
B and D. It is indicated as Wd in that diagram. This is the
distance between the points that are at 50% of the dose on
the axis at the same depth. It is also the full width at half
maximum (fwhm) of the dose profile. Normally, the mea-
surement of field size would be made in a phantom.

ISODOSE CHARTS

A more complete description of the dosage pattern of the
beam is by means of an isodose chart. An isodose chart is a
map of the distribution of the dose in a plane. Such charts
are found in many books and papers in the literature and
only one example will be given here. In Fig. 12, a small
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beam from an isocentric cobalt unit is treating a tumor in
the neck region of a patient. This is an application for which
cobalt radiation is still ideal. The target area, which is
shown by the cross-hatched region, has been chosen by a
radiation oncologist. A safety region has been allowed for
and the beam is planned to be directed as shown. The dose
at the target will be calculated from the calibration infor-
mation as described above and (in this case) a tissue air
ratio. On the diagram, it has been given the value 100. The
solid lines in Fig. 12 show the distribution of percentages of
the dose planned for the center of the target. In this case,
the dose distribution has not been corrected for air cavities
that might be in the path of the beam but modern treat-
ment planning methods, carried out by computers, would
include such considerations.

The dose at the center of the tumor is � 77% of the
maximum dose, and a single beam like this would not be
deemed suitable. The planning process would be carried
further by the addition of at least one more beam from
another direction, so that the two would cross at the tumor
and produce the maximum dose there. Such a treatment
plan might even call for four or even more beams, all of
which would be arranged to cross at the target.

Complete isodose distributions drawn for individually
designed treatments for individual patients are part of the
normal procedures of treatment planning. Dose calculation
functions that have been discussed in this article have been
incorporated into computer programs and enhanced into
procedures that allow calculation of dose distributions for
complicated treatment conditions. These calculation pro-
cedures have been refined to the extent that the 3D shape
of the patient and tissue inhomogeneities can be accounted
for. The development of these calculation methods has a
lengthy history. Suffice it to say that current methods of
calculation use Monte Carlo procedures and are quite
precise.

NOTABLE FIRST CLINICAL APPLICATIONS

The use of large irregularly shaped radiation beams was
introduced for use with cobalt units in the late 1950s. The
task was irradiation of chains of lymph nodes for treatment
of Hodgkin’s disease. This was so successful that a diag-
nosis of this disease went from a virtual ‘‘death sentence’’ to
one that was highly curable. These ‘‘mantle’’ fields, fre-
quently shaped from low melting point lead alloys for
individual patients, are still in use. One of the earliest
developments of a computer program for the calculation of
the dose distribution was introduced with these treatments
in mind (22). This program too, is still in use.

A precursor to today’s intensity modulation radiation
therapy was instituted in the 1960s in Japan by Takahashi
who described the use of multileaf collimators and dynamic
treatment delivery with a cobalt unit in 1963 (23).

A group under A. Green at the Royal Northern Hospital
in London, England pioneered conformal radiation ther-
apy by developing cobalt machines in which the patient
was automatically positioned during rotational therapy
by moving the treatment couch and machine gantry by
electromechanical systems. It was given the name ‘‘The

Tracking Cobalt Project’’ because it attempted to make
the dose distribution conform to the spread of the disease.
With a similar intent Proimos in Patras, Greece and later
Rawlinson and Cunningham in Toronto (24), described
the use of synchronous shielding in a Co-60 beam to make
the radiation beam conform to the target while avoiding
critical normal tissues.

SUMMARY AND CONCLUSIONS

It is still likely, even now, that more cancer patients have
been treated by radiation from cobalt units than by any
other kind of radiation. The number is estimated to be > 30
million (25). The cobalt unit was the backbone of radiation
therapy for over four decades. The cobalt unit is mechani-
cally simple and its output is totally predictable and reli-
able. Sources with sufficient strength to enable practical,
short treatment times can easily be produced. Because of
the source decay, sources must be renewed at intervals of 5
years or so, but this procedure is quite straightforward and
its expense is more than offset by the low maintenance cost
of the machine.

The beam characteristics are well known and relatively
easy to measure. It is also easy to make special filters and
beam modifiers for individual treatment needs. The energy
is high enough to provide skin sparing. The most important
single parameter in choosing a radiation energy for ther-
apy is depth dose and the depth dose of cobalt radiation is
quite satisfactory for treating tumors that are within 10 cm
or so of the surface. This includes head and neck tumors
and all but deep-seated lesions in very large patients. With
respect to this quantity 60Co is in the middle ground. It
remains the unit of choice as a first unit in a developing
department and is a must as part of the equipment for any
large radiotherapy department. Cobalt units are still being
manufactured and sold at about half the rate that obtained
at the peak of their use. Modern cobalt units include many
of the technological innovations, such as computer control,
that are part of the more modern treatment machines. An
excellent chapter on Co-60 and its role in modern times has
been written by Glenn Glasgow (26). This is recommended
to the interested reader.
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INTRODUCTION

Cochlear prostheses (also called cochlear implants) bypass
acoustic processing of sound by the cochlea and convert

acoustic signals into electrical currents. These currents are
delivered via intracochlear electrodes, which directly sti-
mulate the auditory nerve fibers that connect the cochlea to
the central nervous system. Cochlear prostheses convert
auditory signals into minute electrical currents that sti-
mulate auditory nerve cells via electrodes placed near
viable nerve cells. Cochlear implants differ profoundly
from acoustic hearing aids. They stimulate the cells of
the auditory nerve directly, bypassing the hair cells of
the organ of Corti. Acoustic aids increase the mechanical
signals that are delivered to the hair cells, aiding their
depolarization and the delivery of signals to the auditory
nerve. Since the introduction of commercial implants nearly
30 years ago, cochlear prostheses have become one of bio-
engineering’s prominent success stories: > 60,000 people
use cochlear implants worldwide. The devices provide
patients with a means to overcome deafness. Their success
is such that, since the time that the article was written about
cochlear implants in the first edition of this Encyclopedia,
the cochlear implant has been recommended for people who
are severely deaf, rather than reserving the implant for the
profoundly deaf (1). Cochlear prostheses provide the stan-
dard treatment for people who are profoundly deaf.

In addition to cochlear prostheses, some prostheses are
implanted surgically in the central nervous system as
auditory brainstem implants, in the cochlear nucleus, or
as mid-brain implants in the inferior colliculus.

This article is an update of the article Cochlear Pros-
thesis in the 1st ed. of this Encyclopedia (2).

CANDIDATES FOR IMPLANTS

Hearing loss can occur in either one or both ears. The
common classifications of hearing impairment are mild
(21–40 dB), moderate–severe (61–70 dB), severe (71–81
dB), and profound (90þ dB) (3). Here dB (20 log10[P2/P1]) is
the sound pressure, P2, referenced to normal hearing
thresholds, P1, usually measured at 500, 1000, and
2000 Hz. It refers to the increase of sound pressure that
must be used for a subject to reach hearing threshold.
Blanchfield et al. number the severely to profoundly deaf
between 464,000 and 738,000, all of whom are candidates
for cochlear implants (4).

Some prostheses are implanted surgically in the cochlear
nucleus. The numbers of patients receiving those devices
are much smaller than those who receive implants in the
cochlea, � 300 people (5). The candidates come primarily
from subjects with neurofibromatosis (6–8). The morbidity
and mortality with central implants is small, and the suc-
cess is reasonable. The subjects do not do as well as those
with the cochlear prostheses described below, but are able to
decode speech (6). The emerging field of central auditory
implants will not be covered further in this article because
the numbers of users are relatively small at this time.

THE AUDITORY SYSTEM

A complete description of the functioning of the peripheral
auditory system is beyond the scope of this article. How-
ever, to understand the operation of the prosthesis, one
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must know a little about the anatomy and physiology of the
peripheral auditory system, which consists of the external
ear, the middle ear, and the inner ear (9). Figure 1 shows
the auditory system in a simplified form. Sound impinges
on the external ear and is guided by way of the ear canal to
the tympanic membrane (eardrum). The tympanic mem-
brane vibrates with a relatively large displacement and low
pressure. The ossicles (bones) of the middle ear act as an
acoustic impedance transformer to change the vibration to
relatively small displacement and high pressure at the oval
window. The cochlea, the spiral-shaped organ of the inner
ear, contains the cells that convert mechanical motion into
the electrochemical signals that are recognized by the
nervous system (9,10). Several sites on the World Wide
Web provide animations of the operations of the com-
ponents of the auditory system. One such site may be
found at, http://www.neurophys.wisc.edu/animations. Other

animations and data are maintained in a ‘‘virtual library’’
that has been assembled by the Association for Research in
Otolaryngology at its web site http://www.aro.org. Geisler
refers to both sites in his work, From Sound to Synapse (9).

THE AUDITORY PERIPHERY

The peripheral auditory system (Fig. 1) consists of the
external ear, the middle ear and the inner ear (9). The
external ear guides acoustic waves through the external
auditory meatus to the tympanic membrane, which
vibrates in response to air moving in the ear canal. The
middle ear acts as a mechanical transformer, a system of
levers and pistons, to match the air-driven tympanic mem-
brane to the fluid-filled inner ear, the cochlea (9).

Figure 2 shows a cutaway view of the inner ear and its
three chambers or scalae, that is, the scala vestibuli and
the scala tympani, which communicate via the helico-
trema, an opening at the apical end of the cochlea, and
the scala media, which is isolated from the other two scalae
by membranes (9,10). The stapes (stirrup) of the middle ear
drives the fluids of the scala vestibuli and in doing so
deflects the membranes of the scala media (10). One of
these membranes, the basilar membrane, bears the hair
cells, the motion-sensitive cells that excite the VIII cranial
nerve (9,10).

The inner ear acts as a transduction and signal proces-
sing mechanism. Auditory information is decomposed into
its fundamental frequencies by the frequency-sensitive
basilar membrane. Amplitude, phase, and frequency infor-
mation is carried by the cells of the auditory (VIII cranial)
nerve. Simplistically, sounds are decomposed into their
spectral peaks (11).
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Figure 1. A sketch of the peripheral auditory system, external
ear, ear canal, eardrum, middle ear, and inner ear (2).

Figure 2. Cutaway view of the cochlea of the
inner ear, showing the three chambers or
scalae of the ear, and an artist’s conception of a
cochlear electrode array inserted into the scala
tympani of the cochlea (2).



Each of the 30,000-odd fibers of the auditory nerve has
an auditory threshold function that is sensitive to a small
range of frequencies. All threshold minima lie within 10–
15 dB; fibers have dynamic ranges that can be as much as
30–40 dB at their characteristic frequencies (9,12). The
rate at which a single peripheral fiber fires is a monotoni-
cally increasing function of the acoustic stimulus at its
characteristic frequency. The dynamic range of a fiber
depends on a number of factors, including its threshold
and its spontaneous firing rate, the latter of which can be as
large as 100 spikes/s (9).

The responses of auditory nerve fibers are nonlinear. At
low intensities, the responses of single nerve fibers mimic
the frequency spectra of the complex sounds that stimulate
the ears of experimental animals (13). At higher intensi-
ties, the spectra produced by the responding fibers are
dominated by the low frequency component of the speech
sound (its first formant) and the distortion products of that
frequency (13). Recent evidence provides strong support for
nonlinear system to preserve speech sounds at low and
high intensity, in quiet and in noise (9).

In summary, the auditory system has a number of
features that enable it to decode sound: (1) specific cells
are excited at threshold by specific acoustic frequencies; (2)
increasing intensity of an acoustic signal causes an increas-
ing spread of influence from cells for which it is the best
frequency, to cells that respond at threshold to other
frequencies; (3) the intensity of a particular signal appears
to be coded both by the rate at which cells fire and by the
numbers of cells excited by a particular stimulus; (4) non-
linear properties of the auditory system cause the suppres-
sion of one cell’s response to one frequency by stimulation
with another frequency, by saturation of rate and by the
production of distortion products in the system’s response
to high intensity excitation; and (5) frequency information
contained in complex stimuli is preserved in the temporal
responses of auditory neurons.

HISTORY OF COCHLEAR PROSTHESES

The first report of electrical stimulation of the ear is
attributed to Volta, in a paper read to the British Royal
Society in July of 1800 (14,15). He reported that his
approach, using perhaps 50 V excitation, was uncom-
fortable, sounding like the boiling of fluid. He did not repeat
the study. More recently, Djuorno and Eyries (16) reported
the first attempt to excite the auditory nerve directly with
electricity. Later, Doyle et al. reported results with elec-
trical stimulation of the auditory nerve (17). Simmons
performed an experiment a year later in which he went

further, stimulating the VIII auditory nerve and the infer-
ior colliculus of a human patient, showing that it was
possible for the subject to distinguish frequencies well
below 900 Hz, but not > 1000 Hz (18). Simmons demon-
strated that both peripheral and central stimulation of the
auditory system was possible. In 1964, the House Ear
Institute began an extensive series of surgeries to implant
cochlear prostheses, reporting on their long-term effects in
1973 (19). The first experiments on multichannel cochlear
prostheses were initiated by Simmons et al. in 1979 (20).
Their results were promising, and now multichannel
implants are the standard of the industry.

Since the first experiments, cochlear prostheses have
been built and applied worldwide, receiving approval from
governmental agencies and remarkable success in
> 60,000 patients. Indeed, cochlear prostheses are consid-
ered the standard treatment for profoundly and severely
deaf adults. Three commercial firms, Cochlear Corp.
(Sydney, Australia), Advanced Bionics Corporation
(Valencia, CA; recently purchased by Boston Scientific
Corporation), and Med-El Corporation (Innsbruck, Aus-
tria) produce cochlear implants successfully. The early
cochlear implants were single-channel devices (21), but
all of the cochlear prostheses that are implanted today
are multichannel devices (22).

THEORY OF OPERATION

The cochlear implant operates on the premise that, if the
hair cells of the auditory system are damaged, they can be
bypassed and that neurons can be driven directly with very
small electrical signals. Figure 3 shows a greatly simplified
block diagram of a cochlear implant. Acoustic signals are
transduced by a microphone, whose small electric signal is
amplified. An external processor decomposes the electrical
analogue of the acoustic signal. In the processors that are
produced today, processing is digital, with the processor
analyzing the instantaneous frequency content of the
acoustic signal in the frequency domain. The signals are
sent across the skin via a radio frequency link (in the VHF
band) that transmits both information and power from the
outside of the subject to the inside. These transcutaneous
signals are shown with bidirectional paths. Data can be
transferred in both directions, providing information to
therapists about the condition of the electrodes and the
state of the auditory system of the patient. The data flowing
to and from the external signal processor are serial bit
streams.

The transcutaneous bit streams can have rapid rates:
consider that the sampling rate of the audio signal can
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Figure 3. Simplified block diagram of a cochlear implant. Four blocks are shown, a microphone and
amplifier, external digital signal processor; internal signal processor/decoder; and, controlled
current sources (see text; after Ref. 23).



exceed 20,000 samples/s, and that updates of information
delivered to the internal processor may present data at
5000 or more data points per second. The data must include
the electrode(s) that are being driven, the amplitude and
the pulse width of the current pulse that is applied. Rates
can exceed 80,000 pulses/s (25). The internal signal pro-
cessor–decoder decodes the incoming bit stream. It distri-
butes drive signals to the current sources, selecting specific
sources to drive, and setting the amplitude and duration of
the control signals.

The current sources drive the electrodes of the cochlear
implant’s electrode array. Those electrodes are placed in
the scala tympani of the cochlea, and direct the current
drive signals to the neurons of the auditory nerve, the VIII
cranial nerve. The electrodes of the array are placed in
proximity to the neurons, in order to reduce the threshold
currents necessary to excite the cells, and to reduce current
spread within the inner ear (26).

Figure 4 shows one of the cochlear electrode arrays
that is produced commercially by Cochlear Corporation
(Sydney, Australia). There are 24 contacts in all, two of
which are placed outside of the cochlea, leaving 22 contacts
that may be driven to excite neurons of the auditory nerve.
The contacts may be driven as monopoles (single internal
current sources, referenced to an return contact external to
the inner ear), as dipoles (pairs of internal current sources)
or as combinations of three or more contacts. The contacts
are placed along the inside of the spiraling, silicone carrier.
The carrier is shaped to fit snugly against the modiolus of
the scala tympani. The contacts can be driven singly or in
combinations, for example, as dipoles or as multiple
sources.

The three manufacturers of cochlear implants use scala
tympani arrays that are similar to the array shown in
Fig. 4. However, other approaches to stimulate the audi-
tory nerve cells are possible. Normann and his colleagues
have tested monolithic electrode arrays that are designed
to penetrate the auditory nerve directly (27). Like others
before him, Normann realized that bringing electrode
contacts near the neurons will reduce thresholds and

limit the spread of excitation (28–30). The concept has
not been tested chronically in human subjects.

The concept of an information channel is critical to the
understanding of the cochlear prosthesis. A channel may
drive current to one electrode, but it often distributes drive
to two or more electrodes. Field shaping and steering
techniques suggest the use of multiple electrodes for each
channel (31–33). Indeed, demonstrations by Bierer and
Middlebrooks (33,34) showed that the quadrupolar config-
urations (called tripolar in the Bierer paper) produce more
focused stimuli than either monopolar or bipolar excita-
tions. Recent experiments in cats have upheld the finding,
showing that multipolar stimulation allows two triads of
electrodes to be driven simultaneously without significant
crosstalk (35). It is clear that a channel may involve several
electrodes driven simultaneously, and cannot be defined as
the information conveyed by a single contact on an elec-
trode array. While one contact may be driven at a time,
bipolar stimulus configurations are common and multi-
polar configurations may emerge soon.

Signal processing techniques have changed dramati-
cally since the time that the first version of this article
was written. The number of available electrodes has more
than doubled. In common to most processors is a bank of
filters, analogue or, commonly, digital. The filtered signals
are decomposed into time-varying envelope signals that
are compressed and delivered as either amplitude modu-
lated pulses or width modulated pulses. The pulses are
delivered with a variety of strategies.

Continuous interleaved stimulation (CIS) is a technique
by which a single electrode is stimulated at a time in order
to eliminate field interactions between and among chan-
nels when electrodes are driven as monopoles (31). The
electrodes receive signals from specific filters. The signals
are converted to symmetrical, rectangular, biphasic cur-
rent pulses whose amplitudes may be proportional to the
envelope of the filter signal and whose width is invariant.
Conversely, amplitude can be held constant and width can
be varied. More recently, Advanced Bionics Corporation
has used a processor whose repetition rate can be 5800
pulses/s per channel, to develop rapid updates of channels
in the CIS paradigm. In a recent processor, HiRes, stimula-
tion rates can be as much as 5800 pps when two widely
spaced channels are driven simultaneously, and drops by
one-half when the two channels are driven sequentially (36).

The n-of-m strategy employs a larger number of filters,
m, than there are electrodes, n (37). Depending on which
filters contain the maximum acoustic energy, pulses are
delivered to appropriate electrodes. The cochlea is orga-
nized tonotopically along the basilar membrane. Hence,
each electrode’s field excites a specific group of charac-
teristic frequencies in perceptual space. Those filters
that exhibit the maximum energy determine the elec-
trodes that will be driven by a given temporal sample of
the acoustic signal. Biphasic, symmetrical, rectangular
pulses are delivered to specific electrodes, n, at particular
sample times. Because of the field interactions between
electrodes no more than two channels are driven during a
given sample.

Other techniques include simultaneous analog sti-
mulation (SAS), in which widely separated electrodes
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Figure 4. Picture of the Nucleus 24 Contour electrode array,
showing 24 contacts and a shape that is designed to appose the
modiolar wall of the scala tympani (24).



are driven simultaneously to increase the rate at which
information is transferred to the auditory nerve. The field
interactions are reduced by driving electrodes that are
separated by several millimeters in the inner ear (38).
Simultaneous analog stimulation is a special case of the
‘‘filters with compression’’ technique described by Edding-
ton > 20 years ago (39). Today, fewer electrodes are driven
simultaneously, but they are updated more rapidly (40).
Thus, SAS is a variation of both Eddington’s filters and
CIS. Eddington described a means by which electrodes
were assigned the compressed analog outputs of filters.
Those analogue signals were delivered continuously to the
electrodes.

A potentially exciting new technique of stimulation
takes advantage of the stochastic behavior of auditory
neurons. If a stimulator provides high rate conditioning
pulses to its electrode array, it is possible to simulate the
stochastic firing frequencies of the cells of the auditory
nerve (41). This approach has been tested in small numbers
of European patients with what appears to be dramatic
success, particularly with auditory signals in noise (Rubin-
stein, personal communication; see below).

Despite the richness of the processing techniques that
have been employed, there are still hurdles to be overcome.
The number of true, simultaneous channels is too small. It
should be at least 16; there is often a mismatch between the
frequency assigned to an electrode and its position in the
cochlea; the signals that are delivered to the neurons do not
contain fine temporal information; the phase information
between channels is not preserved; and, there may be
neurons missing, causing some electrodes and critical fre-
quencies to be missing as well (42). Future implants may be
able to address some of the concerns that are raised here.

EVALUATION OF COCHLEAR PROSTHESES

When human subjects first used cochlear implants, the
numbers of subjects were small and tests were not stan-
dardized. As the devices improved, standard tests were
developed and used across the centers at which implanta-
tion was being done (15). The tests include materials that
are open and closed set. The test subjects do not review
open set materials prior to the test, whereas closed set
materials are reviewed before testing takes place. Subjects
participate in word tests and sentence tests. In the former,
single words are presented while in the latter sentences are
presented and the subjects can deduce parts of the sentence
logically.

In addition to providing word and sentence tests, con-
sonant (C) and vowel (V) discrimination tests are included
in the test batteries. In these tests, nonsense utterances,
CVCs or VCVs, are presented and the subject must identify
the appropriate vowel or consonant.

Open word tests are difficult while sentence tests are
relatively easy. For example, implant users have steadily
increased their comprehension of sentences from much
< 10% with early single channel devices to 80% or above
with today’s multichannel devices (22). Many implant
users are able to converse on the telephone, a significant
result, since they cannot rely on the cues presented by lip

reading in that situation. Still, word comprehension from
open-word sets remains relatively low, between 40 and
50%, and most users dislike listening to music (43). Clearly,
the context that comes from sentence structure and content
is important to comprehension, and the complex spectral
content of music makes it difficult.

Cochlear implants are a great bioengineering success.
Wilson used an aviation metaphor recently, likening the
cochlear implant to a DC-3, a reliable workhorse of an
aircraft without the sophistication of a twenty-first century
transport airplane (43). The implant has advanced from
the single-channel stage of the Wright flyer, but has yet to
reach its pinnacle.

THE BENEFITS AND RISKS OF IMPLANTATION

Cochlear implants provide clear benefits to their users. For
example, hearing-impaired children learn language more
rapidly with cochlear implants than they do with hearing
aids (44). Adults do well and benefit from their implants,
particularly when they are dealing with speech in quiet.
However, for patients to achieve the greatest benefits from
the device, their prostheses should be adjusted individually
for the minimum and maximum stimulation levels for
each electrodes in the array, the stimulation rate, and
the speech processing strategy (45). Skinner suggests that
for best results the parameters should be adjusted for the
maximum dynamic range: from quiet sounds to maximum
sounds that are ‘‘. . .not too loud. . .’’ (45).

A recent survey of patients from Toronto, Ontario,
Canada, was taken of 42 early deafened adult users. Of
the 30 who responded, > 96% said that they were satisfied
with the implant, > 93% would undergo the procedure
again, and 90% said that they would recommend the
implant to another person in the same situation (46).
The subjects were encouraged by family and peer support
and bolstered by having a positive attitude before, during
and after the process of implantation and therapy.

There are risks associated with the surgery, but they are
quite small. Cunningham et al. (47) reviewed the cases of
462 adults and 271 children in a private tertiary care
center for the years 1993–2002. They found that the overall
incidence of infection postoperatively was 4.1%. Major
infectious complications occurred in 3.0% of the cases;
those complications required surgical intervention (47).
Bacterial meningitis was found in 26 of 4264 children
receiving cochlear implants in the United States (48). That
was found to be associated with a particular electrode array
that used a positioner to place it near the modiolar wall.
The array was subsequently withdrawn from the market
(http://www.fda.gov/cdrh/safety/cochlear.html), and there
have been no other reports of the occurrence of meningitis.
Cunningham et al. (47) recommended that children
undergo vaccination before implantation to prevent bac-
terial infections.

THE COST OF IMPLANTATION

A recent article cited the cost of cochlear implant treatment
as > $40,000.00, of which $20,000.00 is the approximate
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cost of the device itself (49). Despite the high cost of the
device and the surgery, the cochlear prosthesis is beneficial
when compared with the long-term costs of other medical
device procedures (50,51). Garber et al. (49) asked why the
cochlear implant has limited access despite its success and
the likely market, and surveyed 25 of 231 practices and 96
of 213 hospitals to try to learn what caused the limits of
availability. They concluded that both the practitioners
and hospitals lose money when they provide cochlear
implants, limiting access to the devices. The cochlear
implant is approved in the United States for Medicare,
Medicaid, and insurance reimbursement.

THE FUTURE OF COCHLEAR PROSTHESES

In a recent review, Wilson et al. (52) suggested that the
future held combined acoustic and electrical stimulation,
bilateral implants, new electrode designs and closer
mimicking of processing in the normal cochlea. This article
discusses electrode designs, combined acoustic, and bilat-
eral stimulation and the closer mimicking of processing in
the normal cochlea.

HIGH DENSITY ELECTRODE ARRAYS

Electrode arrays have remained much the same for more
than a decade. They are built manually on substrates of
silicone, using Pt–Ir (90–10%) alloyed electrodes. The
group of Dr. Kensall Wise at the University of Michigan
has proposed the use of high density arrays that are made
on silicon substrates using IrO contacts (54,55). If such
arrays can be built for human use, they will reduce the cost
of building electrode arrays while increasing the specificity
of excitation of cells. Another approach to the problem is to
build electrode arrays on multilayered polymer substrates
(Fig. 5). Sample arrays have been used to demonstrate the
use of high density arrays in animal studies, with clear

independence of channels driven in the first turn of the
scala tympani (Snyder, Corbett, Bonham, Rebscher, and
Johnson, personal communication).

The goal driving the development of these high density
arrays is to increase the specificity of stimulation and to
allow several independent groups of cells to be driven
simultaneously (32,56). The work of Jolly (32) and Bierer
and Middlebrooks (33,57) suggested that this might be the
case. More recent work has confirmed the earlier results
and extended them (35,34). The benefit of focused multi-
polar stimulation and of simultaneous excitation of several
independent groups of neurons is not without cost. More
driven electrodes require greater current consumption.
Current consumption is increased with focusing, since
focused stimuli require more applied current to reach
the same potential fields in conducting media (58). It is
likely that high density electrode arrays will be a part of
cochlear implants, but there are engineering challenges to
be met before it will happen.

COMBINED ACOUSTIC AND ELECTRICAL STIMULATION

Preliminary studies of combined electrical and acoustic
stimulation have been done successfully in both Europe
and the United States (52,59,60). The subjects come from
the substantial population of people who preserve some
hearing for frequencies < 1 kHz, but who are severely
impaired for frequencies > 1 kHz. Two questions arise
immediately. (1) Can low frequency hearing be preserved
after an electrode array has been placed in the high fre-
quency regions of the inner ear? (2) Can acoustic and
electrical stimuli be applied simultaneously and success-
fully?

The likelihood of success is great, particularly if patients
have short electrode arrays implanted, avoiding damage to
the delicate structures of the inner ear. That concern is
critical in the case of the hybrid stimulation scheme, since
low frequency information will come via the normal, albeit
amplified, acoustic pathway. Two manufacturers, Cochlear
Corporation (Sydney, Australia) (60) and Med-El
(Innsbruck, Austria) (59) have produced electrode arrays
for the purpose and have tested them in clinical settings.
The Med-El array has an implanted length of 31.5 mm (59),
while the Cochlear Corporation array’s length is 10 mm in
its latest version (60). Both have had extensive laboratory
tests and have been used clinically. Clinical tests confirm
the initial hypothosis: when patients suffer primarily from
high frequency hearing loss, the use of hybrid stimulation
is likely to provide great benefit, and may well increase the
numbers of people who can have near-normal hearing (52).
Electrical and acoustic stimuli can be combined by implant-
ing one ear with a cochlear prosthesis and using a hearing
aid in the contralateral ear. This approach has had some
reports of success and is currently under study in research
laboratories.

NORMAL PROCESSING: CONDITIONING PULSES

In the 1990s, investigators began to consider the issue of
the stochastic behavior of neurons (61) and that high rate
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Figure 5. Photograph of a 12-site sample array made by
Advanced Cochlear Systems (Snoqualmie, WA) to insert into the
scala tympani of a cat (53). The width of each gold electrode contact
is 100 mm



conditioning stimuli might improve the behavior of cells in
the auditory nerve, decreasing thresholds and increasing
dynamic ranges (52). They proposed to use electric currents
with 5 kHz pulse trains of brief pulses, biphasic rectan-
gular pulses of 40 ms duration for each phase (62). Rubin-
stein and various colleagues pursued the idea further,
suggesting that high rate stimuli might mimic stochastic
resonance in neurons and improve signal processing in
cochlear implants (60). Computer models validated the
concept, as did initial tests in a human subject (63). An
extensive neurophysiological study confirmed the idea in
experimental animals (62).

Rubinstein and Frijns did preliminary tests for the use
of high rate, low amplitude conditioning pulses in the
processors of some human subjects, reporting success in
the majority of their subjects (Rubinstein, personal com-
munication). The concept is certainly a logical and promis-
ing idea; whether it will provide a dramatic improvement
to cochlear implants is something that will be learned from
further experiments in human subjects.

NORMAL PROCESSING: FINE STRUCTURE

Present cochlear implants impose low pass filter functions
on the acoustic signals that they decode. Signals are fil-
tered, and their envelopes detected, with a concomitant
loss of fine structure. Fine structure is defined as informa-
tion spanning frequencies from 500 to 10 kHz (22). Speech
can be well understood in quiet environments. The users of
present-day cochlear implants rarely enjoy music. Some of
that may be improved by increasing the fine structure
of the signals delivered to the ear via the cochlear implant.
The Hilbert transform provides a potential approach to
providing both amplitude information and fine structure
(22,64,65). Smith et al. (63) determined that the envelope of
the transform was important for speech perception, while
the fine structure determines localization and pitch.

Processors that employ Hilbert transforms have yet to
be produced in quantity. Although prototypes exist, they
have not made their way into cochlear implants (64). The
development of implants that can reproduce the fine struc-
ture of signals is likely to improve cochlear prostheses.

BILATERAL IMPLANTS

Binaural hearing is critical to sound localization and the
extraction of auditory signals in noise. In addition,
binaural implants may allow listeners to employ the ‘‘head
shadow’’ benefit to hear a specific voice in the face of sounds
produced by a competing crowd of people (52). Wilson notes
promising results from several centers at which patients
have received bilateral implants (52). He reports improve-
ments in speech comprehension, as well as the results of
several careful psychophysical studies that were focused on
the balance between the prostheses that were implanted.
Wilson and his colleagues concluded that bilateral
implants are likely to provide clear benefits. While users
are tolerant of some timing and amplitude mismatches, the
careful matching of stimulus sites, that is, electrode loca-
tions, may be necessary for success (52). Another issue to

consider is the cost of bilateral implantation. Bilateral
implantation incurs the cost of two cochlear prostheses
and two surgeries. Does the benefit accrued by the patient
double? That remains to be seen at the time of this writing.

CONCLUSION

Cochlear prostheses are a clear bioengineering success
story. More than 60,000 patients have benefited world-
wide. Many users can talk on the telephone and commu-
nicate effectively without visual aids, like lipreading. The
design of the cochlear prosthesis is likely to improve, even
as the number of implantees grows rapidly, indeed, at
double-digit rates. With that rich background and rapid
growth, there are opportunities for bioengineers to produce
even better cochlear prostheses.
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INTRODUCTION

The U.S. Food and Drug Administration (FDA or agency)
regulates medical devices according to specific definitions,
classifications, requirements, codes, and standards. The
FDAs authority and framework for medical device regula-
tion are specified in the Federal Food, Drug, and Cosmetic
Act of 1938, as amended (FDCA). The FDCA is codified at
Title 21, Chapter 9, United States Code (21 USC) (1). For
purposes of medical device regulation, several acts of Con-
gress amending the FDCA are especially significant: the
Medical Device Amendments of 1976, the Safe Medical
Devices Act of 1990, the Food and Drug Administration
Modernization Act of 1997, and the Medical Device and
User Fee and Modernization Act of 2002. The FDA has
promulgated regulations for the efficient enforcement of
the FDCA. These regulations, which generally have the
force of law, are codified in Title 21 of the Code of Federal
Regulations (21 CFR or the regulations) (2). The agency
also has issued guidances and guidelines to assist in the
regulation of medical devices (3).

Pursuant to the FDCA, the FDA determines the entities
subject to regulation (e.g., manufacturers, specifications
developers), evaluates whether products and regulated
entities are in compliance, and initiates appropriate reg-
ulatory and enforcement actions to impose penalties for
violations. The FDA’s requirements affect each stage of a
medical device’s lifecycle. Some FDA requirements apply to
particular periods of a medical device’s lifecycle. Others
apply more broadly. Design, technical development, pre-
clinical testing, clinical study, market authorization, mar-
ket approval, postmarket assessment, modification,
obsolescence, redesign, and labeling requirements are part
of this regulatory framework for medical devices. The
FDA’s Center for Devices and Radiological Health (CDRH)
is the FDA component with primary responsibility for
medical device regulation.

WHAT IS A MEDICAL DEVICE?

The FDCA contains definitions for the various product
areas the FDA regulates, including medical devices. Under
the FDCA, a ‘‘device’’ must be

� ‘‘an instrument, apparatus, implement, machine, con-
trivance, implant, in vitro reagent, or other similar or
related article, including any component, part, or
accessory’’

� which is either ‘‘intended for use in the diagnosis of
disease or other conditions, or in the cure, mitigation,
treatment, or prevention of disease, in man or other
animals,’’ or ‘‘intended to affect the structure or any
function of the body of man or other animals,’’ and

� ‘‘which does not achieve its primary intended
purposes through chemical action within or on the
body of man or other animals and which is not
dependent upon being metabolized for the achieve-
ment of its primary intended purposes’’ [21 USC
§ 321(h)].

To be a medical device, a product must achieve its
‘‘primary intended purpose’’ without chemical or metabolic
action within or on the body. This characteristic distin-
guishes ‘‘devices’’ from ‘‘drugs’’. For example, perfluorocar-
bon gas is injected into the human eye to hold a detached
retina in place. The gas has no metabolic reaction with
the body and thus is regulated as a medical device. But
determining whether the FDA would consider a product, a
‘‘device’’, or a ‘‘drug’’ can be difficult. Products can be
medical devices even if there is some chemical or meta-
bolic reactions within or on the body. For example, the
body often reacts metabolically to hip and other implants.
Because these reactions are side effects rather than the
primary intended purpose of these implants, the products
are medical devices.

The FDCA’s definition of medical device includes a
concept that is a key part of the FDA’s regulatory frame-
work: A medical device is both the physical product and its
intended use or uses. ‘‘Intended use’’ is sometimes described
as the express and implied claims made for a product. This
concept means, for example, that a manufacturer (and his
representatives) cannot, without penalty, label, or promote
a laser for refractive correction eye surgery if it is legally
marketed only for cardiac surgery. The manufacturer must
apply to the FDA for authorization or approval to use the
laser for a new indication. Changes in indications or uses
can create regulatory hurdles for a manufacturer.

MEDICAL DEVICE CLASSIFICATION

Prior to 1976, the FDCA did not contain any specific
provisions for medical device regulation. The Medical
Device Amendments (MDA) of 1976 greatly expanded
the FDA’s statutory authority over medical devices and
established a comprehensive regulatory scheme for medi-
cal devices. The MDA established three classes of medical
devices based on the potential risk of the device to patients
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or users. Devices with greater potential risks are subject to
more regulatory controls.

Since 1976, the FDA has established classification reg-
ulations for > 1700 different generic types of devices, and
grouped them into 16 medical specialties, such as cardio-
vascular, respiratory, general hospital, infection control,
and restorative (4). Each of these generic types of devices is
assigned to one of three regulatory classes depending on
the level of controls needed to provide a reasonable assur-
ance of the devices’ safety and effectiveness. Unclassified
devices and new devices are automatically Class III med-
ical devices. But not all medical devices that a layperson
likely would understand to be new remain ‘‘new’’ for pur-
poses of the FDCA. If a manufacturer can show that its
device is ‘‘substantially equivalent’’ to a device that was
legally marketed in 1976, often referred to as a ‘‘predicate
device’’, then the device becomes subject to the classifica-
tion and requirements that apply to that predicate device.

Class I devices are those posing the least amount of risk.
Examples include elastic bandages, examination gloves,
and hand-held surgical instruments. Class I devices do not
require FDA review prior to marketing. However, Class I
devices are subject to the FDCA’s general controls for all
medical devices. These general controls are the regulatory
common denominator for all medical devices, and include
do not distribute adulterated or misbranded devices; reg-
ister the commercial establishment with the FDA; list the
marketed devices with the agency; label the devices in
accordance with applicable labeling regulations; manufac-
ture the devices in accordance with the quality system and
good manufacturing practices regulations (many Class I
devices, however, are exempt from this requirement); per-
mit FDA inspection. The FDA has the authority to ban
medical devices under appropriate circumstances; restrict
the sale, distribution, or use of some devices; and require
the submission of records and reports.

Class II medical devices have an intermediate level of
risk. General controls alone are not sufficient to address
the risks of Class II devices. Examples include powered
wheelchairs, infusion pumps, and surgical drapes. Class II
devices are subject to special controls that are developed to
control risks specific to particular devices. Examples of the
types of special controls used by FDA include performance
standards, guidelines, postmarket surveillance, and
patient registries. Most Class II devices require 510(k)
premarket notification. The ‘‘510(k)’’ refers to FDCA sec-
tion 510(k), codified at 21 USC § 360(k). A 510(k) submis-
sion contains information and data to show that the device
is ‘‘substantially equivalent’’ to a legally marketed predi-
cate device. Clinical data is usually not required for the
FDA to clear a 510(k) submission for marketing. Some
Class II devices are exempt from 510(k) clearance.

Class III medical devices are those presenting the great-
est risks. Examples include replacement heart valves,
silicone gel-filled breast implants, and implanted brain
stimulators. In general, Class III devices are subject to
premarket approval prior to marketing. General and spe-
cial controls alone are insufficient to provide a reasonable
assurance of the devices’ safety and effectiveness. Class III
devices are usually devices that are life sustaining, life
supporting, or implantable, or have the potential for ser-

ious injury (e.g., sight threatening). New devices that are
not substantially equivalent to a legally marketed device
also are usually subject to premarket approval. A premar-
ket approval application (PMA) contains extensive scien-
tific and technical evidence that demonstrates that a
reasonable assurance of safety and effectiveness exists
for the device. Clinical studies are usually required to
support FDA approval of a PMA.

Under the 1997 amendments to the FDCA, manufac-
turers of certain devices that have been found to be not
substantially equivalent can request immediate reclassifi-
cation into Class I or II based on the device’s low risk level.
This process is called de novo classification. If the FDA
agrees, then the device becomes subject to the require-
ments of either Class I or II, and a PMA is not required.

FDA-REGULATED ENTITIES

The FDA regulates manufacturers, specification develo-
pers, distributors, contract manufacturers, sterilization
facilities, importers, exporters, contract research organiza-
tions, and clinical researchers of medical devices. In addi-
tion, the FDA regulates, and otherwise influences, the use
and nonuse of voluntary standards by these organizations
and individuals to support their regulatory activities and
submissions to the agency. The manner in which parties
are regulated depends on their role in the distribution of
the device and on the stage of the device’s lifecycle. For
example, the FDA requires preapproval of medical device
clinical trials that present significant risks to patients. On
the other hand, establishments must register with the FDA
only after the FDA authorizes marketing of the device.

USE OF STANDARDS

The FDA recognizes that a device’s conformance with
recognized consensus standards can be used to support a
PMA, 510(k), or other submissions to the agency (5). The
FDA maintains a list of officially recognized standards (6).
Some domestic and international standards focus on spe-
cific medical devices (e.g., respirators). Others characterize
an important aspect of many medical devices, (e.g., elec-
trical safety). The former is sometimes called a ‘‘vertical’’
standard. The latter is called a ‘‘horizontal’’ standard. The
agency also issues guidance documents for specific devices
that refer to the FDA-recognized standards or to other
standards. Standards should be used consistent with FDAs
guidances because there can be a considerable delay
between the development of consensus standards and
the agency’s recognition of them.

ENFORCEMENT AND PENALTIES

The FDCA authorizes civil and criminal penalties for
violations (21 U.S.C. §§ 331-337). The statute, for example,
prohibits the adulteration or misbranding of medical
devices as well as the introduction or delivery for introduc-
tion into interstate commerce, or the receipt in interstate
commerce, of any adulterated or misbranded device. The
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FDCA also prohibits the submission of false or misleading
information to the agency, including the withholding of
material or relevant information. For example, a failure to
report to the FDA all device failures that occurred during
the clinical trial of a Class III medical device is a violation.
Such actions can lead to not only disapproval or with-
drawal of the PMA for the device, but also civil and criminal
penalties on manufacturer.

The FDCA authorizes the FDA to pursue some remedies
administratively, including clinical investigator disquali-
fications, temporary detention of medical devices, and
certain civil money penalties. Other remedies, including
product seizures, injunctions, criminal charges, and some
civil money penalties, require judicial proceedings in
federal court. The FDA refers judicial enforcement actions
to the U.S. Department of Justice, and works closely with
the Justice Department to prosecute these actions. The
FDCA is a strict liability statute, which means that a
company’s management may be prosecuted for a failure
to detect, prevent, or correct violations. Knowing and
following the rules is important.

REQUIREMENTS GENERALLY

Marketing safe and effective medical devices in the
United States requires an understanding of FDA require-
ments that govern the entire life cycle of the device. These
include requirements for conducting nonclinical labora-
tory studies and clinical trials, bringing a product to
market, manufacturing practices, labeling, reporting
device problems and patient injuries, carrying out recalls
and corrective actions, and making modifications to the
device.

NONCLINICAL LABORATORY STUDIES

Manufacturers and other entities must comply with the
FDA’s Good Laboratory Practices (GLP) regulations when
conducting nonclinical laboratory studies that are going to
be used to support any regulatory submission to the FDA
(21 CFR Part 58). Good Laboratory Practices regulate the
organization and personnel of the laboratory as well as the
facilities, equipment, test operations and study protocols,
and records and reporting. Failure to comply with these
regulations may invalidate data submitted to the agency.
Contract research organizations used to obtain data for
regulatory submissions must comply with GLP regulations.

In addition, the study should conform to FDA-recog-
nized standards that are relevant to particular aspects of
the studies, for example, laser safety, toxicity, and biocom-
patibility. Also, the study’s documentation should specifi-
cally identify and conform to those parts of FDA
performance standards and guidance documents relevant
to the device rather simply state overall compliance with
the standard or guidance. Whenever particular laboratory
study practices will not conform to relevant guidance, the
manufacturer or study sponsor should, prior to conducting
the studies, discuss the discrepancies with knowledgeable
FDA staff, obtain a variance from the GLP regulations if
necessary, and document the reasons for the discrepancies.

CLINICAL TRIALS

The FDA regulates clinical trials of medical devices under
its investigational device provisions [21 USC § 360j(g), 21
CFR Part 812]. Also important are the regulations for
institutional review boards [21 CFR Part 56] and the
protection of human subjects [21 CFR Part 50], and the
consolidated guidance for good clinical practice [ICH E6].
Different Part 812 procedures apply depending on whether
the device study presents ‘‘significant risk’’ or ‘‘nonsignifi-
cant risk’’ (7). A significant risk device presents a potential
for serious risk to the health, safety, or welfare of a subject.
Significant risk devices can include implants, devices that
support or sustain human life, and devices that are sub-
stantially important in diagnosing, curing, mitigating or
treating disease, or in preventing impairment to human
health. Examples include sutures, cardiac pacemakers,
hydrocephalus shunts, and orthopedic implants. Non-
significant risk devices are devices that do not pose a
significant risk to human subjects. Examples include most
daily-wear contact lenses and lens solutions, ultrasonic
dental scalers, and urological catheters. Although these
latter devices generally are nonsignificant risk devices,
the FDA could consider a particular clinical trial using
these devices to be a significant risk study and regulate
the trial accordingly.

An institutional review board (IRB) may approve a
nonsignificant risk device study, and the study may pro-
ceed without FDA approval. But clinical studies involving
significant risks must receive FDA approval prior to IRB
approval. Sponsors, usually investigators or manufac-
turers, apply for this FDA approval through submission
of an Investigational Device Exemption (IDE) application.
Although IRBs are to evaluate whether a study is a non-
significant risk, the FDA has final authority and does
determine, from time to time, that an FDA-approved IDE
is needed even though an IRB approved a clinical trial
protocol as being a nonsignificant risk study.

The FDA’s IDE regulations set forth the requirements
for submitting IDEs and conducting device clinical trials.
These regulations are first and foremost designed to pro-
tect human subjects from unnecessary risk. In addition,
the IDE regulations are designed to guide the development
and documentation of evidence needed to evaluate a
device’s safety and effectiveness in a PMA application,
or a device’s substantial equivalence in a 510(k) submis-
sion. An IDE is a request for an exemption from the
restriction that only legally marketed medical devices
can be distributed.

The FDA has a pre-IDE meeting program that can be
extremely valuable (8). These meetings usually include
FDA review of some portions of a planned IDE submission.
Pre-IDE meetings can be requested in a variety of circum-
stances, and are intended to provide the sponsor with
preliminary FDA input related to the device. For example,
the pre-IDE meeting should help clarify whether any
additional preclinical or technical data are needed, what
concerns FDA reviewers may have, whether the proposed
protocols are adequate from the FDA’s perspective, and
the appropriate regulatory path to market for the device.
Sponsors planning to conduct nonsignificant risk studies
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sometimes request a pre-IDE meeting to whether deficien-
cies exist in the protocols that might preclude marketing
approval. Other sponsors find it useful to discuss issues
related to ongoing preclinical testing.

An IDE sponsor must submit a detailed description of
the device, including its intended use and indication for
use, that is, what does the device do and in what kind of
patients or user. The sponsor must submit an investiga-
tional plan and a detailed protocol for the proposed clinical
trial, including proposed informed consent documents. An
IDE application also requires other documentation, includ-
ing results from all laboratory and animal studies con-
ducted with the medical device proposed for the clinical
study. These laboratory and animal studies must be con-
ducted in conformity with GLPs. The sponsor must report
all relevant published studies, both nonclinical and clin-
ical, regarding the device. Information on all medical uses
of the device, and on any clinical trials conducted outside
the United States may also be required. If consensus
standards exist for the device, the sponsor must identify
them and explain whether the device conforms with them.
If previous clinical trials were conducted under IRB-only
approval, then that data must be submitted in the IDE.

The IDE regulations include an IDE application tem-
plate (21 CFR 812.20). The FDA also has issued a number
of guidance documents on IDE processes and specific types
of medical devices (3). Prior to submitting an IDE applica-
tion to FDA, agency guidance documents relevant to the
medical device at issue should be reviewed, and relevant
aspects of those guidances implemented. These guidances
often recommend specific preclinical tests for categories of
devices and can include template investigational plans.
But these recommendations and templates are not always
suitable for particular devices. Also, guidances are not
binding on the FDA and may not fully reflect current
agency thinking. Consultation with the FDA may be appro-
priate where a sponsor believes that modifications are
needed for its device.

Once a sponsor submits a complete IDE, FDA must
make a decision regarding the IDE submission no later
than 30 calendar days from the stamped date of arrival of
the IDE application at CDRH headquarters. The FDA’s
initial decision letter usually lists deficiencies in the IDE,
even when FDA approves the IDE. A disapproval letter is
rare, especially if the sponsor had a pre-IDE meeting with
the FDA. Sponsors receiving a disapproval letter may find
it useful to seek assistance from an experience regulatory
affairs professional to help evaluate and resolve these
deficiencies. If the FDA conditionally approves the IDE,
but with deficiencies that have major impact on the clinical
trial or the device’s indications, these deficiencies should be
resolved with the FDA before the clinical trial is started.
The FDA usually ‘‘conditionally’’ approves an IDE applica-
tion, meaning that the applicant may start the clinical trial
immediately, but that the applicant must answer the
deficiencies satisfactorily within a short time period
(e.g., 30–45 days). When the FDA perceives a high risk
to human subjects, it will initially approve the IDE for a
limited number of subjects and study sites, and then
approve expansion of the study after the preliminary data
demonstrates reasonable safety. The FDA also typically

provides a list of deficiencies that do not have to be
answered to conduct the clinical trial, but must be
responded to in the marketing application [e.g., 510(k) or
PMA]. If any aspect of the FDA’s response letter is unclear,
clarification should be sought from the FDA or an experi-
enced regulatory affairs professional, or both.

Responsibilities of a clinical trial sponsor, include, but
are not limited to, obtaining IRB approval, providing ade-
quate informed consent, and ensuring that the investiga-
tors are trained and follow the approved protocol. Adequate
record keeping, especially of adverse events, and study site
monitoring are critical to success. Annual reports of the
clinical study must be submitted to the FDA on the anni-
versary of the FDA’s initial approval of the IDE. Also,
serious adverse events must be reported to the FDA within
five working days of their occurrence. All adverse events
must be reported to the FDA even if the sponsor does not
believe the event is related to use of the medical device
being studied. Sponsors should also consult medical prac-
tice specialty standards and international standards that
may be relevant to the study.

Although IDE sponsors (and their agents) may conduct
limited advertising for subjects, they must not claim or
suggest that the device is safe and effective for the uses it is
being studied for. When discussing the device with poten-
tial investors, issuing reports on the company, and con-
ducting similar activities, sponsors must carefully avoid
making any conclusory statements regarding the device’s
safety and effectiveness. These restrictions continue until
the FDA authorizes or approves the device for marketing.
Sponsors also may not charge subjects, investigators,
hospitals, or other entities a price for the device that is
larger than that necessary to recover costs for manufacture,
research, development, and handling. These costs should be
documented in the event of an FDA inspection or audit.

Although clinical investigations of medical devices gen-
erally must comply with IDE requirements, some limited
exemptions exist. For example, a diagnostic device that is
noninvasive, does not require an invasive sampling proce-
dure that poses significant risk to the subject, does not
introduce energy into a subject, is not used as a diagnostic
procedure without confirmation by another medically
established diagnostic device, and meets certain other
requirements, is exempt from IDE requirements. But
the study must still comply with IRB and informed consent
requirements.

REGULATORY PATHWAYS TO MARKET

Some medical devices require clearance through premar-
ket ‘‘510(k)’’ notification, some medical devices require
premarket approval, and others are exempt from premar-
ket notification and premarket review. The majority of
devices—more than 75%—have entered the market
through 510(k) premarket notification.

Premarket notification is a process under which the
FDA decides whether the evidence demonstrates substan-
tial equivalence between a new device and a legally mar-
keted (predicate) device. If the FDA decides that the device
is substantially equivalent to the predicate device, then the
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device is ‘‘cleared’’ for market. If the FDA decides that the
device is not substantially equivalent, it is sometimes
appropriate for a manufacturer to request de novo classi-
fication into Class I or II based on the device’s low potential
risks. But if the FDA denies that request, the only pathway
to market is the PMA approval process. Typically, the FDA
will determine, in discussions with a manufacturer or
sponsor, which of the three pathways to market is required:
(1) 510(k) ! substantial equivalence; (2) 510(k) ! none-
quivalence! de novo; (3) PMA. But, as noted, some medical
devices are exempt from even 510(k) requirements.

The Medical Device User Fee and Modernization Act of
2002 (MDUFMA) authorizes user fees for premarket reviews
of PMAs, PDPs, certain supplements, 510(k)s, and certain
other submissions (21 USC §§ 379i-379j). The MDUFMA also
set agency performance goals for many types of premarket
reviews. These goals become more demanding on the FDA
over time. User fees must be paid at the time a submission
is sent to the agency or the agency will not file or review it.
The MDUFMA includes some fee exemption, waiver, and
reduction provisions, including a fee waiver for the first
premarket application by a small business.

PREMARKET NOTIFICATION EXEMPTIONS

Class I medical devices are exempt from 510(k) notification
unless the FDA has by regulation stated that a particular
medical device type is not exempt, or has specified condi-
tions under which it is exempt. But the exemption applies
only where the device is intended and indicated for the use
or uses specified in the applicable regulation. If the device
is to be marketed for a different use or medical condition,
then the device is not exempt from 510(k) notification. If
the new use presents extremely high risks or involves
particularly vulnerable patients, a PMA may be required
instead of a 510(k).

The same basic exemption rules apply to Class II
devices, except that few Class II devices are exempt from
premarket review. For devices exempt from premarket
review by regulation, some changes in uses or indications
do not require premarket review of the device because
certain uses or indications are sufficiently similar to
legally marketed intended uses. But in other instances,
the FDA decides that an otherwise exempt device must
receive premarket notification even though the uses or
indications seem very similar. Although the FDCA provides
a means for manufacturers to obtain a formal opinion from
the FDA where uncertainty exists about the regulatory
status of a device, an informal opinion may be sufficient,
and preferable, in some situations. Manufacturers should
consult an experienced regulatory affairs professional to
evaluate how best to proceed in these circumstances.

PREMARKET ‘‘510(K)’’ NOTIFICATION

A 510(k) submission ! substantial equivalence decision
requires a determination by the FDA that

1. The intended use of the sponsor’s device is the same
as that of the predicate device(s). Predicate devices

may be any Class I or II device with the same
intended use. (A limited number of Class III devices
marketed before 1976 also can be predicate devices if
the FDA has not yet called for a PMA.)

2. The technological characteristics of the sponsor’s
device must be either

(a) The same as the predicate device.

(b) Have performance characteristics that demon-
strate that it is as safe and effective as the pre-
dicate device.

A substantially equivalent device is not ‘‘approved’’ for
market. Instead, a 510(k) ‘‘clearance’’ decision is based on
the FDA’s evaluation of whether the device is substantially
equivalent to a legally marketed device for which a reason-
able assurance of safety and effectiveness exists. ‘‘Substan-
tial equivalence’’ is a term of art, and does not require that
a sponsor’s device look or even operate the same as a
predicate device. Two devices that visually appear dissim-
ilar can be substantially equivalent under the FDCA. For
example, the FDA cleared laser-light and water-jet micro-
keratomes as equivalent to vibrating steel blades to cut the
cornea even though the former products use completely
different cutting mechanisms than the latter.

The FDA has issued many guidance documents on
various medical device types requiring premarket notifica-
tion (3). The agency also has issued guidance documents for
the 510(k) notification process. The FDA will provide pre-
notification consultation in telephone or in-person confer-
ences to discuss a sponsor’s medical device and answer
questions regarding written guidance documents and
applicable standards. The FDCA requires the FDA to con-
sider, in consultation with a sponsor, the ‘‘least burden-
some’’, appropriate means of evaluating a device (9). To
maximize this requirement, a sponsor should understand,
as much as possible, the requirements, guidances, and
standards that apply to its medical device before meeting
with FDA staff. As noted, guidances do not ‘‘bind’’ the
FDA. But they can provide valuable information on the
agency’s thinking on particular topics. Also, a sponsor
should try to understand how similar devices have been
regulated by the FDA.

510(k) Flow Chart
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clearance for marketing. But when the sponsor is unable
to do so, despite thorough efforts to do so, then the
objective becomes convincing the FDA that a PMA is
not necessary for regulatory control of the device. This
requires a showing that the risks from the device are
minimal, that the device is effective for its intended
use, and that general controls and, in some cases, special
controls will be sufficient to mitigate the product’s risks. A
request for de novo classification must be made within 30
days of receiving a not substantially equivalent determi-
nation, describe the device in detail, and provide a
detailed recommendation for classification. The FDA then
has 60 days to respond to that request with a written order
classifying the device and identifying any special controls
that may be needed if the device is in Class II. The device
is then considered cleared and may be marketed. If the
FDA keeps the device in Class III, PMA approval will be
required before marketing.

MARKETING APPROVAL

Class III medical devices generally are high risk devices
that cannot be regulated adequately by general and special
controls alone. In other words, the FDA must review the
safety and effectiveness data for these devices to determine
if they should be approved for the treatment or diagnosis of
diseases or other conditions in humans, and under what
conditions. Class III devices may be approved for market-
ing under the humanitarian use device exemption (HDE),
product development protocol (PDP), or premarket
approval application (PMA) requirements.

HUMANITARIAN USE DEVICES

The FDCA’s humanitarian use device exemption provision
is narrow in that the objective is to provide rapid access to
new therapeutic or diagnostic devices for patients with
rare diseases or conditions, that is, so-called ‘‘orphan’’
devices (21 USC § 360j(m), 21 CFR Part 814, Subpart
H). The humanitarian use device (HUD) process is
relatively rapid because the applicant does not have to
conduct clinical trials to demonstrate reasonable assur-
ance of safety and effective, and the statute allows the FDA
significantly less time to act on an HUD application than
the agency has for a PMA. Rather than provide data to
determine the safety and effectiveness of the device, the
applicant has only to satisfactorily explain to the FDA why
the probable benefit of the device outweighs the risks to
patients in the context of other treatments for the disease.
However, this regulatory pathway has many require-
ments, including the disease or condition affects fewer
than 4000 patients/year, the device would not otherwise
be available for persons with this disease or condition, the
device and will not expose patients to unreasonable or
significant risks, and the benefits to health from the
device’s use must outweigh the risk. Because of the provi-
sion’s narrow scope and limitations, the humanitarian use
device exemption is not used frequently. But it can be very
valuable in some instances.

PRODUCT DEVELOPMENT PROTOCOL

The product development protocol (PDP) is an alternative
to the PMA process, but is rarely used [21 USC § 360e(f)].
The PDP’s distinguishing feature is that it involves a close
relationship between the FDA and the sponsor in designing
appropriate preclinical and clinical investigations to estab-
lish the safety and effectiveness of a device. The PDP
requires multiple levels of review and approval of study
protocols. The requirements for proof of safety and effec-
tiveness are the same as for a PMA. The PDP process thus
offers few advantages for a manufacturer over premarket
approval processes, particularly for a device that has
undergone significant evaluation and investigation. The
PDPs also have required much more FDA staff time than
PMA processes.

PREMARKET APPROVAL (PMA)

The FDCA’s requirements for PMA approval apply to most
Class III medical devices, except for a few devices marketed
before the 1976 MDA and those being used consistent with
an investigational device exemption (IDE) in order to
obtain clinical data to establish the device’s safety and
effectiveness (21 USC § 360e). The FDA has promulgated
regulations on PMA requirements and processes (21 CFR
Part 814). These regulations include the FDA’s procedures
for reviewing and acting on a PMA application. Other
important sources for information on PMA issues include
general guidances, guidances for specific devices, meetings
with the agency and advisory panels, and correspondence
from the agency.

The regulations specify and describe the general cate-
gories of required information in a PMA [21 CFR
814.20(b)]. These categories include an ‘‘indication for
use’’ statement, a device description, and data from non-
clinical and clinical studies of the device. The foreign and
U.S. marketing history, if any, of the device by the appli-
cant or others must be described in the PMA, including a
list of countries in the device has been withdrawn from
marketing.

INDICATION FOR USE

A PMA’s ‘‘indication for use’’ statement must provide a
general description of ‘‘the disease or condition the device
will diagnose, treat, prevent, cure, or mitigate’’ and ‘‘the
patient population for which the device is intended’’ [21
CFR 814.20(b)(3)]. The ‘‘indication for use’’ statement is
key to the device’s labeling and, if the device is approved,
the uses for which it can be legally marketed. In addition to
this statement, the application must include a separate
description of existing alternative procedures and practices
for the indicated use.

DEVICE DESCRIPTION

The device must be described in summary form and
then in detail, including manufacturing and trade secret
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information where necessary, to allow FDA specialists to
evaluate the risks associated with the device. The sum-
mary must explain ‘‘how the device functions, the basic
scientific concepts that form the basis for the device, and
the significant physical and performance characteristics
of the device’’ [21 CFR 814.20(b)(3)]. The full device
description must include detailed drawings, and details
of each functional component or ingredient of the device,
all properties of the device relevant to the indication for
use, the scientific and technical principles of operation of
the device, and the quality control methods (good manu-
facturing practices) used in the manufacture, processing,
packing, storage, and installation of the device [21 CFR
814.20(b)(4)]. In addition, the applicant must reference
any standard, mandatory or voluntary, that is relevant to
the device for the indicated use. If applicable, the appli-
cant must identify how the device deviates from the stan-
dard and demonstrate, to the FDA’s satisfaction, how the
applicant resolves these deviations.

NONCLINICAL STUDIES

A PMA must include summaries of nonclinical laboratory
studies appropriate to the device, including, but not limited
to, microbiological, toxicological, immunological, biocom-
patibility, stress, wear, shelf life studies. The PMA must
also include a statement that each study was conducted in
accordance with the FDA’s good laboratory practices reg-
ulations, orexplanationsastowhynot.Thestudysummaries
must include descriptions of the objectives, experimental
design, data collection and analysis, and results of each
study. The results should be described as positive, negative,
or inconclusive with regard to the objectives of each study.
After each of the studies is summarized, it must be described
in sufficient detail to enable the FDA to determine the
adequacy of the information for FDA review of the PMA.

CLINICAL STUDIES

Clinical studies involving human subjects with the device
must be conducted in accordance with IDE regulations or,
if they are conducted outside the United States without an
FDA-approved IDE, they must be conducted in accordance
with special requirements discussed with the FDA before
the PMA is submitted. IRB and human subjects protection
requirements and the ICH guidance for good clinical prac-
tice also apply. The results of these clinical studies must be
summarized first and then discussed in sufficient detail to
enable the FDA to determine the adequacy of the informa-
tion for FDA approval of the PMA. Clinical trial summaries
must include the following:

‘‘. . .a discussion of subject selection and exclusion
criteria, study population, study period, safety and
effectiveness data, adverse reactions and complica-
tions, patient discontinuation, patient complaints,
device failures and replacements, results of statisti-
cal analyses of the clinical investigations, contrain-
dications and precautions for use of the device, and

other information from the clinical investigations as
appropriate.. . .’’ [21 CFR 814.20(b)(3)].

Discussion of the results of the clinical investigations
must include details regarding:

‘‘. . .the clinical protocols, number of investigators
and subjects per investigator, subject selection and
exclusion criteria, study population, study period,
safety and effectiveness data, adverse reactions
and complications, patient discontinuation, patient
complaints, device failures and replacements, tabu-
lations of data from all individual subject report
forms and copies of such forms for each subject
who died during a clinical investigation or who did
not complete the investigation, results of statistical
analyses of the clinical investigations, device failures
and replacements, contraindications and precautions
for use of the device, and any other appropriate
information from the clinical investigations. . ..’’ [21
CFR 814.20(b)(6)].

The applicant must identify any investigation con-
ducted under an FDA-approved IDE and provide a written
statement with respect to compliance with IRB require-
ment, or explain the noncompliance. In addition to sub-
mitting the data for all the studies conducted by the
applicant (or on the applicant’s behalf), the applicant is
responsible for submitting a bibliography of all studies
(nonclinical as well as clinical) relevant to the device
and copies of any studies requested by the FDA or the
advisory panel. Also, the applicant must identify, discuss,
and analyze:

‘‘. . .any other data, information, or report relevant to
an evaluation of the safety and effectiveness of the
device known to or that should reasonably be known
to the applicant from any source, foreign or domestic,
including information derived from investigations
other than those proposed in the application and
from commercial marketing experience.’’ [21 CFR
814.20(b)(8)].

LABELING

The applicant must submit copies of all proposed labeling
for the device, including contraindications, warnings, pre-
cautions, and adverse reactions. Labeling typically
includes, but is not limited to, physician instructions, an
operation manual, a patient brochure, and all applicable
information, literature, or advertising materials that con-
stitutes labeling [21 CFR 814.20(b)(10)]. The FDA reviews
and revises the proposed labeling prior to PMA approval.

REVIEW STANDARD

The applicant must demonstrate that the nonclinical, clin-
ical, and technical data submitted in the PMA embody
valid scientific evidence of reasonable assurance that the
device is safe and effective for its intended use. In addition,
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the applicant must discuss the benefits and risks (including
any adverse effects) of the device, and describe any addi-
tional studies or surveillance the applicant intends to
conduct following approval of the PMA. In evaluating
safety and effectiveness, the FDA defines ‘‘valid scientific
evidence’’ broadly and retains final authority on what is
acceptable [21 CFR 860.7(c)]. The agency considers a variety
of factors in deciding whether reasonable assurance of safety
and effectiveness has been submitted for a medical device,
including intended use (indication), use conditions, benefit–
risk considerations, device reliability, and generally requires
well-controlled clinical investigations (21 CFR 860.7).

PMA flow chart
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UPDATE REPORT REQUIREMENTS

While the FDA is reviewing a PMA application, the appli-
cant must update it. Such updates are required 3 months
after the PMA filing date, following the applicant’s receipt
of an FDA letter stating the PMA is ‘‘approvable’’, and at
any other time as requested by the FDA. An ‘‘approvable’’
letter is a decision by the FDA that the PMA will be
approved after the applicant resolves minor deficiencies.

After a device is approved, periodic and other reports
are required. The owner of an FDA-approved PMA device
is responsible for periodically updating any safety and
effectiveness information on the device that may rea-
sonably affect the FDA’s evaluation of the device’s safety
or effectiveness, or that may reasonably affect statements
of contraindications, warnings, precautions, and adverse
reactions. If a PMA owner becomes aware of off-label
(unapproved) uses of its device that may be unsafe or
ineffective, then it is responsible for reporting these
unauthorized uses to the FDA, especially if adverse
events are associated with them.

POSTMARKET RULES

Major postmarket requirements include adequate labeling,
medical device reporting, corrections and removals, and
device modifications integrated into a system for manu-
facturing quality medical devices.

LABELING OVERVIEW

Labeling of medical devices is one of a manufacturer’s key
postmarket responsibilities. Each device must comply with
general labeling requirements, and with the specific
requirements and limits identified in the FDA’s authoriza-
tion or approval to market the device.

LABELING: GENERAL REQUIREMENTS

Many general labeling requirements exist for medical
devices (21 CFR Part 801, Subpart A). The regulations
include details on issues such as how a manufacturer’s
name is to be listed on a device package label. This article
focuses on key concepts in the FDA’s regulation of device
labeling. These concepts include the FDCA’s definition of
‘‘labeling’’, the regulation’s definition of ‘‘intended use’’,
and ‘‘adequate directions for use’’ requirements.

Under the FDCA, ‘‘labeling means all labels and other
written, printed, or graphic matter (1) upon any article or
any of its containers or wrappers, or (2) accompanying such
article’’ [21 USC § 321(m)]. This definition is very broad
and includes promotional and advertising materials and
oral statements about the device. The FDA’s regulation of
advertising and promotion presents many challenges for
medical device companies. Three basic principles are cri-
tical: materials must be truthful and not misleading, must
contain a fair balance of benefits and risks, and must
provide full disclosure for use.

The ‘‘intended use’’ of a medical device is the objective
intent of the product as expressed by the manufacturer or
distributor of the device (21 CFR 801.4). It includes all
conditions, uses, or purposes stated by the manufacturer
or distributor orally or in written form. As discussed
earlier, ‘‘intended use’’ is an integral part of the FDCA’s
‘‘medical device’’ definition. If a manufacturer or distri-
butor promotes an ‘‘intended use’’ different from the one
authorized by the FDA, then the device is adulterated and
misbranded until and unless the FDA authorizes the new
use. This is often referred to as ‘‘off-label’’ use. The reg-
ulation further provides that ‘‘if a manufacturer knows, or
has knowledge of facts that would give him notice that a
device introduced into interstate commerce by him is to
be used for conditions, purposes, or uses other than the
ones for which he offers it, he is required to provide
adequate labeling for such a device which accords with
such other uses to the article is to be put.’’ ‘‘Intended use’’
is how the manufacturer intends the device to be used.
‘‘Indication for use’’ is a subset of ‘‘intended use’’ that
usually represents a narrowing of the intended use to a
specific patient population. In short, why a patient, or a
practitioner on a patient’s behalf, would use a particular
device. Indications for use include a general description of
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the disease or condition the device will diagnose, treat,
prevent, cure, or mitigate, including a description of the
patient population for which the device is intended. If
differences related to gender, race, ethnicity, age, or other
factors exist, they should be reflected as well in the
product’s labeling.

The FDCA requires device labeling to bear ‘‘adequate
directions for use,’’ unless the FDA has promulgated regu-
lations exempting a particular device [21 USC § 352(f)].
Under the regulations, ‘‘[a]dequate directions for use means
directions under which the layman can use a device safely
and for the purposes for which it is intended. . .’’ (21 CFR
801.5). These directions include specification of all applicable
use conditions, dose quantity, use frequency, use duration,
time of use, method of use, and use preparation. Adequate
directions for use on over-the-counter devices must include a
statement of indication for use [21 CFR 801.61(b)].

Prescription devices are exempt from the adequate
directions for use requirement because, by definition, such
directions cannot be prepared for a prescription device (21
CFR 801.109). However, prescription devices must have
adequate instructions for the device’s use by practitioners,
including, but not limited to information on its use and
indications, and any adverse events, contraindications,
and side effects that may accompany the use of the device.
In addition, to qualify for the adequate directions for use
exemption for prescription devices, the device must meet
other conditions, such as being in the possession of the
practitioner. The regulations authorize other exemptions
from the adequate directions for use requirement, includ-
ing ones for medical devices that have common uses known
to ordinary individuals, for medical devices used in certain
teaching not involving clinical research, and for medical
devices used in manufacturing, processing, and repacking
(21 CFR Part 801, Subpart D).

LABELING: SPECIFIC DEVICES

Sources for labeling requirements for particular devices
include labeling regulations for a few specific kinds of
devices, classification regulations that provide ‘‘indications
for use’’ statements for most Class I and Class II devices,
guidance documents on specific devices, the FDA marketing
authorization and approval letters, and approved labeling
for PMA-approved devices.

The FDA has issued specific labeling regulations for
dentures, eyeglasses and sunglasses, hearing aids, men-
strual tampons, latex condoms, and devices that contain
natural rubber (21 CFR Part 801, Subpart H). It also has
specific labeling regulations for in vitro diagnostic devices
(21 CFR Part 809, Subpart B). Each approved PMA
includes labeling requirements for the device specified in
the approval letter, in the summary of safety and effec-
tiveness, and in written instructions for physicians (and
other appropriate professionals) and patients.

REPORTING, CORRECTIONS, AND REMOVALS

Entities that manufacture, prepare, process, package,
and/or distribute medical devices are subject to certain

requirements regarding device reporting, corrections,
and removals. They must track, document, investigate,
take action on, and report on events associated with their
medical devices. Device user facilities (e.g., hospitals) and
importers of medical devices also have responsibilities
for reporting certain medical device events (21 CFR
Part 803, Subparts A-B and C-D). This article focuses
on FDA reporting requirements for device manufacturers
(21 CFR Part 803, Subparts A-B and E).

Device manufacturers must report medical device
reportable (MDR) events to the FDA with five workdays
of becoming aware of a reportable incident if remedial
action to prevent an unreasonable risk of substantial harm
to the public health, or the event is of a type that the
FDA has designated as requiring a report within five work
days. Otherwise, MDR events must be reported to the FDA
within 30 calendar days. An MDR event is any information
that a manufacturer becomes aware of that reasonably
suggests that the device marketed by the manufacturer
may have ‘‘caused or contributed to a death or serious
injury’’ or ‘‘malfunctioned. . .and would be likely to contri-
bute to a death or serious injury, if the malfunction were to
recur’’ [21 CFR 803.3(r), 803.50(a)]. By ‘‘any information’’,
the regulations mean all information in the manufacturer’s
possession or that the manufacturer could obtain from user
facilities, distributors, initial reporters of the information,
or by analysis, testing, or evaluation of the device. The
FDA’s regulations specify that manufacturers ‘‘become
aware’’ of a reportable event when any employee and
any manager or supervisor of employees with responsi-
bility for MDR events acquires information reasonably
suggesting that a reportable adverse event has occurred.
Moreover, MDR events include any information that
necessitates ‘‘remedial action to prevent an unreasonable
risk of substantial harm to the public health’’, including,
but not limited to, trend analysis [21 CFR 803.3(c)].

Manufacturers should be very inclusive of potential
MDR reportable events because the regulations define
‘‘caused or contributed’’ factors very broadly to include
events due to user error and labeling misunderstandings
in addition to manufacturing and design problems, and
device failure and malfunction. In addition, the regulations
define malfunction to mean the failure of the device to meet
performance specifications of the device for the labeled
intended use of the device. ‘‘Remedial action’’ means
‘‘any action other than routine maintenance or servicing,
of a device where such action is necessary to prevent
recurrence of a reportable event’’ [21 CFR 803.3(z)]. For
MDR purposes, the regulations define ‘‘serious injury’’
more broadly than a life-threatening illness or injury.
Serious injuries are also those that produce permanent
functional impairment, or damage to, body structure or
that requires treatment to preclude such impairment [21
CFR 803.3(bb)].

Manufacturers should have written procedures in place
to identify, evaluate, and document potential MDR repor-
table events so that reports can be submitted to the agency
accurately and within the required timeframes. A manu-
facturer must maintain files and records of all events
associated with its medical devices whether the manufac-
turer decided that such events were MDR reportable, and
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the FDA must be given access to these records upon
request. A manufacturer must maintain records of MDR
reportable events for ready access by FDA inspectors, and
also coordinate these files with the complaint files required
by the FDA’s Quality System Regulations.

In order to comply with MDR reporting and general
record keeping requirements (21 CFR 803.17), a manufac-
turers must have a system of written procedures to identify,
communicate, and evaluate events subject to MDR report-
ing requirements that is timely and effective; transmit
medical device reports to the FDA that are complete and
timely; document and record all information that was
evaluated in determining if an event was MDR reportable,
submitted to the FDA (including MDR reports), used in
preparing semiannual reports or certifications to the FDA,
and ensure that this documentation and record keeping is
readily and promptly accessible to the FDA upon inspection.

Manufacturers also must submit reports to the FDA
about medical devices that the manufacturer has corrected
in, or removed from, the marketplace to reduce the risk to
public health (21 CFR Part 806). A ‘‘corrected’’ medical
device is one that the manufacturer has repaired, modified,
destroyed, adjusted, relabeled, or inspected at the user
location. This includes patient monitoring. A ‘‘removed’’
medical device is one that the manufacturer has physically
moved from the user facility to repair, modify, destroy,
adjust, relabel, or inspect. Corrections or removals do not
have to be reported for devices that have not been distrib-
uted to users (stock recovery) or for routine maintenance.
However, corrections or removals must be reported for
‘‘repairs of an unexpected nature, replacement of parts
earlier than their normal life expectancy, or identical
repairs or replacements of multiple units’’ of the device
[21 CFR 806.2(k)]. The manufacturer must explain to the
agency the reasons for, and estimate the risk to public
health of, each correction and removal action within
10 days of initiating the action. The manufacturer must
keep records of all corrections and removals, including
those not reportable to the FDA, such as those for routine
maintenance and stock recovery.

MODIFICATIONS TO MEDICAL DEVICES

Manufacturers must ensure that modifications to their
marketed devices are made using design control require-
ments of the FDA’s Quality System Regulations, including,
but not limited to, verification and validation processes and
updates of the design history file. Manufacturers should
also have procedures in place to evaluate whether parti-
cular device modifications need to be reported to the FDA.
All device modifications must be documented in the com-
pany’s design and device history files. But some device
modifications require prior approval by the agency, some
require the opportunity for FDA disapproval prior to imple-
mentation, and still others may be reported after the
company has implemented the changes. Because a medical
device is defined as the physical apparatus and its intended
use, significant changes to the product’s intended use can
require prior authorization from the FDA, even if no phy-
sical modification is made to the apparatus; the claim is

only implied by the physical modification made to the
apparatus; the manufacturer does not make the change
but is aware that an entity to which the company sold the
device is making additional substantial claims for the
device. In other words, the FDA authorized manufacturer
of a medical device can be responsible for the device it
manufactures for the entire life cycle of the device.

The FDA’s guidances for reporting device modifications
for 510(k)-cleared devices and PMA-approved devices
are summarized in Table 1 (10,11). Manufacturers should
establish policies and principles for the company’s medical
devices based on these guidance documents and agency
guidances specific to the company’s devices.

QUALITY SYSTEM REGULATIONS

The two main objectives of the FDA’s Quality System
Regulations (QSR) (21 CFR Part 820) are to ensure (1)
that quality in designed into medical devices, and (2) that
management is responsible for the device throughout its
life cycle and will be held accountable for shortcomings.
The QSR sets forth the agency’s current good manufactur-
ing practices (cGMP) requirements for medical devices.
Each manufacturer must integrate processes for control-
ling device modifications, labeling, and actions, reports,
and record keeping regarding MDR events, corrections and
removals into a quality system that is compliant with QSR.
The QSR requires manufacturers to integrate all events
associated with the manufacture and distribution of the
medical devices into a corrective and preventive action
(CAPA) subsystem linked to a record keeping subsystem
that includes complaint files. The manufacturer must
establish standard operating procedures that define, for
example, the criteria for MDR reportable events for each
kind of medical device that are manufactured, what actions
are required, and the processes that must be followed. The
manufacturer is responsible not only for maintaining com-
plaint files and device history files, but for actively evalu-
ating this information to maintain the medical device
quality. This system involves using diverse information,
including device maintenance, modifications, malfunc-
tions, and failures with complaints from users, off-label
(unapproved) use, and adverse reactions for continuous
evaluation to ensure that the device is performing as
designed. Corrective actions are to be taken as appropriate.

The corrective and preventive action subsystem is only
one subsystem in a manufacturer’s quality system. A qual-
ity system should be formed during the establishment of a
company’s management responsibilities and reviewed and
revised during the initial design phase of device develop-
ment. In addition to management and design control
requirements, the QSR requires systems to control docu-
ments, purchasing, identification, traceability, production,
processing, acceptance, nonconforming products, labeling,
packaging, handling, storage, distribution, installation,
servicing, and statistics. The regulations give a manufac-
turer the flexibility to develop a quality system for its medical
devices that is tailored to the characteristics of these medical
devices. However, the manufacturer’s management team
must justify and document the quality system, usually in
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Table 1. Device Modification Reporting

Types of Modification Premarket Notice [510(k)] PMA Supplement

Changes due to recall or
corrective action

Recall or corrective actions imply a safety
or effectiveness problem with the device.
Therefore, the FDA usually requires
submission of a 510(k) notice if a device

modification is necessary as
part of the corrective action

Submit a ‘‘180-Day PMA Supplement’’ for design
changes due to recall or corrective action even if
the device still meets design specifications. Submit
a ‘‘Special PMA Supplement-Changes Being
Effected’’ for manufacturing changes that result
from the corrective action

Changes that significantly
affect safety or effectiveness

Use quality system, especially
design controls, to determine
if changes that significantly
affect safety or effectiveness
and if they do then submit
a 510(k) notice

Submit a ‘‘180-Day PMA Supplement’’ for changes
in, but not limited to, indications for use, labeling,
new facilities, sterilization method, packaging,
performance or design specifications, and the
expiration
date that affect safety or effectiveness. Use the
quality system, especially design controls, to
determine if changes affect safety or effectiveness.
The FDA may issue a formal opinion that permits
certain changes to be submitted in a ‘‘30-Day
Supplement’’ rather than a ‘‘180-Day Supplement’’

Labeling changes Most, but not all, changes in intended use/
indication for use require submission of
a 510(k) notice. For example, if the device
will be indicated for use in a subset of
patients for which the device is already
cleared, then a 510(k) may not
have to be submitted. Or no
notice may be needed if a risk
analysis demonstrates no
additional risk by expanding the
patient population being treated

Submit a ‘‘180-Day PMA Supplement’’

Technology or performance
specifications

Changes in a device’s control mechanism,
principles of operation, or energy
source usually requires submission
of a 510(k) notice. Changes in
sterilization method usually do
not require 510(k) notification if design
verification and validation is adequate

Submit a ‘‘180-Day PMA Supplement’’

Materials changes Evaluate the effects of materials
changes on the performance
characteristics of the device. If the
performance characteristics are
changed significantly or new
labeling must be added then
perhaps a 510(k) notice should
be submitted to the FDA

Submit a ‘‘180-Day PMA Supplement’’

Minor incremental changes or
changes that do not affect
safety or effectiveness

Use design controls to evaluate risks
associated with ‘‘minor’’ evolutionary
changes in the device. Proactively
develop a decision rule about when
these incremental changes should
be reported to the FDA

Usually does not require FDA approval
prior to implementation but describe the
modifications in the Annual Report
required for the PMA

Minor changes to the
manufacturing process

Notice to the FDA not required File a ‘‘30-Day Notice’’ to the FDA describing the
changes in detail. Implement the changes
at the end of the 30-day period unless the
changes require submission of a ‘‘135-Day
Supplement’’ because the 30 day notice to the FDA
was inadequate

Changes that improve the
safety of the device

Notice to the FDA not required File a clearly marked ‘‘Special PMA Supplement—
Changes Being Effected.’’ The changes that enhance
safety include, but are not limited to, changes that
strengthen a contraindication, an instruction, or
quality controls. They must be described in detail



a quality system manual that specifies each of the sub-
systems as identified in the QSR and any deviations from it.

IMPLEMENTATION

Bioengineers and informed specialists developing innova-
tive medical devices must understand the regulatory impli-
cations of their scientific and technical innovations in order
to develop a realistic business plan for their product. Some-
times the innovations are considerable yet the agency
regulatory pathways remain simple. For example, as dis-
cussed earlier, CDRH cleared laser-light and water-jet
microkeratomes as equivalent to vibrating steel blades
to cut the cornea even though the former products use
completely different cutting mechanisms than the latter.
Similarly, FDA decided that a manufacturer’s microscopic
dermal fragments should be regulated as human tissues
under the same tissue bank rules used to regulate its
macroscopic sheets of dermis. The FDA could have decided
to regulate microscopic dermis as a medical device because
of the additional processing (a decision that would have
required requiring premarket authorization of the dermal
fragments), but instead decided both were human tissues
from a regulatory point of view. On the other hand, inno-
vative products can be subject to profoundly different
regulatory pathways. For example, external kidney dialy-
sis products have almost always been regulated as medical
devices by the CDRH using the 510(k) process, an efficient
process. However, the FDA decided to use the drug–biologics
review process (IND/NDA) to regulate an external kidney
dialysis filter using human cells, a more complex and costly
review process than for devices.

The following analysis of a hypothetical medical device
illustrates some of the regulatory implications of innovative
medical devices. The hypothetical device is an implanted
artificial kidney that can continuously dialyze the human
body. Currently, 90% of patients that require kidney dialysis
are treated with an external device in which the patient’s
blood is dialyzed outside the body, an external kidney
dialysis device. Some patients are treated with an external
kidney dialysis device that infuses the dialysate (the dialysis
solution) into the abdominal cavity (the peritoneum) and
then drains the waste products out of the peritoneum �45
min later or continuously overnight. As mentioned above,
the FDA currently is regulating an external kidney dialysis
product using more burdensome drug–biologic regulatory
requirements rather than the simpler 510(k) process used
for other dialysis machines. Therefore, if metabolic interac-
tion and/or cells are used in an implanted artificial kidney
devices, it is likely that either CDER or CBER will lead the
review of the combination product through the FDA’s drug–
biologics approval process. However, if the implanted arti-
ficial kidney device achieved its intended use of dialysis
without primarily biochemical or metabolic interaction with
the human body, then the implanted artificial kidney likely
would be regulated as a medical device by the CDRH. Filter
material and microscopic control elements such as valves
and motors are likely critical components. This example
illustrates that issues imbedded in the scientific and tech-
nical characteristics of an innovative medical product could

result in a regulatory pathway that is more complex, and
costly, than already marketed alternative products.

Regardless of whether the innovative medical product, an
implanted artificial kidney in this example, is reviewed by the
FDA as a device, drug, or biologic, or a combination product,
agency reviewers may or may not have expertise or knowl-
edge directly relevant to the critical science. In fact, it is
unlikely. Therefore, very early in product development the
manufacturer should engage FDA reviewers in a dialogue
about the cutting edge science or technology used in the device
so that a common understanding evolves about key safety
and effectiveness issues. This approach should help reduce
misunderstandings about necessary nonclinical laboratory
studies, animal study protocols, key safety and effectiveness
endpoints, and fail-safe mechanisms so that agency reviewers
will be comfortable with the risks associated with initial pilot
study in humans. Also, the manufacturer should dialogue
with agency reviewers about the scientific, clinical, and
ethical issues associated with an initial clinical study in
humans. In order to maximize control, manufacturers
should take the initiative in making study proposals to
the FDA rather than simply ask the agency for advice.

REGULATORY CHALLENGES

Medical device developers, academic researchers and engi-
neers, start-up companies, research and development
departments of large manufacturers, and other innovators
are at the leading edge of scientific, technological, and
medical product development, not the FDA. They therefore
should be proactive with regard to the issues critical to the
development and eventual marketing of the medical
device. Developers of medical devices should take advan-
tage of the opportunities to establish conditions for efficient
FDA regulation of their devices before making regulatory
submissions to the agency by developing a detailed quality
system manual tailored to development and manufacture
of the company’s medical device; implementing good
laboratory practices and specific standard operating pro-
cedures for nonclinical studies; identifying existing tech-
nical standards that are applicable to manufacturing
quality devices, developing applicable standards where
none exist; identifying the best clinical practices for clinical
trials with the device; communicating the science and tech-
nology of the device to FDA reviewers; proposing a specific
regulatory pathway to the agency based on a risk-benefit
analysis of the device; incorporating feedback from dis-
cussions with the FDA. These proactive steps are parti-
cularly important for devices that are very innovative,
and where scientific consensus may not exist on proce-
dures and new standards needed to verify and validate the
design of the device.
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INTRODUCTION

Every country develops its own regulations governing
radiation. Because this text is coming from the United
States, the regulations considered here mostly apply to that
country. ‘‘Radiation’’ in this article always refers to elec-

tromagnetic radiation and to energies higher than that
used for communications (radio and microwave): particu-
larly to higher-energy, directly and indirectly ionizing
radiation [referred to as ionizing radiation (IR) hereafter]
and medium-energy, nonionizing radiation (NIR). The dis-
covery of ionizing radiations (i.e., those forms of radiation
with sufficient energy to directly or indirectly ionize atoms
by stripping away one or more electrons, thereby producing
an ion pair consisting of the freed electron and charged
atom) at the end of the nineteenth century (c. 1895) was
followed quickly by observations of radiation injury.The
first recommendations on IR dose limitation and personnel
protection appeared shortly thereafter. The first general
regulations for ionizing radiation came with the advent of
the program to develop nuclear weapons during World War
II. Most of this article deals with IR only because those
regulations are more complex and voluminous. In addition,
because this Encyclopedia focuses on biomedical applica-
tions, this text will concentrate most on those regula-
tions most pertinent to medical settings, particularly
those that have changed since the original edition of the
Encyclopedia (1).

Although the electrical and magnetic fields associated
with NIR were well known long before the discovery of
ionizing radiation, a lack of significant observable health
effects and the scarcity of powerful NIR sources delayed the
development of NIR exposure standards until much later.
The development of NIR standards was further compli-
cated by the very wide range of wavelengths and photon
energies covered by the NIR designation, and by the con-
sequently wide variety of NIR tissue interaction mechan-
isms associate with each spectral region. Despite these
obstacles, a comprehensive framework of NIR safety gui-
dance now exists, but generally with less regulatory rigor
and compulsion than for IR. Efforts to harmonize the
exposure limits offered by various standard setting orga-
nizations have improved consistency, although disparities
remain in some spectral regions.

ORGANIZATIONS INVOLVED IN IONIZING RADIATION
PROTECTION RECOMMENDATIONS AND REGULATIONS

Sources of Guidance

The U.S. government relies on guidance from scientific
organizations in the development of regulations. None of
these organizations have any regulatory authority in the
United States, but supply information and recommenda-
tions for the regulation-making processes. The most impor-
tant organizations include the following:

International Commission on Radiation Protection
(ICRP): an international organization founded in
1928 under the International Congresses of Radio-
logy (currently called the International Society of
Radiology) that occasionally establishes panels to
review the published literature on an issue concern-
ing radiation protection and make recommendations.

International Commission on Radiation Units and Mea-
surements (ICRU): An international organization
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organized in 1925 also under the International Con-
gresses of Radiology that, like the ICRP, occasionally
establishes panels to review the published literature
on an issue concerning radiation units, measurement
or dosimetry, and make recommendations.

National Council on Radiation Protection and Measure-
ment (NCRP): A committee organized in 1929 as an
informal gathering of radiation scientists to repre-
sent radiation-related organizations in the United
States, and then formally chartered by Congress in
1964. As with the two international commissions, the
NCRP establishes panels and writes reports on
radiation related topic, and serves as the main source
for guidance to the US government in the formula-
tion of radiation regulations.

International Atomic Energy Agency (IAEA): An agency
of the United Nations, the IAEA provides guidance
documents and expert consultation on radiation
safety issues, particularly for developing countries.

United Nations Committee on the Effects of Atomic
Radiation (UNSCEAR): A committee under the Uni-
ted Nations established in 1955 to study the biologi-
cal effects of radiation. Periodically this committee
publishes report on their findings.

National Academy/Board on Radiation Effects Research
(BRER): The BRER was established in 1981 to coor-
dinate activities of the National Research Council
involving the biological effects of radiation. Periodi-
cally, the BRER establishes panels to review the
literature on the Biological Effects of Ionizing Radia-
tion (BEIR) and issue reports bearing that acronym.

Joint Commission on Accreditation of Healthcare Orga-
nizations (JCAHO): A commission established by
many medical organizations, such as the American
Hospital Association and the American Medical
Association. The Joint Commission establishes some
standards for the use of radioactive materials and
radiation in medical settings. Their standards, as of
this writing, tend to be broad and vague statements
on quality.

Professional Organizations: Organizations of profes-
sionals that may make recommendations, guidance
documents or standards for various aspects of their
profession. Often these documents form the basis
for regulations. Some of the major organizations
that influence radiation regulations include: The
American Association of Physicists in Medicine;
The American College of Interventional Cardiolo-
gist/The American College of Cardiology; The Amer-
ican College of Medical Physics; The American
College of Nuclear Physicians; The American College
of Radiology; The American Nuclear Society; The
Health Physics Society/American Academy of Health
Physics.

International Electrotechnical Commission (IEC)/
American National Standards Institute (ANSI):
organizations that establish standards mostly per-
taining to industry and manufacturers, their recom-
mendations sometimes find their way into U.S.

regulations aimed toward manufacturers of radiation-
producing equipment.

Divisions of the U.S. Government Regulating Ionizing
Radiation

In the United States, no one governmental agency regu-
lates radiation and radioactive materials. Rather, aspects
of radiation regulation fall under several agencies. Some
of the major agencies are listed below, although the list is
not exhaustive.

Nuclear Regulatory Commission. The Nuclear Regula-
tory Commission(NRC) is headed by a five-member Com-
mission appointed by the President. The authority for the
NRC comes from the Atomic Energy Act of 1954 (as the
Atomic Energy Commission), as amended. The NRC was
established by the Energy Reorganization Act of 1974.
Because of the historical development of radiation regula-
tions, the NRC formerly only exercised control over reactors
and reactor byproduct materials. Thus, naturally occurring
radioactive material, radioactive materials produced in par-
ticle accelerators and machine produced radiation fell outside
the purview of the NRC. By these acts, the NRC regulates:

Special nuclear material, which is uranium-233, or
uranium-235, enriched uranium, or plutonium.

Source material, which is natural uranium or thorium
or depleted uranium that is not suitable for use as
reactor fuel.

Byproduct material, which is, generally, nuclear mate-
rial (other than special nuclear material) that is
produced or made radioactive in a nuclear reactor.

Most recently, the Energy Policy Act of 2005 extended NRC
authority to include naturally occurring and accelerator-
produced radioactive materials (NARM). Before this time,
the individual States regulated NARM with a somewhat
non-uniform array of regulations.

The relevant NRC rules governing the authorized
use of radioactive materials for medical applications are
found in Title 10 Code of Federal Regulations. The specific
divisions of Title 10 with a significant impact on medical
uses are the regulations in Part 19—Notices, instructions
and reports to workers: inspection and investigations;
Part 20—Standards for protection against radiation; Part
21—Reporting of defects and noncompliance; Part 30—
Rules of general applicability to domestic licensing of
byproduct material; Part 31— General domestic licenses
for byproduct material; Part 32— Specific domestic licenses
to manufacture or trade certain items containing bypro-
duct material; Part 33— Specific domestic licenses of broad
scope for byproduct material; Part 35— Medical use of
byproduct material; Part 71— Packaging and transporta-
tion of radioactive material.

The rules in Part 19, Part 20, and, most of all, Part 35
dominate the daily activity of medical licensees (2–5).

Since the late 1990s, NRC regulation changes have
been performance-based rather than risk-based only. This
was largely in response to the wide criticism by the medical
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community of regulations and enforcement activity. This
resulted in an Institute of Medicine–National Academy of
Science report (6) that made several recommendations
for improvement to the agency, and the subsequent NRC
Strategic Assessment and Rebaselining Initiative. These
initiated a major revision of the medical use rules of Part
35 (2). The NRC regulations attempt to protect workers
and patients while minimizing its imposition on the prac-
tice of medicine. The last major change was completed in
March 2005 that addressed training and experience of
users, which demonstrates the lengthy federal rulemaking
process (5).

Department of Transportation. The Department of
Transportation (DOT) regulates (in Title 49 of the Code
of Federal Regulations) shipping or carrying radioactive
materials, be it by air or surface, including any radioactive
materials on public streets or highways.

Environmental Protection Agency. The Environmental
Protection Agency (EPA) regulates the allowed levels of
radioactive materials in the air, water, and landfills, as
well as radiation exposures to the public outside nuclear
power reactors. In some cases their regulations also covers
occupational exposures to radiation. The rules enforced by
the EPA do not all come from a single section of the Code of
Federal Regulations.

Department of Energy. The Department of Energy
(DOE) is charged with leading the energy development
in the United States. A large part of their work involves
reactors, and for DOE funded projects and facilities, parti-
cular radiation regulations apply.

Department of Defense. The Department of Defense
(DOD) establishes radiation regulations for DOD facilities.

Food and Drug Administration. Department of Health
and Human Services (DHHS) enters into the radiation
regulation field mostly through one of its 10 agencies,
the Food and Drug Administration (FDA). The FDA is
responsible for protecting the public health by assuring
the safety, efficacy, and security of human and veterinary
drugs, biological products, medical devices, our nation’s
food supply, cosmetics, and products that emit radiation,
either ionizing or nonionizing. Accordingly, by Title 21 of
the Code of Federal Regulations, Food and Drugs, Revised
April 1, 2004, the FDA approves and regulates the testing,
manufacture, and approved use of a radioactive drug, also
called radiopharmaceutical, or a medical device containing
a radioactive source. However, the radiation safety regula-
tions of who is authorized to use such drugs or devices and
the conditions for use are the responsibility of the NRC or
its Agreement States. Regulations in Title 21 can be found
on line at http://www.accessdata.fda.gov/scripts/cdrh/cfdocs/
cfcfr/cfrsearch.cfm [5 October 2005]

Radiopharmaceuticals. Radiopharmaceuticals are used
for diagnostic purposes such uptake, dilution, or imaging,
or for therapy applications. The relevant FDA regulations
applicable to approving a radioactive drug are found in

21CFR 200–680 (References to the Code of Federal Reg-
ulations are usually written with the number of the Title
before ‘‘CFR‘‘ followed by the part number, so this reference
is Title 21 of the Code of Federal Regulations, Parts 200
through 680.):

Subchapter C—Drugs: General

Part 201: Labeling

Part 211: Current Good Manufacturing Practice for
Finished Pharmaceuticals

Subchapter D—Drugs for Human Use

Part 310: New Drugs

Part 312: Investigational New Drug Application

Part 361: Prescription Drugs for Human Use Gener-
ally Recognized as Safe and Effective and Not Mis-
branded: Drugs Used in Research

Subchapter F—Biologics

Part 600: Biological Products: General

Part 601: Licensing

Part 610: General Biological Products Standards

Part 660: Additional Standards for Diagnostic Sub-
stances For Laboratory Tests

A rapidly increasing aspect of nuclear medicine is the
use of radioactive drugs employing positron emitters for
diagnostic imaging. Positron emitters have a physical
characteristic of very short half-lives (less than a few
hours). The dominant radiopharmaceutical is F-18 tagged
to fluorodeoxyglucose (FDG). They are used to perform
positron emission tomography (PET). A problem with
the production of PET drugs is meeting the FDA current
good manufacturing practices (CGMP) regulation, which
ensures that PET drug products meet safety, identity,
strength, quality and purity requirements. The cause is
their short half-lives prevent completing the current good
manufacturing practices (CGMP) in a manner to allow dis-
tribution and administration. Current good manufacturing
practices (CGMP) covers items such as control of ingredients
used to make drugs, production procedures and controls,
recordkeeping, quality system and product testing. The
FDA and professional societies, such as the Society of
Nuclear Medicine, are working to achieve a resolution.
(http://www.fda.gov/cder/regulatory/pet/default.htm).

Machines and Devices. It is the responsibility of the FDA
to determine if a submission is a device or a drug. With the
increasing complexity and miniaturization of technology
this is becoming increasingly difficult. Nevertheless, the
FDA must approve any device that will be used on–in
humans. Examples of such radioactive medical devices
are high dose rate (HDR) remote afterloaders, intravascu-
lar brachytherapy devices, and radioactive-liquid filled
balloons for the treatment of brain tumors. In addition,
either the NRC or an Agreement State must perform
engineering and radiation safety evaluations of the ability
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of the device to safely contain radioactivity under the
conditions of their possession and use. If deemed satisfac-
tory, the regulatory authority issues a registration certifi-
cate. The evaluations are summarized in the registration
that the NRC maintains in the National Sealed Source and
Device Registry (NSSDR). The registration certificates
contain detailed information on the sources and devices,
such as how they are permitted to be distributed and
possessed (specific license, general license, or exempt),
design and function, radiation safety, and limitations on
use. Either the NRC or Agreement States can issue a
registration certificate for distributors and manufacturers
within their jurisdiction, but only the NRC is responsible
for devices distributed as exempt products (i.e., smoke
detectors) and issues those registration certificates.

Analogous to drugs, the Radiation Control for Health
and Safety Act of 1968 established the requirements and
responsibility for the FDA to administer an electronic
product radiation control program to protect the public
health and safety. As part of that program, FDA has
authority to issue regulations prescribing radiation safety
performance standards for electronic products, most
importantly including diagnostic X-ray systems. This gives
the FDA the authority to promulgate regulations on the
manufacture and assembly of such machines. Again, it is
the individual state that regulates who can operate such
machines and the radiation safety conditions of use. The
exception to this is diagnostic mammography. For mam-
mography, under the Mammography Quality Standards
Act (MQSA) of 1992, the FDA approves the accrediting
bodies that accredit the facilities to be eligible to perform
screening or diagnostic mammography services. It also
establishes minimum national quality standards for mam-
mography facilities to ensure safe, reliable, and accurate
mammography. These standards address the physician
interpreters, the radiologic technologists performing the
imaging, the medical physicists performing the testing,
and machine performance and testing for mammography
only. The Center for Devices and Radiological Health
(CDRH) is the agency within the FDA that has responsi-
bility for radiation machines and machines (http://
www.fda.gov/cdrh/). The relevant FDA regulations applic-
able to the manufacture and performance of radiation
machines are found in 21 CFR 900-1050:

Subchapter I—Mammography Quality Standards Act
(MQSA)

Part 900-Mammography

Subchapter J-Radiological Health

Parts 1000–1050

For radioactive pharmaceuticals, implantable radioac-
tive sources, radiation producing machines, or computer
software that may be used with humans, approval must
first be obtained by the vendor from the FDA. Before such
approval, any use must be performed under an Investiga-
tional Drug Exemption (IDE) from a facility’s Institutional
Review Board (IRB), and if the drug or device poses sig-
nificant risk, by the FDA also. After demonstration of the
safety of the investigational drug or device, the FDA may

approve general use following the manufacturer’s instruc-
tions as given in the premarket approval (PMA) documen-
tation. Use other than as described is considered ‘‘off-
label,’’ and, while allowed, imposes increased liability on
the institution should something go wrong.

Occupational Safety and Health Administration. The
Occupational Safety and Health Administration (OSHA)
administers the Occupational Safety Health Act to assure
safe and healthful working conditions. The health stan-
dard 29CFR 1910.1096 governs employee exposure to
ionizing radiation from X-ray equipment, accelerators,
accelerator-produced materials, electron microscopes,
betatrons, and technology-enhanced naturally occurring
radioactive materials not regulated by the NRC (7,8).
The OSHA encourages states to develop and operate their
own programs, which OSHA approves and monitors.

Their rules have not been revised since 1971 (9). and
essentially reflect the NRC regulations at that time. At
the time of writing, OSHA is considering revising its
regulations.

States. Regulation of radioactive materials and radia-
tion producing machines that are not covered by any
federal rules fall to the individual states to regulate. How-
ever, the states often enter into agreements with federal
agencies to assume the federal regulatory role. This is
discussed in greater detail in the section on Regulatory
Standards for Radioactive Byproduct Material.

Conference of Radiation Control Program Directors.
There is one organization that needs to be noted especially
with regard to the establishment of regulations by the
individual states. This organization is the Conference of
Radiation Control Program Directors (CRCPD). In the
early 1960s many states were developing radiation control
programs. Such programs included, but were not limited
to, regulating the use of diagnostic and therapeutic X ray,
environmental monitoring, and regulating the use of cer-
tain radioactive materials including NARM. Simultaneous
to the development of these early state and local radiation
control programs were similar activities at the federal
level. Many of these and varied state, local, and federal
programs and activities in radiation control were being
developed independent of each other.

A need for uniformity was identified to avoid inconsis-
tencies and conflicts of rules and regulations throughout
the country regarding radiation users. As a result, the
CRCPD was established in 1968 to (1) serve as a common
forum for the many governmental radiation protection
agencies to communicate with each other; and (2) promote
uniform radiation protection regulations and activities. To
achieve these purposes, the CRCPD developed the Sug-
gested State Regulations (SSR) for radiation control, which
it regularly updates as federal or industry changes occur at
its websitw (10). The SSR address both radioactive materi-
als and radiation machines in medicine and industry.
Although the SSR are only recommendations, their impor-
tance is that many states have, and continue to, adopt them
as their state regulations giving them the force of law.
These suggested rules are discussed in detail below. The
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primary membership of CRCPD is radiation professionals
in state and local government who regulate the use of
radiation sources. But it works closely with all relevant
federal agencies, (NRC, FDA, DOT, EPA, etc).

U.S. Divisions Regulating Nonionizing Radiation

The key U.S. government agencies involved in regulating
NIR are listed in Table 1. U.S. regulatory guidance speci-
fically addresses some kinds of NIR sources in some spec-
tral regions while omitting direct mention of other sources
and spectral regions. For example, Curtis (11) acknowl-
edges that the exposure standards in the OSHA are dated,
noting the following weaknesses: the construction industry
standard does not include laser classification and controls;
the radio frequency (RF) exposure limit is from the 1966
ANSI standard (it has no frequency dependence and does
not address induced current limits); The RF Safety Pro-
gram Elements are incomplete.

However, the obligation of employers under the General
Duty Clause of OSHA [Occupational Safety and Health Act

of 1970, 29 USC 654, section 5(a)(1)] to protect workers
from recognized hazards compels the control of all poten-
tially harmful NIR hazards, whether specifically regulated
or not. Various government agencies also provide a wealth
of guidance beyond the requirements specified in the reg-
ulations. As noted in Table 1, the FDA regulations apply
primarily to manufacturers, so although much FDA gui-
dance clearly pertains to the end users, the FDA typically
does not inspect healthcare providers or enforce compli-
ance with FDA guidance by healthcare facilities. However,
other organizations that do routinely audit healthcare
providers, including in particular the JCAHO, refer to
and hold hospitals accountable for compliance with FDA
guidance. Table 2 summarizes the requirements of those
states having comprehensive laser safety regulations,
adapted and updated from Ref. (12). Many of these states
have also passed regulations for the control of other NIR
hazards as well (see e.g. Article 14 in Chapter 1 of Title 12,
Arizona Administrative Code). Several nonregulatory
organizations have established exposure limits covering
the entire NIR spectrum. The primary industry consensus
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Table 1. U.S. Government Agency Nonionizing Radiation Regulations

Agency Role NIR Related Regulations/Guidance Created by

FAA Responsible for the safety
of civil aviation;
includes the safe and
efficient use of navigable
airspace

14cfr91.11: prohibits interference
with aircrew
FAA Order 7400.2 Part 6
Chapter 29 [Outdoor Laser
Operations]; limits laser
exposure levels near airports

Federal Aviation
Act (1958)

FCC Responsible for regulating
interstate and international
communications by radio,
television, wire, satellite,
and cable

To comply with the National
Environmental Policy Act of
1969 (NEPA), established limits
for Maximum Permissible
Exposure (MPE) to RF radiation
based on NCRP and ANSI/IEEE
criteria, in 1996 Report and Order,
and 1997 Second Memorandum
Opinion and Order.
In addition, per 47cfr18, industrial,
scientific, and medical equipment
manufacturers must comply with
requirements designed to reduce
electromagnetic interference

Communications
Act (1934)

FDA and CDRH Protecting the public health by
assuring the safety, efficacy,
and security of human and
veterinary drugs, biological
products, medical devices,
our nation’s food supply,
cosmetics, and products that
emit radiation

The following regulations apply
primarily to manufacturers:
21cfr1040.10 and 11—laser products
21cfr1040.20—sunlamp products
and ultraviolet lamps intended for
use in sunlight products
21cfr1040.30—high intensity
mercury vapor discharge lamps.
21cfr1030.10—microwave ovens

Food and Drugs
Act (1906)

OSHA Ensure the safety and health of
America’s workers by setting
and enforcing standards;
providing training, outreach,
and education; establishing
partnerships; and encouraging
continual improvement in
workplace safety and health

29cfr1910.97 nonionizing radiation
29cfr1910.268 telecommunications

Occupational Safety
and Health Act (1970)



standard organizations and international standard-setting
agencies appear in Table 3. Some of these voluntary stan-
dards carry more weight than others, especially interna-
tionally. For example, all member countries of the
European Union are required to adopt the laser safety
standard, IEC/EN 60825-1, of the International Electro-
technical Commission (IEC), which has also been adopted
by Japan, Australia, Canada, and nearly every other
nation that publishes a laser standard (13). In addition,
the FDA now accepts conformance with the IEC/EN 60825-
1 in lieu of conformance with most (but not all) of the
requirements of the U.S. Federal Laser Product Perfor-
mance Standard (14). Similarly, the FDA, OSHA, and
JCAHO all reference the ANSI Z136 series of standards.

REGULATORY STANDARDS FOR RADIOACTIVE
BYPRODUCT MATERIAL

Use of IR in medical, dental, and veterinary facilities is
governed by either federal (e.g., NRC, OSHA) or state
regulations. The NRC, drawing its authority from the
Atomic Energy Act of 1954, regulates byproduct material,
source material, and special nuclear material, and their
uses. Here OSHA controls IR sources (X-ray equipment,
accelerators, accelerator-produced materials, electron
microscopes, betatrons, and technology-enhanced natu-
rally occurring radioactive materials) not covered by the
Atomic Energy Act of 1954 and not regulated by the NRC. A
1989 ‘‘Memorandum of Understanding. . .’’ defined respon-
sibilities and authorities of each agency (7). Each agency
has arrangements with some states for regulatory enforce-
ment. NRC has an Agreement State Program, by which a
State can sign a formal agreement with the NRC to assume

NRC regulatory authority and responsibility over certain
byproduct, source, and small quantities of special nuclear
material. There are 33 States, listed in Table 4, with two
(Pennsylvania and Minnesota) in the process of becoming
Agreement States. The Atomic Energy Act of 1954 provides
a statutory basis under which NRC relinquishes to the
states portions of its regulatory authority to license and
regulate byproduct materials (radioisotopes); source mate-
rials (uranium and thorium); and certain quantities of
special nuclear materials. The mechanism for the transfer
of authority to a state is an agreement signed by the
Governor of the State and the Chairman of the Commis-
sion. The NRC has established compatibility obligations
with the Agreement State regarding its current rules and
future regulations that it may promulgate. Because two-
thirds of the states have assumed Agreement status, the
NRC has provided them increasing voice in their activities.
This is done through the NRC Office of Tribal and State
Programs and the independent Organization of Agreement
States (OAS). Both can be accessed via the URL, http://
www.nrc.gov/what-we-do/state-tribal/agreement-states.
html. The NRC regulations apply in federal facilities
directly holding federal licenses and in the nonagreement
states. Agreement states have certain periods (3 years
or more) within which state regulations must become
compliant, at certain levels of compliance, with NRC reg-
ulations. During this transition period state regulatory
agencies enforce their current state regulations, based
on NRC regulations in force prior to the regulatory
changes, as they prepare new state regulations compliant
with the recent revisions changes in federal codes. Twenty-
six states, also in Table 4, have OSHA-approved state
plans with their individual state standards and enforce-
ment policies.
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Table 2. Representative Sample of State Laser Regulationsa

State Regulation Exemptions
Training
Required

Warning
Signs

Required
Controls
Required

Registration
Required

ANSI or
FDA Based

Outdoor or
Light Show

Requirements

AK 18AAC35, Art. 7,
Sec. 670-730

Stored, Inoperable,
Enclosed and below
MPE (e.g., Class 1)

No Yes Yes No No Yes

AZ AAC Title 12, Chpt. 1,
Article 14, Sec.
R12-1-1421-1444

None, but focus on
control of Class 3b
and 4

Yes Yes Yes Yes ANSI/FDA Yes

FL FL Code: Chap. 64-E4 Stored, Class 1,
2, and 3a

Yes Yes Yes Yes ANSI/FDA Yes

IL Chapter 420 ILSC 56 Transported,
negligible
hazard

No No No Yes FDA No

MA 105 CMR 121 Transit and
storage

Yes Yes Yes Yes ANSI Yes

NY Title 12 NYCRR
Part 50

Non-R&D
Class 1, 2,
and 3a

Yes Yes Yes Yes FDA Yes

TX Title 25 TAC Part 1
Rule 289.301

Transit, stored,
inoperable

Yes Yes Yes Yes ANSI/FDA/IEC Yes

WA WAC 296-62-09005 None, but focus
on control of
Class 3b and 4

Yes Yes Yes No ANSI/FDA No

HI HAR 12-201-3 None Yes Yes Yes No No Yes

aAdapted and updated from Ref. 12.



In a few instances, the DOE operates research programs
at national laboratories under DOE supervision and gov-
erns occupational exposure under 10CFR 835 (Occupa-
tional Radiation Protection). Because of its limited role,

DOE regulations are not further discussed. Table 5 lists
the web sites of these federal agencies and other organi-
zations with interests in regulation of radiation in its
many forms.
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Table 3. Selected Organizations Publishing Voluntary NIR Safety Standards

Organization Role Significant NIR Standards

American
Conference
of Governmental
Industrial
Hygienists
(ACGIH)

Professional society
devoted to the
administrative and
technical aspects of
occupational and
environmental health

TLVs and BEIs (Threshold Limit Values for Chemical Substances
and Physical Agents; Biological Exposure Indices)

American College
of Radiology (ACR)

Maximize radiology value
by advancing science,
improving patient care
quality, providing
continuing education
and conducting research

White Paper on MR Safety

American National
Standards
Institute
(ANSI)

Promoting and facilitating
voluntary consensus
standards and conformity
assessment systems

Z136.1—Safe Use of Lasers
Z136.2—Safe Use of Optical Fiber
Communication Systems Utilizing Laser Diode and LED Sources
Z136.3 Safe Use of Lasers in Health Care Facilities
Z136.5 Safe Use of Lasers in Educational Institutions
Z136.6 Safe Use of Lasers Outdoors
B11.21 Machine Tools Using Lasers—Safety Requirements for
Design, Construction, Care and Use
ANSI/IESNA RP-27.1 Recommended Practice for Photobiological
Safety for Lamps and Lamp Systems—General Requirements;
RP-27.3 Risk Group Classification and Labeling
ANSI/IEEE 95.6 Safety Levels With Respect to Human Exposure to
Electromagnetic Fields, 0–3 kHz
ANSI/IEEE C95.1 Safety Levels with Respect to Human Exposure to
Radio Frequency Electromagnetic Fields, 3 kHz–300 GHz

International
Commission
on Non-Ionizing
Radiation Protection
(ICNIRP)

Disseminate information and
advice on the potential health
hazards of exposure to
nonionizing radiation to
everyone with an interest
in the subject

Guidelines on Limits of Exposure to Ultraviolet Radiation of Wavelengths
Between 180 nm and 400 nm (Incoherent Optical Radiation)
Guidelines on Limits of Exposure to Laser Radiation of Wavelengths
between 180 nm and 1 mm
Revision of the Guidelines on Limits of
Exposure to Laser radiation of wavelengths between 400 nm and 1.4mm
Guidelines on Limits of Exposure to Broad-Band Incoherent Optical
Radiation (0.38–3mm)
Guidelines for Limiting Exposure to Time-Varying Electric, Magnetic,
and Electromagnetic Fields (up to 300 GHz)
Guidelines on Limits of Exposure to Static Magnetic Fields

International
Electrotechnical
Commission (IEC);
European Committee
for Electrotechnical
Standardization.
(CENELEC)

Prepares and publishes
international standards
for all electrical, electronic
and related technologies;
these serve as a basis for
national standardization
and as references when
drafting international
tenders and contracts

60601-2-33: Particular Requirements for the Safety of Magnetic Resonance
Equipment for Medical Diagnosis
60825-1: Equipment Classification, requirements, and user’s guide
60825-2: Safety of Optical Fibre Communication Systems
60825-3: Guidance for laser displays and shows
60825-4: Laser guards
60825-5: Manufacturer’s checklist for IEC 60825-1
60825-6: Safety of products with optical sources, exclusively used for
visible information transmission to the human eye
60825-7: Safety of products emitting infrared optical radiation, exclusively
used for wireless ’free air’ data transmission and surveillance
60825-8: Guidelines for the safe use of medical laser equipment
60825-9: Compilation of maximum permissible exposure to incoherent
optical radiation
60825-10: Application guidelines and explanatory notes to IEC 60825-1
60825-12: Safety of Free Space Optical Communication Systems used for the
Transmission of Information
TR60825-14: A User’s Guide



NRC Regulations—Summary of Changes to U.S. Regulations

The NRC has actively revised their governing regulations.
The most recent revisions (4-24-02) were to four parts of the
federal code: 10 CFR 19 (Notices, Instructions, and Reports
to Workers; Inspections); 10 CFR20 (Standards for Pro-
tection Against Radiation); 10CFR32(Specific Domestic
Licenses to Manufacture or Transfer Certain Items Con-
taining Byproduct Material), and 10CFR35 (Medical Use of
Byproduct Material)(2–5). The Occupational Safety and
Health Act enforces the terms of the OSHA promulgated
in the federal code 29 CFR 1910.1096 (Ionizing Radiation)
which appear to date to 1970 (9). Indeed, current OSHA
standards are based on original terms, definitions, and
units historically used by the NRC in 1971, many of which
were changed in the 2002 NRC revisions. While OSHA
websites allude to potential code revisions under active
internal review, none are posted for public comment.
Hence, we focus on a synopsis of NRC revisions.

10 CFR 19 (Notices, Instructions, and Reports to Workers;
Inspections). This long-standing regulation (2), with 14
sections, issued 12/18/1981, unrevised, remains in force.
Table 6 lists seven important sections with brief comments

about their content. Insuring that all current members of a
constantly changing workforce receive initial and timely
recurrent annual instruction is a significant regulatory
compliance challenge for radiation safety officers (RSO)
charged with their instruction.

10 CFR20 (Standards for Protection Against Radiation).
These standards, consisting of 69 sections, are, with one
exception, discussed later, mostly unchanged from the
5/21/1991 release (3). Tables 7a,7b lists 10 key headings
with brief comments about their content.

Three sections, 10CFR20.1002/Scope; -0.1003/Definitions,
and -.1301/Dose Limits for Individual Members of the Public
(4) were revised. 20.1002/Scope now states [conventional
radiation units deleted] that ‘‘. . .limits in this part do not apply
. . .to exposures from individuals administered radioactive
materials (RAM) and released under §35.75. . .’’ 20.1003/
Definitions adds ‘‘Occupational dose does not include. . .dose. . .
dose. . . from individuals administered RAM and released
under §35.75. . .’’ ‘‘Public dose does not include. . .dose. . . from
individuals administered RAM and released under §35.75. . .’’

20.1301/ Dose Limits for Individual Members of the
Public now adds to the exclusion of dose from RAM in sanitary
sewers, the following: ‘‘. . .does not exceed . . . 1 mSv in a year
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Table 4. NRC Agreement Statesa and States, Commonwealths, and Territoriesb with OSHA-Approved
State Plansc

Alaska (O) Iowa (A,O)
Alabama (A) Kansas (A) New Hampshire (A) Rhode Island (A)
Arizona(A,O) Kentucky(A,O) New Jersey (O) South Carolina (A,O)
Arkansas (A) Louisiana (A) New Mexico(A,O) Tennessee(A,O)
California(A,O) Maine (A) New York(A,O)d Texas (A)
Colorado (A) Maryland(A,O) North Carolina (A,O) Utah(A,O)
Connecticut (O)d Massachusetts (A) North Dakota (A) Vermont (O)
Florida (A) Michigan (O) Ohio (A) Virgin Islands(O)d

Georgia (A) Minnesota(Ae,O) Oklahoma (A) Virginia (O)
Hawaii (O) Mississippi (A) Oregon (A,O) Washington (A,O)
Illinois (A) Nebraska (A) Pennsylvania (Ae) Wisconsin (A)
Indiana (O) Nevada (A,O) Puerto Rico (O) Wyoming (O)

aDesignated A.
bDesignated O.
cThose that are both (A,O) are in bold print.
dThese in italics have plans that cover public sector (State and local government) employment only.
eThese are not yet agreement states, but have filed intent to become agreement states.

Table 5. Useful Web Sites with Information About Radiation, Regulations, and Regulatory Issues

Agency Internet Address, http://www. Electronic Mail Address

Conference Radiation Control Program Directors crcpd.org Not given on web page
Department of Energy energy.gov Not given on web page
Department of Transportation dot.gov dot.commentsost.dot.gov
Environmental Protection Agency epa.gov Not given on web page
Food and Drug Administration fda.gov Not given on web page
Health Physics Society hps.org hpsBurkInc.com
Idaho State University physics.isu.edu/radinf/rso toolbox Not given on web page
International Atomic Energy Agency iaea.org official.mailiaea.org
International Commission on Radiological Protection crp.org scient.secretaryicrp.org
International Commission Radiation Units and Measurements icru.org icruicru.org
National Council on Radiation Protection and Measurements ncrp.com Not given on web page
Nuclear Regulatory Commission nrc.gov Not given on web page
Occupational Safety and Health Administration osha.gov Numerous information-specific

links on web page



exclusive of the dose contributions from background
radiation, from any medical administration to the indivi-
dual, from individuals administered RAM and released
under §35.75, from voluntary participation in medical
research programs. . .’’

Also, added: ‘‘. . .a licensee may permit visitors to an
individual . . .to receive a radiation dose greater than . . .

1 mSv if 1. the radiation dose . . .does not exceed . . . 5 mSv
and 2. the authorized users has determined before the visit
that it is appropriate.’’

Security of RAM is addressed in §20.1801. A new inter-
national and national concern is the security of byproduct
sources in medical facilities. Most medical licensees have
small (tenths of GBq) quantities of long-lived byproduct
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Table 6. Partial Contents of 10 CFR 19a

Section Major Major contents of section

0.3/Definitions Workers, licenses, restricted areas defined

0.11/Postings notices to workers (a) Post regulations, (i) license and its conditions;
(ii) operating procedures; (iii) violations;

(b) Documents, forms must be conspicuous

0.12/Instructions to workers Inform about:
(a) storage, use RAM;
(b) health protection problems;
(c) procedures to reduce exposures;
(d) regulations;
(e) report conditions, violations;
(f) response to warnings;
(g) their exposures

0.13/Notification and reports to individuals (a) Written exposure reports;
(b) annual exposure reports per workers request;
(c) other provisions not stated here

0.14/Presence of licensee’s and workers
representatives during inspections

(a) Licensee to allow inspections;
(b) inspectors may meet workers;
(c) reps may accompany inspectors during inspections;
(d) other provisions not stated here

0.15/Consultations with workers during
inspections

(a) Inspectors may consult privately with workers;
(b) workers may consult privately with inspectors

0.16/Requests by workers for inspections Workers may request inspections without retribution

aNotices, Instructions, & Reports to Workers; Inspections.

Table 7a. Unchanged Components of CFR 20a

Section Major contents of section

0.1101/Radiation Protection Program (RPP) (a) RPP must be developed, documented, implemented,
commensurate with extent and scope of licensed activities;

(b) ALARA for occupational and public doses;
(c) Annually review RPP content and implementation

0.120/Occupational Dose Limits
Dose Equivalent (DE); Deep Dose
Equivalent (DDE); Cumulative Dose
Equivalent (CDE); Total Effective Dose
Equivalent (TEDE)

(a) Annual TEDE 0.05 Sv; sum of DDE and CDE of organs
0.5 Sv; eye DE 0.15 Sv; shallow skin or extremity DE 0.5 Sv;

(b) Excess DEs must be planned;
(c) Other provisions not stated here

0.1208/Dose to an Embryo/Fetus (a) 5 mSv dose to embryo/fetus, entire pregnancy, occupational
exposure of mother;

(b) Avoid variations in uniform monthly doses;
(c) Dose is sum of DDE of mother and radionuclides in

mother and embryo/fetus;
(d) Other provisions not stated here

0.1502/Individual Monitoring of External/Internal
Occupational Doses
Cumulative Effective Dose Equivalent (CEDE)

(a) Those likely DE 10% of limits;
(b) Those in high and very high radiation areas;
(c) Those likely to receive CEDE of 10% from radionuclides;
(d) Other provisions not stated here

0.1801/Security of radioactive materials (a) Secure from unauthorized removal or access licensed
material stored in controlled or unrestricted areas;

(b) Licensed material not in storage shall have control
and constant surveillance

aStandards for Protection Against Radiation.



materials (137Cs, 60Co, etc.), ideal components for dispersal
‘‘dirty bomb’’. The IAEA has developed an action plan to
combat nuclear terrorism (15,16). These international
efforts likely will lead to new national and state regulations
requiring greater security for radioactive sources.

Listed in Table 7b as unchanged is signage. Radiation
areas and places or contains that hold radioactive materi-
als must be posted as such. Fig. 1 shows a typical radiation
area sign, and gives the criteria for each of the types of
signs required.

The 10CFR32 (Specific Domestic Licenses to Manu-
facture or Transfer Certain Items Containing Byproduct

Material) revisions (4-24-2002) are only notational book-
keeping, changing the paragraphs numbers and sections in
Part 32 to correspond with the corresponding sections of
the revised 10CFR35.

Revisions in 10CFR 35 (Medical Use of Byproduct
Material). With 126 sections, we focus only on those of
direct interest or applicability to medical byproduct
material. Tables 8a–e summarizes, using some shorthand
notations, the major contents of the important sections.
The bulk of regulatory changes relative to byproduct
material occur in these sections.

Components of CFR 35 Applicable to All Forms of Bra-
chytherapy (Tables 8a, b). A new term, Authorized Medical
Physicist (AMP), and the training thereof, is defined, as
well as types (low dose rate, LDR; pulsed dose rate, PDR;
and high dose rate, HDR) of remote afterloading units
(RAU), including medium dose rate (MDR). Mobile services
and medical events are new additions. Roles of manage-
ment, the RSO, and authorized users (AU) supervision of
individuals are explained. Dose prescriptions, or written
directives (WD) details and procedures are enumerated.

Table 8b notes source inventories are now at 6 month
intervals. §35.75 explains new release criteria for patients
(4). Some requirements for mobile medical services are in
this section, as well as rules for decay-in-storage of RAM.

Some Components of CFR 35 (F) Applicable to Manual
Brachytherapy (Table 8c). One major change is a require-
ment to decay output or source activities in 1% intervals.
Another section adopts AAPM good practices, per various
protocols, for quality assurance of therapy planning sys-
tems, as a regulation.

Some components of 10CFR 35 (H) for Photon-Emitting
Remote Afterloaders (Tables 8d, e). In the nine sections,
the most significant change is the requirements for MDR
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Table 7b. Unchanged Components of CFR 20a

Section Major Major contents of section

0.1901/Caution Signs Radiation symbol (trefoil) color schema (magenta, purple, black) on yellow
and design defined;

0.1904/Labeling Containers
Radioactive Materials

(a) Containers of RAM must be marked either
‘‘CAUTION’’ or ‘‘DANGER’’, RADIOACTIVE MATERIAL;

(b) Label must identify quantity, date, radiation levels, kind of material;
(c) Remove/deface labels on empty containers

0.1906/Receiving/Opening Packages (a) Package receipt and monitoring procedures;
(b) Carrier notified if wipe test or radiation levels exceed limits;
(c) Package opening procedures;
(d) Other provisions not stated here

0.1501/Surveys and Monitoring (a) Make necessary surveys;
(b) Equipment used for surveys calibrated;
(c) Excluding direct/indirect pocket dosimeters, NVLAP accreditation for

badge processor

0.2001/Waste Disposal (a) By transfer to authorized recipient;
(b) By decay in storage;
(c) By effluent release within limits;
(d) Others provisions not stated here

aStandards . . .Protection . . .Radiation.

CAUTION:
RADIOACTIVE

MATERIALS
Figure 1. A typical ‘‘Caution: Radioactive Materials’’ sign. The
wording on the sign follows the criteria: Rooms containing more
than the quantity listed in Part 20 Appendix C–‘‘CAUTION:
RADIOACTIVE MATERIALS’’; 2. Areas with exposure rates
>0.05 mSv in 1 h, 30 cm from a source (or surface that radiation
penetrates) – ‘‘CAUTION: RADIATION AREA’’ or ‘‘DANGER:
RADIATION AREA’’ ; 3. Areas with exposure rates greater than
1 mSv in 1 h, 30 cm from a source (or surface that radiation
penetrates) - ‘‘HIGH RADIATION AREA’’; 4. Areas with
exposure rates greater than 5 GY in 1 h, 1 METER from a
source (or surface that radiation penetrates)– ‘‘GRAVE
DANGER: RADIATION AREA’’; 5. Areas where the derived air
concentrations exceeds values in appendix B, to 20.1001–20.2401,
or where an individual without respiratory protection could
exceed, during the hours an individual is present in a week, an
intake of 0.6% of the annual intake limit —‘‘DANGER:
AIRBORNE RADIOACTIVITY AREA’’.
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Table 8a. Components of CFR 35 (A, B) Applicable to All Forms of Brachytherapy

Section Major Contents of Section

0.2/Definitions (a) Authorized medical physicist defined;
(b) LDR, MDR, HDR, PDR defined;
(c) Mobile medical service defined;
(d) Medical event (no more misadministration’s! explained;
(e) Manual prescribed dose (total sources strength and time,

or dose per WD) given;
(f) Remote prescribed dose (total dose and dose per fraction per WD) given

0.24/Authority Radiation
Protection Program

(a) Defines a stronger management role;
(b) Defines and strengths RSO role

0.27/Supervision Explains role of authorized user (AU) and supervised individuals
with respect to process and procedures with RAM

0.40/Written Directives (WD) (a) Written directives required or oral directives with 48 h for written;
(b) HDR: radionuclide; site, fx dose, #fxs, total dose;
(c) Others; before tmt: radionuclide; site, dose; before finish: # sources,

total source strength and time (or total dose); revisions allowed
during treatment.

0.41/Procedures. . .written directives (a) ID patient;
(b) administration per WD;
(c) Check manual, computer dose calculations;
(d) confirm console data

0.51/Training authorized medical
physicist

(a) Board certifications;
(b) degrees þ1 year training þ 1 y experience;
(c) preceptor’s written statement regarding training

Table 8b. Some Components of CFR 35 (C) Applicable to All Forms of Brachytherapy

Section Major Components of Section

0.67/Requiremenst for possession (a) Leak tests (5 nCi) before 1st use, 6 mos.;
(b) exempt Ir-192 seeds in ribbons and unused sources;
(c) 6 months. inventory

0.75/Release. . .patients
containing. . .RAM

(a) OK if others TEDE <5 mSv�year�1;
(b) Instruction if others TEDE >1 mSv/year;

0.80/Mobile medical services (a) Facility agreement letters;
(b) on-site, before use survey meter checks;
(c) Post-treatment surveys;
(d) possession licenses required for all sites

0.92/Decay in storage (a) T1/2 < 120 day; decay to background level;
(b) remove labels; keep records

Table 8c. Some Components of CFR 35 (F) Applicable to Manual Brachytherapy

Section Major Contents of Section

0.404/Surveys after. . . implant and removal (a) After implant; source accountability;
(b) After source removal; keep records

0.406/Source accountability (a) . . .at all times. . .in storage and use; record
0.410/Safety instructions (a) Initially, annually. . .to caregivers;

(b) Size, type, handling, shielding, visitor

0.415/Safety precautions (a) No room sharing with regular patients;
(b) Post-room (RAM) and visitor limits;
(c) Emergency equipment for source retrieval from or in patient

0.432/Source calibrations (post-10/24/04) (a) Determine output or activity;
(b) positioning in applicators per ‘‘protocols’’;
(c) decay outputs/activities at 1% intervals; keep records

0.433/Decay Sr-90 sources Only AMP shall calculate decayed activity and keep records

0.457/Therapy-related computer systems (a) Acceptance testing per ‘‘protocols’’;
(b) Source input parameters;
(c) accuracy of dose/time at points; isodose and graphics plots;
(d) localization image accuracy



and PDR units. Physicians other than AUs, trained in
MDR and PDR operation, emergency procedures, and
source removal, may work under the supervision of
an AU. Note: We denote them as substitute authorized

users (SAU). For the initial treatment, the AMP and
AU or SAU must be present; during subsequent (con-
tinuation) treatments, the AMP, AU, or SAU must be
immediately available. These requirements are less
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Table 8d. Some Components of 10CFR 35 (H) for Photon. . .Remote Afterloaders

Section Major Components of Section

0.604/Surveys of patients Before releasing patient. . .survey patient and RAU to confirm . . .returned
to safe

0.605/Installation, . . ., repair (a) Certain source work, that is install, adjust, and so on, by licensed person;
(b) For LDR RAU, licensed person or AMP can do certain source work; record

0.610/Safety procedures (a) Secure unattended RAU;
(b) only approved individuals present in room;
(c) No dual operations;
(d) written procedures for abnormal situations; posted copies; initial/annual

instructions with drills; records

0.615/Safety precautions (a) Control access with interlock;
(b) area monitors;
(c) CCTV/audio for all except LDR RAU;
(d) for MPD/PDR an AMP and AU or operator-emergency response MD

present at initiation and immediately available during treatments;
(e) for HDR an AU and AMP physically present at initiation, but, during

continuation, AMP and AU or operator-emergency response MD;
(f) emergency equipment for unshielded source or source in patient.

0.657/Therapy-related
computer system

(a) Acceptance testing per ‘‘protocols’’;
(b) Source input parameters;
(c) accuracy of dose/time at points; isodose and graphics plots;
(d) localization image accuracy;
(e) electronic transfer to RAU accuracy

Table 8e. Some Components of 10CFR 35 (H) for Photon. . .Remote Afterloaders

Section Major Contents of Section

0.630/Dosimerty system (DS)
equipment

(a) Except for LDR RAUs, NIST/ ADCL calibrated DS;
(b) 2 year and after service; or,
(c) 4 year, if intercom pared with calibrated DS within

18–30 month.and < 2% change

0.633/Full calibrations (FC)
of RAUs

(a) Before 1st use; at source exchanges and/or repairs to exposure
assembly;

(b) for T1/2 > 75 days, excluding LDR RAUs, quarterly;
(c) LDR RAUs yearly;
(d) FC: 5% output/1 mm positions, source retraction, timer

accuracy/linearity;
(e) tube lengths and functions;
(f) quarterly autoradiographs of LDR RAU sources;
(g) decay outputs/activities at 1% intervals;
(h) FC and decay by AMP; keep records; for LDR RAU can use

manufacturer’s data for FC

0.643/Periodic spot-checks (SC)
of RAUs

(a) For LDR RAUs, before 1st treatment; for other RAUs
1st use daily;

(b) per WP by AMP;
(c) AMP review by 15 day;
(d) SC includes: interlocks, status lights, audio and CCTV,

emergency equipment, source position monitors, timer,
clocks, decayed source activity

0.647/Additional requirements. . .mobile
RAUs

(a) Survey meter checks;
(b) source inventory;
(c) all 0.643 checks;
(d) interlocks, status lights, radiation monitors, source positioning,

before 1st use, simulated treatment at each address



onerous than the prior requirements of the AU always
being present during all treatments. Another section
adopts AAPM good practices, per various protocols, for
quality assurance of RAU therapy planning systems, as a
regulation.

Requirements for dosimetry systems (DS), full calibra-
tions (FC), and spot-checks (SC) are described, including
those for mobile services.

Some Components of 10CFR35 (J)(Recognition of Specialty
Boards). The 2002 revisions in 10CFR 35 did not address
personnel training. On March 30, 2005, the NRC published
the final rule (5) regarding specialty boards and personnel
training. The rule identifies (on the NRC web site, not in
the published rule) various approved specialty boards and
describes pathways for approvals of RSOs, AMPs, author-
ized nuclear pharmacists, and physicians using many
forms of byproduct materials. The rule offers multiple
pathways by which individuals may achieve authoriza-
tions to perform various tasks or assume authorized
titles, (e.g., RSO, AMP, authorized nuclear pharmacist,
or physician authorized user). One pathway is the edu-
cational degree -> experience -> specialty examination ->
certification path. Another pathway is the supervised
experience -> preceptor statement path. For example,
Table 9 shows five ways an individual, depending on their
education, experience, and certification status, can qualify
to be an RSO. This flexible approach offers individuals
multiple pathways to achieve authorization, which main-
taining the integrity of the approval process. For those not
physicians, the education requirements are either (a) a

bachelor or graduate degree in physical science, or, engi-
neering or biologic science with 20 college credits in
physical science, or, (b) a master’s degree or PhD in
physics, medical physics, or physical science, engineering,
or applied mathematics. Experience requirements vary
from 1 to 5 years depending on the authorization, and are
shorter for those with higher degrees. Generally, experi-
ence must be gained under a certified medical physicist or
authorized individual, and documented. Preceptors must
document the successful completion of any structured
training programs and attest to the individual’s com-
petency and ability to perform learned tasks indepen-
dently. In some instances, structured didactic training
programs including classroom and laboratory training are
allowed. Table 10 show similar requirements for becoming
an AMP or ANP.

Training requirements for physicians, Tables 11 and 12,
generally offers physicians two options: Completing
requirements for medical specialty board certification
and passing a certification examination, or, completing a
structured educational program with a specific number of
classroom and laboratory hours and work experience. In
some instances, a preceptor must provide a written state-
ment attesting to the satisfactory completion of the
requirements and to the individual’s ‘‘. . .competency suffi-
cient to function independently. . .’’ (5) In other instances, a
certain number of cases must be performed. The classroom
and laboratory training requirements are specific to each
specialty. Tables 11 and 12 only broadly describe training
requirements; details of each specialty training program as
described in USNRC 2005.
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Table 9. Training Requirements for Radiation Safety Officers

Person Degree Experience Examination

Classroom
Laboratory
Training

Preceptor
Statement

Special
Training

(1) Radiation
Safety
Officer

and B or GD in
PS; or, E or
BS w 20 cc
in PS;

and 5 or more
years in HP
including
3 years in AHP

and Passes
Exam

or, (2) Radiation
Safety Officer

and M or PhD
in P, MP, or
PS, E, AM

and 2 years
full-time training
in MP under
supervision by
CMP, or, in CNM,
by physician AU

and Passes
Exam

Or, (3) Radiation
Safety Officer

1 year full-time RS
under supervision
by RSO

200 h in
topical areas

Or (4) Radiation
Safety Officer

and is a CMP and applicable
experience

and has written
attestation by
preceptor

and training in RS,
regulatory issues,
and emergency
procedures

or (5) Radiation
Safety Officer

and is AU, AMP,
or ANP on license

and applicable
experience

and has written
attestation by
preceptor

and training in RS,
regulatory issues,
and emergency
procedures

ANP¼Authorized nuclear pharmacist; PS¼Physical science; B¼Bachelor’s degree; CMP¼Certified medical physicist; BS¼Biological science; RS¼
Radiation safety; CC¼College credits; AU¼Authorized user; E—Engineering; CNM¼ Clinical nuclear medicine; GD¼Graduate degree; MP¼Medical

Physicist; M¼Master’s degree; RSO¼Radiation safety officer; Ph.D¼Doctoral degree; AMP¼Authorized medical physicist.



Licensure. There are two categories of NRC licenses:
General License and Specific License. General licenses
have been issued for non-medical uses, such as fixed gauges
containing sealed radioactive sources. Medical licenses are
for specific uses of a licensed material in a medical pro-
gram, for example, diagnostic nuclear medicine program.
Specific licenses control manufacture, production, acquisi-
tion, receipt, possession, preparation, use, and transfer of
byproduct material for medical uses. A Type A license of
broad scope, often held by university medical facilities,
exempts the licensee from certain requirements of a spe-
cific license, but requires the facility to assume responsi-
bility by certain administrative processes for the radiation
protection program. NRC license requirements, applica-
tions, renewals, amendments, notifications, exemptions,
and issuances are described in 10CFR 35.11–19 (2).
Licenses categories exists for the use of unsealed byproduct
material for uptake, dilution, excretion studies without a
written directive (§35.100), unsealed byproduct material
for imaging and localization studies without a written
directive (§35.200), unsealed byproduct material requiring
a written directive (§35.300), manual brachytherapy
sources (§35.400), sealed sources in teletherapy units,
and stereo tactic radiosurgery units (§35.600), and for
other uses of byproduct materials (§35.1000).

Some components of 10CFR 35 (L) (Record retentions)
(Table 13). Table 13 summarize the duration (for license,
for program, and for 5 and 3 years) requirements for the
retention of records.

Some components of 10CFR35 (M) (Reports . . .Medical
Events . . . Sources) (Table 14). The term misadministration
is replaced with the term medical event (ME). The ME
depends, in some cases, on the difference (presumably
lower or higher) in delivered dose and prescribed dose
(PD), and in other cases, in exceeding the PD. Moreover,
the definitions are not in medical physics terms of
absorbed dose in gray (Gy); rather, they are in health
physics terms of effective dose equivalent (EDE), shallow
dose equivalent (SDE), in sievert (Sv). Recall that in
partial organ irradiation in health physics, organ or tissue
weighting factors apply in calculating DE. As a brachy-
therapy ME will likely involve adjacent organs, some
judgment may be required in deciding on the correct
DE in an ME.

Table 14 summarizes the reporting of medical events;
Reporting requirements are similar to pre-2002 regula-
tions.

Transport

Every day thousands of packages containing radioactive
material move via public transportation routes—roads,
airplane, and railway. Of all the hazardous material ship-
ments, it is estimated that �1%, nearly 3 million packages
annually, involve radioactive materials (17). These packages
are needed for medicine, industry, and research.

Shipments can be made only to persons who are licensed
by the Nuclear Regulatory Commission (NRC) or appro-
priate Agreement State to receive radioactive materials.
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Table 10. Training Requirements for Authorized Medical Physicist and Nuclear Pharmacist

Person Degree Experience Examination

Classroom
Laboratory
Training

Preceptor
Statement

Special
Training

(1) Authorized
Medical
Physicist

and; M or Ph.D .
in P, MP, or
PS, E, AM

and 2 years under
supervision by
CMP, or, . . .

and Passes

or (2) Authorized
Medical
Physicist

and; M or
Ph.D. in P,
MP, or PS,
E, AM

and 2 yrs in CRF
under supervision
by AU eligible
physician

and Passes

or (3) Authorized
Medical
Physicist

and; M or
Ph.D. in P,
MP, or
PS, E,
AM

and 1 year full-time
training in MP
and 1 year
full-time
experience by
AMP eligible MP

and has written
attestation of
‘‘competency
and independency’’
by MP preceptor

and training in
device
operation,
clinical use,
and treatment
planning
systems

(1) Authorized
Nuclear
Pharmacist

Pharmacy;
or, passed
FPGEC
exam

4000 h in nuclear
pharmacy

and Passes Current, active
license

or (2) Authorized
Nuclear
Pharmacist

700 h in
structured
program with
200 h in
topical areas

and has written
attestation of
‘‘competency and
independency’’ by
preceptor ANP

AM¼Applied mathematics; ANP¼Authorized nuclear pharmacist; PS¼Physical science; CMP¼Certified medical physicist; AMP¼Authorized medical

physicist; RS¼Radiation safety; FPGEC¼Frgn pharm.grad exam comm.; AU¼Authorized user; CRF¼Clinical radiation facility; E¼Engineering;

P¼Physics; MP¼Medical physicist; M¼Master’s degree.



The shipment must be made in accordance with procedures
established by the recipient. Prior to shipping radioactive
materials, a copy of the recipient’s radioactive materials
license should be on file with the shipper’s Radiation Safety
Office to document what radionuclides, forms, and quan-
tities the recipient is authorized to receive.

Therearefivecategoriesof radioactivematerialpackages.
Development of the technical criteria for each packaging
category is correlated to certain general and performance
requirements. The categories include (1) excepted or
limited quantity packaging; (2) type A packaging; (3) type
B packaging; (4) industrial packaging; (5) fissile material
packaging. All medical shipments occur in the first two
categories. Figure 2 illustrates the ‘‘spectrum’’ of increasing
package hazard with activity.

Both the Department of Transportation (DOT) and the
Nuclear Regulatory Commission are responsible for the
regulations governing a package containing hazardous
materials that are intended for transport on public
routes(18). The DOT regulations are found in 49 CFR
107, 172-178. The NRC regulations are found in Title 10
CFR Part 71. In 1979, the DOT and NRC agreed to a
Memorandum of Understanding under which the DOT
regulates Type A packages and below, carriers, and has
authority for international shipments. The NRC regulates
Type B and fissile packages, investigates incidents and
accidents, and provides technical advise to DOT.

The transportation requirements were revised in October
2004 to bring U. S. standards into consistency with the latest
international transportation safety regulations (19). The
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Table 11. Some Training Requirements for Physicians Using Sealed Sources and Medical Devices

Person
Certification

Examination Education Experience
Laboratory

Training Preceptor Statement
Authorized

User

(1) Physician
(Manual
brachytherapy
and sources), or,

Passes examination
by medical
specialty board

3 year MR in
Rad Onc

(2) Physician
(Manual
brachytherapy
and sources)

Structured
educational
program with
200 h topical
classroom and
laboratory and
500 h work
experience

3 years clinical
supervision by
AU in Rad Onc

and has AU preceptor’s
written attestation of
competency sufficient to
function independently

(1) Physician
(Ophthalmic
use Sr-90)

Active practice
and 24 h
classroom and
laboratory
training
applicable to
medical use
of Sr-90,

and AU supervised
clinical training

and has AU preceptor
written certification of
completed requirements
and attestation of
competency sufficient to
function independently

(1) Physician,
dentist, or
podiatrist
(Sealed sources
for diagnosis), or,

Passes examination
by medical
specialty board

(2) Physician
(Sealed sources
for diagnosis)

8 h classroom and
laboratory
training
applicable to
medical use
of Sr-90,

Has completed
training in
use of device
for uses
requested

(1) Physician
(RA, T, GSR
units, TMD), or

Passes examination
by medical
specialty board

3-year MR in
Rad Onc

(2) Physician
(RA, T, GSR
units, TMD)

Structured
educational
program with
200 h topical
classroom and
laboratory and
500 h work
experience

3 year clinical
supervision by
AU in Rad Onc

and has AU preceptor
written certification
of completed
requirements and
attestation of
competency sufficient
to function independently

RA¼Remote afterloader; MR¼Medical residency; T¼Teletherapy unit; AU¼Authorized user; GSR¼Gamma stereotactic radiosurgery Unit; TM¼Therapeutic

medical device



international regulations follow the International Atomic
Energy Agency (IAEA) report Safety Series ST-1-R, which
most foreign countries have adopted (20). This is important
because most radioactive materials for medical use are pro-
duced outside U.S. borders, for example sealed sources,
99Mo/99mTc generators.

There are four essential elements that are the shipper’s
responsibility to properly providing packages for transport

that contain radioactive, or any other hazardous, materials.
These are proper containment, labeling/marking, docu-
mentation, and training. The major factors affecting these
requirements for these elements are the radionuclide, phy-
sical form, and quantity (activity). The specific requirements
for packaging containment, labeling, and documentation
are in the relevant sections of 49CFR 172-177. This infor-
mation can be found at the website http://hazmat.dot.gov.
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Table 12. Some Training Requirements for Physicians Use of Radiopharmaceuticals

Person
Certification

Examination Education Experience

(1) Physician (Uptake, Dilution,
and Excretion Studies), or,

Passes examination
by medical specialty
board

Satisfies board education
requirement

(2) Physician (Uptake, Dilution,
and Excretion Studies), or,

40 h topical classroom
and laboratory

and, 20 h clinical
supervised by AU

(3) Physician (Uptake, Dilution,
and Excretion Studies)

Successfully completed
6 month NM training

(1) Physician (Imaging and
Localization Studies), or,

Passes examination
by medical specialty
board

Satisfies board education
requirement

(2) Physician (Imaging and
Localization Studies), or

200 h classroom and
laboratory training
applicable to medical
use and 500 h
supervised work

and 500 h AU supervised
clinical training

(3) Physician (Imaging and
Localization Studies)

Successfully completed
6 month NM training

(1) Physician (Therapy use
Unsealed Byproduct
Material), or,

Passes examination
by medical specialty
board

Satisfies board education
requirement

(2) Physician (Therapy use
Unsealed Byproduct Material)

80 h topical classroom
and laboratory

and, c linical supervision
by AU for specific
number of cases

Physician (Only I-131 for
Hyperthyroidism, Thyroid Ca)

Special experience and
80 h classroom and
laboratory training

and, c linical supervision
by AU for specific
number of cases

(1) Physician (Sealed Sources
for Diagnosis), or,

Passes examination
by medical specialty
board

Satisfies board education
requirement

(2) Physician (Sealed Sources
for Diagnosis)

8 h classroom and
laboratory training

Table 13. Some Components of 10CFR 35 (L) (Record Retentions)

Record Retention Requirement Section

Duration of license 0.2024/RPP (b) RSO authority
Duration of program (device) 0.2610/Safety procedures for device
5 years 0.2041/Procedures for WP; 0.2026/RPP changes
3 years 0.2040/WDs;.2061/Meter calibrations; 0.2067/Leak

tests and inventories; 0.2070/Surveys; 0.2075/Patient
release; 0.2080/Mobile services; 0.2092/Decay in
storage; 0.2310/Safety instructions; 0.2404/Implants
and source removals;0.2406/Source accountability;
0.2432/Source calibrations; 0.2433/Sr-90 decays;
0.2605/RAU installation, repairs;0.2632/Full
calibrations; 0.2643/Spot checks; 0.2647/Additional
mobile records;



All shipments of radioactive material, with the excep-
tion of those containing very small, limited quantities must
have labels bearing the word ‘‘Radioactive’’ and affixed
to opposite sides of the outer package. There are three

different labels: White-I, Yellow-II, or Yellow-III, as shown
in Fig. 3. The criteria for the three labels are given in
Table 15.

Training must be provided for those that prepare for
transport, transport, or receive packages of hazardous
materials. The training must be commensurate with the
duties involved. For medical facilities, the training involves
the proper receipt of radioactive packages and preparing
packages for return to the vendor or manufacturer. For
shippers, the training must be done at least every three
years and be certified by the employer.

The receipt of labeled radioactive packages must be
handled according to the procedures in NRC regula-
tions (10 CFR 20.1906). This requires assessing radia-
tion levels and removable contamination within 3 h
of taking possession. Examples of returned packages
are residual radiopharmaceuticals in syringes or vials
from nuclear medicine studies or sealed sources after
radiation therapy use. Any returned package must be
prepared for transport in accordance with DOT require-
ments.

It is important to note that anyone shipping radioactive
materials must receive training from an approved program
beforehand!
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Table 14. Some Components of 10 CFR35 (M)a

Section Major Contents of Section

0.3045/Report/notification medical event
(excluding patient intervention) (1)

Dose differs from PD >0.05 Sv EDE, 0.5 Sv
organ/tissue and SDE skin, and, TD, and, TD
delivered differs from PD by þ20% or falls
outside PD range; or single fraction delivered
dose differs from single fraction PD þ50%

0.3045/Report/notification medical event
(excluding patient intervention) (2)

Dose exceeds 0.05 Sv EDE, 0.5 Sv organ/tissue
and SDE skin, and, TD from wrong:
(a) byproduct material; (b) administration
route; (c) person; (d) treatment mode;
(e) leaking source

0.3045/Report/notification medical event
(excluding patient intervention) (3)

Excluding migrating permanent implant seeds,
dose to skin/organ/tissue other than treatment
site that exceeds 0.5 Sv organ/tissue and
þ50% dose expected from WD

0.3045/Report/notification medical event
(excluding patient intervention) (3) (b)

Report any patient interventions producing
permanent/physiological damage

0.3045/Report/notification medical event
(excluding patient intervention) (3) (c, d)

Notify NRC next calendar day after ME with written
report in 15 days; notify referring MD and patient
unless referring MD chooses not to for medical
reasons; details of reports omitted here

0.3067/Report leaking source Report > 5 nCi removal contamination within 5 days

aReports . . .Medical Events . . . Sources.

THE TRANSPORT PACKAGE ACTIVITY SPECTRUM
(With Packaging References)

THE TRANSPORT ACTIVITY

SPECTRUM
“Radioactive

Material
Definition

Not Regulated
In Transport

Limited
Quantities

and
Excepted
Articles

Type A
Quantities

Type B
Quantities

Highway
Route

Controlled
Quantity

Excepted
packaging

Type A
packaging

TYPE B
PACKAGING

Figure 2. The ‘‘spectrum’’ of increasing radioactive package
hazard with activity.

Figure 3. Labels for radioactive packages based on
the activity contents and radiation levels outside as
given in Table 15.



Disposal of Radioactive Material

Radioactive materials used in medicine can be solid, liquid,
or gaseous. Some solids are specially encapsulated and
called sealed sources. When the material is no longer
useful or in a form or presence that is undesirable, the
radioactive material is considered waste, and the licensee
must dispose of it. All waste generated from medical use is
categorized as low level radioactive waste. Depending on
various factors, radioactive waste can be disposed by (1)
decay-in-storage (DIS); (2). discharge into the environ-
ment (3) transfer for land burial; (4) return to the vendor/
manufacturer.

Disposal by Decay-in-Storage. This is the dominant
disposal method for radioactivity used in nuclear medicine.
The container of radioactivity is stored and simply allowed
to radioactively decay to background level. Currently, this
disposal method is only available for radionuclides with a
physical half-life <120 days. Depending on the size of the
operations, the limiting factor with this method is adequate
space for the waste volumes generated during the time that
the waste is segregated to ‘‘decay’’. Shielding of the contain-
er(s) may be another consideration depending on the radia-
tion levels involved from the waste during radioactive
decay. Procedures must be developed to comply with 10
CFR 35.92 for the decay-in-storage (DIS) of waste. Release
into the general medical waste stream requires that the
radiation level be at background level when measured at
the surface of the unshielded waste container. The survey
meter or instrument used to measure the radiation level
must be capable of detecting the radiation being emitted
from the radionuclide(s) being stored.

Disposal into the Environment. In some circumstances,
especially with medical research, the disposal of liquids
into the sanitary sewer or by evaporative release to the
atmosphere or the discharge of volatile gases may inten-
tionally occur. This is permissible and safe providing that
compliance is maintained with other regulations regarding
toxic or hazardous properties of these materials.

Disposal in the sanitary sewer or into the atmosphere
must comply with 10 CFR 20, Subpart K. The NRC release
or discharge limits have a concentration and annual aggre-
gate activity limit. Records of each release is kept, such
that a periodic (at least annual) assessment can be per-
formed to confirm compliance with release limits required
in Part 20. These limits apply at the facility boundary of the
radioactive material licensee. The release limits are radio-
nuclide specific such that exposure or intake would not
exceed the applicable occupational or general public dose

limits. The current release limits are derived from the
scientific basis presented in 1990 by the ICRP (21). Patient
excreta containing readily dispersible forms of radioactiv-
ity are exempt from these release limits.

Waste from in vitro laboratory kits that use radioactive
materials under a general licensed pursuant to 10 CFR
31.11 is exempt from waste disposal regulations. Radio-
active labels must be defaced or removed, but there is no
requirement to keep a record of release or make any
measurement. A standard of good practice is to do a radia-
tion survey of any general waste from an area where
radioactive materials are used, such as a nuclear medicine
radiopharmacy or an inpatient therapy room, to confirm
that it is at background levels before release into the
general waste.

Transfer for Burial. For some medical facilities, radio-
active material may require disposal by transfer to a burial
site because the volume of waste generated requires
removal or the waste contains long-lived (>120 day half-
life) items that cannot be decayed in storage. Medical
facilities use a broker licensed by the NRC or Agreement
State to receive the material. Packaging will follow
instructions received from the broker and the burial site
operator. Records of the transfer to the broker must be
maintained to comply with 10 CFR 20. Because this is
the most expensive means of disposal, most generators of
waste also employ volume reduction, (e.g. compaction) to
reduce costs.

At the time of writing, there are only three burial sites
for low level radioactive waste in the United States Rich-
land, Washington, Barnwell, South Carolina, and Tooele,
Utah. All are commercially operated and regulated by the
respective state. The facilities are designed, constructed,
and operated to meet safety standards. The operator of the
facility must also extensively characterize the site on which
the facility is located and analyze how the facility will
perform for thousands of years into the future. In 1985,
the Low-level Radioactive Waste Policy Amendments Act
gave the states responsibility for the disposal of their
low-level radioactive waste by encouraging the states to
enter into compacts that would allow them to dispose of
waste at a common disposal facility. While most states
have entered into compacts, but no new disposal facilities
have been built since the Act was passed, or are any
expected to be.

Since the 1985, the volume of medical low level radio-
active waste shipped for burial has dropped dramatically
because of the cost of disposal, employment of volume
reduction methodologies, and the conversion to short half-
life or nonradioactive agents.
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Table 15. Shipping Label Criteriaa

Label Transportation Index, TI Maximum Radiation Level on Surface, X

White–I TI <0.05 X < 5mSv�h�1

Yellow�II 0.05�TI< 1 5mSv�h�1�X<500mSv�h�1

Yellow–III 1�TI< 10 500mSv�h�1�X<2 Sv�h�1

Yellow–III exclusive use of vehicle TI	10 2 mSv�h�1�X<10 mSv�h�1

aTransportation index ¼ 100 the maximum reading in mSv�h�1 at 1 m from the surface.



Return Sources to the Vendor or Manufacturer. For solid
or sealed sources especially, a viable means of disposal for a
medial facility is return to the vendor or a manufacturer.
This is common with items that have exceeded their
useful activity or shelf-life, such as 99Mo/99mTc generators
or brachytherapy sealed sources (e.g., 192Ir, 125I) or quality
control calibration sources (e.g., 57Co, 153Gd). For such
package, the packaging, labeling, and surveys must comply
with the instructions of the vendor/manufacturer and 10
CFR 71 (NRC) and 49 CFR 173 (DOT) regulations. Cur-
rently, there is no distinct time at which a sealed source
might be considered waste. The licensee determines when
a material is no longer usable and becomes considered part
of the radioactive waste stream. For solid sources with
>120 day half-life, because land burial is very expensive,
many licensees choose to simply ‘‘store’’ sources under their
control. Such sources require routine inventory and peri-
odic leak-testing. The current standards for stored, unused
sealed sources require inventory every 6 months and leak
test within 10 years.

COMMUNICATIONS FROM THE NRC

The NRC issues to licensee’s bulletins, directives, gui-
dance’s, information notices, newsletters, and regulatory
summaries as new issues not covered in regulations arise
and must be addressed. In some cases, these documents
endure for many years, and may actually be incorporated
by agreement states into their regulatory statutes.

Bulletins

Bulletins provide information to NRC licensees. Appar-
ently there are no recent bulletins pertaining to medical
Applications; the last one was in 1997 (22).

Directives

Directives appear in several forms. FC86-4, Revision 1—
Information Required for Licensing Remote Afterloading
Devices, a long-standing (1986) policy and guidance direc-
tive, explained the contents for NRC license applications
for RAUs. While it is not current on the NRC web site, some
states have adopted it, with some changes, into their
licensing process for RAUs. FC83-20, Revision 2-Facility
Interlocks and Safety Devices for High, Medium, and
Pulsed Dose-Rate Afterloading Units, is not on the NRC
web site. As the title implies, this release clarified the
requirements for interlocks and safety devices. It appears
that issues raised are addressed in the 2002 10CFR 35
revisions.

Guidances

Guidance’s often discuss evolving technologies. For
example, as intravascular brachytherapy developed, the
NRC issued several guidance documents (23,24). These
were necessary as the new 10CFR35 applies only to
photon-emitting RAUs; beta-emitting RAUs fall into the
emergent technology category evaluated on a case-by-case
basis.

Information Notices

Information Notices advise licenses of recent concerns
usually arising from medical events reported to the
NRC. A recent notice discussed failures of HDR RAUs (25).

Newsletters

Newsletters, notable, Nuclear Materials Safety and Safe-
guards (NMSS), announce medical events and enforcement
actions against those who violate regulations. A recent one
reported on a hospital’s failure ‘‘. . .to secure. . .licensed
material. . .’’ (26).

Regulatory Summaries

Regulatory Summaries often clarify issues about the inter-
pretation of regulations, such as the calibration measure-
ments for brachytherapy sources (4).

Recent NRC Activities

Recent or current NRC activities are posted on the website
www.nrc.gov. For those interested in commenting on pro-
posed NRC regulations, a site, www.ruleform.llnl.gov, is
available.

REGULATORY STANDARDS : OSHA

Tables 16–18 offer a limited synopsis of the major compo-
nents of the OSHA regulations. As noted earlier, current
enforceable OSHA regulations, 29 CFR 1910.1096 (Ioniz-
ing Radiation), dating from the 1970s, are now at variance
with the recent NRC regulations.

A recent supporting statement (Fed Register [07/23/
2004]) for information-collection requirement offers some
insight into OSHA regulation terms, definitions, and their
application.

As with the NRC, over the years OSHA has issued
Directives, Standard Interpretations, and Compliance
Letters regarding regulations. They are available on the
website www.osha.gov.

While a few cover general radiation topics, most relate
to non-medical (nuclear power plant) radiation issues.
There appear to be no releases within the last 5 years that
relate to medical uses of radiation under OSHA standards.

NONBYPRODUCT MATERIALS AND MACHINE-
PRODUCED RADIATION

As noted above, the NRC was authorized only to oversee
the use of fissile and byproduct material. Regulation of
naturally occurring or accelerator produced radionu-
clides, or of radiation from machines fell to the individual
states. Since every state develops their own regulations,
the depth and coverage of those regulations very widely.
Often, states with smaller populations and small non-
federal radionuclide programs tended to have less com-
plete or in-depth regulations than states with larger
populations and programs. Two developments have been
working to change the wide variations in regulations
between states.
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Agreement State Status

The first unifying factor is the growing trend toward
agreement state status. An agreement state enters into
an agreement with the NRC to take over for the NRC
regulation and control of byproduct material. Before doing
so, the state must demonstrate that the state regulations
for byproduct material are compatible with those of the
NRC. ‘‘Compatibility’’ varies based on guidelines from the
NRC as to how important the NRC feels that the state
regulations agree with the federal, according to the follow-
ing scale (27):

A Basic radiation protection standard or related definitions,
signs, labels or terms necessary for a common understand-
ing of radiation protection principles. The State program
element should be essentially identical to that of NRC;

B Program element with significant direct transboundary
implications. The State program element should be essen-
tially identical to that of NRC;

C Program element, the essential objectives of which should be
adopted by the State to avoid conflicts, duplications or gaps.
The manner in which the essential objectives are addressed
need not be the same as NRC, provided the essential objec-
tives are met;

D Not required for purposes of compatibility.

For example, occupational exposure limits fall under
category A, requiring congruence between the state and
federal regulations. On the other extreme, most appli-
cation and recording regulations are left to the states’
discretion. For the most part, the laxer categories are

those with less impact. Thus, as states have adopted
agreement status, the variation in regulations between
states has decreased. Table 4 lists the agreement states as
of 2005.

Conference of Radiation Control Program Directors

Established in 1968, the Conference of Radiation Control
Program Directors (CRCPD) is an organization of repre-
sentatives of state radiation control programs. The orga-
nization shares information useful to state radiation
control agencies, and has educational meetings focused
on topics of current interest to state regulators. The
CRCPD also distributes to its members model state reg-
ulations, so when states revamp their respective radiation
safety codes, they need not start from nothing(28). The
contents of the model regulations are discussed below.
Because many state agencies use these models as a guide
for their radiation regulations, increasingly the various
states’ regulations have been converging. Still, many
important aspects of regulations remain, for example,
the allowed radiation limit to the general public. While
most states follow the federal rules, some use more restric-
tive levels based (sometimes erroneously) on recommenda-
tions of the ICRP.

CRCPD Model Regulations

Since the CRCPD model program serves as the basis for
many of the state rules, we will consider the provisions
here for regulations dealing with ionizing radiation not
from byproduct material. Because of the compatibility
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Table 16. Partial Contents of 29 CFR 1910.1096(a), (b), and (c) of OSHA Regulationsa

Section Major Contents of Section

(a) Definitions—Radiation and areas (1) Radiation; (2) Radioactive materials; (3) Restricted area;
(4) unrestricted areas;

(a) Definitions—Quantities and equivalencies (5) Dose; (6) Rad; (7) Rem; (1 R X or g- ray; 1 rad X- or g- ray
or beta particle; 0.1 rad high energy proton; (8) Air dose

(a) Definitions—Neutron flux or equivalent Neutron flux dose equivalency table

(b) (1) Exposure to employed individuals
18 years age or older in restricted areas
(Rem/calendar quarter)

Whole body; Head and truck; active blood forming organs;
eye lens, gonads: 1.25

Hands and forearms; feet and ankles: 18.75
Skin of whole body: 7.5

(b)(2) Greater quarterly whole body doses
allowed based on individual’s age‘‘N’’

Whole body dose shall not exceed 3 rem per quarter and
shall not exceed 5(N-18)

(b) (3) Exposure to employed individuals
under 18 years age in restricted areas
(Rem/calendar quarter)

Quarterly calendar dose limited to 10% of that allowed
those 18 years of age

(c) Exposure of employed individuals
18 years age or older to airborne
radioactive material in restricted
areas shall not exceed

Limits in 10CFR Part 20 Table I, Ax.B (1971); for 40 h
workweeks, 7 consecutive days; time proportionately applicable

(c) Exposure of employed individuals
under 18 years age to airborne
radioactive material in restricted
areas shall not exceed

Limits in 10CFR Part 20 Table II, Ax.B (1971); for 40 h
workweeks, 7 consecutive days; time proportionately applicable

aThe use of conventional (old) units in this table reflects the fact that these regulations are outdated and lag behind the NRC regulations.



requirement to become an agreement state, those parts of
the CRCPD model regulations that deal with material
under NRC oversight follow the federal rules as discussed
above. Thus, these need not be considered here. The FDA
does impose some requirements on the manufacturers of
radioactive materials and radiation-producing machines
intended for human use, but that leaves the use of
machine-produced radiation and naturally occurring and
accelerator-produced radionuclides only under the control
of individual states.

The model regulations fall into many sections, with each
section covering a particular part of radiation safety.
General rules that apply to all applications and follow
the NRC notably Parts 19 and 20 come in sections in the
beginning. In addition to the general provisions, each of
the parts that deal with particular applications all have
sections addressing shielding and survey requirements for
the modality (such that the radiation levels satisfy Part 20
limits), safety requirements for operation (such as door
interlocks to prevent walking in during irradiation),
ventilation if airborne radionuclide production is pos-
sible, record retention requirements and training and
experience.

Machine-Produced Radiation

While much of machine-produced radiation is covered
by state regulations, when used on humans applica-
tions manufacture of the units falls under the auspices
of the FDA. The FDA rules can be found in 21 CFR 1020.
For the most part, the state regulations follow the FDA
guidances when applicable, but sometimes with a sizable
delay.

Mammography forms a notable exception to the
general lack of federal control over machine-produced
radiation in medicine. Based on the MQSA, as noted
above, the FDA sets requirements for practitioners on
mammography, and failure to satisfy the requirements
prevents providers from obtaining reimbursement from
government sources. The requirements for mammo-
graphy equipment are given below in the section on
Diagnostic Units. In addition, there are considerable
requirements placed on the training and experience of
the persons involved: the radiologist, the radiographer,
and the medical physicist [21 CFR 900.12 (a)].

Radiation producing machines fall into three main
categories discussed in the following sections.
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Table 17. Partial Contents of 29 CFR 1910.1096(d) and (e) of OSHA Regulations

Section Major Contents of Section

(d) (1) Definition of a survey ‘‘An evaluation . . .radiation hazards. . .production, use,
release, disposal, or presence . . .radioactive material
or . . .radiation. . .’’

(d) (2) Employer responsibility for monitors ‘‘. . .shall provide. . .personnel monitoring equipment. . .’’

(d) (2) (i) 18 year age or older employee use of
monitors in restricted areas;

‘‘. . .employeee . . .restricted areȧ̇ likely to receive a quarterly
dose >25% that in (b)(1); or, enters a high radiation area

(d) (2) (ii) Under 18 year age employee use of
monitors in restricted areas

‘‘. . .employeee . . .restricted areȧ̇ likely to receive a quarterly
dose >5% that in (b)(1)

(d) (3) Personnel monitoring equipment ‘‘e.g., film badges & rings, pocket chambers and dosimeters

(d) (3) Area definitions Radiation area. . .could receive >5 mrem in any 1 h; or,
>100 mrem in 5 consecutive days; High radiation area. . .
could receive > 100 mrem in any 1 h; Airborne radioactivity
area. . .concentrations in excess 10CFR Part 20 Table I,
column 1, Ax.B (1971)

(e) Caution signs, labels, signals Radiation symbol(trefoil) described;

(e) (2) Radiation area posting Radiation caution symbol with ‘‘Caution–Radiation Area’’

(e) (3) (i) High radiation area posting Radiation caution symbol with ‘‘Caution–High Radiation Area’’

(e) (3) (ii) High radiation area control ‘‘. . .equipped with control device . . .cause radiation levels to be
reduced < 100 mrem in 1 h, or, . . .energize . . .alarm system. . .

individual entering . . .supervisor. . .made aware of entry.’’

(e) (4) Airborne radioactivity area posting Radiation caution symbol and ‘‘Caution–Airborne
Radioactivity Area’’

(e) (5) (i) Radioactive materials posting
(excluding natural uranium or thorium)

Areas/rooms > 10 times quantities in 10CFR Part 20 Apx.C
(1971)

(e) (5) (ii) Radioactive materials posting for
natural uranium or thorium

Areas/rooms > 100 times quantities in 10CFR Part 20 (1971)

(e) (6) (i) Container labeling (excluding natural
uranium or thorium)

Containers . . .transported, stored, used. . .> quantities in 10CFR
Part 20 Apx.C (1971). . .Radiation symbol and
‘‘Caution-Radioactive Materials’’

(e) (6) (ii) Container labeling for natural
uranium or thorium

Containers . . .transported, stored, used . . . >10 times quantities
in 10CFR Part 20 Apx.C (1971). . .Radiation symbol and
‘‘Caution-Radioactive Materials’’

The use of conventional (old) units in this table reflects the fact that these regulations are outdated and lag behind the NRC regulations.



Radiotherapy Units. Radiotherapy units consist of two
major categories: orthovoltage X-ray units (i.e., conven-
tional X-ray machines that treat with bremsstrahlung
beams produced with tube potentials from 10 kVp to
300 kVcp) and those from accelerators (from electron
beams with energies from 2 to 45 MeV). The regulations
use as a diving line between the modalities a photon beam
energy of 500 kV, which clearly delineates units since no
machines currently in use run close to that specification.
Table 19 lists the requirements for an orthovoltage unit,
and Table 20 those for an accelerator.

Regardless of the machine type, the regulations require
the output of the unit be determined using dosimeters cali-
brated at either the National Institute of Standards and
Technology or at one of the Accredited Radiation Dosimetry
Calibration Laboratories. The calibration procedure must
follow a protocol established by a recognized national profes-
sional society. Also for either type of unit (except for contact
therapy units), the facility design requires: the ability to
monitor the patient aurally and visually; interlocks on the
door to prevent entry during irradiation; beam-on indicators;
and emergency power cutoffs by the control panel or door.

Radiography (Imaging) Units. Regulations for diagnostic
radiographic units actually exceed those for the therapy
units, even though the latter produce much greater quan-

tities of radiation. Tables 21a,b and 22 give highlights of
the regulations for radiographic and fluoroscopic units.
The regulations also contain many points on how the
specifications should be measured as well as cover other
aspects not included in the tables. Table 21b gives values
referred to in Table 21a. As an important factor in patient
dose, the regulations also address exposure control for the
various types of equipment.

In addition to the regulations for the radiographic and
fluoroscopic units, there are also sections on radiotherapy
simulators; computed tomography units; mammography
units; mobile units; and veterinary units.

As noted above, mammography units have special
requirements according to the MQSA. The requirements
for these units are given in Table 23, and the special quality
assurance requirements in Table 24. The quality assurance
summary greatly simplifies the actual requirements, which
have undergone some modifications to adapt better to var-
ious imaging systems and practice conditions. All persons
involved in mammography, including the radiologist, radio-
grapher and the medical physicist performing the quality
measurements, must satisfy specific training and experience
guidelines, as well as continuing education requirements.

Nonmedical Radiation-Producing Equipment. Nonmedi-
cal radiation producing equipment actually finds its way
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Table 18. Partial Contents of 29 CFR 1910.1096(f), (g), (h), (i), (j), and (k) of OSHA Regulationsa

Section Major Contents of Section

(f) Immediate evacuation warning signal 34 subsections regarding the signal characteristics,
design, and testing requirements

(g) (i) Exceptions from posting requirements
for sealed sources

Room/area with sealed source. . .not required. . .if radiation
levels <5 mrem�h�1 at 12 in from source container/housing

(g) (ii) Exceptions from posting requirements
for rooms housing radioactivity patients

Rooms. . .not required to be posted. . .personnel in attendance who
shall . . .prevent individual exposure above limits

(g) (iii) Exceptions from posting requirements
for rooms containing radioactive materials

Cautions signs not required for rooms containing radioactive
materials for < 8 h and provided materials constantly attended. . .

(h) Exemptions for radioactive materials
packaged for shipment

Radioactive materials packaged and labeled per DOT 49CFR
Chp. I are exempt provided containers inside properly labeled

(i) (2) Instruction of personnel, postings Individuals working in or frequenting any portion of a radiation
area shall be informed of radioactive materials and radiation;
instructed in safety. . .; instructed in applicable provisions of
regulations. . .; advised of radiation exposure reports

(i) (3) Posing regulations and operating
procedures

Employer. . .shall post. . .current copy of regulations and operating
procedures

(j) Storage of radioactive materials . . .shall be secured against unauthorized removal. . ..

(k) Waste disposal . . .by transfer to an authorized recipient. . .

(l) (i) Notification (immediate) of incidents . . .any incident involving radiation which may have caused
. . .>25 rem
whole body, 150 rem skin, or 375 rem to feet, ankles, hands,
or forearms, or, release of radioactive materials
> 5000 applicable limits averaged over 24 h

(l) (ii) 2Notification (24 h) of incidents . . .any individual . . .5 rem or more total body; 30 rem skin, 75 rem
to feet, ankles, hands, forearms,

(m) Reports of overexposure and excessive
levels and concentrations

. . ..written report in 30 days. . .to OSHA; notification of individual
exposed

(n) Records Advise employees of annual exposures; provide employees
exposure records

(p) Definitions of agreement states List of current agreement states

aThe use of conventional (old) units in this table reflects the fact that these regulations are outdated and lag behind the NRC regulations.



into medical application, for example, as cyclotrons making
radioactive materials for imaging or analytic X-ray units to
assess kidney stones. Much of the operation of such equip-
ment would be covered by the general radiation safety
provision of the regulations. Most of the additional rules
deal with preventing the accidental irradiation of a person
in a high radiation area.

Particle Accelerators (e.g., Cyclotrons). The main con-
cern for a particle accelerator would be a staff member being
in either the accelerator room or one of the rooms served by
the beam lines. To prevent such occurrences, the rules
require: interlocks on doors to prevent accidental entry
with the beam on or inhibit the beam initiation with the
door open; buttons to stop the beam from within the room;
radiation-detector warning devices in the room; and hand-
held Geiger counters carried when entering the room. The
regulations also include the requirement for periodic testing
of the safety devices to assure proper function.

Analytic X-Ray Units. The X-ray units covered under
this heading usually are small devices (often fitting on a
desktop), used for analysis of small samples, such as for
crystallography or pathologic X rays of surgical samples.
These devices are usually enclosed within a shielding box.
While small, accidents that involve an operator’s hand
being in the box during beam production frequently lead
to loss of fingers or hands. Thus, similarly to the particle
accelerator, the rules try to keep hands out with the beam

on, or prevent the beam if the doors are open. Rules include
interlocks to prevent beam with doors open; warning lights
indicating the status of the beam and shutters; and warn-
ing labels.

Nonbyproduct Radionuclides

State regulation of byproduct material must follow closely
the NRC regulations. However, before the 2005 agreement,
the states have been responsible originating their own
regulations for NARM. Much of the suggested regulations
(Part C) define quantities of NARM below regulatory con-
cern. Table 31 gives a brief, and not nearly complete listing
of some exemptions as examples. Appendix A of Part C of
the suggested regulations gives air and water concentra-
tions exemptions.

The regulations go on to exempt devices such as static
eliminators containing less than specified amounts of
radioactive materials (on the order of 20 MBq for heavy
nuclides of 2 MBq for tritium). For clinical laboratories,
small quantities of material (generally � 0.4 MBq except
tritium at 1.85 MBq and 59Fe at 0.7 MBq) used in assay kits
and 1.85 MBq check sources are also exempt. The remain-
der of Part C addresses licensing and labeling. Medical use
of radioactive materials is covered under Part G, which
mostly mirrors the federal 10CFR35.

What is not clearly addressed in the model regulations is
regulation on accelerator-produced radioactive materials.
Some states have taken the tack that the same regulations
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Table 19. Requirements for Orthovoltage X-Ray Units

Leakage Radiation [air kerma rates]
5–50 kV Systems
> 50 and < 500 kV Systems

<1 mGy�h�1 5 cm from housing
< 10 mGy�h�1 1 m from target;
< 300 mGy�h�1 5 cm from housing

Permanent Beam Limiting Devices Same attenuation as housing

Adjustable or Removable Beam
Limiting Devices

Transmission < 5% of useful beam
Opening indicated by light beam

Beam Filter System Cannot be displaced Interlocked to prevent
beam use with filter absent
Slot provides same shielding as housing
Filters clearly identified

Tube Immobilization Cannot move when locked

Source Marking Indicated to within 5 mm

Contact units beam blocking Equivalent to 0.5 mm Pb at 100 kV

Timer Unit has presetable timer and show elapsed
or remaining time
Retains reading with interruptions
Terminates exposure after set time
Precision of at least 1 s or 1%
Prevents exposures with zero time
Begins with shutter or is compensated for lags

Control Panel Functions Displays indicate ac power, X-rays possible,
X-rays on, shutter condition and tube potential
and filter
Termination button
Locking device

Multiple Tubes Only one used at a time Indication of which is in use

Target-to-Skin Distance Accurate to within 1 cm, reproducible to within 2 mm

Shutters Required if beam takes > 5 s to come on

Low Filtration X-ray Tubes Permanent warning label
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Table 20. Requirements for a Radiotherapy Accelerator

Leakage Radiation Maximum <0.2%, average < 0.1% useful beam
�2 m radius of central ray at isocenter
< 0.5% 1 m from electron path
Neutron dose compliant with IEC standard

Collimator leakage <2% of useful beam for photon beams
Maximum <2%, average <0.5% useful beam for electron beams,
outside 7 cm of beam
< 10% 2 cm outside of field

Filters/Wedges Identification clearly marked
Interlocked requiring selection
Panel indicates wedge identification

Stray Radiation Compliant with IEC standards

Beam Monitors Redundant independent systems required
Both systems show on control panel until reset
Retrievable in case of power failures
Count up

Beam Symmetry Monitor Can detect asymmetry >10%
Terminates beam with asymmetries > 10%

Beam Control Beam initiation requires monitor setting
Preset displayed
Reinitiation requires clearing of setting
Monitor unit rate is displayed
Provides termination for excess dose rate

Termination of beam By monitor systems at respective preset
Manually at panel
By timer after preset time with reset necessary

Radiation selection Type of radiation must be selected (if more than one available)
Interlocks prevent simultaneous types
Type displayed on panel
Interlocks prevent inappropriate beam type and accessories
Special mode allows X-rays for imaging with electron applicators

Energy Selection Energy selection required
Energy displayed on panel
Interlock prevents beam without appropriate mechanical conditions

Stationary or moving beam Selection required
Mode indicated on panel
Interlocks prevent beam in inappropriate condition

Moving beams Beam controlled for dose per degree
Interlocks stop beam if dose per degree off

Table 21a. Highlights of Requirements for All diagnostic X-Ray Unitsa–c

Warning label Attached to the control panel containing main power switch

Battery charge indicator Visual on control panel if relevant

Source leakage radiation <1 mGy/m2 at maximum technique for 1 h

Radiation other than tube <20 mGy/h 5 cm

Half-value layerd > values in Table 2dx including all material between tube and patient
For variable filter units, control prevents incorrect selection

Multiple tubes Selection of tube clearly indicated

Mechanical Support of the
tube head

Hear remains stable during exposure (except dynamic studies)

Technique indication Technique factors shown before exposure

Locks Function properly

aTable by Tim Burns and Mark Geurts.
bFor new units. Older units have some allowances made for regulations in effect at manufacture.
cDetails for such units should be found in 21CFR1020 or in the particular state’s regulations.
dBased in FDA regulations in 21CFR 1020.



apply to all radioactive materials regardless of their
origin. Others recognize that most accelerator-produced
radionuclides tend to have shorter half-lives, and therefore
require less control. Thus, when dealing with accelerator-
produced material, consultation with the particular state’s
regulations becomes imperative.

REGULATIONS FOR NONIONIZING RADIATION

Understanding and applying NIR regulatory standards
and guidance requires careful attention to the spectral
characteristics of the radiation source(s) involved. The
situation is probably most clearly described by dividing
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Table 21b. Half–Value Layer Requirements

Half-Value Layer in mm Aluminum

Operating
Range

Measured
Potential, kVp

Diagnostic
X-Ray Systems

Dental
Intraoral

<51 30 0.3 N/Aa

40 0.4 N/Aa

50 0.5 1.5
51–70 51 1.2 1.5

60 1.3 1.5
70 1.5 1.5

>70 71 2.1 2.1
80 2.3 2.3
90 2.5 2.5

100 2.7 2.7
110 3.0 3.0
120 3.2 3.2
130 3.5 3.5
140 3.8 3.8
150 4.1 4.1

aNot available¼NA.

Table 22. Highlights of Requirements for Fluoroscopic Unitsa–c

Primary barrier Primary barrier intercepts entire beam
Transmission �0.2%

Beam limitation Beam not exceed visible area by >3%SIDd

Sum of excess <4%SID
Beam < largest spot-film size
Units with visible area > 300 cm2 shall have
continuously adjustable collimators, down
to 5
5 cm2, or, if fixed SID, to 125 cm2

Spot-film beam limitation Beam automatically limited to film size
Beam adjustable to fields smaller than film
size down to 5
 5 cm2

Beam not exceed visible area by >3%SIDd

Sum of excess <4%SID
Misalignment of the centers of beam and film <2% SID

Activation of fluoroscopy Requires continuous press on switch
Serial exposures may be terminated at any time

Entrance exposure rates �50 mGy/minute, except
1. if unit has no high mode for automatic exposure
control (AEC) units, then � 100 mGy�min�1;
2. during image recording

Indications Panel shows kVp and mA during exposure

Source-to-skin distance �38 cm for stationary units�30 cm for mobile units
�20 for mobile, special surgical units

Fluoro timer Maximum time without resetting �5 min
Signals during fluoroscopy after time until reset

Control of scatter Unit and table design prevent exposure of persons to
scatter, except extremities, without 	0.25 mm
Pb equivalent attenuation or 1.2 m from beam

aTable by Tim Burns and Mark Geurts.
bFor new units. Older units have some allowances made for regulations in effect at manufacture.
cDetails for such units should be found in 21CFR1020 or in the particular state’s regulations.
dSID is source to image intensifier distance.



NIR into three spectral regions: optical: ultraviolet (UV),
visible, and infrared (IR); microwave RF; extremely low
frequency (ELF) and static fields. The relationship between
wavelength, frequency, and photon energy for these spec-
tral regions is shown in Fig. 4.

Emission limits for specific optical sources combine with
exposure limits to protect workers and the general public.
These limits are further organized according to the type of
source: lamps and other optical sources; and lasers. This
separate consideration of non-laser sources and lasers
necessarily reflects the different qualities of these sources.
While lamps and other optical sources typically present a
broad spectrum (i.e., the radiation is spread over many
wavelengths) and widely divergent emission, lasers emit
just one or at most a few discrete wavelengths in a very
narrow, highly collimated beam.

The exposure limits for broad band non-laser optical
sources are generally expressed in terms of some sort of
spectral weighting scale to account for the fact that some
wavelengths more efficiently cause injury than others. In
the UV region, the International Commission on Non-
ionizing Radiation Protection (ICNIRP) (29,30) and the
National Institute for Occupational Safety and Health
(NIOSH) (31) support the spectral weighting function
and exposure limits set forth by the American Conference
of Governmental Industrial Hygienists (ACGIH) (32) sev-
eral decades ago. In this scheme, the weighting function is
normalized to the peak of the spectral effectiveness curve at
270 nm, with an effective spectrally weighted limit of
30 J�m�2 over the region from 180 to 400 nm. Eye and skin
exposure limits for monochromatic UV sources can be found
in tables provided by ACGIH, ICNIRP, or NIOSH : The
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Table 23. Characteristics of a Mammography System as Required by the Mammography
Quality Standards Act

Item Criterion

Type of equipment Specially designed for mammography

Motion of tube-image receptor Tube-image receptor may be fixed and
remain so if power fails.

Image receptor size and grid i. Screen-film units shall have a minimum
of 18
24 cm2 and 24
30 cm2 and moving grids.

ii. Magnification units can operate without the grid.

Light fields Units with light fields shall have an average
illumination of not less than 160 lux at 100 cm
or the maximum source-image receptor distance,
whichever is less.

Magnification i. Units used for non-interventional problem solving
shall have radiographic magnification capability

ii. Units with magnification shall provide at least
one magnification value between 1.4 and 2.0

Focal Spot selection Unit indicates focal spot size and material selected
prior to exposure, unless determined by algorithm
during, where displayed after.

Compression Unit shall have compression: i. power driven by
hands-free controls on each side of the patient, including
fine control;a ii. Compression paddle size shall match the
full-field receptor size, and shall be level with the
breast-support table to <1 cm, except when designed
otherwise; iii. The chest-wall edge shall be strain and
parallel to the edge of the receptor, and may be curved
for comfort if out of the field.

Technique factor selection and display Has manual selection of mAs; ii. technique factors set display
before exposure; iii. In automatic exposure control mode the
technique used for the exposure displays afterwards.

Automatic exposure control (AEC) i. Screen-film systems shall provide an AEC mode that is
operable in all combinations of equipment; ii. positioning of
detector shall permit flexibility in the placement under the
target with the size and available positions of the detector
marked on the input surface of the paddle, and the selected
position of the detector indicated; iii. there shall be means
to vary the selected optical density from the normal.

Film-Intensifying screens, if used i. Film shall be designed for mammography; ii. screens shall be
designed for mammography and the film used; iii. processing
chemicals use as per manufacturer; iv. hot-lights and film
masking devices shall be available;

aApplies to units built after 10/02.
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Table 24. Quality Assurance Required for a Mammography System by the Mammography Quality
Standards Act

Daily Quality Control Tests for Film Systems

Film processor control i. Base plus fog density within 0.03 of the established level;
ii. mid-density on test strip within 0.15 of the established level;
iii. density difference within 0.15 of the established level.

Weekly Quality Control Tests for Film Systems

Phantom density and contrast With approved phantoms, optical density	1.2 from typical
exposure, varies <0.2 from normal, passes imaging for
phantom, and contrast changes < 0.05 with standard test.

Quarterly Quality Control Test for Film Systems

Film fixer clearance Residual fixer in film < 5 mgm�cm�2;
Reject analysis Repeat or reject rate changes <2% of the total films in analysis

(otherwise determine the reason for change, corrective
actions recorded and the results assessed).

Semiannual Quality Control Tests for Film Systems

Darkroom fog Darkroom fog shall not exceed 0.05 for 2 min exposure on
the counter top

Screen-film contact 40 mesh screen on cassette shows no appreciable blurring.
Compression device performance Device provides >111 Nt force (between 111 and 200 Nta)

Annual Quality Control Tests for Film Systems

Automatic exposure control
performance

i. The AEC maintains optical density within 0.30 (or 0.15a)
of mean (thickness varied from 2 to 6 cm and kVp varied
appropriately for thicknesses); ii. optical density in
center of phantom image >1.2.

kVp accuracy and reproducibility i. Indicated kVp accurate within 5% at: the lowest clinical
kVp that can be measured by a kVp test device, the
most commonly used clinical kVp, and the highest available
clinical kVp; ii., the coefficient of variation of reproducibility
of the kVp� 0.02 at the most commonly used clinical settings

System resolution High contrast pattern resolves 11 line pair/mm with bars
perpendicular to anode–cathode axis, and 13 when parallel;
pattern 4.5 cm above breast support, centered, 1 cm of chest
edge; test performed for each focal spot and target material.

Half-value layer (HVL) HVL in mm	kVp/100

Breast entrance air kerma and
AEC reproducibility

Coefficient of variation for both air kerma and mAs�0.05

Dosimetry Average glandular dose (cranio-caudal view standard breast)
�3 mGy/exposure.

X-ray field/light field/image
receptor/compression paddle
alignment

i. System has beam-limiting devices that allow the entire edge
field to extend to the chest wall edge of the receptor and assure
that the x-ray field does not extend beyond any edge of the
receptor >2% of the SID; i. misalignment of the light and
x-ray field �2% of the SID; iii. chest wall edge of compression
paddle <1% of the SID beyond the chest wall edge of the receptor.

Uniformity of screen speed i. Difference between the maximum and minimum optical
densities of all screens�0.30; ii. screen artifacts shall also
be evaluated during this test.

System artifacts System artifacts shall be evaluated for all available focal spot
sizes and target filter combinations with a sheet of
homogeneous material to cover the, for all cassette sizes used.

Radiation output Systema can produce >7 mGy�s�1 air kerma at 28 kVp in Mo target/Mo
filter mode at any SID with a detector 4.5 cm above the breast
support surface with the compression paddle in place, over 3 s.

Automatic decompression, if included System provides override capability to allow maintenance
of compression, a continuous display of the override status,
and a manual emergency compression release that can be
activated in the event of power or automatic release failure.

aFor units after built 10/02.



limits are very similar for all three organizations. In
addition to this general exposure limit, standard setting
groups have established several hazard-specific limits
spanning the entire optical region. The standard of ANSI
and the Illumination Engineering Society of North
America (IESNA) provides a typical treatment (33). This
standard describes the application of exposure limits for
the following hazards:

200–400 nm Skin and Eye Exposure Limit: very similar
to the ACGIH, ICNIRP, and NIOSH ultraviolet limit.

320–400 nm Eye Exposure Limit: 1 mW�cm�2 for expo-
sure durations >1 000 s, and 1 J�cm�2 for shorter
exposure durations.

400–1400 nm Retinal Thermal Hazard Exposure Limit:
an exposure duration dependent limit based on an
associated burn hazard spectral weighting function
table.

400–700 nm Retinal Blue Light Hazard Exposure
Limit: a limit that is time dependent for exposure
durations <10,000 s, and exposure rate dependent
for longer durations, with an associated blue light
hazard spectral weighting function table.

Retinal Blue Light Hazard Exposure Limit—Small
Source: basically the Retinal Blue Light Hazard limit
modified to accommodate sources subtending an
angle <11 mrad

Aphakic Eye Hazard Exposure Duration: extends the
Retinal Blue Light Hazard down to 305 nm and

replaces the blue light hazard spectral weighting
function with an aphakic hazard weighting function.

770–3,000nm Infrared Hazard Exposure Limit: 0.1
W�cm�2 for exposure durations <1000s and 1.8t�0.75

W�cm�2 for shorter exposure durations.

770–1400 nm Infrared Radiation Hazard Exposure
Limit – Weak Visual Stimulus: where the visual
stimulus may not activate the aversion response.

400– 3,000 nm Skin – Thermal Hazard Exposure Limit:
provides limits for thermal skin exposure.

The various references caution users that to recall that
several compounds (e.g., tetracycline and its congeners,
porphyrins, Retin-A.) can make individuals more suscep-
tible to the photochemical damage associated with UV
radiation and blue light. Some common drugs that promote
photochemical reactions are listed in Table E1 of the ANSI
Z136.1-2000 standard. (34)

Lasers present a unique set of optical radiation hazards
and consequently detailed exposure limits have been devel-
oped. Laser exposure limits are based on wavelength and
various beam characteristics (e.g., beam diameter and
divergence, plus pulse characteristics for pulsed lasers).
While the OSHA occupational safety and health standards
(Part 1910 of Title 29 CFR) do not specifically address
lasers, Safety and Health Regulations for Construction
(29 CFR Part 1926.54) provides some very general require-
ments (e.g., documented training of laser operators, post-
ing of laser use areas, laser protective eyewear for workers
in areas where the laser radiation level could exceed
5 mW�cm�2). The OSHAs construction standard also spe-
cifies non-wavelength specific (though presumably visible
‘‘light’’) laser radiation exposure limits of 0.001 mW�cm�2

for direct staring, 1 mW�cm�2 for incidental viewing, and
2.5 mW�cm�2 for diffuse reflections. Figure 5 illustrates the
strong wavelength dependence of the ANSI Z136.1-2000k

eye maximum permissible exposure (MPE) irradiance for
continuous wave lasers under default exposure durations.
Pulsed laser MPEs are more complicated to calculate,
especially for repetitively pulsed lasers. See Thomas et
al. for guidance on performing these repetitively pulsed
laser MPE calculations(35). The ANSI Z136.1-2000 stan-
dard provides a framework for calculating the MPE for
lasers occupying the wavelength region between 0.18mm
and 1 mm. The time domain covered extends to pulse
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Table 25. Some Exemptions from Regulation Control for Naturally Occurring Radionuclides

Incandescent gas mantles Marine compasses
Vacuum tubes Timepieces, dials (various limits)
Welding rods Lock illuminators
Electric lamps (<50 mg thorium) Precision balances
Glassware (<10%t source material) Automobile shift quadrant
Outdoor or industrial germicidal lamps,

sunlamps, lamps (< 2 gm thorium)
Thermostat dials

Glazed ceramic tableware
(glaze <20% source material)

Uranium as counterweights in aircraft,
rockets, projectiles, missiles (labeled)

Piezoelectric ceramic(<2% source material) Electron tubes
Photographic film, negatives, and prints Spark gap irradiators
Finished optical lenses (<30% thorium) Gas and aerosol detectors
Aircraft engine parts (nickel-thoria alloy < 4% thorium)

Figure 4. Nonionizing radiation: Wavelength, frequency, and
photon energy for optical, microwave, radio frequency, and ELF
spectral regions.



durations as short as 10�9 s for UV (<0.4mm) and far IR
(<1.4mm), and down to 10�13 s for the visible and near-IR
regions (i.e., 0.4–1.4mm). However, laser technology has
pushed beyond these boundaries, with pulse durations in
the 10�15 s range and shorter wavelength laser-like
sources operating near the threshold of ionizing radiation
now attainable in the laboratory. Subsequent editions of
the Z136.1 standard are expected to address these gaps.

The FDA Laser Product Performance Standard
(21CFR1040.10&11) requires laser manufacturers to clas-
sify laser products sold in the United State into one of four
hazard classes according to the laser’s ability to cause
injury. The ANSI Z136 series of standards then specifies
the required control measures appropriate for each class of
laser. The IEC/EN 60825 series of standards establishes a
similar laser hazard classification scheme for both manu-
facturers and application of control measures. Table 26
summarizes, in very general terms, the classes and sub-
classes for each of these organizations. In an apparent nod
to pending harmonization, the recent Z136.3-2005 Stan-
dard for the Safe Use of Lasers in Health Care Facilities
utilizes the IEC classification designations instead of the
ANSI/FDA scheme (36). The laser hazard classes estab-
lished by each of these three standard setting organiza-
tions also have associated accessible emission limits (AEL),
but the AEL for each hazard class may not be identical for
each organization.

The microwave region of the frequency spectrum is
generally considered to extend from 300 MHz to
300 GHz, while the RF portion covers from 3 kHz to
300 MHz. (32,37) An opportunity for nomenclature confu-
sion arises from the fact that some organizations, including
ICNIRP (38), consider this microwave region to be a subset
of an RF range extending from 300 Hz to 300 GHz. See
Figure 4 for a sense of relative position of these regions in

the electromagnetic spectrum. The FDA/CDRH Microwave
Oven standard (21CFR1030.10) defines a microwave oven
as a device designed to heat, dry, or cook food using
electromagnetic radiation from 890 to 6000 MHz (most
commercial microwave ovens operate at either 915 or
2450 MHz), and requires microwave oven manufacturers
to limit radiation levels to <5 mW�cm�2 at any point 5 cm
or more from any external surface. OSHAs Construction
standard (29 CFR 1926.54) limits microwave exposure to
10 mW�cm�2 (no averaging), but offers no other guidance in
this region. The NIR section of OSHA’s General Industry
standard (29 CFR 1910.97) specifies a 10 mW�cm�2, 6 min
average for exposure limit for the 10 MHz–100 GHz range,
with no spatial averaging, and prescribes RF warning sign
appearance. This OSHA section applies to all radiations
originating from radio stations, radar equipment, and
other possible sources of electromagnetic radiation (e.g.,
as used for communication, radio navigation, and indus-
trial and scientific purposes), but does not apply to the
deliberate exposure of patients by health care providers. In
addition, section 29 CFR 1910.268 [Telecommunications]
provides guidance for ‘‘lock out tag out’’ type securing and
grounding prior to working on 3–30 MHz radio station
broadcast antennas, prohibits employers from allowing
employees to look into energized microwave waveguides,
requires compliance with the 29 CFR 1910.97 exposure
limits, and requires posting warning signs with specific
wording in accessible areas where those limits could be
exceeded. Table 27 gives some sample exposure limits.

Several standards setting organizations have developed
exposure limits for microwave and radiofrequency radia-
tion. These standards show considerable consistency for
the spectral region extending from 300 GHz (i.e., near the
boundary between optical and microwave radiation) to
� 15 GHz, where most standards recognize an exposure
limit of 10 mW�cm�2. At lower frequencies, additional con-
siderations come into play, as indicated in Table 28. At
frequencies below � 10 MHz, the longer wavelengths
necessitate separate limits for magnetic and electric field
exposures. This distinction arises because at longer wave-
lengths the emitted energy from an antenna passes first
through a near field region, in which the electric and
magnetic fields are not directly coupled as they are under
the far field conditions normally associated with electro-
magnetic radiation. In the far field, the electric field
strength is always directly proportional to the magnetic
field strength, and the radiation levels generally decrease
with the inverse square of the distance. In the near field,
the electric and magnetic fields are not coupled, more
complicated relationships with distance exist, and many
far field assumptions no longer hold. The distance that
the near field extends from the emitter is often defined as
the wavelength divided by 2p, although ICNIRP defines the
near field simply as the distance within one wavelength
from a radiating antenna (38). By using the ICNIRP
expression and consulting Fig. 3, we see, for example,
that while at 10 MHz the near field extends only 30 m, at
100 kHz it is 3 km. The ICNIRP exposure limits (refer-
ence levels) appear in Table 34 (38,39), expressed as
separate electric and magnetic field strengths (the ICNIRP
guidance actually expresses exposure limits in terms of
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Figure 5. Maximum permissible exposure (MPE) versus wave-
length for continuous wave lasers, assuming extended viewing
duration for UV wavelengths (<0.4mm), only accidental viewing
(<0.25 s) for visible wavelengths (0.4–0.7mm), and 10 s exposure
for wavelengths (>0.7mm). For clarity this chart extends only
to 2mm, but the MPE remains 100 mW�cm�2 for wavelengths from
1.4 to 1 mm.



quantities that are not easily measured directly, such as
currents induced in the body; the references levels then
extrapolate those limits via models to the directly measur-
able field strengths given).

The microwave and RF exposure limits are generally
based on protection against known adverse health effects of
NIR exposure, but these limits may not be sufficiently
protective for individuals with implanted medical devices
(e.g., pacemakers, insulin pumps, cochlear implants, etc.)
(38). Also, in the ELF region (defined here as by the
ICNIRP as <300 Hz (40), although some organizations
and regulations specify slightly different spectral bound-
aries), considerable ambiguity marks the basis underlying
the generally accepted exposure limit values. As Petterson
and Hitchcock note, exposure guideline derivation should

ideally stem from accepted mechanisms of interaction, dose
response studies in animals, and epidemiological evidence
of similar effects in humans; none of this has occurred for
ELF fields (41). This view was reiterated in a 2002 update
of the American Industrial Hygiene Association (AIHA)
White Paper on ELF Fields (42). Finally, accurately asses-
sing non-ionizing radiation hazards is complicated by the
difficulty in properly measuring RF and ELF field strength.
The NIOSH Manual for Measuring Occupational Electric
and Magnetic Field Exposures provides some insight into
this subject (43).

Because of its shallow tissue penetration and ease
of control, ELF electrical fields are generally not of
much concern below � 15 kV�m�1. However, individuals
with implanted medical devices (e.g., cardiac pacemakers
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Table 26. Summary of Laser Classification Schemes

FDA/CDRH 21CFR1040.10 ANSI Z136 IEC/EN 80625

Class I—levels of laser radiation
are not considered hazardous

Class 1—no hazard;
exempt from all
control measures

Class 1—no risk, even with viewing
instruments
Class 1Ma—no risk except perhaps to
eye when viewed through viewing
instruments (eye loupes or binoculars)

Class IIa—levels of laser (applies
to visible only) radiation are not
considered hazardous if viewed
�1000 s but are considered a
chronic viewing hazard for
any period of time >1000 s
Class II—levels of (visible only)
laser radiation considered a
chronic viewing hazard

Class 2—visible
(0.4–0.7mm) lasers
not considered
hazardous for
momentary viewing
(<0.25 s), but for
which the Class 1
accessible emission
limit may be exceeded
for longer exposure
durations; avoid
prolonged staring

Class 2—no eye risk for short term exposures,
even with viewing instruments; no risk to
skin (applies to visible lasers only)
Class 2Ma–no eye risk for short term exposures,
except perhaps with viewing instruments;
no risk to skin (visible only)

Class IIIa—levels of laser radiation
are considered, depending upon
the irradiance, either an acute
intrabeam viewing hazard or
chronic viewing hazard, and an
acute viewing hazard if viewed
directly with optical instruments

Class 3a—with ‘‘Caution’’
label: does not exceed
the appropriate
irradiance MPE,
except perhaps when
viewed through
collecting optics (e.g.,
microscopes, telescopes)—
with ‘‘Danger’’ label:
may exceed the
appropriate irradiance
MPE

Class 3Rb—low risk to eyes, no risk to skin

Class IIIb—levels of laser radiation
are considered to be an
acute hazard to the skin and eyes
from direct radiation

Class 3b—emit greater than
Class 3a limits and pose
an acute eye hazard; more
rigorous controls are
required to prevent
exposure of the
unprotected eye

Class 3B—medium to high risk to eyes, low
risk to skin

Class 4—levels of laser radiation
are considered an acute hazard
to the skin and eyes from direct
and scattered radiation

Class 4—acute eye and skin
hazard, plus ignition source
(fire) and laser-generated
airborne contaminants
hazards; strict control
measures required

Class 4—high risk to eyes and skin

aThe ‘‘M’’ designation in the IEC classification scheme is derived from "magnifying" optical viewing instruments.
bThe ‘‘R’’designation in the IEC classification scheme is derived from reduced or relaxed requirements for manufacturers (no key switch or interlock connector

required) and users (usually no eye protection required).



and insulin pumps) should avoid ELF electric fields
above 1 kV�m�1. The static electric and magnetic field
designation is generally applied to any radiator with a
frequency below 1 Hz (37). Static electrical fields are
relatively simple to shield with grounded conducting
enclosures. Static magnetic fields are more difficult to
shield. The NIR environment surrounding nuclear mag-
netic resonance imaging facilities (primarily a high
strength static magnetic field, but also RF radiation)
poses a particular concern. The American College of Radi-
ology’s White Paper on MR Safety (44) offers some useful
guidance on control of the hazards associated with MRI
systems. While the ACR White Paper has served to

increase awareness and foster discussion, the user com-
munity has not achieved consensus on these recommen-
dations (45,46).

The FDAs 21CFR892.1000 identifies MRI systems as
Class II medical devices, meaning among other things that
institutions must implement safety programs rather than
merely following the manufacturer’s recommendations.
In addition, MRI manufacturers generally must provide
the customers with information, for example, indicating
the extent of the static magnetic field (i.e., the location of
the 5 G line). Attachment B of the FDAs Guidance for
the Submission of Premarket Notifications for Magnetic
Resonance Diagnostic Devices lists the elements of a MRI
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Table 27. Sample of Microwave and Radiofrequency Radiation Exposure Limits, 10 MHz–300 GHza

Source Reference Frequency Limit, mW�cm�2 Additional Criteria

Occupational Public
OSHA 29 CFR 1926.54(l)

[Construction]
0.3–300 GHz 10 (no averaging)

OSHA 29 CFR 1910.97(a)(2)(i)
[General Industry]

0.01–100 GHz 10 Power (duration	 0.1 h): 10 mW�cm�2 Energy
(duration < 0.1 h): 10 mW�hr�cm�2 in any
0.1 h (no spatial averaging)

ICNIRP Guidelines up to 300 GHz
(1998)n

2–300 GHz 50 10 Averaged over any 20 cm2 exposed area and,
above 10 GHz, any 68/f1.05 (f¼ frequency in GHz)
minute period; Limit peak exposures averaged
over 1 cm2 <20 times these limits

400–2,000 MHz f/40 f/200 f¼ frequency in MHz
10–400 MHz 10 2 Between 100 kHz and 10 GHz, averaged over any

6 minute period

aWe thank the International Commission on Non-Ionizing Radiation Protection, ICNIRP, for the permission to reprint part of its guidelines in the present

article. We also thank Health Physics, where the guidelines were first published.

Table 28. ICNIRP Electrical and Magnetic Field Exposure Limits, Static—10 MHza

Reference Frequency Reference Level (Exposure Limit) Additional Criteria

ICNIRP
Guidelines
up to
300 GHz
(1998)b

Occupational Public

Electrical V�m�1 Magnetic
A�m�1

Electrical
V�m�1

Magnetic
A�m�1

1–10 MHz 610/f 1.6/f 87/f 0.73/f f¼ frequency in MHz
0.065–1 MHz 610 1.6/f f¼ frequency in MHz
0.15–1 MHz 87/f 0.73/f f¼ frequency in MHz
0.82–65 kHz 610 24.4
3–150 kHz 87 5
0.025–0.82 kHz 500/f 20/f f¼ frequency in kHz
0.025–0.8 kHz 250/f 4/f f¼ frequency in kHz
8–25 Hz 20,000 20,000/f 10,000 4,000/f f¼ frequency in Hz
1–8 Hz 20,000 163,000/f 10,000 32,000/f f¼ frequency in Hz
0– Hz Use electrical

safety
procedures
to avoid
electric shock

163,000 Avoid spark
discharges

32,000

ICNIRP
Guidelines
for Static
Magnetic
Fields
(1994)t

Static Average:
160,000
Maximum:
1,600,000
Limbs:
3,980,000

General: 33,000
Electronic medical
implants: 400

aWe thank the International Commission on Non-Ionizing Radiation Protection, ICNIRP, for the permission to reprint part of its guidelines in the present

article. We also thank Health Physics, where the guidelines were first published.
b1 tesla (T)¼ 796,000 amperes per meter (A/m) in air, vacuum and biological materials.



safety program, including patient screening, appropriate
levels of patient monitoring and supervision, emergency
procedures and shutdowns, noise control measures, access
restrictions, control of cryogenic hazards, adherence to
the IEC operating mode guidelines, use of MRI com-
patible equipment, fire precautions, and so on (47).
The 5 G line around MRI facilities is generally posted
with warning signs to avoid harmful effects on medical
device wearers. There is no generally accepted format
for MRI warning signs, though Shellock offers some
helpful suggestions (48). The FDA guidance indicates
that a MRI procedure performed under any of the fol-
lowing conditions constitutes a significant risk as defined
in 21CFR812.3(m)(4), triggering the requirement for a
FDA investigational device exemption, as well as the
institutional review board (IRB) approval specified in
21CFR56 and the informed consent rules of 21CFR50
(49,50): procedures utilizing >8 tesla (T) for adults, chil-
dren and infants older than 1 month, or >4 T for neo-
nates (infants <1 month old); specific absorption rate
(SAR) 	4 W�kg�1 for 15 min or more for the whole body,
3 W�kg�1 for 10 min or more for the head, 8 W�kg�1 for
5 min or more per gram of tissue for the head or torso, or
12 W�kg�1 for 5 min or more per gram of tissue for the
extremities; or any time rate of change of gradient mag-
netic fields sufficient to produce severe discomfort or pain-
ful nerve stimulation.

The IEC 60601-2-33 standard specifies three modes of
operation relating to RF energy-induced heating and gra-
dient magnetic field (51):

Normal operating mode: suitable for all patients and
requires only routine monitoring;

First level controlled (FLC): may cause undue physio-
logical stress; requires medical supervision and
operator confirmation to enter this mode.

Second level controlled (SLC): may produce significant
risk; requires IRB approval, and manufacturers are
required to restrict operator access to this mode (e.g.,
password, key lock).

Although the FDA does not currently require MRI
manufacturers to incorporate provisions for these three
IEC modes, in the current global market all MRI manu-
facturers already include such provisions, and the FDA has
indicated their intention to adopt these IEC 60601-2-33
guidelines (47,50).

CONCLUSIONS

Understanding codes, regulations, and license conditions
can be the least exciting but most challenging part of a
medical physicist’s job! The federal codes may be the basis
for state codes, but state codes are not necessarily identical
to federal codes, even in NRC agreement states or OSHA-
approved states. Compliance with myriad regulations and
license conditions is a challenge. However, by knowing
the codes and regulations one can write a better license or
structure a radiation safety program with which it is
easier for one to comply. To be forewarned is to be fore-

armed! We encourage readers to thoroughly study those
codes and regulations applicable to their own facilities
and to stay current with continuingly changing codes and
regulations.

ACRONYMS AND DEFINITIONS

Most acronyms are discussed in the text.

AAPM. The American Association of Physicists in Medi-
cine.

ACGIH. American Conference of Governmental Indus-
trial Hygienists.

ACMP. American College of Medical Physics.

ACR. American College of Radiology.

Agreement States. Those states that have entered
into a formal agreement with the NRC to take
over certain of its regulatory authority within that
state.

AIHA. American Industrial Hygiene Association.

AMP. Authorized medical physicist.

ANSI. American National Standards Institute, the
voluntary standards-setting organization in the Uni-
ted States and its representative to the International
Organization for Standardization.

AU. Authorized user, a physician authorized to use
radioactive materials in the health professions.

BEIR. Biological Effects of Ionizing Radiation, often
referring to reports bearing that acronym from the
BRER.

BRER. Board on Radiation Effects Research, a board
of the National Academy to coordinate activities of
the National Research Council involving the biologi-
cal effects of radiation.

Byproduct material. Any radioactive material (except
special nuclear material) yielded in or made radio-
active by exposure to the radiation incident to the
process of producing or utilizing special nuclear
material.

CDRH. Center for Devices and Radiological Health,
and agency of the Food and Drug Administration.

CGMP. Current good manufacturing practices.

CRCPD. Coference of Radiation Control Program
Directors.

Department of Defense

DOE. Department of Energy.

DOT. Department of Transportation.

DS. Dosimetry system.

EDE. Effective dose equivalent.

ELF. Extremely low frequency.

EPA. Environmental Protection Agency.

FC. Full calibration.

FDA. Food and Drug Administration.

HDR. High dose-rate brachytherapy.
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HPS. Health Physics Society.

IAEA. International Atomic Energy Agency, an arm of
the United Nations.

ICNIRP. International Commission on Nonionizing
Radiation Protection.

ICRP. International Commission on Radiation Protec-
tion.

ICRU. International Commission on Radiation Units
and Measures.

IEC. International Electrotechnical Commission, an
organization that establish standards mostly per-
taining to industry and manufacturers.

IR. Ionizing radiation.

IRB. Institutional Review Board, an institutions com-
mittee that evaluates new drugs, procedures or
devices for proposed human use.

JCAHO. Joint Commission on Accreditation of Health-
care Organizations.

LDR. Low dose-rate brachytherapy.

MDR. Medium dose-rate brachytherapy.

ME. Medical event (see Table 14).

MQSA. Mammography Quality Standards Act.

NARM. Naturally occurring and accelerator-produced
radioactive materials.

NCRP. Nation Council on Radiation Protection and
Measurement.

NIOSH. National Institute for Occupational Safety
and Health.

NIR. Non-ionizing radiation.

NRC. Nuclear Regulatory Commission.

NSSDR. National Sealed Source and Device Registry,
a registry maintained by the NRC of information on
approved devices.

OAS. Organization of Agreement States.

OSHA. Occupational Health and Safety Administra-
tion.

PD. Prescribed dose.

PDR. Pulsed dose-rate brachytherapy.

PMA. Premarket approval.

RAM. Radioactive materials.

RAU. Remote afterloading unit for brachytherapy.

RF. Radiofrequency.

RSO. Radiation safety officer.

SAU. Substitute authorized user, a physician working
under the supervision of an authorized user.

SC. Spot check.

SDE. Shallow dose equivalent.

Source Material. Uranium, thorium or any combina-
tion thereof, in any physical or chemical form, or ores
that contain by weight one-twentieth of 1% of them,
excluding special nuclear material.

Special nuclear material (SNM). Plutonium, uranium-
233, uranium enriched in isotopes 233 or 235, or any
material artificially enriched by any of these.

SSR. Suggested State Regulations, guidelines for state
radiation rules assembled by the CRCPD.

UNSCEAR. United Nations Committee on the
Effects of Atomic Radiation, a committee under
the United Nations to study the biological effects
of radiation.

UV. Ultraviolet.
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INTRODUCTION

Light can be characterized as a wave with frequency and
wavelength l. This wave has energy E, which is propor-
tional to its frequency

E ¼ hc=l ¼ hn

where h is Planck’s constant and c is the velocity of light.
When such a wave of light encounters a molecule, it will
either be absorbed (i.e., its energy will be transferred to the
molecule) or scattered (i.e., its direction of propagation will
be changed). The probability of occurrence of each process
will depend on the nature of the molecule encountered. If the
electromagnetic energy is absorbed, the molecule is said to be
excited. A molecule or part of a molecule that can be excited
by absorption is called a chromophore. The absorption of
light generally excites the electrons of the molecule or chro-
mophore from its ground electronic state to one of its excited
electronic states. Absorption of light is likely to occur if the
energy of the light is equal to the difference in the energy
between the ground (E8) and excited (E

�
) electronic state.

l ¼ hc=ðE� � E�Þ

These transitions have rather diffuse energies because
excited states occur in both the vibrational and rotational
as well as electronic states, giving rise to broadened energy
ranges. A plot of the probability of absorption versus
wavelength is called an absorption spectrum. The excita-
tion energy is usually released as radiant energy in the
form of kinetic energy and heat. Under certain conditions,
some molecules rapidly reemit their energy as visible or
ultraviolet (UV) light. This is known as fluorescence.

The wavelengths that give rise to electronic transitions
in molecules are generally in the visible (700–400 nm) and
UV (400–200 nm) region. These transitions are often char-
acteristic of specific molecules and can be used to assay
biological and biochemical samples. Transitions at longer
wavelengths and lower energies in the infrared (IR) or
near-infrared (NIR) generally correspond to excitation of
vibrational states alone and are characteristic of specific
functional groups such as carbonyl oxygen bonds or
carbon–carbon bonds. Even though this region of the
absorption spectrum does not find many biomedical

applications, IR and NIR spectroscopy have been used
for qualitative and quantitative analysis of different forms
(crystal and amorphous) of pharmaceutical solids (1,2). It is
further developed into an on-line process monitoring and
control entitled process analytical technology (PAT) by the
collaboration of U. S. Food and Drug Administration (FDA)
and the pharmaceutical industry (3). On the other hand,
transitions at shorter wavelengths and higher energies, in
the vacuum UV and X-ray region, cannot be carried out on
biological samples in aqueous solution and have limited
usefulness in biomedical assays.

The probability of light absorption at a single wave-
length is described by the Beer–Lambert law. It has been
observed that the passage of light through any given
thickness of any substance results in the absorption of a
constant fraction of that incident light. In differential form,
this equation can be written

dI=I ¼ �KCdl

where dI/I is the fraction of light absorbed by a layer of
thickness dl, K is a constant that depends on the properties
of the substance, and C is the concentration of the
absorbing substance. Thus, for a given beam of light
passing through a sample of finite thickness, the amount
absorbed at each point in that sample is proportional to
the incident intensity at that point. If, for example, in the
first millimeter of passage through a sample 50% of the
light is absorbed, then in the second millimeter of passage
50% of the remaining light or 25% of the initial intensity
will be absorbed, and in the third millimeter 50% of the
remainder or 12.5% of the initial intensity will be
absorbed. In total, 87.6% of the incident light beam will
be absorbed by the 3 mm path length. Mathematically,
this is calculated by integrating the above equation, which
yields

lnðI0=IÞ ¼ K0Cl or I=I0 ¼ 10�K 0Cl

where K0 ¼K/2.303, l is the path length, I0 is the initial
intensity, and I the final intensity of the light beam after
having passed the sample. The left-hand side of the equa-
tion defines the optical density and is a useful quantity,
because it is directly proportional to the concentration of
the absorbing substance and the path length. Absorbance,
also called optical density (OD), is designated by A.
The transmittance of a solution, designated T, is the
fraction (I/I0) and is related to the absorbance by

A ¼ �log T

In the above example, the absorbance through a single
millimeter path length is � log 0.5¼ 0.301, while the total
absorbance through 3 mm is 3� 0.301¼ 0.903¼� log
0.125.

A plot of absorbance as a function of concentration
(called a Beer’s law plot) is ideally a straight line, while
a plot of transmittance is a hyperbolic curve (Fig. 1).
Deviations from linearity will be discussed below. Absor-
bance is a unitless quantity. Therefore, the constant (K0) in
the above equation must be in units of reciprocal concen-
tration and reciprocal length (typically cm�1	M�1). The
absorbance is proportional to both concentration and
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length of light path, while the constant specifies a char-
acteristic property of the absorbing chromophore. This
constant, which is a function of wavelength, is called the
absorption coefficient or extinction coefficient of the mate-
rial. Absorption coefficients may be expressed on either a
weight or a molar basis. The molar extinction coefficient,
designated by e specifies the total absorption of a 1 M
solution through a 1 cm path length. A molar extinction
coefficient of 10,000 or greater is characteristic of a strongly
absorbing substance.

Plots of absorbance as a function of concentration are
linear if the absorbing chromophore remains the same over
the concentration range studied, the chromophore is uni-
formly distributed, and the orientation of dichroic absor-
bers (i.e., substances having directional asymmetry) is
random. Changes in the nature of the chromophore with
concentration, such as ionization, hydration, aggregation,
or disaggregation, will alter the absorption spectrum of the
solution. There are no general rules as to whether the
absorption will increase or decrease. An example of an
absorption change resulting from molecular interactions
is that of deoxyribonucleic acid (DNA). When the absorp-
tion of a solution of native DNA is compared with that of the
same concentration of DNA bases, the DNA shows a 30–
40% lower extinction coefficient at the 260 nm peak. Heat-
ing of the DNA to disrupt the orderly stacking of the bases
in the double helix raises the extinction coefficient to that of
its constituent bases. The DNA is said to be hypochromic
with respect to its bases, while heating of the DNA is said to
display a hyperchromic effect. This principle is also widely
applied to determine the thermodynamic parameters of
nucleic acids using colorimetric measurements. Often
some parts of the spectrum will show increased absorbance
and other parts will show decreased absorbance. In such a
case and when there is an equilibrium between two differ-
ent molecular forms, there will always exist a wavelength
that shows invariant absorption. This point, known as an
isobestic point, can be used to quantify concentration of
compounds that can exist as different molecular forms. For
example, phenol red changes from a protonated to an
ionized form between pH 6 and 8, with a switch of the
absorption wavelength from 432 (yellow) to 559 nm (red).
The absorption at 479 nm, the isosbestic point, is constant
regardless the molecular form of this compound and, there-
fore, this wavelength can be used to measure the concen-
tration of phenol red without a concern to the pH of the
solution (Fig. 2).

Non-uniform distributions of chromophore in solution
will lead to decreased absorption. This is most readily
understood by considering a situation in which one-half
of the cross-section of a light beam goes through a trans-
parent solvent, while the other one-half traverses an
absorbing solution. Even if the solution is totally absorbing,
at least one-half of the light will be transmitted through the
sample leading to a limiting absorbance of log(I/I0)¼
log 2¼ 0.301. Thus, a plot of absorbance versus concentra-
tion will lead to a curve asymptotically reaching 0.301 as
the concentration increases. An example of nonuniform
distributions leading to changed absorbance is illustrated
by the absorption of Acridine Orange in the presence of
cellular organelles. Acridine Orange is a weak base that
accumulates in acidic cellular compartments, such as endo-
somes, lysosomes, and Golgi. When it is concentrated in
such organelles, the apparent absorbance of the solution
decreases. Since the acid gradient is generated by a
membrane-bound enzyme that requires adenosine tripho-
sphate (ATP) as its energy source, addition of ATP to a
subcellular suspension containing Acridine Orange will
cause a decrease in absorption. In this way, changes in
the absorbance of Acridine Orange can be used to monitor
the activity of the ATPase (4).

The most common biochemical or clinical use of the
absorption properties of chromophores is to measure con-
centration. In brief, the absorption spectrum, that is, a
graph of absorbance as a function of wavelength, is
recorded from which a suitable wavelength is chosen.
Generally, the wavelength chosen is at or near the peak
in absorption of the chromophore. This maximizes the
sensitivity of the absorption measurement and decreases
possible error resulting from incorrect wavelength calibra-
tion of the instrument. Other wavelengths may be chosen if
another chromophore present in the solution interferes
with the measurement. The extinction coefficient is deter-
mined, or a calibration curve of the absorbance is run at a
number of different concentrations of chromophore. Con-
centration is determined by weighing a standard or from
the extinction coefficient, if it is accurately known. The plot
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Figure 1. Plots of concentrations versus (a) transmittance (A)
and (b) absorbance (B).
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Figure 2. Absorption wavelength of phenol red under various pH
conditions. A constant absorption wavelength is shown here at
479 nm, which is the isosbestic point.



is examined for linearity. Subsequent concentrations can
be determined either directly from the extinction
coefficient or from the calibration curve of absorbance
versus concentration. For example, the concentration of
DNA can be readily determined by measuring the absor-
bance of a solution at 260 nm. At this wavelength, an
absorbance of 1.0 corresponds to a concentration of 50
and 33 mg	mL�1 for double- and single-stranded DNA,
respectively, at a 1 cm path length.

Different substances can often be distinguished by the
use of spectrophotometric measurements if they exhibit
different absorption spectra. In an ideal solution, we can
assume that the total absorption at any wavelength, is
equal to the sum of the individual absorptions. This prin-
ciple has been used to determine the protein and nucleic
acid content of cell extracts and cell fractions or to assess
the purity of nucleic acids. At 260 nm, ribonucleic acid
(RNA) has a peak absorption of 50.8 mL	mg�1	cm�1 , while
at 280 nm, its absorption is 24.8. Proteins containing an
average proportion of aromatic amino acids have a small
peak of 2.06 mL	mg�1	cm�1 at 280 nm, which decreases to
1.18 mL	mg�1	cm�1 at 260 nm (5). By comparing the ratio
of absorbance at these two wavelengths, the relative RNA
and protein concentration can be determined. The method
assumes that the total absorbance at 260 and 280 nm is
due to the sum of the absorbances of the constituent
protein and nucleic acid. Solving the simultaneous equa-
tions yields the concentrations as follows:

Protein concentration (mg/mL)

¼ 0:674� A280 � 0:33� A260

Nucleic acid concentration (mg/mL)

¼ �0:016� A280 þ 0:027� A260

This relationshipvaries fordifferentproteinsandnucleic
acids.For accurate work,acalibration must becarried out to
determine the actual coefficients for the samples studied.
For an accurate determination, specific reagents can selec-
tivelyreactwithDNA,RNA,andprotein,respectively, for its
own quantification to avoid the interference from each other
(6,7). For example, the bicinchoninic acid (BCA) assay,
Coomassie Blue-G 250 dye binding assay (the Bradford),
and the Lowry method are commonly used colorimetic
methods for protein quantification (7).

Sometimes samples consist of light-absorbing particles
in suspension rather than molecules in solution. For exam-
ple, while many bacteria do not have chromophores that
absorb visible light, suspensions consisting of intact bac-
teria display apparent absorption due to the scattering of
light (Rayleigh scattering). Rayleigh equation demon-
strates the reciprocal forth-power relationship between
light scattering intensity and wavelength. This apparent
absorption has been used to quickly measure bacterial or
viral concentrations. A calibration curve is determined by
comparing absorbance with viable cell count. For example,
the concentration of Salmonellatyphimurium in suspen-
sion can be determined from the absorption at 440 nm,
since the absorption is linear with concentration such that
1.07 � 108 bacteria mL�1 yields an apparent absorbance of

1.0, for a 1 cm path length. Methods that utilize the
apparent absorption of scattering solutions are often
referred to as turbidimetry. Turbidimetric methods can
also be used to monitor the kinetics of enzymatic processes
that cause changes in the level of light scattering. For
example, the enzyme rennin will coagulate milk, leading
to an increase in its scattering (monitored at 600 nm) (8).
The initial rate of change of apparent absorbance can
therefore be measured and used to determine the concen-
tration of active enzyme added. In some cases, the material
being measured consists of light-absorbing particles in
suspension with chromophores. For example, the absor-
bance of bacteriophages is primarily due to DNA. Since
scattering always begins at wavelengths removed from the
absorption, its contribution can be subtracted by measur-
ing the absorbance at longer wavelengths than that of the
chromophore and by linearly extrapolating the scattering
from the absorption peak. For kinetic measurements on
scattering solutions, difference spectra are often used,
where the wavelengths are chosen such that one is at
the chromophore maximum, while the other is at wave-
lengths where the only absorption is due to scattering.
Specialized instruments that allow for absorbance mea-
surement at two different wavelengths simultaneously are
required for such measurements.

Most of the approaches to detect specific DNA sequence
are expensive and time-consuming, such as fluorescent
microarrays. An inexpensive and rapid assay for the iden-
tification of DNA sequence and single nucleotide poly-
morphisms has been recently described by using a
colorimetric method with nanotechnology (9). In this assay,
the color of negatively charged gold nanoparticles (Au-nps)
is very sensitive to the degree of aggregation. Single-
stranded DNA can stabilize Au-nps and prevent the salt-
induced aggregation. This method has been applied into
clinical samples and successfully identified the relation-
ship between a specific gene and a fatal arrythmia (9).

Due to the contribution of nanotechnology, Au-nps can
be utilized as ideal color reporting groups as the colori-
metric biosensors. For example, it can provide the quali-
fication and quantification of Pb2þ(10), and the detection of
polynucleotides (11).

INSTRUMENTATION

Presently, most colorimetry is done using spectrophot-
ometers rather than colorimeters. In principle, spectro-
photometers and colorimeters are similar, with the latter
being very simple and inexpensive versions of spectro-
photometers. Both instruments consist of a light source,
a means of selecting wavelength, a sample compartment,
and a detector of transmitted light, as shown in a single-
beam spectrophotometer (Fig. 3). The source generally
consists of an incandescent tungsten lamp for measure-
ments in the visible range between 350 and 700 nm and a
hydrogen deuterium, or xenon arc lamp for measurements
in the UV range down to 190 nm. Thermal lens spectro-
photometry, a new high sensitivity method utilizes a laser
as its source (12). A stabilized current is generally pro-
vided, especially for measurements in the UV range to
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prevent fluctuations in the intensity of the lamp. Light
from the lamp is collimated or focused by a lens onto a
wavelength selector. In the case of the simplest colori-
meters, the wavelength selector is a broadband filter that
yields a distribution of wavelengths with a width of
� 40 nm. In spectrophotometers and more sophisticated
colorimeters, the wavelength is chosen with a monochro-
moter by either reflecting the beam off a grating or by
passing it through a prism. In a spectrophotometer, the
bandwidth of light can be set by adjusting the exit slit. As
the slit opening decreases, the light incident on the sample
decreases, but the spectral resolution improves. Exces-
sively wide bandwidth can lead to decreased peak absorp-
tion and interference from other substances absorbing at
nearby wavelengths. In a colorimeter, the bandwidth is
fixed, depending on the properties of the filters. While it is
possible to obtain narrow bandpass filters if necessary,
they may cost as much as the colorimeter.

The monochromatic light is then focused on the sample,
contained in a transparent rectangular cuvette, a test tube,
or a microplate with 6–384 wells. In some spectrophot-
ometers, the sample compartment has been designed to
accommodate with 96–1536-well microplate for high
throughput screening (13). Colorimeters generally use test
tubes made of any clear materials, such as glass or plastics,
as long as they allow any required chemical reactions to be
carried out in the same disposable container in which the
measurement is carried out. Spectrophotometers and auto-
mated colorimeters designed to determine large numbers
of samples usually hold rectangular cuvettes and micro-
plates. These are generally made of glass or plastics for
measurements within visible light wavelengths, and of
quartz for measurements < 350 nm in the UV range.
The transmitted light is incident on a phototube that
records the intensity of the light reaching it. Some spectro-
photometers are double-beam instruments, which electro-

nically subtract an absorption blank. There are two types of
the double-beam spectrophotometers. One is called the
double -beam in-time spectrophotometer (Fig. 4). In this
instrument, a single beam of light from the monochromator
is alternately switched between the sample and the refer-
ence cuvettes. The two alternate beams then reach a single
detector in separate time to provide an alternating signal
with an amplitude that is proportional to the difference of
the light intensities between the sample and the reference.
The other type is called the double-beam in-space spectro-
photometer (Fig. 5). In this instrument, two separate light
pathways are created by a beam splitter and mirrors. One
beam passes through the sample cuvette, and the other
beam the reference cuvette. The light intensities of the
sample and the reference cuvettes are measured by two
separate detectors and the difference is recorded as the
absolute photometric measurement.

Many spectrophotometers are still designed as single-
beam instruments (Fig. 3); the solvent absorption is sepa-
rately determined, stored, and subtracted by an interfaced
microcomputer. In colorimeters and other single-beam
instruments, the absorption is set to zero or the transmis-
sion is set to 100% when the reference blank is placed in the
sample compartment. The detector is designed to give a
direct reading of either transmission or absorbance. The
newer spectrophotometer is a multifunctional instrument
with a triple-mode cuvette port and microplate reading
capability. The detection modalities include absorbance,
fluorescence intensity, fluorescence polarization, time-
resolved fluorescence, and luminiscence. With a dual-
monochromator, the filters for specific wavelengths are
not required in these spectrophotometers. (e.g., Spectra-
Max M5 by Molecular Devices Corp.). The function of
spectrophotometer also has improvement in the rate of
data acquisition. It can be as fast as 50ms, which is benefi-
cial in rapid kinetics.
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Figure 3. A single-beam spectrophotometer.

Figure 4. A double beam in-time spectrophotometer.



CLINICAL APPLICATIONS OF COLORIMETRIC METHODS

Colorimetry has seen wide applications in clinical and
medicinal chemistry and in biochemistry. Colorimetric
methods are used to measure concentration or enzyme
activity. Lately, colorimetric methods are also applied in
genomics and proteomics research, such as the single
nucleotide polymorphism analysis (14), the detection of
protein microarrays (15), and so on. The concentration of
a substance can be determined directly and immediately if
the unknown has a distinct absorption band that does not
overlap other substances in the assay mixture. If not, the
unknown may be analyzed indirectly on completion of one
or more chemical reactions, yielding a colored compound
with a definite stoichiometric relationship to the unknown
compound. The reaction must be rapid and specific and
must react completely with the unknown to be of use. In
contrast to quantitative measurements, kinetic measure-
ments determine initial reaction kinetics by the rate of
appearance of an absorbing product or by the rate of
disappearance of an absorbing reactant. Kinetic measure-
ments are carried out either directly by monitoring
changes in the absorption of substrates or cofactors or
indirectly by coupling a second, third, or additional enzyme
reactions to the primary one. Each of these cases will be
discussed and illustrated later.

Due to the development of new automated diagnostic
instruments, the manual colorimetric assays have become
less useful in most clinical laboratories. However, most
tests performed in automated instruments are based on
simple colorimetry. Therefore, the principles in colorimetry
are essential for the improvement and development of new
automated assays. Furthermore, manual colorimetric
methods are still used in handling small numbers of sam-
ples, such as in small clinical laboratories or for special
diagnostic purposes.

There are several general precautions that should be
taken in colorimetric measurements of clinical samples.
These are as follows:

1. Sample preparation. Most clinical samples (e.g., bl-
ood and urine) contain a large amount of components
other than the analyte. The results of the test are
only meaningful if the background reading of the
sample has been subtracted. The background must
be obtained by using proper controls. Usually, when a
measurement is made by the addition of a reagent, an
identical sample without the reagent can be used as a

control or blank. When an enzyme activity is mea-
sured, a control or blank can be obtained by excluding
the specific substrate or by including a specific inhi-
bitor for the enzymatic reaction. Because of instabil-
ity, many specimens must be handled immediately
after they reach the laboratory and cannot be stored.
The turbidity of a sample will cause false readings in
colorimetry. This problem generally can be elimina-
ted either by centrifugation, filtration, or comparing
with identical controls.

2. Buffer solutions. The absorbances, especially in the
visible wavelength range, are usually pH depen-
dent. Furthermore, the type and concentration of
ions in the buffer may also influence the absorbance
of a molecule or the rate of reaction. Therefore,
careful attention must be paid to the solvent and
buffer system. In addition, the rates of enzymatic
reactions are highly pH dependent. It is therefore
important to choose a buffer with an ionization
potential (pK) appropriate to the optimal pH for
the assay. For example, imidazole or triethanola-
mine buffer is commonly used in the pH range of
6.5–7.0.

3. Temperature. Kinetic measurements use enzymes to
catalyze the reactions of intensely colored substan-
ces. Enzymatic reactions are highly temperature d-
ependent. It is therefore necessary to use isothermal
control when carrying out such assays. If not, it is
necessary to know precisely the reaction tempera-
ture. If the reaction is carried out in the colorimeter,
care must be taken to ensure that the temperature of
the reaction mixture is not affected by the heat pro-
duced in the sample chamber.

4. Inhibitors. Enzymatic reactions are subject to
competitive inhibition or to the action of specific i-
nhibitors leading to apparent decreases in the mea-
sured activity or concentration of the unknown. It is
therefore extremely important to eliminate these i-
nterfering substances or to include the proper con-
trols during the assay. In cases of product inhibition,
the initial rate should be used for the determination
of the enzymatic activity.

In the following sections, several colorimetric measure-
ments of clinical importance will be discussed. They are
used primarily as examples to indicate the standard pro-
cedures of colorimetry in clinical laboratories. The number
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of applications of colorimetry is too vast to present an
extensive survey in this article.

Quantitative Measurement

Direct Measurement. Direct colorimetric measurement
for quantitative assays are limited to very few cases in
which the compound of interest itself has an intense
absorption and in which there is no interference from
other components in the samples. One example is the
determination of hemoglobin in blood. Since oxygenated
and deoxygenated hemoglobins, carboxyhemoglobin, and
hemoglobin derivatives have different absorption spectra,
the concentration of a specific type of hemoglobin, as well as
the oxygen-binding capacity, can be determined by mea-
suring the ratio of absorption (A) at two different wave-
lengths (16) (e.g., A562: A540 for carboxyhemoglobin and
A560: A506 or A650: A825 for oxygen-binding capacity), simi-
lar to that described above for the protein–nucleic acid
measurement.

Bilirubin measurement in blood samples can also be
done by direct measurement at 460 nm (17). The absor-
bance is compared with that of a standard solution of
potassium dichromate and is reported in term of units of
icterus index. One unit of icterus is equivalent to a 1:10,000
solution of potassium dichromate. This determination is
only approximate, because there are many other compo-
nents in blood, mostly carotenoid pigments, which will
interfere with the readings.

Indirect Measurements

Complex Formation. One of the most common applica-
tions of colorimetry is in the determination of protein
concentration. Colorimetric determination of the total
serum protein by the Biuret reaction is still used in many
clinical laboratories. In this method, proteins react with
copper sulfate in alkaline solution to form a Biuret complex
that can be determined by the intensity of the violet color
with an absorption at 555 nm (18). The Biuret reaction is a
relatively straightforward, precise, and accurate method.
Usually, 0.1 mL serum is added to 5 mL of Biuret Reagent
solution, which contains sodium, potassium tartrate,
potassium iodide, and copper sulfate in 0.2 M NaOH. After
incubation at 30–32 8C for 10 min or at room temperature
for 20 min, the reaction mixture is read at 555 nm. The
sample absorbance is generally compared to human or
bovine serum albumin (BSA) standards. The color of the
Biuret complex is stable for several hours after it reaches
the maximum intensity. The measurement of protein by
Biuret measurement is subject to interference by other
substances in serum. In serum separated from moderately
hemolyzed blood or serum with high bilirubin content
potassium cyanide is usually included in the reaction
mixture to correct the difference. Dextrans may also inter-
fere by causing turbidity. For these determinations, appro-
priate blanks should be used instead of just saline or water,
as described in most general procedures.

Many other methods use nearly colorless chemical
reagents that complex with the protein to form highly
colored compounds. One of them, the Lowry method (19),

is the single most utilized assay in biochemistry research
and is the most cited reference in the biochemical litera-
ture. However, it is not widely used in clinical applications.
A variety of dyes, which form strong binding complexes
with protein, is also used to quantitate protein concentra-
tion. For example, Coomassie Brilliant Blue R-250 is com-
monly used to visualize and quantify proteins in gels
separated by electrophoresis and to quantify proteins
eluted from gels (20). To visualize proteins, gels are stained
with dye in 50% methanol–10% acetic acid solvent, after
which excess dye is removed by the solvent. To accurately
quantitate protein concentration, dye bound to protein is
removed by electroelution or chemical elution, and absor-
bance of the solutions at 595 nm is measured. Coomassie
Brilliant Blue stained electrophoresis gels are quantitated
by direct scanning colorimetry at the same wavelength.
This dye is most useful to quantify proteins present in the
amount range of 0.5–50 mg. The binding of silver to
protein has been used to visualize and to quantitate
proteins separated in gels (21). While this method is
� 100 times more sensitive than Coomassie Brilliant Blue
staining, it is also much more expensive due to the cost of
the silver reagent. Recently, several visible dyes have
been developed for the staining of protein in electrophor-
esis (22). Many of them can reach the sensitivity at the ng
level, and some of them, such as 3, 30-diethyl-9-methyl-
4,5,40,50-dibenzothiacarbocyanine (Stain-All), can simul-
taneously stain DNA and RNA with the appearance of
different colors.

A complex between the dye, Methylene Blue, and pro-
tein has been used to quantitate the growth of cells in
culture and their inhibition by cytotoxic drugs. Cultures
are stained, destained, then solubilized overnight in a 1%
aqueous Sarkosyl solution, and quantified at 620 nm. This
assay can be automated by using 96-well microtiter plates
and commercially available spectrophotometers designed
for enzyme-linked immunosorbent assays (ELISA) (23).
The dye complex can also show specificity and can be used
to assay a single protein in a specimen. For example, serum
albumin can be determined by its high affinity binding to
Bromocresol Green (24).

Another important colorimetric method by complex for-
mation in clinical laboratories is the measurement of metal
ions by chelators. For example, serum iron levels are
measured by the complex formation between ferrous and
ferrozine. Serum iron can be determined either with or
without the removal of proteins by trichloroacetic acid
precipitation. Ferric is usually reduced to ferrous by ascor-
bic acid. The complex of Fe2þ-ferrozine has a dark violet
color with an absorbance at 562 nm. Advantages of
this method are its simplicity, sensitivity (molar
absorbance¼ 27,900), and the constant absorbance in a
wide range of pH (from pH 4–10) (25).

Colorimetry is commonly used for water testing, includ-
ing specific impurities, such as ammonia, calcium, chlor-
ine, copper, iron, nitrite, phenol, phosphate, sulfate, and
sulfide, or total hardness. These tests are available in kit
form and can be used with portable colorimeters for field
testing. The methods generally utilize either complex for-
mation or derivatization of the inorganic impurity to yield a
highly colored compound.
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Derivatization. Besides complex formation, substances
can be detected colorimetrically after chemical modifica-
tion to give colored products. One example is the diazotiza-
tion of bilirubin. As mentioned previously, the direct
measurement of bilirubin by its yellow color is inaccurate,
because there are many pigments in serum that can inter-
fere with the detection. For a more reliable assay, bilirubin
is reacted with diazotized sulfanilic acid to give azobilir-
ubin, which is red-violet in moderately acid solution and
blue in strongly acid or alkaline solution. Most of the
methods currently used in clinical laboratories (e.g., the
Jendrassik–Grof method and the Malloy–Evelyn method)
are based on this diazotization reaction.

Bilirubin exists in serum in two forms, the glucuronide-
conjugated and the free form. The conjugated form (clini-
cally known as ‘‘direct bilirubin’’) is more soluble in water
and can be detected by a direct reaction with the diazo
reagent. The free form (clinically known as ‘‘indirect bilir-
ubin’’) is less soluble in water and can be detected by diazo
reagent only if other reagents are also included. In the
Malloy–Evelyn method, ethanol is added to increase the
solubility of free bilirubin. In the Jendrassik–Grof method,
caffeine–benzoate is added to displace serum protein-
bound bilirubin. Therefore, both free and conjugated bilir-
ubin can be detected by the diazo reagent. The Jendrassik–
Grof method is generally considered the method of choice
for the measurement of bilirubin in most clinical labora-
tories (26). The diazo reagent in this method is a mixture of
sulfanilic acid and sodium nitrite in hydrogen chloride.
This reagent should be prepared within 30 min of use.
Serum is reacted with the diazo reagent for exactly 10 min,
and the reaction is stopped by the addition of ascorbic acid
solution. A strongly alkaline solution (tartrate in 1 N
NaOH) is then added, and the color developed is compared
with a standard curve of absorbance at 600 nm. Bilirubin is
extremely sensitive to light. Sunlight can markedly
decrease the bilirubin content in samples (as much as
50%/h). However, serum specimens can be stored for many
weeks or months without appreciable change of bilirubin
content if they are kept in the dark in a freezer. Other
examples of derivatization include the determination of
cholesterol by Liebermann–Burchard reaction. In this
reaction, cholesterol is reacted with a mixture of acetic
anhydride, acetic acid, and sulfuric acid to give a bluish
green product that can be measured colorimetrically.

Enzymatic Conversion. Enzymatic conversion can be
used to determine concentrations by the measurement of
either the loss of substrate, the creation of product, or the
change of the cofactor (coenzyme). Nicotinamide adenine
dinucleotide (NAD) and nicotinamide adenine dinucleotide
phosphate (NADP) and their respective reduced forms,
NADH and NADPH are cofactors that have been exten-
sively utilized for analytical purposes in colorimetric
assays. These cofactors serve as the natural oxidizing
and reducing agents in a wide variety of enzyme systems.
With the appropriate enzyme, they can selectively oxidize
or reduce a single substrate in the presence of innumerable
other compounds, making possible the analysis of a single
compound in a complex mixture. Both NADH and NADPH
have identical absorption bands with peak absorption at

340 nm. The compounds NAD and NADP do not absorb at
this wavelength. Therefore, changes in oxidation or reduc-
tion can be measured colorimetrically. In addition, the
reduced forms can be completely destroyed at acidic pH
without affecting the oxidized forms and the oxidized forms
can be completely destroyed at basic pH without affect the
reduced forms (27).

The measurement of glucose-6-phosphate in the range
of 20–200 mM can be done in one step by monitoring the
reduction of NADP to NADPH. This reaction is carried out
by the oxidation of glucose-6-phosphate to 6-phosphate
gluconolactone by the enzyme glucose-6-phosphate dehy-
drogenase, for which NADP is the coenzyme and is reduced
to NADPH. The reaction is quantitated by measuring the
340 nm absorption of NADPH after completion of the
reaction. Biological substances that do not react directly
with nicotinamide nucleotides can be analyzed in this
system by one or more additional enzymes. For example,
glucose can be determined by the following two-step reac-
tion that convert NADP to NADPH.

Glucoseþ ATP �������!hexokinase
Glucose-6-phosphateþ ADP

Glucose-6-phosphateþNADP �������������!glucose-6-phosphate

dehydrogenase

6-Phosphate gluconolactoneþNADPHþHþ

An example of a three-step assay is the enzymatic
analysis of inorganic phosphate (Pi), carried out with three
simultaneous reactions, ends in the conversion of NADP to
NADPH (28).

Glycogenþ Pi���������������!
phosphorylasea

Glucose-1-phosphate

Glucose-1-phosphate���������������!phosphate glucomutase
Glucose-6-phosphate

Glucose-6-phosphateþNADP �����������������������!glucose-6-phosphate dehydrogenase

6-Phosphate gluconolactoneþNADPH

Hydrogen peroxide can be readily quantitated color-
imetrically by its peroxidase-catalyzed reaction with a
colorless chromogenic oxygen acceptor to form an intensely
colored product. This reaction can therefore be used to
measure the concentration of any organic compound that,
on reaction, will produce hydrogen peroxide. For example,
glucose levels in serum can be determined by indirect
detection using the enzyme glucose oxidase. This enzyme
catalyzes the oxidation of glucose to gluconic acid and
hydrogen peroxide. The amount of hydrogen peroxide pro-
duced can be detected by reaction with peroxidase, and
most commonly o-dianisidine. The oxidized product of
o-dianisidine has a strong absorbance � 540 nm. The over-
all reactions are as follows:

GlucoseþO2 þH2O�����!glucose

oxidase
Gluconic acidþH2O2

H2O2 þ o-Dianisidine�������!peroxidase
H2OþOxidized o-dianisidine

Since this measurement is dependent on the color for-
mation of the oxidized chromogen, other substances in the
sample can interfere with this reaction by competing with
chromogens for hydrogen peroxide and by reducing the
final color intensity. Some of the interfering substances in
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serum are creatine, uric acid, ascorbic acid, bilirubin, and
glutathione. Therefore, results obtained directly from
serum tend to be lower than the true values. Serum sam-
ples, especially with red cells, or extensive hemolysis
require precipitation of the protein to remove interfering
enzymes, with measurements carried out on the protein-
free filtrates. Direct measurements of glucose from urine
specimens cannot be done by the glucose oxidase method
because of the presence of enzyme inhibitors.

Glucose oxidase is highly specific to b-d-glucose. In
aqueous solutions, glucose exists 36% in the a form and
64% in the b form. The same ratio of the two forms is also
found in serum. Crystalline glucose, however, can be either
the a or b form, depending on the conditions of crystal-
lization. In order to correct the difference in standard
solutions, some commercial preparations of glucose oxidase
contain another enzyme, mutarotase, which accelerates
the conversion of a form to b form during the assay.
Alternatively, standard solutions from crystalline glucose
can be prepared 2 h before the determination to allow the
mutarotation to reach equilibrium. The final assay solution
contains the following components: glucose oxidase
(5 U	mL�1), peroxidase (16 U	mL�1), and o-dianisidine
(0.6 mmol	mL�1) in a pH 7.0 phosphate buffer. Under these
assay conditions, glucose can be measured at a range of up
to 250 mg	dL�1. Samples with higher glucose concentra-
tions should be diluted before the determination. Note that
most chromogens used in the peroxidase reaction (e.g.,
o-dianisidine and o-tolidine) are potential carcinogens,
and precautions should be taken when handling these
compounds.

Colorimetric assays have found substantial applications
in determination of concentration by ELISA. For example,
the previously described assay to measure glucose concen-
tration has been adapted as follows (29). The production of
hydrogen peroxide from glucose is catalyzed by glucose
oxidase, an enzyme consisting of apoglucose oxidase and
flavin adenine dinucleotide (FAD) cofactor. If a ligand is
bound to FAD and antibodies to that ligand are added to
the solution, the enzyme will be inactive. Competition by
free ligand will make conjugated FAD available for apo-
glucose oxidase. Since this reaction is enzymatic, excess
glucose can be added, which leads to amplification of the
signal. Therefore, very low concentrations of ligand can be
assayed colorimetrically by the oxidation of glucose.

Besides glucose, the production of hydrogen peroxide as
an intermediate has been employed to measure a number
of clinically important substances including lecithin, high
density lipoprotein cholesterol, phospholipids, digoxin, and
triglycerides in human serum (30). In the last example,
triglycerides are hydrolyzed to glycerol and fatty acid with
lipase. The resulting glycerol is phosphorylated by l-a-
glycerophosphate oxidase to produce hydrogen peroxide,
which reacts in the peroxidase-catalyzed coupling of 4-
aminoantipyrine and sodium 2-hydroxy-3,5-dichloroben-
zene sulfonate to form an intense red product.

Kinetic Measurement

Kinetic measurements are generally used to determine the
activity of enzymes. The expression of enzyme activity

units (U) has been extremely arbitrary and inconsistent
over the years. Historically, activity has been measured
colorimetrically, and often activity for many common
enzymes is expressed as an initial rate of absorbance
change of a particular chromogen at the appropriate wave-
length per unit time. More recently, enzyme activities have
been expressed on a molar basis (i.e., the molar rate of
destruction, or creation of substrates or products per unit
time). Kinetic measurement of enzyme activity requires
more control than quantitative measurements, since activ-
ity is usually a function of pH, ionic strength, temperature,
substrate concentration, and the presence of activators and
inhibitors.

Direct Measurement. An enzymatic reaction can be mon-
itored by the measurement of either the rate of loss of the
substrate, the formation of the product, or the rate of
change of the cofactor (coenzyme) concentration. All of
these methods are commonly used to determine enzyme
activity.

Substrate. In an enzymatic reaction, which converts a
substrate to a colored product or a colored substrate to a
colorless product, enzymatic activity can be detected color-
imetrically. An example of this type of measurement is
prostatic acid phosphatase determination (31). Acid phos-
phatase is present in many tissues, including bone, liver,
kidney, erythrocytes, and platelets. Its level in serum is
measured as a diagnostic for the detection of metastatic,
prostatic carcinoma. Therefore, substrates specific to pro-
static acid phosphatase isoenzyme are most desirable for
this assay. One of the most commonly used substrates is
thymolphthalein monophosphate, which, upon hydrolysis
by the enzyme, produces thymolphthalein, a compound
with intensive absorbance at 590 nm in alkaline solution.

Thymolphthalein monophosphate�������!acid

phosphatase

ThymolphthaleinþHPO2�
4

The course of this reaction can be monitored by a direct
colorimetric measurement of product formation. Note that
thymolphthalein monophosphate is not completely specific
for prostatic acid phosphatase. However, unlike acid phos-
phatase from other sources, prostatic acid phosphatase can
be inhibited by tartrate. Thus, from the assays of the
enzyme activity in the presence or absence of tartrate,
one can determine the phosphatase activity specific to
the prostatic secretion. Acid phosphatase is extremely
labile at the neutral pH of normal serum. Therefore, speci-
mens for the enzyme measurement should be handled on
ice and delivered to the laboratory as rapidly as possible.
Serum separated in the laboratory should be acidified by
acetate buffer to a pH range (pH 5–6) to stabilize the
enzyme. Samples should be stored in the freezer if they
are not to be assayed on the same day.

Acid phosphatase activity is highly dependent on pH and
the specific ion in the buffer. Small changes in these para-
meters may cause a large difference in the enzyme activity
measurements. To avoid a discrepancy between assays, a
standardized procedure has to be followed carefully. Addi-
tional factors, such as the ratio of serum sample to the
volume of final mixture, surfactant (Brij-35) for activation
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of enzyme, and the source and concentration of the sub-
strate, must be consistent. For example, thymolphthalein
monophosphate obtained from different commercial sources
has been found to give as much as a 40% deviation in the
enzyme activity by the colorimetric measurement. A typical
assay procedure uses a substrate solution consisting of 0.6
mL of 0.15 M acetate buffer (pH 5.4), 1 mM thymolphthalein
monophosphate and 1.5 g	L�1 Brij-35, a sample volume of
50mL serum, a 30 min incubation at 37 8C, and final color
development in 1 mL of 0.1 M NaOH and 0.1 M Na2CO3. The
absorbance at 590 nm is then measured. In controls, the
substrate solution is incubated without serum sample. Acid
phosphatase activity is determined by subtracting the read-
ing of the control from that of the sample.

The activity of a large number of proteolytic enzymes
can be measured directly using specific synthetic sub-
strates designed for that purpose. For example, the activity
of leucine aminopeptidase can be directly measured by the
hydrolysis of l-leucyl-b-naphthylamide to b-naphthyla-
mine, which can be read at 560 nm. The clinically impor-
tant g-glutamyl transpeptidase can be measured by its
reaction with glutamyl nitroanilide to form nitroaniline,
which can be read at 405 nm.

Cofactors. The cofactors NAD and NADP find wide use
in the kinetic measurement of enzyme activity, as well as in
the previously discussed quantitative measurement of sub-
strate concentration. One of the most important enzymes
to be measured in clinical laboratories is lactate dehydro-
genase. Marked increase of the enzyme level has been
found following myocardial infarction. Elevations have
also been reported in leukemia, in anemias, and in some
liver diseases. This enzyme catalyzes the interconversion
of lactate and pyruvate in the presence of NAD or NADH.

LactateþNAD ���������! ���������
lactate

dehydrogenase

PyruvateþNADH

In clinical laboratories, the reaction can be detected in
either direction (i.e., using either lactate or pyruvate as
substrate). A simple colorimetric method to detect the
change of absorbance at 340 nm is sufficient to measure
the enzyme activity (32). Generally, a small aliquot of
serum sample is added to a cuvette and is mixed with a
substrate solution containing either lactate and NAD or
pyruvate and NADH. The reaction mixture in the absence
of enzyme is set up, and the absorbance at 340 nm is
measured. A dilution of enzyme is added and the OD340

is either monitored continuously or measured every minute
or two for an appropriate time interval. The initial rate of
increase in absorbance will be linear in time and propor-
tional to the quantity of enzyme. The enzyme activity will
therefore be proportional to the rate of change of the
absorbance. A standard assay procedure is performed at
308C. When the absorption change is measured in a spec-
trophotometer without constant temperature equipment,
the effect of temperature on the enzyme activity must be
considered. For example, the enzyme activity measured at
30 8C is 1.44-fold higher than that at 25 8C. Any enzymes
that require the NADs as cofactors can be assayed in this
manner. In clinical laboratories, lactate dehydrogenase is

usually determined with samples of serum. Normally,
serum contains no inhibitors or interfering substances
for this enzyme assay. However, blood samples with
marked hemolysis should be avoided, because they may
give false elevations of this enzyme in the serum. It has
been reported that commercial NADH contains inhibitors
for the dehydrogenase reactions. Therefore, when pyruvate
is used as the substrate for lactate dehydrogenase deter-
mination, inhibitors in the NADH solution should be con-
sidered. Many other enzymes can be determined by direct
colorimetric measurement of NAD–NADH or NADP–
NADPH conversion. Some of these enzymes with clinical
importance are isocitrate dehydrogenase, glutamate dehy-
drogenase, and glucose-6-phosphate dehydrogenase.

Indirect Measurements. The activity of an enzyme that is
not NAD or NADP dependent can nonetheless be measured
with this system if its products are substrates for other
enzymatic reactions requiring pyridine nucleotides. For
example, phosphate glucomutase can be determined as
follows

Glucose-1-phosphate �������������!phosphate glucomutase
Glucose-6-phosphate

Glucose-6-phosphateþNADP�������������!glucose-6-phosphate

dehydrogenase

6-Phosphate gluconolactone þNADPH

To prevent interfering side reactions, this assay is often
carried out in two steps. The phosphate glucomutase is
allowed to react for a measured time period, without added
NADP or glucose-6-phosphate dehydrogenase after which
the reaction is stopped with heat. The quantity of glucose-
6-phosphate produced during that time period is then
determined by carrying out the second reaction. Even
though NADPH can be directly monitored at 340 nm, it
can also be measured indirectly by the interaction with a
tetrazolium salt, 3-(4,5-dimethylthiazol-2-yl)-2,5-diphe-
nyltetrazolium bromide (MTT), to reduce the latter to a
more intensely colored form that absorbs in the visible
rather than the UV range. The reducing reaction occurs
only in the presence of an intermediate electron carrier,
such as phenazine methosulfate. The final color of the
reduced tetrazolium salt has an absorption � 520 nm. This
same reagent is now used in place of [3H]thymidine to
measure cell proliferation or complement mediated cyto-
toxicity in lymphocytes. 3-(4,5-Dimethylthiazol-2-yl)-2,5-
diphenyltetrazolium bromide is cleaved to a dark blue
formazan product only if the cell has active mitochondria
while even newly dead cells show no color change.

The enzyme creatine kinase is measured in clinical
laboratories for the detection of diseases related to skeletal
or heart muscles. In the presence of magnesium ions, this
enzyme catalyzes the reaction of creatine phosphate with
adenosine diphosphate (ADP):

Creatine phosphateþ ADP ����������! ���������
creatine kinase

Creatineþ ATP

This reaction can be detected by coupling with two other
enzymes (33). The first enzyme, hexokinase, can use ATP,
one of the products of the previous reaction, to convert
d-glucose to d-glucose-6-phosphate, which is subsequently
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detected with the second enzyme, d-glucose-6-phosphate
dehydrogenase, by measuring the conversion of NADP to
NADPH as the increase of absorbance at 340 nm. The
reactions catalyzed by the auxiliary enzymes are as
follows:

ATPþD-glucose����������!hexokinase
ADPþ glucose-6-phosphate

Glucose-6-phosphateþNADP�������������!glucose-6-phosphate

D-Glucose-6-phosphate lactoneþNADPH

Since creatine kinase in serum is rapidly inactivated by
oxidation, reducing agents are required to reactivate the
enzyme in each assay. The most commonly used reactivat-
ing compound is N-acetylcysteine. Other sulfhydryl com-
pounds can also be used if they do not interfere with the
measurement (i.e., absorbance at 340 nm, solubility, and
odor). Serum with extensive hemolysis should be avoided,
because it may give falsely elevated values. One of the
factors from hemolyzed red cells is the enzyme, adenylate
kinase, which can generate additional amounts of ATP
from ADP without creatine phosphate. To eliminate this
artifact, 3 mM of adenosine monophosphate (AMP) should
be included in the assay solution to inhibit adenylate
kinase activity. Higher concentrations of AMP are required
in markedly hemolyzed serum samples. However, at high
concentrations, AMP can also inhibit creatine kinase activ-
ity. The false activity contributed from enzymes other than
creatine kinase can be detected by running an appropriate
control, without creatine phosphate in the final assay
solution. The coupling of three reactions in this manner
leads to a complicated assay that requires 10 different
reagents added to the sample. These include imidazole
buffer at pH 6.7 (100 mM), creatine phosphate (30 mM),
ADP (2 mM), Mg2þ (10 mM), d-glucose (20 mM), NADP (2
mM), AMP (5 mM), N-acetylcysteine (20 mM), glucose-6-
phosphate dehydrogenase (1.5 U	mL�1), and hexokinase
(2.5 U	mL�1).

FUTURE DEVELOPMENTS

Colorimetric methods will continue to be important analy-
tical tools in research and clinical laboratories. Applica-
tions that replace the need for radioactive compounds will
continue to be developed because of the increasing costs
and difficulties associated with the processing and disposal
of radioactive materials. In the same way that the ELISA
has replaced radioimmunoassay (RIA), colorimetric meth-
ods will continue to replace applications requiring radio-
isotopes. For example, in recent developments of
microarray technology, colorimetry is still one of the major
detection methods for the measurement of the signals
(14,34). However, the sensitivity of colorimetric methods
is limited by the absorption of the chromophores, new
reagents with very high extinction coefficients will need
to be developed for direct colorimetric measurements (35).
This limitation is also overcome by the coupling of a second
reaction to the primary measurement. Such amplifying
systems will be increasingly used as a means to increase
the colorimetric sensitivity. Modified colorimetric methods,
such as the kinetic spectrophotometric method, can also

markedly improve the sensitivity of the determination. For
example, trace concentrations of iron can be determined by
the oxidation of o-tolidine (36). The rate of oxidation, which
can be measured colorimetrically at 440 nm for the oxidized
o-tolidine derivative, is proportional to the concentration of
ferric ion. This method can detect as low as 4 � 10�7M iron
in acidic solutions. The use of lasers as light sources in
colorimetry has opened a new frontier of analytical chem-
istry. The method, called ‘‘thermal lens spectrophotome-
try’’ is based on the direct measurement of the absorbed
radiant energy by the ‘‘thermal lens effect’’ and can detect a
very small absorption by increasing the power of the
heating laser (12). This method can determine accurately
an absorbance that is lower than 0.001.

Since the sensitivity of fluorimetry is often greater than
that of colorimetry, it will probably find more new applica-
tions than colorimetry especially in biomedical measure-
ments. However, the instrumentation and the stability of
fluorimetric measurements are generally more expensive
and more complex than colorimetry. In addition, new
colorimetric instruments have been developed that are
capable of measuring several wavelengths simultaneously,
of processing large numbers of samples automatically, and
of reading the results of samples contained in multiwell or
multicuvette containers. Furthermore, colorimeters with
computer interfaces will automatically calculate results,
will average multiple determinations, and will print and
store the final data. This kind of instrumentation, already
widely used in ELISA and microarrays, will be increasingly
borrowed for use in other colorimetric assays. Therefore,
colorimetry will continue to be used because of its speed,
simplicity, versatility, and low cost. It can be anticipated
that more sophisticated methods of colorimetric measure-
ment, in combination with other advanced technologies
such as nanotechnology (11), will continue to be developed
into new analytical methods with various biomedical and
clinical applications.
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Today, fewer women die annually from carcinoma of the
cervix then in any period in modern history. Increased
utilization of cervical cytology (Pap smears) and better
assessment and evaluation of patients with abnormal
Papsmearsareimportantreasonsfortheprogressinthisfield.

The Papanicolaou stained cytology smear is an invalu-
able tool for detecting cervical carcinoma. Such a test
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depends on collection of exfoliating cells from the cervix,
spreading the material on a glass slide, and staining with
special stains in order to identify the microscopic struc-
tures in nuclei and the cytoplasm of the cell. An abnormal
smear is called positive and a normal smear is called
negative for malignancy. However, in recent years the
incidence of false-negative smears has been recognized
to be significant, varying between 15 and 22% (1–4). This
high incidence of false-negative smears emphasizes the
need for histological study of the abnormal cervix before
any therapy is started, regardless of the findings from the
cytology smear.

In order to fill the serious gap in the screening of cervical
cancer and its precursors created by the high incidence of
false-negative smears, colposcopy is utilized (3–6).

THE COLPOSCOPE

The word colposcopy simply means viewing the vagina.
The colposcope is a binocular, long-focal-length, wide-field
microscope with which it is possible to examine the epithe-
lium and subepithelial vascular pattern of the cervix at
magnifications varying from 6 to 40�. Figure 1 shows a
typical instrument. A beam of light is projected between
the objectives so that the cervix is well illuminated. To help
the visualization of blood vessels, a green filter may be
fitted to the light source. This adds contrast in viewing
microvessels against the tissue. Photographic apparatus
consisting of a prefocused lens system, a 35 mm camera,
and a flash tube are attached to the colposcope in order
to document the findings. The photographs obtained using

35 mm film are two dimensional (2D). To obtain three-
dimensional (3D) images, the instrument may be fitted
with a stereocamera that produces image pairs. These
pairs give a stereoscopic effect when viewed in a special
viewer. The colposcope, the camera, and the flash tube are
mounted on a fixed, sturdy base with rack-and-pinion
drives for fine positioning and focusing. Modern colopo-
scope is equipped with digital video camera interfaced
microcomputer.

FINDINGS

A colposcopic examination is considered satisfactory
whenever it is possible to view all of the critical portions
of cervical anatomy, and if an abnormal lesion is seen,
the upper margin of this lesion must be adequately visua-
lized. Specifically, it is necessary to view the entire trans-
formation zone. The transformation zone is the lower
segment of the endocervical canal. This area is normally
covered by columnar epithelium, although through the
process of metaplasia some areas or the entire zone can
be transformed into squamous epithelium. The normal trans-
formation zone is recognized by the presence of small gland-
ular openings, nabothian cysts, and a normal pattern.

The procedure can be performed quickly and easily on
out-patients without anesthesia. However, the gynecolo-
gist needs intensive training in order to master the inter-
pretation of what they sees.

The colposcope was first devised by Hinselmann in 1925
at Hamburg, Germany. The instrument became popular in
the German speaking and Latin nations. It was accepted
in the English speaking nations in the 1960s. One of the
reasons for the delay in accepting colposcopy was that all of
the original studies and the terminology were written in
German (7,8).

INDICATIONS FOR COLPOSCOPY (3–6)

Ideally all patients, during their gynecological examina-
tion, at one time or another ought to be examined colpos-
copically. However, since colposcopy is time consuming and
requires specialized training, this is usually not possible,
and thus the following indications are recommended:

1. All patients with abnormal cervical cytology.

2. All patients with an abnormal lesion on the cervix,
vulva, or vagina.

3. Cases of persistent cervicitis, vulvitis, or vaginitis.

4. Pregnant patients with unexplained vaginal bleeding.

5. All offspring of diethylstilbestrol-exposed pregnancies.

Colposcopy plays an essential role in evaluating these
patients. The colposcope helps to pinpoint the abnormal
area. However, the final diagnosis has to await histopatho-
logical diagnosis. This tissue diagnosis is obtained through
endocervical curettings, punch biopsy, and/or cone biopsy
according to the individual case, as illustrated in Fig. 2.

Recent studies confirmed that colposcopy could be uti-
lized in follow-up in conservative management of low grade
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precancerous lesions, as most of them regress on its own. In
addition, the colposcope can help in detecting and guiding
treatment of genital infections.

A movable, counterweighted arm is used for rough
positioning of the colposcope. The arm is fixed to the
examining table or to a heavy wheeled base (5,6).

There are several commercially available colposcopes.
Manipulation, magnification, length, intensity, and type of
green filter vary from one instrument to another. For
detailed inspection of the vascular pattern, the magnifica-
tion ought to be not <14� and preferably 16� (7,8).

TECHNIQUE OF COLPOSCOPY

1. The cervix and the upper vagina are examined, at a
magnification of not < 14�, after excess mucus is
removed by cotton swab moistened by physiological
saline, which allows the subepithelial architecture to
be seen in greater detail. To enhance visibility the
green filter should be used.

2. Acetic acid (3%) is gently applied by a cotton swab.
Abnormal epithelium will become whitish and shar-
ply demarcated. The normal squamous epithelium
appears pink, and columnar epithelium will have a
grape-like appearance. The effect of the acetic acid
will last � 30–40 s.

3. Endocervical curetting and punch biopsies should
be done for all unusual-appearing areas. Specimens
should be put in separate formalin-containing bottles.

4. Bleeding is usually minimal and does not need any
packing. However, during pregnancy, when vascu-
larity is increased, Oxycel, Surgicel packing, or the
use of Munsell’s solution may be necessary.

Normal pattern of blood vessels. An example of a satis-
factory colposcopic finding is shown in Fig. 3. The sketch
identifies the various features of this view of the cervix.
An example of an unsatisfactory view of the cervix is shown

in Fig. 4. In this case the transformation zone as indicated
in the sketch is not fully visualized; the columnar epithe-
lium is not seen and/or the upper margin of the lesion
extends into the endocervical canal and thus cannot be
fully visualized.

In evaluating satisfactory colposcopic findings, many
factors must be considered. It is beyond the scope of this
article to provide a detailed description of the different
patterns seen in colposcopy, but a general idea of what is
looked for can be presented. In order to reach an adequate
diagnosis, the colposcopist must consider the following
criteria in observing the uterine cervix: (1) vascular pat-
tern, (2) intercapillary space, (3) color and texture, (4)
surface pattern, and (5) sharpness of the line of demarca-
tion between the lesion and the rest of the cervix.

The lower segment of the endocervical canal that
extends to the visible part of the cervix is the trans-
formation zone. This area is originally and normally
covered by columnar epithelium. Through a process of
metaplasia, some areas or the whole zone can be transferred
into squamous epithelium. The normal transformation zone
is recognized by the presence of small glandular openings,
nabothian cysts, and a normal pattern of blood vessels (Fig. 3).

Vascular Pattern

Normal epithelium vessels appear as fine dots or a network
of capillaries. However, in abnormal pathology, the indi-
vidual vessel becomes prominent, leading to punctuation
(Fig. 5). A mosaic pattern is due to increased communica-
tion between the individual vessels, arranged parallel to
the surface epithelium (Fig. 6). Atypical vessels are capil-
laries that are irregular in shape, size, course, and arrange-
ment (Fig. 7).

Intercapillary Space. Due to rapid proliferation of the
abnormal epithelium, the intercapillary distance between
the vessels is increased. The intercapillary distance of
normal capillaries varies between 50 and 250mm with
an average of 100mm. The intercapillary distance in early
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intraepithelial neoplasia (CIN 1) is 200mm, while in severe
intraepithelial neoplasia (CIN 3) it is 450–550mm (6) (Figs.
5 and 6).

Color Tone. Abnormal epithelium is darker than nor-
mal epithelium, and upon addition of acetic acid it tem-
porarily becomes whitish (Figs. 5 and 6).

Surface Epithelium. Abnormal lesions are uneven, gran-
ular, papillomatous, or nodular (Figs. 5–7). Normal squa-
mous epithelium is smooth, whereas columnar epithelium
has a grape-like appearance (Fig. 3).

Line of Demarcation. The abnormal epithelium is
usually raised and well demarcated from the normal epithe-
lium, especially after addition of acetic acid (Figs. 3–7).

ACCESSORY INSTRUMENTS TO COLPOSCOPY

The best examination table is one that can be adjusted for
height and tilt, is in the lithotomy position, and is pre-
ferably electrically operated. Punch biopsy forceps ought to
be sharp with square jaws (Fig. 8) in order to obtain well-
oriented, adequate tissue for pathological examination. In
addition, in order to prevent loss of fragments of tissue
obtained by endocervical curettings, the curette must be a
closed-sided instrument to create negative suction (Fig. 9).

To aid in visualization of the endocervical canal, which
cannot be seen by a colposcope, a Hamou microcolpohys-
teroscope can be utilized (Fig. 10). The technique utilizes
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Figure 3. (a) Areas of glandular epithelium extending to
ectocervix became whitish upon addition of acetic acid. Note the
grape-like appearance of the glandular epithelium; no abnormal
vessels or lesions are seen, and the lower end of the cervical canal
is adequately visualized. (b) Sketch of the transformation zone,
consisting of columnar and squamous epithelium. The squamous–
columnar junction is part of the transformation zone. In the lower
left corner of the diagram there is an island of glandular
epithelium in the middle of the squamous epithelium. Note that
the color of the squamous epithelium in the transformation zone is
identical to that of the original squamous epithelium.

Figure 4. (a) Unsatisfactory view of the cervix and (b) accompanying
sketch. This cervix is covered completely by squamous epithelium; no
glandular epithelium is seen, including the lower endocervical canal.
The left side of the cervix has a large red region. This region is covered
by newer squamous epithelium, which is more transparent so that the
normally arranged vessels are seen though it. The entire field of the
figure is covered by squamous epithelium. Neither glandular
epithelium nor the squamocolumnar junction can be seen. This
represents an unsatisfactory colposcopic examination.



the contact technique, thereby achieving � 60� magnifi-
cation, and does not need any transmission media other
than the normal mucus secretion of the endocervix. This
method can aid in assessing the extent of the disease and
may aid in defining the extent of cone biopsy, whenever it is
needed to investigate or to treat the disease (9).

Digital Colposcopy (10–12)

Digital colposcopy is an improvement on regular colpo-
scopy. Integrating video camera interfaced microcomputer
and using real time image achieve this. Such arrangement
allows computerized manipulation of the image signal. In
order to manipulate the image by the computer it needs to
be converted into matrix number. Each number is repre-
senting one point in image matrixes, called pixel. Each
pixel has a value that corresponds to discrete gray level.
The computer then converts the number back to analogue
for display on the video.

Regular colposcope uses green filter to enhance visua-
lization of blood vessels and discoloration. However, this
has its limitation. Digital colposcopy has different ways to
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Figure 5. Punctation. Large, well-defined areas of the trans-
formation zone became white after addition of acetic acid. The areas
are covered by punctate of blood vessels with wide intercapillary
distances. These abnormal lesions do not extend into the canal, and
the lower canal columnar epithelium is seen and is normal. Some
glandular openings are seen in the lower right part of the figure.

Figure 6. Large transformation zone covered by a mosaic pattern,
inside well-defined borders. The areas became whitish after
addition of acetic acid. The upper margin of the abnormal lesion
can be adequately seen. The columnar epithelium is seen and
appears to be normal. These findings are typical for carcinoma
in situ, a precancerous lesion.

Figure 7. Highly abnormal cervix covered by atypical vessels
with increased intercapillary distance. It is nodular and shows
an exophytic growth pattern with a whitish and glossy appearance.
These findings are indicative of invasive carcinoma.

Figure 8. Punch biopsy forceps. Note the square jaw necessary to
obtain an adequate and well-oriented biopsy for pathological
examination.

Figure 9. Curette. Note that it is serrated and open only from one
side in order to prevent loss of tissue. The stem is hollow to create a
suction effect.

Figure 10. Hamou microcolpohysteroscope. Note that it has the
same caliber as the curette and has an outlet for a fiberoptic light
source.



improve on this (e.g., spatial filtering the image). These are
pixel-by-pixel process that creates a new image, where the
pixels values are determined, taking into account the value
of neighboring pixels.

A very significant advantage to digital colposcopy is that
it allows storage of colposcopic images in digital format on
different media. This gives an unlimited ways of storage
and filing.

Digital colposcopy is useful in metric measurement of
the lesions and accuracy of measurement improved by the
new techniques and software. This measurements and the
improvement in digital filing helps the clinician in accurate
follow-up of the lesions for regression or progression.
Recent clinical studies confirmed that it is possible to
transmit the images for consultation: which proved of help
to areas lacking specialists in the field of oncology. In
addition digital colposcopy helps in quality control, fol-
low-up and in teaching.

SUMMARY

The manuscript describes the history, the instrument of
colposcope and the advances into the digital age. The sig-
nificant clinical application of this instrument in diagnosis
and treatment of precancerous,cancerous lesions of the
cervix is described. The terminology used to explain the
vascular changes in the cervix is defined.
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INTRODUCTION

Augmentative and alternative communication (AAC) sys-
tems supplement, but do not replace other modes of com-
munication such as speech, gestures, vocalizations, or
facial expressions. The need for AAC, may be congenital
in utero or perinatal (e.g., cerebral palsy or developmental
disability) or acquired (neurological conditions). The sever-
ity of need varies from mild to moderate to severe based on
physical, cognitive and linguistic involvement. The overall
prevalence from mild to severe for AAC needs is 0.2–0.6% of
the total population (1). The age range encompasses three
distinct ranges: infant to preschool, school age to teenage,
and teenage to adult. The selection of systems to meet the
needs of individuals in these age ranges is influenced by the
experience that the individual brings to the use of AAC and
the degree to which language and speech have been devel-
oped prior to the need for AAC. If the person has developed
speech and language, and then subsequently lost those
abilities, it is very different from the child born without
speech and language who has never had the opportunity to
develop those skills. Alternative communication needs may
also change over time. For example, the needs of children
change as they develop cognitive and language skills. In
contrast, some disorders are degenerative and result in loss
of function and decrease in skills (e.g., amyotrophic lateral
sclerosis, multiple sclerosis). Using current technologies,
we are able to meet the AAC needs for children who have
cerebral palsy or developmental disabilities, individuals
with good cognitive skills, and adults with degenerative
diseases. Our current approaches are less effective for
individuals who have mental retardation, are ambulatory,
have dual sensory impairment, traumatic brain injury or
are elderly.

NEEDS SERVED BY AAC

There are two basic communication needs that lead to the
use of augmentative and alternative communication sys-
tems: conversation and graphics (2). These two needs differ
in many important aspects. Conversational needs are those
that would typically be accomplished using speech if it
were available. Examples are an informal conversation
with a friend, a formal oral presentation to a group of
people, a telephone conversation, or a small group discus-
sion. Much of conversational use focuses on interaction
between two or more people. Light (3) describes four types
of communicative interaction: (1) expression of needs and
wants, (2) information transfer, (3) social closeness, and (4)
social etiquette. Expression of needs and wants is the most
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basic of AAC needs and allows requests for objects or people
to be made. Information transfer allows expression of
ideas, discussion and meaningful dialogue. Social closeness
refers to the ways in which communication serves to con-
nect individuals to each other, regardless of the content of
the conversation. Social etiquette is used to describe those
formalities that we adapt to our listener. For example,
students will speak differently to their peers than to their
teacher. Graphic communication describes all the things
that we normally do using a pencil and paper, computer,
calculator, and other similar tools, and it includes writing,
drawing, mathematics, and Internet access.

Rates of communication using speech vary between 150
and 250 words/min (4). In contrast, many AAC devices use a
keyboard to generate messages. This can result in signifi-
cantly lower rates of communication than for speech. For
example, a trained, nondisabled typist can generate typed
text during transcription at a rate of nearly 100 words/min.
However, this is still only about two-thirds of the rate of
speech. If this same typist is asked to compose rather than
transcribe, then their rate will drop by 50% to a maximum of
50 words/min (5). Many people who have disabilities must
rely on single-finger typing, and they may only be able to
type at a maximum rate of 10–12 words/min. Scanning (see
below) reduces the maximum rates to as low as 3–5 words/
min. The great disparity in rates of communication between
a speaking person and an AAC system user often results in
the speaking person’s dominating a conversation with a
nonspeaking person. This renders the individual using an
AAC device to a passive role in the conversation.

There are three types of graphic communication: writ-
ing, mathematics, and drawing/plotting. Since each of
these types of graphic communication serves a different
need, AAC devices designed to meet each type also have
different characteristics. Writing results in an electronic
(soft copy) or paper (hard copy) output. However, writing
does not need to be via letters combined into words on a
page. Other symbols (e.g., line drawings, pictures) can also
be printed on paper and used, in place of written output.
Since some devices allow the selection of whole words,
which are then output to a printer, spelling is not a pre-
requisite for the generation of written output. Alterna-
tively, a nonspeaking person can point to letters on a
board and have an attendant write down the letters to
accomplish writing tasks.

There are three types of writing: note taking, messa-
ging, and formal writing, the requirements of which all
differ (6). Portability is important for note taking since the
needs may be in many different locations (e.g., home,
library, school, job, or meetings). Note taking may require
writing at a high rate in order to keep up with the speaker.
Just as nondisabled persons typically use abbreviations
and other shorthand notations, so do users of AAC writing
devices. Words and phrases stored in an AAC device may
further increase the rate of text entry. The difference
between note taking and messaging is the recipient of
the written output. Messaging typically results in a note
made for another person to read. This affects the types of
abbreviations and shorthand notations that are used. The
writing rate may also be slower than note taking since the
person receiving the message is not present and waiting for

it. Individuals who have intellectual disabilities and use
symbols for communication can also use messaging. For
example, individuals living in group homes who wish to
send messages to their families, but are unable to use voice
communication over the telephone can use rubber stamps
with the appropriate AAC symbols (7). These stamped
messages are then FAXed to their significant others as a
message. The family can respond by using a second set of
rubberstamps with the symbols on them.

The most demanding type of writing is formal writing,
including reports, school homework, writing for publica-
tion, and similar applications. Here, accuracy is of prime
importance, with rate becoming secondary. Word proces-
sing allows accurate entry of written material, but some
users may take up to several hours to create one page of
written material. However, with an entry rate of 1.5 to 5
words/min, it can take 2.5 h or more, and the use of
abbreviations and other input acceleration techniques is
necessary to allow an individual to keep up with the
demands of work or school.

The AAC systems for mathematics focus on the written
manipulation of numbers required for arithmetic and
higher mathematics, as opposed to calculator functions.
The goal is to for the user to learn mathematics in a manner
that is as close as possible to that used by nondisabled
peers. Cursor movement is a key difference between writ-
ten English (the cursor always moves left to right and
moves down one line at the right margin) and mathe-
matics, where the cursor moves left to right as we enter
numbers to be added, but once we have a column of
numbers, the cursor moves right to left as we enter the
sum. Carry or borrow are concepts when learning to add or
subtract, and children are taught to cross out the number
at the top of the adjacent column and substitute the
borrowed or carried value. These types of cursor movement
are also required in a math worksheet for children who
cannot use pencil and paper. Algebra requires special
symbols (e.g., Greek letters) and the use of superscripts
and subscripts. Statistics or calculus adds the need for
special symbols such as summation signs and integral signs
and the formatting of problems. Some commercial AAC
devices include some or all of these mathematical functions.

The final type of graphic output is drawing used to
convey information, to help us clarify our thinking, and
for creative expression. Typically, we use pencils, paint and
brush, or computer programs to draw. Many people who
are unable to use these conventional means of drawing
because of motor limitations utilize computer programs
designed for drawing or plotting

CHARACTERISTICS OF AUGMENTATIVE
COMMUNICATION SYSTEMS

The characteristics of AAC devices can be grouped into three
major components shown in Fig. 1: (1) control interface, (2)
processor, and (3) activity output (6). The control interface
links to a selection method, selection set, and an optional
user display. The processor is further broken down into
components of (1) selection technique, (2) rate enhancement
and vocabulary expansion, (3) vocabulary storage, (4) text
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editing, and (5) output control. The activity outputs to the
communication partner include visual display, speech, and
printer. A control port for external devices (e.g., computers
or electronic aids to daily living) is sometimes included. Not
every device includes all the individual functions shown in
Fig. 1. In some cases, the functions shown in Fig. 1 are
implemented in software using portable computers. Others
are based on special purpose computers designed specifi-
cally for use as AAC devices.

Control Interface

The control interface is the way in which the user is able to
make entries into the AAC device to generate a commu-
nication utterance or output. There are various types of
interfaces based on the number of independent choices that
can be made by an anatomical site or a combination of
anatomical sites (e.g., hand, arm, head, chin, leg, foot).

Keyboards, single or dual switches, and joysticks or multiple
switch arrays are the most commonly used control inter-
faces for augmentative communication devices. A variety of
switches used with AAC systems are shown in Fig. 2 (8).

Various types of keyboards are typically used for AAC
devices. When a standard keyboard is not accessible due to
limited fine motor control, enlarged keyboards are used
with gross muscle movements (e.g, hand, foot, elbow acti-
vation). When range of motion prevents reaching all the
keys, a contracted keyboard is used with finger or mouth
stick activation. Keyboards may also be modified by the
use of key guards that prevent accidental activation of
keys. When keyboards of any type cannot be used, single
or multiple switches are used. Some examples of these are
shown in Fig. 3.

Selection Set

The selection set of the augmentative communication
device presents the symbol system and possible vocabulary
selections to the user. One type of selection set is the label
on the keys of a keyboard. The selection set may include
individual letters, words, phrases, or other symbols. The
mode of presentation to the user may be display-based,
chart-based, or memory-based (9). Display- and chart-
based approaches present a list of vocabulary choices
(e.g., words, letters, symbols), and the user chooses the
item of interest from that list. Display-based methods are
electronically generated and built into the device. Chart-
based approaches are typically on a separate sheet that is
used for prompting and often not needed after training.
Both of these types require only recognition memory, that
is, the ability to recognize the correct item when a list is
provided. Memory-based presentation of the selection set
does not include a prompting list and relies on recall
memory. This is a more difficult task than recognition
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Figure 1. Characteristics of AAC systems.

Figure 2. Typical interfaces for augmentative communication
systems, (a) paddle (tread) switch; (b) array of paddle switches (slot
switch); (c) wobble switches; (d) joystick; (e) brow wrinkle switch;
(f) sip and puff switch (pneumatic). (From Electronic Devices for
Rehabilitation,NewYork:JohnWiley&Sons,1984,withpermission.)
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Figure 3. Direct selection communication devices. (a) Pointing
boards with letters or other symbols, (b) hand-held keyboard,
notebook-sized keyboard, and (d) palm-sized keyboards for high
portability when good fine motor control exists.



for individuals with cognitive limitations due to develop-
mental disabilities, stroke, brain injury, or similar condi-
tions. Even in the absence of such disabilities, only � 200–
300 vocabulary items and corresponding recall codes can be
easily remembered and used. Thus, the use of display-
based selection sets is desirable. However, display-based
selection sets are often static, that is, there is one set of
elements from which the user can choose. While this set of
elements can be combined to access a larger set of voca-
bulary through codes or abbreviations, this converts a
display-based selection set to a memory-based one.

One way of avoiding the problem of limited vocabulary
choices associated with memory-based systems is the use of
dynamic communication displays. An AAC device that has
a dynamic display is shown in Fig. 2d. Dynamic displays
change the displayed selection set when a new level is
selected. Since the user’s selection set is always updated on
the display panel, it can be altered easily depending on
previous choices. For example, a general selection set may
consist of categories such as work, home, food, clothing,
greetings, or similar classifications. If one of these is cho-
sen, either by touching the display surface directly, using a
mouse-driven cursor or by switch access, then a new selec-
tion set is displayed. This retains the display-based selec-
tion set while dramatically increasing the functional size of
the selection set. For example, a variety of food-related
items and activities (eat, drink, ice cream, pasta, etc.)
would follow the choice of ‘‘foods’’ from the general selection
set. The symbols on the display can be varied, and this
changes the targets for the user. Since each new selection
set is displayed, the user can depend on recall, not recogni-
tion memory.

A significantly different approach to the presentation of
vocabulary choices to the Individual who uses AAC is
implemented in Visual Scene Displays (VSDs) (10). Visual
scene displays capture events in person’s life on a screen.
Hotspots are then liked to text messages that describe
events, invite discussion or serve as prompts for conversa-
tional use. These VSDs offer a greater degree of contextual
information to the Individual who uses AAC and commu-
nication partner information in order to support interac-
tion. They enable communication partners to participate
more actively in an interactive conversation and may
represent either a generic context (e.g., a person’s home)
or a very specific personalized event (e.g., a birthday party).
The screen contains pictures of the activity, place or event.
A caregiver typically enters the vocabulary associated with
the screen elements, although it could be the user who
enters the text. A comparison of characteristics of a tradi-
tional grid AAC display containing vocabulary elements

and a VSD is shown in Table 1. The biggest advantages of
the VSD are the type of material that can be included in the
display, the degree of personalization, the management of
the display, and the methods available for concept retrie-
val. The functional uses of a traditional display focus
on communication of needs, wants, and information
exchange. The VSDs provide greater conversational sup-
port by allowing an interaction to be a shared activity and a
potential learning environment for the user. While also
including communication needs, wants, and information
exchange, VSDs add a real element of social closeness. The
VSDs can be applied to stimulate conversation between
interactants, support play, shared experiences, and telling
of stories. They also facilitate active participation of inter-
actants during shared activities and can provide instruc-
tion to both the user and the communication partner
through specific information or prompts. Specific popula-
tions that can be served by VSDs include those with
cognitive limitations (e.g., Down’s syndrome) and those
with language limitations (e.g., aphasia, autism).

Another approach that allows dependence on recogni-
tion memory though a display-based approach is word
prediction or word completion. These approaches can be
used with any selection technique (11). In this case, there is
a window on the screen that displays the most likely words
based on the letters entered. To complete the word, the user
selects the code (e.g., a number listed next to the word). If
the desired word is not listed, the user continues to enter
letters and the displayed words change as more letters are
entered. For example, if the word ‘‘what’’ is entered, a word
completion device may list ‘‘time’’, ‘‘is’’ ‘‘are’’ ‘‘can’’, etc., as
choices to follow ‘‘What’’. The display is a display-based
selection set that is dynamic based on user input. There are
two approaches to the storage of items to be presented in a
predictive system. Fixed dictionaries use a preselected
stored word vocabulary that never changes. We can have
different vocabularies for different contexts such as school,
work or recreation. Other systems offer a menu of words
using an adaptive vocabulary that is altered based on the
user’s own selections and is constantly updated. Character
prediction phrase prediction are similar approaches using
non-orthographic symbols or phrases instead of letters or
words.

Selection Method

Two basic selection methods, direct selection or indirect
selection are used in AAC systems (6). Direct selection is
the fastest and easiest selection method to understand and
use because each possible choice in the selection set is
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Table 1. Comparison of Standard Grid AAC Display and Visual Scene Displays

Variable Typical AAC Grid VSD

Type of representation Symbols, TO, line drawings Digital photos, line drawings
Personalization Limited High
Amount of context Low High
Layout Grid Full or partial screen, grid
Display management Menu, pages Menu pages, navigation Bars
Concept retrieval Select gird space, pop ups Hotspots, speech key, select grid space



available at all times and the user merely chooses the one
that he or she wants. Several examples of direct selection
AAC devices are shown in Figure 2. Indirect selection is
used to provide access for individuals who lack the motor
skills necessary to use select directly and involves one or
more intermediate steps between the user’s action and the
entry of the choice into the device. A variety of indirect
selection AAC devices are shown in Figure 4. There are
three types of indirect selection are scanning, directed
scanning and coded access. All scanning-approaches rely
on the basic principle of presenting the selection set choices
to the user sequentially and having the user indicate when
his or her choice is presented. Typically, the indication is by
the activation of a switch by a single movement of any body
part. A hybrid method called directed scanning allows the
user to first activate the control interface (typically a joy-
stick or other array of switches) to select a direction for
cursor movement (vertically or horizontally) and then to
stop the cursor movement with a switch at the desired
element. Several types of scanning are used. In step scan-
ning, the scan advances one step each time the switch is
pressed. With autoscanning, the scan steps automatically
until the switch is hit. An inverse scan reverses the process
and advances continuously as long as the switch is
depressed and stops when the switch is released. Each of
these has advantages for different types of users.

Scanning is inherently slow, and there have been a
number of approaches that increase the rate of selection
(6). Just by placing the most frequently used characters
near the beginning of the scan, the rate can be increased by
as much as 30%. Many of the rate enhancement methods
involve selecting groups of characters first to narrow the
choices, then selecting the desired item from the selected
group. Several types of adaptations are employed with

scanning to increase the rate of selection. With group item
scanning, items are clustered in groups. The first scan is
through the groups and a switch press selects one. Then the
items in the group are scanned sequentially. A row column
scan is a group-item scan with the elements arranged in a
matrix of rows and columns. The rows are scanned top to
bottom, and then the columns are scanned left to right. A
halving scan presents each half of the display until a switch
is hit, then scans within that half.

In coded access, the individual uses a single switch or an
array of switches to generate a unique sequence of move-
ments to select a code that corresponds to each item in the
selection set. The most common form of coded access used
in AAC devices is the Morse code. Here the selection set is
the alphabet, and an intermediate step [e.g., holding longer
(dash) or shorter (dot)] is necessary in order to make a
selection. Two-switch Morse code is also used in which one
switch sends dots and the other sends dashes. Morse code
was developed to be efficient and fast, and these features
are exploited in its AAC applications. However, Morse code
is a memory-based technique in general (although some
display-based approaches have been used) and this can
result in additional constraints on the user. The memory-
based nature also makes it useful for individuals who have
visual limitations that prevent them from using a display-
based approach.

Output Formats

Most AAC devices and some assistive technology applica-
tions rely on voice output. There are two types of speech
output, differing in the manner by which the speech is
electronically produced. These are (1) digital recording,
and (2) speech synthesis. Digitized Speech is similar to a
tape recorder. The speech is electronically compressed with
up to a few minutes of speech (2–3 s/utterance) stored at
any one time. A care provider can record any voice (male,
female, child) or sound (e.g., laughter) and the user can
play it back using either direct or indirect selection. One
drawback is that all vocabulary to be spoken must be
recorded and the user cannot produce a new or novel
utterence.

Voice synthesis is electronic generation of speech using
a mathematical model of the vocal tract realized in soft-
ware or hardware. The two types of sounds in speech are
voiced and unvoiced (a hissing sound similar to unvoiced
sounds such as s or f). Both of these types of speech signal
are used as sound sources for the vocal tract model. The
parameters of the model are varied to produce speech in a
manner similar to the variation of the tongue, teeth, lips,
and throat during human speech. The parameters are
either derived from actual speech samples (e.g., linear
predictive coding-base synthesis) or from a set of para-
meters representing each phoneme (�64 phonemes are
required for intelligible speech synthesis) or morpheme
(combinations of phonemes-over 1500 are required for
intelligible synthesis). Text can also be converted directly
to speech by using a set of rules. The conversion of text
characters into the parameters required by the vocal tract
model in the speech synthesizer is accomplished by text-to-
speech software. The synthesizer combines the phonemes

206 COMMUNICATION DEVICES

A B C D E FG H I J K L MNOPQRSTU V W X Y Z

(c) (d)

(a) (b)

Figure 4. Scanning communication systems. (a) Simple pointing
boards in which the listener points to each element and waits for a
response, (b) circular scanning with up to 32 elements, (c)
electronic row-column matrix scanning with picture display and
voice output, (d) alternative electronic row-column matrix
scanning with voice output. Parts (c) and (d) can have a variety
of symbols (letters, words, pictures, line drawings) in the scanned
elements.



or morphemes into words. There are �400 rules necessary
for letter-to-phoneme conversion. Some systems also use
morphonemic rules. About 8000 morphemes can generate
95% of all words. The major advantage of speech synthesis
is that there is unlimited vocabulary as long as it can be
represented in text strings.

Internet Access

Another common output for AAC devices is Internet access
using the AAC device. While some AAC devices include
basic computer functions (word processing, spreadsheet,
presentation software, web browser), many do not. In the
latter case, the AAC device is connected to a computer
wither via hard wire or infrared link. In either case, any
stored vocabulary or special access methods used with the
AAC device are then available for on-line use. Further,
many commercial AAC systems utilize portable computers
with AAC software, and they can also function as Internet
workstations. One of the most important communication
functions accomplished via the internet is e-mail. Aside
from the benefits that we all receive from e-mail (global
access, low cost) people who have disabilities also have the
benefit of composition independently and at a slower speed
than face-to-face communication since the recipient reads
it at a later time. The major advantage is that the person’s
disability is not immediately visible, and individuals who
use AACs report that they enjoy establishing relationships
with people who experience them first as a person and then
learn of their disability (12). Information retrieval, socia-
lization (e.g., chat rooms), development of literacy through
large amounts of reading and writing, booking of airline or
theater reservations, and general conduct of business from
home without traveling to a place of business are other
advantages of Internet access for individuals who use AACs.

AAC ASSESSMENT

Effective use of an augmentative communication device
requires skills in several domains. These include gross and
fine motor control required to make selections; visual,
auditory, and tactile sensory capabilities; and cognitive
and language abilities (e.g., the use of some symbolic
representation).

Needs Assessment

The first step in an assessment aimed at the selection of an
AAC system is the documentation of the individual’s com-
munication needs. The second step is to determine how
many of these can be met through the individual’s current
communication methods. Finally, an AAC system is selected
that will reduce as many of the unmet communication needs
as possible through a systematic intervention.

The Participation Model (4) is a framework that focuses
on identification of opportunity and access barriers to AAC
use. Opportunity barriers are classified as policy, practice,
attitude, knowledge, or skill (of support personnel). Access
barriers include natural supports, environmental consid-
erations, and user competencies. These are evaluated in
terms of their potential to increase natural abilities

(speech, gestures, vocalizations), improvement of commu-
nication through environmental adaptations or strategies,
and profiles of the individual’s abilities and skills. These
are all measured and related to AAC use. Interventions are
developed to address barriers resulting from opportunity,
natural abilities, environment, or lack of an AAC system.
Once identified, an intervention plan is derived for each
identified barrier. For example, a policy may need to be
changed, a teacher’s attitude toward AAC altered, or the
staff of a facility needs to be trained to develop their skills
and knowledge of AAC. Natural ability interventions may
involve speech-language pathology services to increase loud-
ness or intelligibility of speech. Environmental adaptation
interventions may result in a change in the layout of a
classroom to place the individuals who use AAC in the center
of the class rather than the periphery. The AAC system
interventions determine the skills the user has and identify a
system or systems that will be of use to that individual.

Physical–Motor Assessment

Physical assessment consists of identifying an anatomic
site that can be used to indicate choices from the selection
set. The primary sites are the upper limb (L/R), head and/or
neck, eyes, leg, foot, or arm. These may be used directly
or with a hand pointer to increase precision, or a mouth or
head stick. Adaptations such as a keyguard or a hand
splint may also be used. A variety of methods for using
head control are shown in Fig. 5.

Sensory Assessment

Visual, auditory, and tactile abilities must also be assessed.
Visual skills include acuity, tracking, and visual scanning.
Auditory thresholds and speech perception should also be
evaluated. Tactile response may be limiting if it is too
sensitive or not sensitive enough. In the former case, the
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Figure 5. The head may be used as a control site by attaching a
light beam (a): a reflective dot used with an infrared transmitter/
receiver on the device (b), of a mechanical head pinter (c). part a
(From Electronic Devices for Rehabilitation, New York: John Wiley
& Sons, 1984, with permission, part c from Zygo Industries, Inc.)



person may be tactually defensive and not be able to use a
switch or other interface that has a rough surface. If the
person is insensitive, then they may not be able to sense
when a switch or key is activated.

Cognitive and Language Assessment

A variety of symbols are used in AAC selection sets. These
include real objects (including miniatures of object such as
doll house furniture), colored drawings, line drawings,
words, or letters. The symbol type for any given individual
is selected through a formal assessment process (4). Lan-
guage assessment related to AAC use is very difficult due to
lack of expressive ability (i.e., the very reason for the need
for AAC). Two approaches are employed. The first is single
word vocabulary testing that measures vocabulary com-
prehension in relation to the individual’s level of function-
ing. This assessment includes relationship concepts that
have no real-world referent as well as traditional language
sampling. The second type of language evaluation is a
literacy assessment. This can include a reading evaluation
in which both word recognition and reading comprehension
are used (4). Several types of spelling tests are employed.
Recognition spelling requires the user to pick the correct
choice from a list of options. This requires only recognition
memory and is easily accommodated into AAC devices. The
second approach relies on first letter of word spelling and is
related to AAC word completion techniques. Spontaneous
spelling is the typical letter-by-letter text generation we all
learn in school. This is the most flexible and powerful
spelling skill since it results in the generation of vocabulary
limited only by the persons knowledge, not by the features
of the device.

A cognitive assessment may also be conducted to deter-
mine how the individual understands the world and how
communication can be best facilitated within this under-
standing. No formal tests predict the ability of an indivi-
dual to meet the cognitive requirements of various AAC
techniques (4). Many cognitive tests require expressive
language via AAC itself in order to accurately assess
cognitive ability. For this reason, the individual’s cognitive
ability must be estimated to assess the probability of an
AAC device being successful. There are several basic cog-
nitive skills relevant to the use of an AAC system. These
include: alertness, attention span, cause and effect, vigi-
lance (the ability to visually and auditorially attend to a
task and process information), expression of preferences,
making choices, symbolic representation, and understand-
ing of object and/or pictorial permanence.

Educational Assessment

The SETT model was developed to aid in the effective
selection and use of assistive technologies, including
AAC, in education (13). It consists of four elements: stu-
dent, environment, task, tools. Each element Includes a set
of questions that focus on the interrelationship between
the elements to enhance classroom use of AAC. Student-
related questions include What does the student need to
do?, What are the student’s special needs?, What are the
student’s current abilities? Environment questions com-
prise: What materials and devices are available?, What is

the physical layout? Are there special issues?, What is the
instructional arrangement?, Are changes planned?, What
supports are available to the student?, What resources are
available to those supporting the student? Task questions
focus on: What activities take place?, What activities sup-
port the student’s curriculum?, What are critical elements
of activities?, How can activities be modified to meet stu-
dent needs?, How can technology support the student’s
participation in the activities? Finally, tools questions
include: What strategies might be used to increase student
performance?, What no-tech, low tech, and high tech
options should be considered? How might tools be tried
with student in environments where they will be used? The
SETT framework promotes team building. Consensus is
built by using clearly understood language, requiring
broad-based participation, and valuing input from all per-
spectives. Exploring environments and tasks strengthens
the links between assessment and intervention. It is also
necessary to develop a system of tools to enhance the
student’s abilities to address the tasks and build compe-
tency. The SETT framework can address and overcome
many of the obstacles that lead to marginal student inclu-
sion, general dissatisfaction, and device abandonment. It
can also increase opportunities for success that come with
assistive technology systems that are well matched to the
student’s needs and abilities.

TRAINING INDIVIDUALS WHO USE AAC FOR
COMMUNICATIVE COMPETENCE

There are some disturbing statistics regarding AAC use.
For example, Magilei and Sandoval (14) reported that 87%
of parents reported that their child had access to assistive
technology, but they had no training or technology assis-
tance. Also, 33% of all assistive devices are abandoned,
largely due to failure to meet the user’s needs in commu-
nity settings. Thus, it is essential that individuals who use
AAC devices receive adequate training.

There are four basic types of AAC competence that
must be developed in order for the user to be an effective
communicator (15). Operational competence refers to under-
standing of the mechanics of making a selection, turning
the device on or off, battery charging, and so on. This
involves both the user and the caregiver. Linguistic com-
petence is the understanding of the language elements
(symbols, rules of language) that are included in the system.
Social competence is the effective use of the AAC system in
a functional manner to convey a message to a listener in a
given context. Strategic competence deals with the strate-
gies necessary to determine when to use one AAC mode
rather than another and how to use it most effectively with a
given partner. Communication partners must also be also
trained. For children, the training of parents to recognize
communication attempts and to understand the opera-
tional, linguistic, strategic, and social competencies is also
important.

Both physical and communication skills are required for
the use of an augmentative communication device. Com-
municative competence can be developed once sufficient
skills are available in both of these domains to allow basic
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communication. Physical skills are required to make
choices from the selection, and these skills may need to
be developed in order for the individual to use the device
effectively.

For operational competence development, training may
be through tutorials built into a device, supplied separately
by a manufacturer on a CD/DVD or made available
through a company website. A provider (speech-language
pathologist, teacher, rehabilitation engineer) may also
provide this training face-to-face. In order for the user to
develop linguistic competence the AAC device user must
understand the symbol system and rules of organization.
The individual who uses AAC often must be competent in
two languages: the spoken language of the community and
the language of their AAC device (15). Development of
linguistic competence may require many hours of practice,
often built around a functional task.

Many users of AAC devices have little or no experience
in social discourse, and training in social competence is
required. Rules of conversation are altered for AAC use,
and the perception of the individual by their communica-
tion partners is also different than conversations between
two speakers. In order to be socially competent, the user
must have knowledge, judgment, and skills in both socio-
linguistic (e.g., turn taking, initiating a conversation, con-
versational repair) and sociorelational areas (e.g.,
understanding of interaction between individuals) (15).
These skills are best taught in the contexts in which they
are to be used, that is, training should occur in the com-
munity at school, work, shopping mall, rather than in a
clinic setting. Training should be motivational, educa-
tional, and functional through the use of age and envir-
onmentally appropriate activities, such as playing a board
game, which allows participation and multiple communi-
cation turns around a topic. The incorporation of creativity
and fun activities into therapy sessions can lead to carry-
over of desired skills–goals and limit the amount of drill-
like exercises.

Every user of an AAC device develops strategies that
make use more effective. Strategic competence describes
the degree to which the user of the device is able to develop
adaptive methods to make the most of the device. For
example, a child’s speech may be better understood at
home than at school. He will rely on the electronic AAC
device more in school, but they will also develop strategies
to make maximum use of both systems. One approach to
strategic competence training is to simulate a situation,
model the types of interaction likely to occur, and have the
user ‘‘practice’’ the strategies and skills necessary to make
it a success, followed by an actual situation in which the
user goes into the community. If the provider accompanies
the user they can then prompt, encourage, and help to
clarify when necessary. This combination of clinic-based
practice and community-based skill development is often
very effective.

A seven-step process for developing communication
competence in individuals who use AACs has been devel-
oped (16). These seven steps are (1) specify the goal, do
baseline observations, (2) select vocabulary, (3) teach the
facilitators how to support the individual who uses AAC in
developing the target skill, (4) teach the skill to the indi-

vidual who uses AAC, (5) check for generalization, (6)
evaluate outcomes, and (7) complete maintenance checks.

VOCABULARY SELECTION

There are a variety of types of vocabulary that serve
various needs. For conversational messages, greetings,
small talk, information sharing, wrap-ups, farewells, and
conversational repair are important types of vocabulary to
have available. Small talk is used for initiating and main-
taining conversations and is transition between the greet-
ing and information sharing. It builds social closeness
where content is less important than connection to another
person. Sometimes scripts (complete dialogues or stories
that are stored and replayed bit by bit) are stored in the
device so they can be used over and over. For an adult, a
story might be about a film that the user saw and enjoyed
and wants to talk about. For a child, the story could be
about a trip to the circus. Generic small talk is more
general and can be used in different conversations with
different people. The needs of the AAC vocabulary vary by
context, communication mode, and user characteristics.

For preliterate users, a coverage vocabulary is needed to
communicate essential messages including greetings,
requests for objects and information, comments (e.g.,
‘‘that’s cool’’, ‘‘wow’’, ‘‘that is terrible’’), emotional states
(e.g., happy, sad, angry), and needs (e.g., ‘‘I feel sick’’, help
me’’). In order to increase linguistic competence, develop-
mental vocabulary is also required (4). This vocabulary
includes words and concepts that are not yet understood.
The vocabulary is not selected for functional purposes, but
rather to encourage language and vocabulary growth. In
some cases, the individual may learn or memorize the loca-
tion of utterances and become more functionally communi-
cative than their cognitive or linguistic skills would suggest.

For literate users, there are a variety of vocabulary
resources (4). Core vocabulary is used by a variety of
individuals and occurs frequently. There are word lists
based on successful patterns as well as those based on a
specific user. In one study, Individuals who use AACs who
were operationally and socially competent used a list of 500
words that covered 80% of total utterances for all users (4).
Fringe vocabulary refers to words and messages that are
unique to the individual. These include names of people,
places, activities, and preferred expressions. Fringe voca-
bulary personalizes the AAC system and compliments the
core vocabulary list. Items for this list are identified by
informants, usually the user, family, and friends. Fringe
vocabulary is selected based on initial items of high interest
to the user that have the potential for frequent use. This
vocabulary provides ease of production by the user and
interpretation by the partner. One method of selecting
vocabulary is to use environmental inventories. These
inventories attempt to document the individual’s experi-
ences by noting precipitating events and subsequent conse-
quences in communicative interactions. A pool of vocabulary
items is reduced to a list of the most critical words that the
user can manage. Another approach is communication dia-
ries and checklists in which informants record the words and
phrases needed by an Individual who uses AAC.
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Privacy Issues in AAC

When collecting data on vocabulary used by an individual
there is a real risk of invading their privacy, since stored
information may include intimate utterances or vocabulary,
personal data, or confidential information (16). The use of
automatic monitoring devices that capture all of what the
user generates by collecting AAC device output in an elec-
tronic form during use to assess compliance with a training
plan is also a potential violation of privacy. On the other
hand, the collection of data reflecting the experience of the
individual user of AAC can provide important information
related to the individual and more broadly to AAC needs.
The user should be able to make the choice as to whether
their data is collected or not, and should be able to turn off a
data logger when a private conversation is desired.
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INTRODUCTION

A variety of relative inexpensive, portable, and easy-to-use
computer devices are now available to educators, research-
ers, clinicians, clients, and other independent users. This
article includes discussion of software and hardware appli-
cations for reprogrammable computer devices as well as
discussion of devices with fixed programs that evolved
from programmable computer technology. A communica-
tion disorder is defined as an impairment in the ability
to (1) receive and/or process a message or symbol system; (2)
represent concepts, messages or symbol systems; and/or (3)
transmit and use messages or symbol systems (1,2). This
impairment is observed in disorders of speech (use of the
oromotor system to produce the movements and sounds of
speech), language (comprehension and/or use of spoken,
written, or other symbol systems), and hearing (detection,
perception and processing of auditory system information,
and associated language, speech, or interpersonal factors).

Types of communication disorders may affect specific
areas of speech, language, or hearing, as well as broader
aspects of communication and social interaction. Persons
may have multiple disorders within these areas, as well
as closely related disabilities such as swallowing impair-
ments, physical impairments, cognitive impairments, and/
or sensory impairments. Disorders may be congenital (pre-
sent from birth) or acquired (through illness, injury, or
late-onset disorders). Some disorders that are presumed to
be associated with factors present at birth may not be
demonstrated until later childhood. Children may experi-
ence speech and/or language delays in early childhood that
are resolved with experience and not diagnosed as a dis-
ability. Some communication disorders are considered
organic (associated with a physical or neurological cause),
while other disorders may be functional (attributed to
experiential or unknown causes). Communication disor-
ders that are associated with systemic and/or neurological
symptoms may continue to affect communication skills
throughout the lifespan, although many persons develop
compensatory skills to effectively produce, process, and
comprehend spoken and written information.

Speech impairments tend to be grouped into one of three
categories, depending on the aspects of speech most
affected: disorders of articulation (difficulty producing
speech sounds), fluency (unusual interruption in speaking
rhythm, rate and/or repetition), or voice (difficulty produ-
cing appropriate loudness, pitch, quality or nasality) (3).
Specific speech disorders that can affect multiple aspects of
speech in children and/or adults include the following:

Apraxia: Neuromuscular deficits in planning and pro-
gramming speech movements; if seen in children,
usually called Childhood Apraxia of Speech.
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Cleft Palate–Lip: Incomplete fusion of oral structures
prenatally that may result in articulation and/or
nasality problems.

Dysarthria: Speech problems that are caused by abnor-
mal function of the muscles or nerves that control
articulation, phonation, resonance, and/or respiration.
Dysarthria is often associated with weakness or impr-
ecision of movements; with severe dysarthria, as in
some persons with cerebral palsy, the person may be
considered ‘‘nonspeaking’’ and rely primarily on alter-
native forms of communication to speech (Augmenta-
tive and Alternative Communication, or AAC).

Laryngeal Pathology: Changes in voice quality due to
injury, nodules, or tumors; a removal of the larynx (or
laryngectomy) requires alternative forms of voicing
and/or communication.

Language disorders are commonly distinguished as
either developmental (congenital), or acquired. Three gen-
eral categories of acquired language disorders in adults
and older children include the following (3):

Aphasia: Impairment in understanding and/or produ-
cing language after language is developed, resulting
from brain damage such as due to a stroke.

Dementia: General loss in mental functions, including
language, due to pathological deterioration of the
brain; this includes Alzheimer’s disease.

Brain Injury: Acquired injury to the brain from trauma
(Traumatic Brain Injury) or illness (e.g., encephali-
tis, meningitis) that results in a variety of commu-
nication, language, and/or cognitive processing
disorders (e.g., memory, attention).

Developmental language disorders are presumed to
result from conditions present at birth, and are usually
manifested in early childhood. Common developmental
disorders that affect language and may affect other cogni-
tive or social processes include the following (3):

Specific Language Impairment: Significant deficits
in language comprehension and use that are not
attributable to hearing, cognitive, or motor disabil-
ities.

Learning Disability: Difficulties in acquisition and use
of listening, speaking, reading, writing, reasoning,
and/or mathematical skills.

Dyslexia: Specific reading disorder with difficulties
representing and analyzing sounds and print repre-
sentations of words.

Central Auditory Processing Disorder: Difficulty iden-
tifying interpreting or organizing auditory informa-
tion with normal hearing acuity skills.

Mental Retardation: Impaired cognitive function that
affects a variety of skills including communication,
self-help skills, and independence.

Autism Spectrum Disorders: Impairments in social
interaction, communication, and restricted interests/
routines that affect skills at relating appropriately to
people, events and objects.

Categories of hearing impairment relate to the types
and severity of hearing functions affected (4). Dysfunction
of the outer or middle portions of the ear is considered
conductive hearing loss, and dysfunction of the cochlea or
auditory nerve is called sensorineural hearing loss. Hear-
ing loss from either cause can be slight, mild, moderate,
severe, or profound, depending on the sensitivity of the
person’s hearing in decibels. Persons with mild-to-severe
hearing impairments in their better ear are considered
hard of hearing, and often benefit from hearing aids to help
amplify spoken language. Persons with profound hearing
loss in both ears are usually called deaf, and may have
speech or language delays secondary to the hearing impair-
ment. Some deaf persons may communicate primarily
through signed languages (such as American Sign Lan-
guage) and learn English as a second language through
visual and/or residual auditory input. Some persons with
severe to profound hearing loss may elect to have a cochlear
implant, a surgically implanted electromagnetic device to
stimulate sensory input to the cochlea.

This article is organized according to the general type of
computer application, then by specific applications to dis-
orders of speech, language, and hearing. Types of computer
applications in communication disorders include clinic
administration and management, analysis of normal func-
tion, assessment, intervention, and assistive devices.
Tables in each section present potential benefits and lim-
itations of computer applications for each type of applica-
tion discussed. These benefit and limitation tables are
intended to briefly highlight some of the issues involved
in computer applications and are not organized themati-
cally or listed in any hierarchical order of significance. For
consistency across different sections, the general term
client has been used to refer to the user of the computer
applications, since many programs developed for one popu-
lation (such as children) can also be used with other
populations in limited circumstances.

Computer applications listed are intended to overlap
somewhat between different sections. For example, many
of the techniques developed for analysis of normal function
are also used to assess atypical function across all areas of
communication disorders. Also, similar techniques have
been developed in computer-aided assessment of some
speech and hearing functions. As far as possible, programs
and devices are described as types of applications rather
than specific programs, which are updated and revised too
frequently be considered in a reference chapter. Specific
examples of software and hardware applications can be
derived from the references and websites listed.

ADMINISTRATION–INFORMATION PROCESSING

Overview

Computer software designed for administration may apply
to other functions within communication disorders; for
example, word processing programs are potential tools
for language intervention, and statistical programs may
be linked to other analysis functions in research. This
section will concentrate on devices and programs that
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facilitate, but do not directly accompany clinical, teaching,
or research processes.

Clinical Management Applications

Programs are available to collect, organize, store, and
report clinical information. Examples of functions
addressed by available management software include
the following (5–7): (1) maintaining mailing and billing
logs, (2) collecting client case history, (3) maintaining
correspondence and form letters, (4) graphing and organiz-
ing client performance data, (5) retrieving or compiling
cumulative information, (6) analyzing cost effectiveness or
distribution of clinic activities, (7) coordinating inventory
control or budget management, (8) maintaining atten-
dance or scheduling for activities, (9) creating electronic
spreadsheets, (10) managing a calendar or clinical team
interaction, (11) generating individualized evaluation
plans (IEPs), and (12) writing and editing reports.

Computer-based applications are also used to create or
adapt clinical materials for speech-language pathology (5).
Many of these applications use standard multimedia tools
such as digital resource libraries, authoring programs, and
integrated drawing, video and/or web resources (8). For
example, clinicians might create customized articulation or
vocabulary exercises for their clients to practice. Clients
might interact with commercially available story programs
and interface to individualized prompts for additional nar-
rative retelling or speech tasks. Adults and children might
create self-prompting materials or applications to remind
them of sequences or strategies for difficult tasks (9).
Persons with literacy difficulties might create visual
and/or auditory supplements for reading and writing mate-
rials to provide multisensory information.

Teaching Application

Programs assisting educators in the field of communication
disorders supplement textbook materials, provide shared
electronic information files, or simulate aspects of commu-
nication disorders for demonstration and practice. In a
classroom, computers can be used to visually demonstrate
lecture points by producing speech waveforms, demon-
strating language analysis, or manipulating audio signals
during a lecture. Many programs that simulate or demon-
strate testing procedures or communication problems can
be utilized in the classroom or for individual student
practice. Students may individually respond to group tasks
during lectures, allowing for personalized feedback on
concept acquisition (10). University networking systems
allow for web-based student input and discussion, creation
and posting of assignments, feedback and dialog with
instructors, and regular updating of course materials
and progress (11–13). These networking systems have
created opportunities for interactive learning through dis-
tance education courses and programs in communication
disorders (14,15)

Research Applications

Research-based software can collect or manage informa-
tion through electronic databases, statistical analysis, data

manipulation or integration, and grant or report writing
assistance. Large bibliographic databases such as Medline
or ERIC search for references for a requested topic, title, or
description. The Child Language Data Exchange System
(CHILDES) collects and maintains electronic transcripts of
typical and disordered language samples available for open
access and analysis by language researchers (16). Commu-
nity or professional listservs and websites can share soft-
ware, information, messages, or reports, usually for access
to all interested persons.

Also, computer networks can link researchers as well as
clinicians or clients to other computer users, information
centers, or databases. Improved computer conferencing
technologies allow real-time shared work environments
at a distance, including joint editing of documents, spread-
sheets, or data analysis. Web-based video conferencing
technologies allow real-time interactions among research-
ers at multiple locations.

Summary for Administration–Information Management
Functions

Potential Benefits for Computer Applications
Allows easy storage, recall, and modification of informa-

tion.

Provides standard format for reports.

Facilitates documentation of results for report or grant
writing.

Sorts information across categories or levels.

Can coordinate or code information for multiple vari-
ables of interest.

Provides clean copy of output.

Links computer users in real time or through listservs.

Allows shared workspaces and interactions among per-
sons at multiple locations.

Enables quick access to large bases of information.

Allows shared research databases and remote control of
computer functions.

Allows students to practice analysis procedures inde-
pendently.

Computer-based coding requires researchers to convert
subjective decisions into rules.

Potential Limitations of Computer Applications
May require more total time on clerical tasks instead of

passing routine functions to clerical staff.

Large data systems have more to lose if the system
‘‘crashes’’.

Potential for data corruption or transmission problems,
particularly during periods of high web traffic or
network overload.

Information may be entered into computer by users with
little clinical knowledge.

Limited monitoring and/or maintenance of many web-
based listservs or websites.

Large databases may be difficult to manage and access.

Standard format may discourage originality in report
writing.
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Computer organization may promote biased or poorly
designed research.

Clinicians may design activities to utilize new technol-
ogies rather than primarily to meet a client’s com-
munication goals.

Students may need more direct interaction or coaching
for some types of activities.

Potential for completion of distance education class
assignments that do not reflect independent student
work.

ANALYSIS OF NORMAL FUNCTION

Overview

Many advances in the assessment and intervention of
communication disorders have resulted from extensions
of the study of normal speech, hearing, and language
functions. Computer technology has expanded the scope
of acoustic, aerodynamic, and physiological studies of typi-
cal speech. Computer technology has also expanded the
scope, accuracy, and speed of analysis of some aspects of
language and hearing performance. Many of the applica-
tions discussed for analysis of normal function are also
used to detect atypical functions, and may overlap with
information in the Assessment section.

Speech Analysis Applications

Generate Stimuli. In psychoacoustic studies, digitized
speech signals can be created to experimentally manipu-
late the acoustic features of a stimulus (17). Programs can
also randomize the presentation order of acoustic stimuli
manipulations, or synchronize stimuli with other experi-
mental. Digitized signals are also converted to analog
signals for synthesizing non-naturally occurring signals,
or controlling peripheral devices such as pure tone or wave-
form generators. Adaptive techniques have been devised to
randomly present ordered stimuli, organize intervals
between events, and modify stimulus levels according to
previous values and subject responses. Such programs can
respond differentially to indications of subject fatigue or
performance variation.

Record Data. Multichannel digital recorders are used
to simultaneously capture multiple analog signals from a
speaker including acoustic, airflow, air pressure, lung
volume, muscle activity, and oral force and movement.
The number of channels that can be recorded is only
limited by the recorder and available storage memory.
Specialized analog transducers and amplifiers convert
each signal type into a voltage that can be digitized. These
signals provide an objective means to study the physiologic
processes that underlie speech production and to establish
normative reference data, which can be used to gauge the
degree of impairment in individuals with disordered
speech. Most modern speech laboratories rely heavily on
analog-to-digital conversion. Digitized signals can be easily
accessed for editing, analysis, modification, and integra-
tion with other data.

Digital audio recordings of speech sounds are the most
widely studied aspects of speech. Commercial sound cards
provide a sufficient sampling rate and signal/noise ratio for
most analysis applications. Typically, a preamplifier is
used to increase signal gain prior to digitization.

Computer applications have also been essential for
recording speech and swallowing movements. Most knowl-
edge of speech movements has been derived from strain
gauge devices, that were mounted directly to the upper lip,
lower lip, and jaw [e.g., (18,19)]. Optically based motion
capture (OBMC) systems register facial motion in three
dimensions (3D) during speech and are rapidly replacing
strain gauge techniques. These systems use computer-
based visual pattern recognition to extract the motions
of passively illuminated markers that are attached to
the face. The OBMC systems offer a number of significant
advantages over other methods for registering speech
motion. Specifically, subjects are not required to maintain
a specific posture while speaking nor are they encumbered
by wires or metal beams extending from the mouth. At
present, OBMC systems provide the only suitable method
for studying orofacial movements in young children (20).
One significant limitation of OBMC is, however, that they
can only record the motions of superficial facial structures.

Most of the information regarding the performance of
the articulators inside the mouth during speech and swal-
lowing (i.e., tongue, velum, and the pharynx) has been
obtained using four technologies: cineradiography, video-
fluroscopy, X-ray microbeam, and Electromagnetic Midsa-
gittal Articulography (EMA). Cineradiography is a filmed
X-ray and is typically no longer performed because of
concerns regarding radiation exposure. Videofluroscopy
is an X-ray technique that reduces radiation exposure
and is usually only performed on individuals undergoing
a clinical assessment of swallowing (21,22). X-ray
microbeam minimizes X-ray exposure by using predictive
algorithms to maintain a focused X-ray beam on pellets
attached to moving structures such as the tongue (23).
Electromagnetic Midsagittal Articulography tracks the
motion of electromagnetic sensors through a calibrated
magnetic field surrounding the midsagittal plane of the
head (24).

Manipulate Data. Once digitized, the data representing
the various aspects of speech performance are displayed
and analyzed using custom or commercially available soft-
ware. Computer programs can extract spatial, temporal,
and spectral information from digitized signal input. Sig-
nal conditioning techniques are used to filter, rectify, and
differentiate digital signals. These manipulations can be
performed by dedicated hardware or computer software.

Several manufactures have developed commercial soft-
ware for capturing speech recordings and for synthesizing
speech (25–27). For example, Barlow and colleagues
(28,29) have developed commercial software and hardware
for recording and analyzing speech airflow, orofacial force,
and orofacial reflexes. In contrast, commercial products for
analyzing speech movements and muscle activity have not
been developed. Presently, programming environments
such as MATLAB (30) and Lab View (31) provide research-
ers who only have a moderate degree of programming
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experience a means to develop custom analyses to meet
their specific needs.

Hearing Analysis Applications

Research in hearing science utilizes many of the same
techniques of stimulus generation, recording, manipula-
tion, storage, and control as speech science. For example,
computer-generated tones or speech can be used in audio-
metry to maximize control over stimulus characteristics
such as frequency or timing (32,33). Computer models of
auditory processes can simulate relative effects or differ-
ences in intelligibility in response to systematic changes in
the auditory system (34,35). Computer systems can pro-
duce randomly ordered sounds that are necessary for some
types of auditory physiology and psychoacoustic research,
as well as store and index massive databases of data.

Signal-averaging is essential for computer analysis
techniques, such as acoustic emittance or auditory evoked
response (AER), that require separation of a signal from
background responses (36). The AER systems analyze
brainstem responses to sound by averaging EEG measure-
ments for repeated sound presentations. Modifications can
include nonlinear gating of signal initiation that is not
possible with analog signals.

Language Analysis Applications

Analysis of normal linguistic function with computers
utilizes descriptive techniques to track developmental pro-
gress and maintain databases for language clients, or
databasing systems to compare language development
patterns observed to those of other populations (37).
Descriptive analyses currently available summarize lexi-
cal and syntactic functions in normal or disordered lan-
guage development, such as the Systematic Analysis of
Language Transcripts (SALT) (38). Over the past 20 years,
SALT analysis has provided standards for language tran-
script coding and analysis in comparison to normative
expectations, including school-based language assess-
ments (39).

The relative speed and standardization of these tran-
script and analysis systems enables the collection of large
and accessible databases of language behavior and varia-
tion. One of the largest databases in the study of language
development is the Child Language Data Exchange System
(CHILDES) (16,40). Continuing development of databases
provides accessible digitized audio and/or video transcripts
for comparison of performance of children and adults, not
only with typical and multicultural development, but
Down syndrome, specific language impairment, aphasia,
or focal brain injury (37).

Summary for Analysis Applications

Potential Benefits of Computer Analysis
Makes possible complex transformation of a speech signal.

Enables precise timing manipulations for stimulus
intervals and randomization.

Allows precise editing, analysis, modification, and
recombination of signal or subarrays of signals, with-
out splicing of tapes.

Easier to incorporate probability theory and statistics in
analysis process.

Enables selective analysis of separate muscle groups.

Can be used to record speech movements.

Can compare multiple sequences, continuous data
points, or multiple plots of data directly with point-
by-point analysis.

Can compute online analysis as study is conducted.

Digitally generated speech and/or auditory signals are
less distorted and more easily controlled.

Digitally stored data does not degrade as fast as analog.

Signal averaging is necessary for evoked potential study
because potentials of interest are small and contami-
nated by noise.

Possibility for richer and more flexible stimuli.

Analysis techniques can more easily borrow models
from other disciplines.

Standardization of transcript collection and coding makes
analysis across individuals easier, more reliable.

Computer databases can be collected and shared across
research facilities.

Quicker analysis of routine elements of language sam-
ple frees more time for other types of analysis.

Language transcripts can be searched for items of inter-
est quickly.

Potential Limitations of Computer Analysis
Limited and nonintelligent algorithms may reduce

research questions to analyses of narrow aspects of
behavior.

Assumptions for analyzing, storing, or manipulating
signals or behaviors are implicit in programs and
difficult to retrieve.

Time savings in analysis may be offset by increased
transcription or data-entry time.

Created stimuli may distort relevant features of the
natural speech event.

Analog-to-digital converters code information via inter-
pretive process, producing an averaged rather than
exact representation of continuous signal.

Limited normal or disordered databases restrict inter-
pretive power.

Promotes tendency for researchers to limit field of study
to only what the computer can analyze.

Faster analysis may only provide faster mistakes.

ASSESSMENT

Overview

Assessment for communication disorders involves (1)
describing an individual at a given time with measures
of communication functions, (2) comparing an individual to
normative data, (3) extrapolating information to predict
behavior over time, (4) profiling abilities or deficits to aid in
planning intervention, and (5) providing an objective
means of following and recording progress. The format
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for most computer-administered assessment programs fol-
lows the sequence of presenting the stimulus, accepting
and evaluating the response, and providing a detailed
report of results with optional storage of baseline scores.
More complicated programs will offer variable depth test-
ing in which the program evaluates client responses on line
and adjusts test content to either extend testing in a
problem area or skip questions in areas of high success.
Some analysis programs do not test client performance
directly but accept information on test performance and
provide detailed analysis of that information, often with
recommendations for further evaluation or intervention.

Speech

Dedicated speech devices (see also assessment procedures
in the section Assistive Devices) have been used to collect
acoustic, aerodynamic, and physiological data for dysarth-
ric and apraxic speech (28,29). These types of data are used
for both assessment of current function and tracking of
intervention progress in children and adults (41,42).
Recently, semiautomated algorithms (43) and automatic
speech recognition technologies have been used to identify
speaking characteristics of typical or disordered speech in
children (44).

The vibratory characteristics of the vocal folds are
assessed using acoustic voice analysis software (45) or
direct imaging (46). Acoustic voice analysis systems have
become commonplace in speech laboratories and clinics
(42). Increased affordability combined with the continued
need to objectify treatment outcomes ensures that these
systems will be even more prevalent in the near future.
Common acoustic voice measures include (1) fundamental
frequency, (2) jitter (short-term variations in the period of
the fundamental frequency), (3) shimmer (short-term var-
iations in the amplitude of the fundamental frequency),
and (4) a measure of glottal noise (47).

Many of the types of biofeedback used for articulation
and voice assessment have also been applied to fluency
disorders. For example, computer-based technology can
track client speaking rate, pitch, intensity, stuttering fre-
quency and duration, and percentage of utterances without
stuttering (48). Other programs provide a user interface for
clinicians to score perceptual judgments such as stuttering
severity or number of syllables with stuttering [see (5)].
Available software to address fluency issues is listed at
www.stutteringhomepage.com.

Both EMG and motion analysis technology can be used
to quantify the movement deficits associated with impaired
speech. Some abnormal features that have been identified
using this technology include problems with force, endur-
ance, movement displacement and velocity, interarticula-
tor coordination, and movement pattern stability. The
clinical implementation of motion analysis technology to
assess speech motor problems has significantly lagged
behind its application to assess gait and posture problems
by physical therapists. Obtaining useful normative data for
speech movements has been challenging because speech
performance is highly variable across individuals. The cost
and maintenance of this equipment are also problematic.
These present challenges are not insurmountable, and it is

likely that, with more empirical research, motion analysis
will become an integral part of speech assessment in the
not-too-distant future.

Many commercially available speech assessment pro-
grams provide computer analysis of clinician-entered data
rather than direct assessment of function. Computer-based
measures such as the Sentence Intelligibility Test (49)
present word or sentence stimuli and record client
response, but the clinician judges the intelligibility of units
within the test items relative to nondisabled individuals.
From this input, the program analyzes and presents the
percentage and severity of intelligibility impairment.
Other programs, such as the Logical International Pho-
netic Programs (LIPP) to analyze prelinguistic vocaliza-
tions of infants, interface between listener judgments and
presentations of digitized infant vocal samples (50). Auto-
matic computer analysis of infant vocalization samples can
analyze relative complexity and variety of infant sound
production, but does not yet directly correspond to phono-
logical categories of listener-perceived judgments (51).

Hearing

Computer advances in hearing assessment (see also hear-
ing aid evaluation in the section Assistive Devices) include
improvement of test signal generation, different emphasis
in audiological tests, and improved automated measure-
ment of hearing (52). Computerized assessments of hearing
provide direct measurement of acoustic characteristics
across separate frequency components of a complex signal,
including hearing performance while a hearing aid is worn
(53,54). Computer-based audiometers can measure tinni-
tus or pitch problems, loudness problems, reaction times,
and masking properties. Speech intelligibility under var-
ious listener conditions can be estimated from digital
speech samples and automatically scored (55,56). Informa-
tion gathered from these various audiologic tests can be
used to optimize a client’s hearing aid performance.

Other audiologic tests that are slow or impractical with
traditional audiometry can be facilitated with computers.
Evoked potential audiometry to screen or test thresholds of
hearing or other features of the auditory system is made
possible with computer signal averaging of the brain wave
signals recorded at sound presentations (52). Automatic
screening of such otoacoustic emissions has become stan-
dard universal practice for infants, particularly newborns
(57–59). Automated visual response audiometry provides
information on user spontaneous response to sounds for
young children and persons with cognitive disabilities (60–
62). Some kinds of auditory response tests have been
computerized for more consistent administration and scor-
ing with older children and adults (63).

Language

Computerized language-assessment tools may probe client
linguistic production, comprehension, or problem-solving
skills, elicit or describe language production, administer or
score language tests, or analyze syntactic, semantic, lex-
ical, or pragmatic elements of language samples. Many
language assessments are designed for particular aspects
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of specific language impairment or language–learning dis-
abilities. However, language measures designed for one
population can be applied to persons not in the target
population who exhibit similar language characteristics
if comparable normative data are available.

Several protocols are available for analyzing features of
language transcripts; these protocols differ according to
input format, number and type of linguistic analyses,
speed, costs, and profile, training, editing, and search
capabilities (37,64). Language sample tools can assist with
two primary functions: data retrieval and tallying of codes
entered by the clinician, and symbiotic programs that use
algorithms to mark linguistic elements, with corrections by
the clinician as needed (5). Most of these analysis programs
are intended to profile language development and are
standardized only for typically developing children, but
some extensions of norms have been developed for children
with language delays and disorders.

Each of the computerized language sample analyses has
a standard input format and a range of options for lan-
guage computations commonly used in the field, such as a
Mean Length of Utterance (65). For example, various
programs provide information on language characteristics
such as conversational functions, grammar, semantic rela-
tions, vocabulary, narrative, and phonological patterns
(66). Computer analysis can dramatically reduce assess-
ment time while maintaining acceptable range of accuracy
in clinical decisions to human-generated language ana-
lyses (67). Language sample analysis programs include
the following: additional programs and reviews of features
are available in Cochran (5):

1. Child Language Analysis (CLAN) (68).

2. Systematic Analysis of Language Transcripts (SALT)
(38).

3. Computerized Profiling (69).

Computer-based phonological assessment programs
provide analyses of standardized test results, systematic
analysis of phonology, or phonological errors in a spoken
transcript. Available phonology analysis programs fall into
three types: analysis of phonemes and errors in different
positions, distinctive feature analysis, or phonological
process examination. These computer-based analyses are
directly comparable to standard hand-scored measures,
but can be substantially faster even for relatively novice
users (64). Most programs require input of results of a
particular language sample, and provide summary sheets
of numbers or types of errors and characteristics of the
systems impaired. Some also provide suggestions for target
sounds in intervention. Features of available software
addressing these goals, such as Programs to Examine
Phonetic and Phonologic Evaluation Records (PEPPER)
(71), Computerized Profiling (CP) (70), or the Interactive
System for Phonological Analysis (ISPA) (71) are listed in
Masterson, Long and Buder (72), and Cochran (5).

Other computer-based language tools have adapted
strategies for collecting samples and/or scoring standar-
dized paper assessments. Computers can facilitate assess-
ment of language competence during conversational

interaction by providing a dynamic context with shared
reference to elicit spontaneous language (5). Programs
have been developed to facilitate language sample analy-
sis, test administration/scoring, and reading/writing skills
in adults (41). Assessment techniques utilizing the com-
puter for administration and scoring of paper language
tests including vocabulary inventories, receptive vocabulary
probes, and targeted probes of language fundamentals (5).
Also, literacy assessments such as reading or spelling tests
can be administered and/or scored by computer, and used to
assist planning in language and literacy intervention (5).

Several standardized language assessments have been
converted to computer-based administration and tested for
equivalency to traditional administration. Results show
variable influence of the computer interface, potentially
related to the variables associated with the disability, task,
access, and presentation. Some test administrations with
simple recognition behaviors show equivalent results with
preschool and school-aged children, using a variety of input
devices (73). Other test adaptations indicate that computer
administration may introduce variability and cognitive
load from the task and input requirements, and that
separate norms may be needed for computerized adminis-
trations of standardized tests (74,75). Selection of compu-
terized language measurements should be consistent with
the assessment principles of the clinician, and integrated
with other direct measurements and observations of client
language skills (76). Dynamic capabilities allow the poten-
tial for computer-based assessment of active language
learning, rather than sampling of language skills already
achieved. Jacobs (77,78) has developed a computer-based
screening test to identify risk of language delay in children
from multicultural backgrounds. Because the program
uses video and audio stimuli to present and test language
concepts in an invented language, it both samples chil-
dren’s dynamic potential to learn new language uses and
avoids cultural bias of experience in their familiar lan-
guages. Continued progress in statistical analysis techni-
ques for dynamic assessment and developmental data will
facilitate the ability to base language assessment measures
on predictions of language change over time (79).

Computer-assisted neuropsychological testing has been
implemented with adults, for skills such as visual atten-
tion, memory, response speed, and motor tracking (41).
Most language functions have not been sufficiently studied
in typical communicators to identify language deficits
associated with damage or dysfunction in specific neural
regions (80,81). Additional integration of neural imaging
and function measures may improve the diagnostic and
descriptive potential of language-based assessments (82).

Summary of Assessment Issues

Potential Benefits of Computer Assessment
Computers prompt for missing information without

making assumptions about nontested variables.

Standardizes presentation and analysis of assessment
procedures.

Simplifies longitudinal assessment of function or
learning.
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Direct input of signals can improve accuracy and pre-
cision of measurement.

Computers are more reliable than humans at determin-
ing boundaries in acoustic or physiologic signals.

Possible to modify assessment techniques in response to
change in client behavior response or test conditions.

Systems encourage accountability for decision making.

Analysis and assessment can be completed in real time,
continuously as the program operates.

Larger databases can be accessible for test outcomes.

Easier to store data and track client progress.

Can temporally analyze and compare verbal and non-
verbal aspects of transcript.

Signals can be generated, stored, and ordered for assess-
ment presentation.

Evoked potential research is particularly useful for
hard-to-test individuals, such as infants.

Simplifies routine assessment functions to encourage
more clinician time spent in other types of assess-
ment.

Dedicated specific language analysis tools can adapt
rapidly to changing theories of language processes.

Enables assessment of comprehension with nonverbal
stimuli and responses.

Comprehension of dynamic concepts can be assessed
dynamically.

Computer can react to subject variables difficult to
recognize, like fatigue, by pattern of response.

Artificial intelligence models can consolidate expertise
from multiple clinicians and situations.

Computers can do multifactorial comparisons impossi-
ble by hand.

Enables noninvasive measures of internal functions.

Increase quantification of perceptual judgments.

Quantitative analysis is accessible to a wider range of
clinicians with computer-based techniques.

Potential Limitations of Computer Assessment
Computer transfers experimental biases to implicit

level, which is often inaccessible, and subject to
misinterpretation.

Humans are better pattern recognizers than compu-
ters and are able to integrate a greater variety of
factors.

Many assessment programs ignore or average out varia-
bility that may be one of the most interesting or
useful aspects.

Need to determine if assessment tools themselves are
valid before introducing computer for test adminis-
tration and analysis.

Standardized tests are often designed to administer
only one task.

Computerized assessments may overlook important fac-
tors or variations that are observed by clinicians.

Measurement techniques may be too time consuming to
be clinically useful.

Techniques may require time, equipment, skills, and
money not available to clinicians in general.

Clinicians may avoid responsibility for interpreting
data and simply report computer results to clients.

Clinicians may be overwhelmed by the volume of data
output from assessments, and potentially misinter-
pret results.

Comparative analysis is limited without normative
database for the population assessed.

Danger for undetected errors in program’s computa-
tions and output.

Clinicians may be tempted to entirely substitute com-
puterized tests for informal tests.

If input to the assessment protocol is only estimated,
computer will erroneously interpret that as fact.

Uniform assessment techniques may be uniformly med-
iocre without benefit of clinical intuition.

INTERVENTION

Overview

Note that relevant applications for clients with hearing
impairments are distributed across three different sections
according to intervention techniques addressing speech,
language, or specific communication aspects of hearing
impairment. Habilitation of hearing itself with hearing
aids is discussed in the Assistive Devices section.

Applications of computers to intervention in communi-
cation disorders range from direct training and modifica-
tion of measurable behaviors, to practice and feedback of
speech/language functions, to presentation and teaching of
facts or concepts, many of which utilize software and
techniques originally targeted for regular education.
Potential roles for the computer in fulfilling these tasks
include the following [adapted from (83)]:

1. Tutor: Present information or tasks in sequences
designed to achieve a desired behavior, provide drill,
and practice.

2. Eyeglasses: Provide tools for amplifying and extending
abilities (e.g., learning to influence the environment).

3. Mirror: Provide sensitive feedback on behavior.

4. Stimulus: Provide stimulating material for learning.

5. Access tool: Provide materials, real or simulated
capabilities, or activities appropriate for tasks.

6. Communication: Input or output of spoken or written
communication.

Tasks of the teacher or therapist in providing computer
assisted instruction (CAI) include assessment of current
and past performance and learning style, task analysis of
what and how to teach, identification of instruction level,
and evaluation of ongoing progress (84). Specific elements
of tutorial programs can include (84,85): (1) pretest of
requisite knowledge, (2) presentation of stimulus (text,
graphics, videos, and/or speech), (3) acceptance and eva-
luation of response, (4) provision of prompts or cues for
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responses, (5) feedback or reinforcement of correct
responses, (6) change in difficulty based on evaluation of
response, and (7) record keeping and string of data on
client’s performance.

Knowledge-based or intelligent tutoring systems utilize
artificial intelligence models for describing skills and rules
for deriving given behaviors, which are applied to normal
and deviant behavior and modified through cumulative
knowledge and experience. Research and therapeutic appli-
cations of artificial intelligence include the following (86):
(1) simulation of perceptual, communicative, and cognitive
processes to examine the nature of normal and disordered
processes and recommend and test assessment or inter-
vention techniques; (2) development of interactive systems
which can evaluate, creatively adapt to responses, and vary
stimulus or measurement techniques; and (3) development
and testing of models of behavior that attempt to objectify
rules and systematic influences of subjective behaviors.

Speech Intervention

Except for a few specific techniques or tests targeted at a
given disability, computer applications will be discussed by
general qualities of the speech signal addressed in inter-
vention. Many of the techniques discussed here have been
applied to various disorders, including voice, articulation,
fluency, dysarthria, apraxia, and speech consequences of
hearing disorders or physical handicaps.

Visible Speech. Techniques derived for the analysis and
display of speech characteristics are used not only for
research but also for intervention for speech disorders.
Clients receive visible feedback about the qualities of their
speech production as a cue to improve specific qualities of
the production. Types of information displayed include the
following: (1) analysis and display of acoustic parameters;
fundamental frequency, intonation, amplitude, spectrum,
and nasality (42,87,88); (2) direct representation of speech
waveform characteristics (89); (3) interpretation of percep-
tual analyses or other classifications of speech parameters
(90); (4) information on the progress and efficacy of the
swallowing response (89,92), and (5) information on close-
ness of fit of client production to a template along acoustic
or perceptual parameters (88,90,93).

Speech Feedback. Delayed auditory feedback, in which
a speaker’s voice is replayed to headphones after a preset
interval, has been implemented in both stand-alone and in-
the-ear devices to improve fluency (93). Other modifications of
feedback to improve fluency include altered frequency, ampli-
tude, or speech masking of the client’s speech (93). Some types
of speech feedback may be supplemented by tactile feedback
sensors, for clients with limited hearing. Feedback on a wide
variety of speech qualities can also presented in game or
simple visual presentations for young children and other
clients with basic communication skills (90,95).

Speech Movement Indicators. Real-time displays of the
speech acoustic signal are the most widely used method to
deliver feedback to patients regarding their speech perfor-
mance. These displays are used to training features of

speech such as loudness, rate, rhythm, intonation, or pitch
(42). Acoustic voice analysis systems provide a convenient
and noninvasive method to measure and track vocal char-
acteristics throughout treatment (96,97).

A number of devices display aspects of speech movement
in real-time, which can be used to train appropriate speech
behaviors. Strain gauge and optically based motion trans-
duction systems can be used to provide feedback to a
patient of their lips and jaw movements (98). Coordination
of speech breathing can be visualized using devices such as
the Inductotrace (2) that transduce movements of the rib
cage and abdomen. Dynamic palatography provides a
means to display tongue to palate contact patterns in
real-time during connected speech (99,100). Movement of
the vocal folds can be obtained real-time through high
speed stroboscopy (26,89). EMG is used to provide patients
information about muscle activity patterns and may be
used to increase or decrease muscle activity levels.

Speech Cueing. For clients with rate difficulties in
speech, including fluency disorders, computer-based
metronomes and cueing systems may facilitate fluent
speech (93). These rate programs may be integrated with
reading highlighting tasks, to reduce the difficulty of both
the speech and language aspects of reading aloud. The
feedback from a voice output assistive device may also
provide cueing for clients with limited speech to elicit more
frequent and/or complex speech signals (102,103).

Counseling and Support. Behavioral and emotional
responses can directly affect speech disorders, and tech-
nology has been used to facilitate client counseling. For
example, in cases of psychogenic aphonia (loss of voice for
nonphysical reasons), direct feedback of the vocal function
has been helpful in altering clients’ perceptions of their
own voice functions (89). Similarly, a biofeedback program
was used in combination with behavioral treatment activ-
ities to increase client perception of control over stuttering
episodes and reduce likelihood of relapse after treatment
(102).

Hearing Intervention

While intervention with hearing-impaired persons uti-
lizes techniques of both speech and language training
(52,103,105), some communicative function training is
unique to hearing-impaired persons. For example, several
different programs, CDs, or websites use computer gra-
phics and animation to teach sign language, finger spel-
ling, speech reading, or simultaneous communication (8).
Websites, such as www.deafed.net, provide coordinated
resources for specialized interventions for hearing and
associated speech/language skills.

Some intervention programs have utilized dynamic
graphic displays to support practice or drill of specific
speech and language skills associated with hearing impair-
ments. Intervention systems have been established to
reinforce therapy drills, provide remote-accessible tutorial
programs, encourage speechreading practice and interac-
tion with other deaf and hearing persons, and practice
constructing language output with dynamic, visual input
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(52,104). Aural rehabilitation for children with cochlear
implants can be presented with specialized video games
targeting specific listening and/or speech tasks. For persons
with some hearing, computer speech output devices have
been used to provide stimuli for auditory perceptual
training. Direct intervention of hearing function through
technology tends to be provided with assistive listening
devices (see later section), although some systems have
been constructed to target specific hearing features in
listeners (107).

Balance and dizziness intervention can be assisted by
computer-based presentation and evaluation of response to
specific tasks. For example, technologies are becoming
available to directly sample video images of a person’s
eye movements, standing balance, and walking (105). In
therapy, computer technology can present virtual reality of
environmental situations that gradually increase the bal-
ance challenge in response to the user’s reactions in target
behaviors.

Language Intervention

Language intervention utilizes many procedures and soft-
ware programs in ways similar to computer-assisted
instruction in general education. Programs designed to
address general functions, such as problem solving, teach-
ing school subjects, or playing video games, can be applied
to language intervention as specific visual and auditory
perception, reading, or sequencing practice tasks. The
following are some of the ways computers can stimulate
language development (5,83):

1. Language as subject matter: A wide variety of gen-
eral and special education software is available
which provides drills, tutorials, or examples of lan-
guage skills such as spelling, grammar, vocabulary,
and writing.

2. Language as currency: Language can be required as
input or output in order to perform other activities
such as games, problem-solving activities, or simula-
tions; with some computer programs, the clinician
can structure the program to accept either more or
less complex language input, depending on the cli-
ent’s language skills.

3. Computer as a tool for linguistic communication:
Clients with limited experience with either spoken
or written communication can use computer systems
such as word processors, computer networks, inter-
active terminals, speech output devices, or any of the
augmentative communication devices to practice lan-
guage and communication skills.

4. Computer as a tool for literacy: Computers can pro-
vide multisensory input and output to facilitate client
reading and writing, as well as providing structure
and expert feedback for problem-solving tasks such
as editing grammar or creating a narrative.

5. Computer as a topic to generate conversation or inter-
action: Computers can serve not only as an instruc-
tional tool but as a source of problem solving and
conversational topics embedded in the social context.

6. Computer as an instructor: Computer-assisted
instruction is not limited to interactions between
clients and computers alone in tutorial or drill-
and-practice programs, but also as a facilitator of
instruction as a triad with the clinician or educator.

7. Computer as an interactant: With some artificial
intelligence programs, computers can react crea-
tively to some aspects of client input and can function
as an interactive learning tool; the programs vary in
how much control the client has over learning and how
the program adapts its linguistic responses or tasks.

8. Computer as a tool or reinforcer: Some types of video
and accessory programs can present or manage tasks
in ways that support the user’s memory, cognition,
language skills, and/or motivation.

Many general education software packages can be
adapted for intervention with language disabilities. These
educational software programs can be integrated with
other technological resources such as websites and search
engines to develop theme-based instruction with language
support around an academic topic (11). Some modifications
of standard educational software recommended for lan-
guage and learning disabilities are (106) (1) expanding
application of software beyond stated purpose, such as
using alphabet programs for visual recognition or story
programs for retelling a sequential narrative; (2) indivi-
dualizing program characteristics for clients, such as level
of difficulty and duration of stimulus, multimodal input or
output, use of graphics or printed text, or tasks subdivision;
(3) providing supplemental activities such as retelling a
story or answering written or spoken questions to apply
program information; and (4) individualizing content of
entire programs for specific practice or focus by using
authoring programs.

Some dedicated programs have been developed to prac-
tice specific domains of language skill in relatively focused
decontextualized environments. Tasks addressed by soft-
ware targeted for direct language practice include drills or
tutorials for teaching vocabulary, figurative language,
visual memory, phonological awareness, and grammar
(90,109–111). Programs have been developed to modify
characteristics of auditory speech input that are proposed
to enhance skills in auditory and language comprehen-
sion, but data on the efficacy of these programs are mixed
(112–114).

Most applications of technology with young children
rely on computers or other technology as one element of
an interactive or academic experience. For example, com-
puters may assist in presenting or reinforcing concepts,
supporting access to task materials, searching for informa-
tion, or presenting stories or other written information to
nonreaders (115). Children may develop cognitive concepts
such as the connection between causative actions and effects
through operation of a variety of switches that simplify the
motor activities necessary to activate environmental
devices or toys (116). Dedicated programs for early language
intervention with preschool children address concepts
similar to other language programs, usually embedded
into teacher–child or child–child interactions: vocabulary,
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following directions, differentiating letters–shapes–
colors, and numerical concepts (117,118). Early interven-
tion software and devices for infants and toddlers have
been designed to engage the child in meaningful and
cognitively appropriate play, with maximum technical
support to allow easy access to social interaction, play,
and tasks such as speech or writing (116,119).

Computer technology can provide ongoing support for
reading and writing as well as tool for learning a wide
variety of literacy skills. Early literacy skills can be pro-
moted with programs verbalizing letters, words, and
phrases as they are typed, highlighting text as it is read,
and animating stories and words (120,121). Programs can
provide scaffolding of conventional writing tasks to sim-
plify writing or typing tasks and compensate for poor
grammar and spelling, thereby encouraging maximum
language-output capabilities (6,122–124). Voice capabil-
ities of programs can support reading of books and text
out loud for multisensory output, as well as specific word
prompts for literacy tasks (125,126). Voice recognition
programs can provide limited spoken input to writing
programs, although most still rely on user correction of
errors, even when combined with standard or custom text
analysis programs (121,127). Programs to support and
teach spelling and/or phonological awareness skills tend
to use a combination of prompts, voice feedback, and
systematic cues to identify and associate letters and pho-
nemes appropriately (88,90,128).

Many persons with language impairments have addi-
tional congenital or acquired disabilities in cognition, mem-
ory, social interaction, and/or organization. Programs
designed or adapted for clients with other developmental
disabilities can address skills such as perceptual-motor
skills, cognition, vocational skills, creative arts, self-help,
memory-cuing skills, or social skills (129–132). Recom-
mended ways of structuring computer-based tasks for
clients with developmental disabilities include (133): (1)
providing proper incentives for the client, (2) structuring
programs to adapt a task to the client’s behavior, (3)
adjusting speed of presentation and amount of repetition,
and (4) evaluating progress longitudinally rather than by
initial performance. Because persons with cognitive or other
developmental disabilities have difficulty generalizing
experiences from one context to another, it is important to
embed technology experiences into real life functional and
social interactions, particularly for persons with social
impairments, such as Autism Spectrum Disorders (134,135).

Available rehabilitative software designed specifically
for adults with language and cognitive impairments
addresses impairments of functions similar to other lan-
guage disabilities in different instructional formats and
styles. Some of these programs utilize alternative input
systems when visual/perceptual or motor skills interfere
with performance, such as for supported reading and writ-
ing (136,137). Examples of specific areas addressed for
cognitive rehabilitation include concept training, memory,
personal organization, planning, and perceptual processing
(138–140). Technology can also serve as a memory or orga-
nizational tool for persons with brain injury, using common
off-the-shelf devices such as handheld personal organizers
and integrated video, and/or cell phone technology.

Summary of Intervention Issues

Potential Benefits of Computer Intervention
Computers are objective and reliable.

Potential for undivided attention, client-paced instruc-
tion from program.

Reinforcement immediate, contingent on user response.

Possible to present information multimodally.

Context and tool for exploration, problem solving, net-
working concepts.

Motivates interaction with computer as dynamic con-
text in group interaction.

Provides experiences not otherwise possible, such as
voice output of original text.

Intervention elements can be regulated or altered by
clinician.

Allows intervention with using nonlinguistic and visual
stimuli.

Can present dynamic stimuli difficult to represent in
other ways, such as verbs or sign language.

Programs can respond immediately to subtle variations
in speakers that are difficult for listeners to detect.

Can incorporate more than one instructional strategy,
simultaneously or in sequence.

Collects, analyzes performance data on line.

Allows additional practice time outside of therapy, even
at a remote distance.

Intelligent programs can have accumulated experience
across clients and experts.

For responses that are variable, the user’s best produc-
tion can be the target production rather than a set
template.

Potential Limitations for Computer Intervention
Danger that computers oversimplify a task and are used

as electronic flashcards.

May artificially separate memorization from integra-
tion of knowledge rather than memory through
integration.

Automaticity of drill responses is not optimal for facil-
itating language development.

Computer interaction may detract from social inter-
action, particularly in persons with specific social
impairments, such as in Autism Spectrum Disorders.

Computer may prompt clinicians or educators to teach
things that children do not need to learn.

Programs can make mistakes more interesting.

Programs must introduce enough variability to build
generalization skills.

Clients must understand program instructions, parti-
cularly if using self-paced exercises.

Computers and access strategies can introduce inde-
pendent cognitive load to task.

Input and output modalities may divide perceptual
resources.

More difficult problems in everyday life are solved by
analysis rather than drill.
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Software may legitimately do what is advertised, but
concept taught may not be valid or valuable.

Predetermined programs may limit originality of clin-
ician interpretation of behavior.

Computer tasks may introduce methods or cognitive
loads that exceed the purpose of the original ther-
apeutic goals.

Should teach rewards of communication and interaction
for its own sake, not for computer reinforcement alone.

Users may expect technology to serve as a stand-alone
system for client–computer interaction, rather than
embedding technology use into interaction and func-
tional use.

Users may expect that intervention technology can
replace language, speech, or hearing functions that
are inherently irreplaceable.

May not be able to simplify task enough to overcome
difficulties of interacting with computer or symbolic
mode.

May perceive that computer-based techniques are more
effective than they really are Computer program may
teach skills according to philosophies or techniques
that are contrary to the clinician’s or the client’s values.

Programs may be designed to rehabilitate skills that are
best served by support that bypasses impaired func-
tions.

Users may adapt educational or intervention goals to
suit the capabilities of the technology, rather than
using technology to support intervention.

Computers cannot be equivalent in function to clinicians,
and cannot be used to justified reduced clinical staff.

ASSISTIVE DEVICES

Overview

Computer technology has dramatically improved the func-
tional capabilities of physically, sensory, and communica-
tively impaired individuals. Functions addressed by
assistive computer technology include communicative
output (speech or written), communicative input (visual
or auditory), environmental control, and access to standard
computer capabilities (both personal and public computer
devices). Many aspects of adapted computer access and
universal design have already been incorporated into
standard computers, software, and consumer devices. Key
resources for further information about assistive devices and
augmentative and alternative communication include the
following: Beukelman and Mirenda (141), Cook and Hussey
(142), the AAC Web site (http://aac.unl.edu), and the Co-Net
assistive device inventory (http://trace.wisc.edu/tcel/). Topics
addressed within this section will be organized according to
communicative input, output, and other applications for
language, hearing, and speech–physical impairments.

Language

Input (Language Learning). Persons who rely on aug-
mentative communication (AAC) may face additional

difficulties over typical communicators in both developing
and using language skills through these alternative
means. Early application of an augmentative system can
help structure linguistic intervention by providing a moti-
vating means for language practice, alternative modes of
communicative output, and a vocabulary access and expan-
sion system which can translate individual word units into
acceptable grammatical form (143–145). Persons with phy-
sical or visual impairments often have limited access to
standard written materials, and computers can provide
access to reading and text production to promote receptive
and expressive language skills (146,147). Still, young chil-
dren who are nonspeaking have multiple additional
sources of cognitive and interactive difficulty that influence
early language development, such as difficulty of parents
and children recognizing atypical movements as commu-
nicative or linguistic (148). Current research has addressed
ways to adapt AAC language input techniques to be more
cognitively accessible (149–151).

Output (Language Use). Conversational language out-
put using AAC is slower than spoken language and often
relies on users switching back and forth between spelled
and prestored vocabulary to complete messages (152). Older
AAC users may alter linguistic features of their output such
as grammar and word choice because of the limitations of
their available system; access to fully generative language
systems is a critical element of language development in
AAC (153). Fully competent language users who rely on
AAC may still modify their language output because of rate
and partner limitations (154). An important part of being
linguistically competent in AAC is being able to determine
strategies for when and how to use different language
content and modalities for different purposes (155). An
essential part of intervention with AAC devices, particularly
for young children, involves strategies for partner training
and support of the augmented communicator (156).

Most effective assistive technology applications for
persons with acquired language and/or cognitive impair-
ments focus on control and support of existing skills,
rather than direct rehabilitation of impaired skills
(157,158). This support includes low tech output such
as gestures or communication boards, high tech devices
for message formulation and retrieval, and partner-
supported techniques such as written choice or partner
drawing (158–160). Computerized linguistic cuing and
speech output devices have been applied to clients with
acquired language disabilities with only limited success
(137,161). For most users, continued technology use after
an acquired injury depends on the environmental and
partner support as much or more than the type of tech-
nology used (162).

Other. With the current proliferation of web access
and simulation programs, persons with language and
other disabilities can also have access to language and
functional learning experiences for which they are phy-
sically not suited, like laboratory problems or driving
simulation. Computers and other distance technology
may also be used to supplement language therapy for
homebound, rural, or physically disabled clients who
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cannot attend regular therapy sessions at a clinic (87,163).
Most telecommunication systems require written language
and computer access skills, which are problem areas for
many language-impaired individuals with perceptual
and/or symbolic deficits.

Hearing

Input. Digitized hearing aids have become the industry
standard, with capacities to maximize high-frequency
gain, filter out nonspeech distortion or noise, and program
aids to mirror a patient’s hearing loss (107,164,165). There
have been significant advances in the use of computer
technology for the direct evaluation and improvement of
hearing aids and cochlear implants (53,54). New develop-
ments in hearing aid technology can allow users to alter the
characteristics of the aid remotely to match various listen-
ing situations. Similarly, cochlear implants that provide
electrocochlear stimulation have advanced signal-proces-
sing capabilities to improve speech intelligibility (33).
Further research is needed to determine more accurate
predictions of the types of benefits or limitations of cochlear
implants expected for different populations (166).

Output. Other assistive devices for speech–language
output for persons with hearing impairments provide
dynamic translation of spoken information in face-to-face
as well as remote interactions. For instance, interpreter
services now offer real-time captioning, in which a tran-
scriber records auditory information in a classroom or
meeting to be immediately transmitted to the user’s own
display or a whole-room display. Standard text messaging
and video transmission technologies allow quick access to
direct interaction that can substitute for telephone access
for deaf or hard of hearing users. If telephone services are
used, TTY (teletypewriter) connections allow typed inter-
actions between telecommunication devices using stan-
dard phone lines. If only one user has access to a TTY,
telephone relay services are available to provide voice
translations to and from TTY signals as needed. Similarly,
fiberoptic Polycom video systems can be used either for
direct signed conversations or remote ASL interpretation
of spoken input when the interpreter is not physically
present at the location. Text to speech and voice recognition
systems are not yet sophisticated enough to translate
spoken to written communication accurately in real time
(167), but are used for limited purposes for persons with
hearing impairments.

Other. Computer-based environmental control sys-
tems can be established in homes or workplaces to give
a visual, automatic signal for telephones, doorbells,
alarms, or emergency signals. See Cook (this volume,
COMMUNICATION DEVICES) for more information on
access to environmental control devices.

Speech and other Physical Impairments

Individuals with severely impaired control, coordination,
or strength of oral-motor systems may require an assistive
device to augment or replace functional speech. Types of

disability or disease that may result in this condition
include cerebral palsy, spinal cord injury, muscular dys-
trophy, multiple sclerosis, amyotrophic lateral sclerosis,
stroke, traumatic brain injury, and spastic dysphonia.
Individuals with motor impairments affecting their hands
and arms may also require assistive devices to facilitate
writing or access to a computer. Augmentative aids are
designed to fit a client’s motor, linguistic, cognitive, social,
and educational skills and needs, and may address several
different communication or access functions. Computer-
based programs may be used to determine likely matches
between technology and user needs, available either as
stand-alone software or integrated software within dedi-
cated communication devices (141,142). Many applica-
tions of technology for these users are covered under
the chapter on computer access (Cook, this volume, COM-
MUNICATION DEVICES). This section will concentrate
on technology to support speech input and output from
persons who rely on AAC.

Input (Voice Recognition). Two types of uses are com-
mon for voice input systems with present technology. For
persons who have good use of speech but severely limited
physical movement, such as persons with high spinal cord
injuries, voice input may be a primary strategy for con-
trolling computers for a wide variety of writing, computing,
and environmental control functions (167,168). Available
voice input systems rely on voice recognition systems that
are calibrated to the client’s speaking style, and users
typically must speak at a reduced rate and monitor the
system for errors in recognizing words. Future develop-
ment is necessary before voice recognition systems can be
used seamlessly for writing or distance communication
without error correction. For users with some speech with
limited intelligibility, such as persons with cerebral palsy,
voice recognition systems have been adapted to recognize
and respond to atypical speech productions and provide
support for writing and other communication tasks (169).
Such systems need improvement in algorithms for recog-
nizing subtle variations in vocalizations as well as trian-
gulating intended utterances of users with high variability
in speech production.

Output (Controlling Voice Output). Electronic voice
output is an alternative or supplement to speech for many
people with severe speech and/or physical impairments,
who have difficulty being understood using their own
voice. For individuals who cannot use standard keyboards
or input devices, two general techniques are used to
activate voice output devices: direct selection and scan-
ning, both with options for encoding the input signal. The
choice of input techniques depends on the range and type
of behavior that the person can control, individual pre-
ferences, and communicative needs. Most of these input
techniques could operate devices for speech, writing,
and/or computer access functions. For direct selection, a
variety of peripheral devices are available which utilize
different motions to select communication units from an
array of choices, including adapted keyboards, pointing
devices, light pointers, switches, eyegaze, and speech
input (141). For individuals who only have a small set
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of discrete motions, encoding techniques can be used to
provide a larger selection set. For example, persons who
can operate only a limited number of keys or a joystick
can select a larger number of words or letters by using
sequences of two or three movements or selections for each
word.

If an individual has only a single controllable move-
ment, fatigues easily, or does not use encoding techniques,
a scanning input method may be appropriate. A series of
items or groups of items are presented sequentially, and
the individual makes a single signal at the proper time to
select the desired item. More sophisticated scanning tech-
niques systematically narrow down the field of choice to
speed the process. Since the user of a scanning aid must
wait until a desired item is highlighted by the device,
scanning is often a slow method (170). For users with
additional cognitive and/or language limitations, scanning
can introduce cognitive load that may require specific
training or interfere with skilled technology access
(171,172).

Since most alternative input techniques are slower than
speech or typing, special acceleration programs have been
developed that can provide the client with the ability to
input the same text with fewer necessary input selections
or keystrokes. Whole words and phrases can be coded, by
the user and/or manufacturer, which can be accessed by
abbreviated letter and number codes, picture symbol codes,
or word prediction. For conversation needs, computer
devices can provide visible correctable displays and voice
synthesizers. For writing, correctable displays can provide
printed output, with the potential for portable printing and
writing aids as well as handwriting facsimile output. See
Beukelman and Mirenda (90) for more detailed informa-
tion on these techniques.

Other. Functions other than speaking or writing that
computer devices can provide for individuals with severe
disabilities include environmental control and access to
standard computers. A variety of computer-based devices
can adjust controls of appliances or lights, often linked
through the same device used for speech and writing.
Devices such as robotic arms can potentially handle light
books, turn pages, insert computer disks, and provide other
manipulative functions. Current efforts to improve uni-
versal design for easy access of environments to all users
will improve the usefulness of technology-based solutions
for environmental control and access (173). See Cook (this
volume, COMMUNICATION DEVICES) for more informa-
tion on these resources.

Another rapidly growing need for persons with disabil-
ities is the ability to access and use standard computers
and computer programs in the daily living environment.
Individualized adaptive devices for accessing a personal
communication aid will not necessarily allow direct access
to any standard computer, particularly if the client must
use an alternative input device. Interfacing units (includ-
ing keyboard emulators) can allow the user to operate
virtually any computer software program with their spe-
cially chosen adaptive devices by making the output of the
personal adaptive device look like the information that the
computer program expects to receive from the standard

keyboard. However, the ability to use most software with
one’s own adaptive computer system at home does not
necessarily mean that the same adaptive equipment can
be used to operate other computers, bank teller machines,
or library terminals. Limited compatibility between differ-
ent dedicated and nondedicated hardware and software
limits the range of technology a person can access with any
given tool. See Cook (this volume, COMMUNICATION
DEVICES) for more information on these resources.

Summary of Assistive Device Issues

Potential Benefits of Assistive Devices
Provides voice output to supplement or substitute for

impaired speech skills.

Provides language input as well as output to children
learning language.

Provides support for the development of language, writ-
ing, and cognitive skills.

Voice output allows more complex interaction between
speaking and nonspeaking children who are preliterate.

Enables user-programmable vocabularies.

Communication aids can be made portable with speech,
writing, or computer access capabilities.

Allows access and control of a wide variety of activities
via computer.

Allows privacy of writing without need for translator.

Enables user to alternate between communicative and
computer modes.

Potentially greater vocabulary storage and access tech-
niques than nonautomated aids.

Provides mechanism to reach larger audience or range
of interactants.

Augmentative communication over a distance (e.g., list-
servs) can compensate for unequal spoken to non-
spoken speed in face-to-face interaction.

Distance technologies allow for complete writing and
vocational tasks to be completed at the user’s pace as
a standard feature of that interaction mode.

Less expensive for some control and communication
functions than personal aide.

Provides means for organizing thought visually.

Provides speech systems with intelligible and variable
output.

Can expand simple mechanical operation such as a
switch activation to perform complex functions.

Potential Limitations of Assistive Devices
Augmented communication is not as fast, flexible, or as

varied as standard spoken or written communication.

Technology cannot replace original function and is
always less easily adaptable.

Difficulty with compatibility of various devices, parti-
cularly between standard technology and dedicated
software and hardware for communication.

Computer technology may present additional cognitive
load for some users.
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Short product life; computer devices are quickly out of
date.

Other nonautomated techniques may fulfill same func-
tion at less cost with greater control over modifica-
tions.

Nonautomated techniques may be more interactive with
the listener.

Time, money, effort expenditures may outweigh bene-
fits.

People who have difficulties processing symbolic infor-
mation will also have difficulties using a symbolic
communication device.

Objective measures of relative efficiency and effective-
ness of communication aids for individuals are cur-
rently limited.

Nonautomated aids may be more portable.

Sensory aids, particularly cochlear implants, can affect
physiological function.

Problems with client, family, clinician acceptance, and/
or understanding of device.

Difficulties with listener acceptance of AAC within com-
municative interaction.

Success with technology is the degree to which technol-
ogy adapts to client needs instead of client adapting
to technology capability.

FUTURE DIRECTIONS

Research, development, and clinical application of compu-
ter technology will continue in the field of communication
disorders. Some of the directions of future development are
suggested by progress in current research or clinical appli-
cations. New developments that are being addressed for
computer applications in speech, hearing, and language
disorders, and assistive devices are listed below.

New Directions in Speech

Improved databases of quantitative indices of typical
and disordered speech performance.

Clinical implementation of motion analysis technology
to assess and/or predict speech motor problems in
children and adults with disabilities.

Improved commercial products for analyzing speech
movements and muscle activity.

Modeling of the relationship between oral movements
and speech sounds in early development.

Use of imaging technology such as magnetic resonance
imaging (MRI) to assess and monitor vocal tract
anatomy and physiology.

Clinical implementation of automatic analysis of
vocal samples for variety and complexity of sounds
produced.

Computerized intelligibility assessments appropriate
for children as well as adults.

Inexpensive and clinically feasible acoustic analysis for
assessment of voice and speech production.

Instrumental feedback to reinforce vocal productions of
young children.

Instrumental feedback for treating problems with vocal
loudness and unintelligible speech.

Instrumental feedback of ‘‘easy onset’’ productions by
clients to improve fluency.

Better integration of speech and other behavioral or
language intervention technologies.

Genetic testing of congenital speech disorders.

Electrical stimulation of neuromotor centers and path-
ways using direct current or magnetic induction.

New Directions in Hearing and Hearing Aids

Modeling of highly complex auditory processes, such as
stochastic processing of speech (different possible
outputs from the same input) at the auditory nerve
level.

Automated computer assessment of routine aspects of
hearing tests, and better data on user interface
effects for different populations (e.g., elderly users).

Computer enhancements of neurosurgery for hearing,
including robotics, microsurgery, and interoperative
monitoring of surgery with technology.

Customized presentation and adaptation of therapy
activities for balance, such as matching user head
or eye movement to computer-based targets.

User-adaptable hearing aids.

Improved text to speech and voice recognition systems
for real-time translation of spoken to written com-
munication for persons with hearing impairments.

Increased standardization and improvement of video
capabilities of telecommunication devices for persons
with hearing impairments.

Enhancements of unintelligible auditory signals in
hearing aids using more complex signal detection
theory.

Implantable hearing aids that are user adjustable to
improve fidelity of sound in selective environments.

Brainstem implants for persons who have eighth nerve
damage to their hearing (e.g., neurofibromatosis).

Implantable prosthetic devices for improving vestibular
function, including mixed sensory input such as tactile
feedback for the position of the user’s head in space.

New Directions in Language

Improved databases of language development and pat-
terns of children and adults with various language
disabilities.

More extensive use of imaging techniques such as fMRI
to determine brain systems involved in different
language and communication tasks.

Simultaneous analysis of multiple aspects of language
behaviors in samples.

Dependable fully automated language sample analysis
programs, using artificial intelligence algorithms to
avoid common errors in current programs.
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Computerized techniques for describing and predicting
relationships between linguistic variables observed.

Computer-prompted sampling of language behaviors in
targeted contexts and topics, and integration with
cognitive responses to those language concepts.

Voice recognition of input to assist with some aspects of
broad transcription of language samples.

Clinical consultation and language sampling through
distance technology, including personal handheld
devices and video/audio conference interactions.

Universal design of word processing software with lit-
eracy support, analogous to the integration of com-
puter access technology supplied with standard
computers.

Improvement of voice input technologies for text crea-
tion and editing by persons with language and/or
literacy impairments.

Customizable language and grammar correction sys-
tems that can recognize particular nonstandard error
patterns for clients with language impairments.

Improvements in scanning and voice output technology
for seamless multimedia access and control of written
information.

Simple and small personal reminders and navigation
tools for persons with head injuries or other devel-
opmental impairments, that minimize the need for
complex user interface.

New Directions in Assistive Devices

Improvements in synthesized voices for voice output
devices.

Improvements in speed and organization of vocabulary
access for persons relying on AAC.

Fully portable and durable voice output technology for
young children.

AAC devices for young children and persons with cogni-
tive impairments that are organized by conceptual or
visual association rather than linguistic categories.

Digital photo and virtual scene interfaces for children
and persons with cognitive impairments.

Better understanding of the language development pro-
cesses in children who rely on AAC throughout their
lifespan.

Better understanding of the grammatical and conversa-
tional modifications to provide maximum clarity,
speed, and naturalness in persons using AAC.

Voice recognition for input by severely dysarthric
speakers.

Strategies for storing voice samples from persons with
degenerative diseases to use for later personalized
voices in their AAC systems.

Integrated small units of voice output that can be
incorporated singly into activities and natural inter-
action, as well as gathered into a single communica-
tion device.

Use of data transfer and distance access technology to
support telework for persons with disabilities,

including the potential for shared positions through
telework.

Intelligent agents within AAC devices that can prompt
communication and social tasks, such as for persons
with autism.
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INTRODUCTION

‘‘Computed tomography . . .measures the attenuation of
x-ray beams passing through sections of the body from
hundreds of different angles, and then, from the evidence
of these measurements, a computer is able to reconstruct
pictures of the body’s interior.’’ That is the basic description
of Computed Tomography (CT) as given by Sir Godfrey
Hounsfield in his 1979 Nobel Lecture (1).

Computed tomography was a breakthrough in the
implementation and acceptance of digital computers into
clinical diagnostic imaging. It’s commercial birth in the
early 1970s was an amalgamation of X-ray imaging, detec-
tor development, mathematical methods, along with the
developing computer capabilities of the time to produce a
whole new way of peering into the human body.

The attenuation properties of X and g rays are well
known. The logarithmic scaled values of transmission
measurements through a body yields a line integral or
summation of the attenuation properties along the path
of the beam. The linear attenuation coefficient, or the
probability of interaction per microscopic distance tra-
veled, is directly related to the density of the material
and the effective atomic number of the material. A com-
puter utilizes a mathematical algorithm to determine what
the distribution of attenuation coefficients within the body
must be to produce the measured set of transmission
values. By unfolding the data in this way, tissues of inter-
est within the patient are not obscured by anatomy above
and below it. Consequently, structures may be accurately
localized within the body and small, previously invisible
differences in density or attenuation (< 1%) were seen.

Generally, the reconstructed data is calculated and
presented as a series of cross-sectional slices. Each slice
in the computer is represented by a two-dimensional (2D)
matrix of numbers. The numbers in this array are scaled
values of the linear attenuation coefficient, referred to as
CT numbers or Hounsfield units. The individual data
elements in a CT image are referred to as pixels or picture
elements. The measurements through the body, however,
are not along infinitely thin planes. The X-ray beam and
resultant measurements have a finite width or thickness. A
2D picture element corresponds to a box shaped volume
within the patient, referred to as a volume element or voxel
(Fig. 1).

Advances in diagnostic medical imaging over the past
half century have been phenomenal, in particular with the
development and implementation of computed tomography

and magnetic resonance imaging. The ability to virtually
slice and dice a living human body to see the internal
anatomical structures has eliminated the previously com-
mon practice of exploratory surgery, and has enabled more
accurate diagnosis and improved effectiveness of medical
treatment.

BASIC PRINCIPLES OF COMPUTED TOMOGRAPHY

The basic technique of computed tomography as illustrated
in Fig. 2 is to probe a thin slice of the patient with a thin
beam of radiation, which is attenuated as it passes through
the patient. The fraction of the X-ray beam that is atte-
nuated is directly related to the density, thickness, and
composition of the material through which the beam has
traveled and to the energy of the X-ray beam. Computed
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Figure 1. An axial CT image is composed of a 2D array of CT
numbers with each picture element or pixel corresponding to a
volume element or voxel within the patient.

Figure 2. Basic principle of CT is that X-ray transmission
measurements are taken along many rays through a thin slice
of the patient from many different angles. The measured values
are then used to map the distribution of attenuating material that
produced the measured transmission values.



tomography utilizes this information from many different
angles, to determine cross-sectional configuration with the
aid of a computerized reconstruction algorithm. This recon-
struction algorithm quantitatively determines the point-
by-point mapping of the relative radiation attenuation
coefficients for the set of transmission measurements.

The CT scanning system contains a radiation source and
radiation detector along with precision mechanics to scan a
cross-sectional slice through the patient. The X-ray detec-
tor is usually a linear array of detectors, that is, a series of
individual X-ray sensors arranged in a line. Current
multidetector CT (MDCT) systems utilize multiple rows
of detectors in order to acquire the data in less time. The
X-ray source is collimated to form a thin fan beam that is
wide enough to expose the detector array. In a single-slice
CT, the narrow beam thickness defines the thickness of the
cross-sectional slice. The MDCT system slice thickness is
determined by detector widths or the grouping of the linear
arrays of detectors. The data acquisition system (DAS)
reads the signal from the individual detectors, converts
these measurements to numeric values, and transfers the
data to a computer to be process. This processed is repeated
as the X-ray source is rotated around the patient to acquire
a full set of transmission measurements (2).

The CT image reconstruction algorithm generates 2D
images from the set of measured transmission measure-
ments. There are a number of reconstruction algorithms
that can be used to generate the CT image. These mathe-
matic algorithms can be divided into two general cate-
gories: analytical or transform techniques, and iterative
reconstruction techniques. The transform techniques are
generally based on the theorem of Radon (3), which states
that any 2D distribution can be reconstructed from the
infinite set of its line integrals through the distribution.
The line integrals in CT are the sums of the linear attenua-
tion coefficients along a line through the patient deter-
mined from the X-ray transmission measurements. The
filtered-backprojection 2D reconstruction techniques used
in most clinical CT scanners, as well as the cone-beam
volumetric reconstruction algorithms based on Feldkamp’s
method (4) are analytical methods.

Iterative methods are rarely used in medical X-ray
computed tomography, but are commonly used in nuclear
medicine single-photon-emission computed tomography
(SPECT) and positron emission tomography (PET) imaging.
These methods are often more tolerant of limited or
irregular data, and may use additional a priori informa-
tion to improve the reconstructed results. Iterative tech-
niques are generally algebraic methods that reconstruct
the image by performing a series of iterative corrections
on a guess of the image distribution (5–7).

EVOLUTION OF THE TECHNOLOGY

Although the mathematical principle of computed tomo-
graphy was developed early in the twentieth century by
Radon, application of the technology occurred much later.
Techniques were independently developed in the 1950s for
radioastronomy (8) and experimental work progressed
through the 1960s, primarily in nuclear tracer imaging

and electron microscopy (9,10). Cormack addressed the
problem relative to determine X-ray attenuation coefficient
information, with the interest of using this information for
improved radiation therapy calculations (11). In the late
1990s and early 1970s, Hounsfield at EMI, Ltd in England
developed the first commercial X-ray CT system, also known
as computer assisted tomography or CAT scanning (12). The
initial prototype head scanner was installed in 1971 at
Atkinson Morley’s Hospital in Wimbleton, England, and
commercial systems began delivery the following year.

Due to its unique capability of demonstrating anatomi-
cal information the medical interest and demand for CT
grew rapidly in spite of the high costs and technical chal-
lenges. Numerous manufacturers entered the market with
designs to decrease the scan time and to expand the use of
CT to body imaging.

First Generation: Translate–Rotate

The initial clinical systems utilized an X-ray beam colli-
mated to a small pencil beam mechanically linked to a
detector on the opposite side of the patient. The mechanics
translates the tube and detector across the full width of the
patient, and then rotates one degree. This process is
repeated until a full 1808 of data is acquired (Fig. 3a).
Two detectors were utilized in the initial EMI scanner in
order to acquire two slices simultaneously, which was
useful since each scan took over four minutes. One of
the innovations utilized by Hounsfield to reduce the neces-
sary dynamic range of the radiation detector, and also
minimize certain artifacts, was to have the patient’s head
push into a elastic membrane into a water-filled box. The
box was linked to the X-ray source and detector such that
the X-ray beam always traversed through 24 cm of water
and anatomy. This was quite effective, but impractical for
expanding into body imaging.

Second Generation: Multidetector Translate–Rotate

To reduce the time to acquire the data, additional detectors
lying within the scan plane were added and a narrow fan
beam was used to cover this detector array. The system
translates and rotates like the first generation systems,
however, the rotation may be 20 or 308 between transla-
tions (Fig. 3b). In this way, the scan time could be as low as
20 s, and body size scan could be performed. While not used
any more for medical CT scanners, translate–rotate data
acquisition provides considerable flexibility regarding scan
field of view and sample spacing, but at the cost of longer
scan times. This approach is still used for some research
and industrial testing systems which may be designed for
samples of several millimeters, or of several meters (13).

Third Generation: Rotate–Rotate

A faster scan approach, which is still the basis for most
current clinical scanners, is to utilize a linear array that
fully encompasses the width of the patient. Mechanically
the tube and detector rotates around the patient to acquire
a series of fan beam views > 3608 (Fig. 3c). An data set at a
particular angle or view with this approach resulted in a
fan shaped set of rays with the apex at the X-ray source.
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The data sampling flexibility is restricted since the ray
spacing is determined in large part by the size and spacing
of the detector elements in the linear detector array. The
number of views acquired, however, is determined by the
number of samples taken over the 3608 rotation. To
distinguish these systems from the translate–rotate data
acquisition systems, manufacturers labeled these rotate–
rotate systems as third generation scanners.

Fourth Generation: Fixed–Rotate

Around the same time frame in the mid-to-late 1970s a
data acquisition approach using a fixed ring of detectors
was used. This requires the X-ray tube to rotate within the
circle of detectors, or the use of a mechanism to tilt the
detector out of the way of the X-ray beam (Fig. 3d). Usually
the acquired data is rebinned or grouped such that a view
data set or projection set consists of all transmission mea-
surements made by a single detector as the X-ray tube
rotates around the patient. This results in a fan shaped
data set, but with the detector at the apex of the fan. Using
this scheme the number of detectors determines the num-
ber of views acquired, but the ray spacing between views is
determined by the data sampling rate. Predictably, the
manufacturers of these fixed-rotate scanners labeled them
as fourth generation. Further developments including

nutating or oscillating ring of detectors, steerable electron
beams, 2D detector arrays and helical data acquisition are
sometimes given generation numbers, but not in a consis-
tent manner.

Electron Beam CT: Fixed–Fixed

These third and fourth generation rotate-only systems
reduced the scan time initially to 10 s, with current scan-
ners capable of rotating around the patient in < 0.5 s. In
order to reduce scan times further, especially for rapid
dynamic and cardiac imaging, electron beam cine CT system
(EBCT) was developed by Imatron Corporation (Fig. 4) (14).
This system uses a fixed detector system, but has the
X-ray tube target encircling the patient. The unique X-ray
tube uses an electron gun and deflection electronics to steer
the electron beam within a large cone shaped vacuum
enclosure to one of four target rings partially encircling
the patient. The X-ray tube ring is opposed by a 2408 double
ring of fixed detectors. The system has no moving parts
since the X-ray source location is changed by the steering
of the electron beam. The X-ray source can rapidly move
around the patient, and the data for an image acquired
in 50 ms or less. The use of four separate target rings and
two detector rings permitted the acquisition of eight
separate axial planes without moving the patient.
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Figure 3. Data acquisition configurations or
geometries used in CT. (a) First generation
translate–rotate, (b) Second generation nar-
row fan beam translate–rotate, (c) Third
generation rotate–rotate, and (d) Fourth
generation fixed–rotate scanning systems.
Most clinical systems utilize a rotate–rotate
design.
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It should be noted that an alternative research approach
to cardiac imaging was developed at Mayo Clinic called the
Dynamic Spatial Reconstructor. This system utilized a
series of 14 X-ray tube-image intensifier pairs rotating
around the patient to rapidly acquire the volume data.
The system was designed to enable the use of 28 imaging
system pairs (15).

Helical CT

The CT systems through the 1970s and 1980s were gen-
erally limited to a single rotation of the X-ray tube around
the patient per data acquisition due to the need to have the
high voltage cables connected to the tube. In the early
1990s, this changed with the advent of systems that uti-
lized slip rings to transfer the power to the tube, permitting
continuous rotation of the source. This continuous rotation
allowed for more rapid dynamic scanning where a series of
images of a single slice are sequentially acquired, allowing
the characterization of motion or to evaluate the flow of a
highly attenuating contrast material flowing into the tis-
sue. More importantly, this continuous rotation permitted
the ability to rapidly acquire a series of images covering a
volume of the patient (16–18).

Normal axial scanning is performed in a step-and-shoot
fashion, where the tube rotates around the patient within
the plane to be imaged. The acquired data set is recon-
structed to form the axial image at this location. The slice
location and slice thickness are well defined by the X-ray
beam. The patient table is incremented to the next location
to be imaged and the process is repeated. The average time
per image is the scan time plus the time to increment the
table.

With the continuously rotating capability data can be
acquired in a helical data acquisition mode. In this mode
the table is moved continuously while the tube rotates
around the patient. Since there is not a full set of X-ray
views through a specific plane of the patient, the data for
each angular position around the patient is interpolated
from the nearby data acquired at that angle (Fig. 5) (19).
Not only is the data acquisition faster, but one can also

arbitrarily select the locations of the planes to be recon-
structed since the data is not fixed to a particular acquisi-
tion plane. For example, one could have a collimated slice
thickness of 5 mm and generate contiguous or adjacent
images every 5 mm, or one could reconstruct images from
the same data set every 3 mm (or other arbitrary spacing),
however the slice thickness would remain 5 mm.

Multidetector CT

In the latter part of the 1990s, systems were being mar-
keted that contained more than one linear array of detec-
tors. In these multidetector CT systems (MDCT), the slice
width of the measured data does not correspond with the
overall X-ray beam width, but on the width of the linear
detector arrays used to acquire the data. The detector array
generally consists of a number of narrow width or thin slice
detectors that may be grouped together to generate a
thicker effective slice. This detector array allows the acqui-
sition of multiple slices in the axial mode. In the helical
mode the overall X-ray beam width is larger than the image
slice thickness defined by the detector rows. This permits
the acquisition of more data in less time, allowing for faster
scan times and the practical scanning with thin slice
thicknesses (20,21).

As the number of rows of detectors increase from a few to
64 or 256 and beyond, the data acquired per scan rotation
becomes a significantly sized volume. The diverging rays
from the X-ray source form a cone of radiation striking the
2D area detector. Reconstruction algorithms developed to
deal with these volume reconstructions, as opposed to the
axial slice approach on earlier scanners, are sometimes
referred to as cone beam scanning and reconstruction. Cone
beam scanning can provide rapid information on a volume
and is particularly useful for acquiring a rapid sequence of
images of a volume to evaluate dynamic processes.

COMPUTED TOMOGRAPHY 233

Electron beam

Electron
gun

Detector ring

Target rings

Patient table

Figure 4. The electron beam CT (EBCT) scanner developed by
Imatron (San Francisco) requires no moving parts, but rapidly
moves the location of the X-ray source by steering the electron
beam in the large cone-shaped X-ray tube to the desired source
location. Slice thickness

Helical data
acquisition path

Reconstruction plane

Data interpolation

Slice volume

Figure 5. During helical CT data acquisition the patient is moved
through the scanner while the X-ray source continuously rotates
around the patient. To reconstruct a particular axial slice through
the patient, the data at each angular position are interpolated to
create a 3608 data set corresponding to that slice.



CT SCANNER COMPONENTS

The CT scanners are a union of several component systems
to provide clinical imaging capability. Outward mechanics
include the table system and the gantry located in a
radiation shielded scan room. The gantry contains the
X-ray source and detector system. Computers are needed
to control data acquisition, reconstruction and display of
the images, and for the user interface or control console to
allow operation of the system. This may be augmented
with additional display and archival capabilities with a
picture archiving and communication system (PACS), and
workstations for additional display processing and print
or filming capabilities Table 1.

Table 1 that the patient lays upon is a fairly basic
component. It is typically a cantilevered design with the
tabletop extending out from the pedestal, so that only the
patient and the tabletop are in the X-ray beam. The tabletop
must be strong enough to hold large patients, yet should
not provide much attenuation of the X rays. Carbon com-
posite materials are typical used for their strength and
radiation transmission properties. Extensions to the table
are used for a patient headholder, or for mounting of test
and calibration phantoms.

Gantry

The gantry is the donut shaped main body of the computed
tomography system and contains the x-ray source and detec-
tor system, as well as the mechanics for moving these devices
as needed to perform the scan. The patient is extended on the
table into the gantry aperture or hole in the gantry so that
the X-ray source may rotate around the areas to be scanned
(Fig. 6). The scannable region within the gantry is somewhat
smaller than the gantry aperture or hole size. Typical is a
50 cm scan field of view within a 70 cm gantry aperture.

The entire gantry is usually pivoted to allow the top of
the gantry to tilt toward or away from the table by 308 or
more. This allows acquisition of images that are aligned
or oriented to specific anatomy, such as the aligned with
the disk in the lumbar spine. This feature is being used
less, however, with the increasing use of thin slice data
acquisition with MDCT systems permitting high quality
computer generated images of alternate planes. The gan-
try also has localizer lights or lasers, and the table and
gantry tilt controls to assist the technologist in posi-

tioning the patient. The mechanics within the gantry
include a large turret bearing, larger than the gantry
aperture, to permit rotation of the rotating components
of the system, and motor drives and controllers to actuate
the scanning motions. Slip rings and data transponders
are used to transmit power and data between the sta-
tionary and rotating system components. The gantry may
also include active or passive cooling devices to prevent
heat buildup.

X-Ray Source

An X-ray tube and generator are needed to produce the
radiation for the scan. In the X-ray tube a negatively
charged hot filament or cathode emits electrons that are
accelerated by a high voltage. The high energy electron
strike a target that is part of the positively charged anode
and produce X rays along with a considerable amount of
heat. The X-ray technique is characterized by the specify-
ing the tube current or mA and the tube voltage or kilo-
volts, which determine the amount and energy of the X-ray
photons emitted. The generation of X rays is the same as is
found in other radiographic imaging systems. A notable
difference is the workload these tubes endure in clinical
imaging. Consequently, the X-ray tubes in CT scanners are
often the big-brother to the tubes found in general radio-
graphy, with a super-sized anode capable of holding the
considerable heat developed during the scans. X-ray tubes
designed for CT systems may have other features to pre-
vent anode wobbling, which can cause artifacts, or to be
more effective at removing the heat generated. Important
parameters for the X-ray tube include its focal spot size, the
heat capacity and the cooling rate of the anode. A small
focal spot or X-ray source size can provide better image
resolution, but a small size may limit the X-ray output
that can be obtained. Since the X-ray tubes utilize a
rotating anode, it is important that the axis of this anode
is parallel to the axis of rotation of tube around the
patient, otherwise considerable gyroscopic torque would
be placed on the tube.
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Table 1. Typical CT Number Values

Tissue CT Number

Air �1000
Fat �60
Water 0
Cerebral spinal fluid 10
Brain edema 20
Brain white matter 30
Brain gray matter 38
Blood 42
Muscle 44
Hemorrhage 80
Dense bone � 1000

Figure 6. The major system components in the scan room are the
patient table, and the scanner gantry which houses the X-ray
source, detector, and mechanical drive components.



The X-ray generator includes the high voltage transfor-
mer used to create the high voltages necessary for X-ray
production. A key requirement for CT systems is to have a
highly stable voltage with little ripple or variation. Older
systems often used bulky three-phase transformers and
voltage rectifiers in order to produce a constant high
voltage. Current systems tend to use high frequency sin-
gle-phase generators. These systems take the utility sup-
plied power and process it to produce a high frequency
electrical source with frequencies typically in the range
from 1000 to 2000 Hz. The higher frequency has several
advantages. High voltage transformer efficiencies are
much better at high frequency, and since it is single phase,
only one pair of coils is required, making for a much smaller
transformer package. Single-phase power is normally asso-
ciated with 100% ripple as the voltage varies from zero to
its peak value. At high frequencies, however, a minimal
amount of capacitance in the system smoothes this vol-
tage ripple to produce a nearly uniform voltage. This
transition to high frequency transformers has been an
enabling technology for helical scanning. In order to con-
tinuously rotate the tube around the patient, the high
voltage X-ray power cables had to be eliminated. With
helical imaging systems, a low voltage of a couple of
hundred volts is transferred to the rotating portion of
the gantry through an electrical slip ring. The high vol-
tage transformer is mounted on the rotating portion and
circles the patient along with the X-ray tube, thereby
eliminating the constraint of a single rotation on the
older systems. Even with the smaller and lighter generator
package, there is considerable mass rotating around the
patient, and considerable G forces on these components,
especially with the subsecond rotation times.

Collimation and Beam Filtration

Since high energy X rays cannot readily be focused like
light, a collimator blocks the X rays coming from the X-ray
tube that are not directed at the detector. The X-ray beam
is shaped by tungsten or lead plates into its fan beam
shape. The width of the fan beam may be varied allowing
the technologist to select the slice thickness. On single slice
CT scanners, with a single linear array of detectors, the
tube side collimation determines the slice thickness. On
MDCT systems, the width of the detector or the averaged
grouping of detectors determines the slice width. The
nominal slice width or thickness is the thickness of the
reconstructed voxel at the center of the scanner.

Additional X-ray beam filtration is also in the X-ray
beam. Beam filtration is material the X rays pass through
before getting to the patient. Legally a certain amount of
filtration is required in order to remove the soft or low
energy X rays that contribute significantly to the patient
dose with little chance of passing through the patient
contribute to the transmitted signal. The CT scanner
beams are generally heavily filtered, not only to reduce
patient dose, but it also reduces beam-hardening artifacts.
Most scanners also utilize a bowtie or compensating X-ray
filter. This is a filter that has a variable thickness along the
length of the fan beam, being thinner at the center of the
field and thicker toward the edges of the scan field, thus

looking like a bowtie. This filter helps reduce the periph-
eral dose to the patient and also can help reduce beam
hardening variations by adding attenuating material to
the portions of the beam that are going through thinner
portions of the patient (Fig. 7).

X-Ray Detector and Data Acquisition System

The X-ray detector is a critical component of the scanner
system. It should be efficient at absorbing the X-ray
beam energy, and converting the X rays into the detected
signal, and should have a rapid response time to allow
for rapid data acquisition. The detector size, along with
the X-ray tube focal spot size, limits the potential image
resolution (22).

Scintillation Detectors. The detector found in Hounsfield’s
original scanner was a sodium iodide (NaI) scintillation
crystal linked to a photomultiplier tube (PMT). These
types of devices are commonly used in nuclear medicine
counting systems. The X rays are absorbed in the scintilla-
tion crystal where they are converted into a number of light
photons. The PMT is a very sensitive detector of light and
measures the light output. In nuclear medicine counting,
the number of high energy photons entering the scintilla-
tion crystal is limited and each photon is analyzed and
counted separately. With X-ray systems the rate at which
photons are entering the detector is much faster than the
ability of the system to detect separate distinguishable
scintillations or flashes of light. The CT scintillation detec-
tors are operated in a current mode rather than a pulse
mode and measure the overall intensity of light produced
instead of individual pulses of light.

A number of different scintillating or fluorescent mate-
rials have been used in CT scanners including cesium
iodide (CsI), cadmium tungstate (CdWO4), and fluorescing
materials using rare earth elements, such as gadolinium
and ytterbium. Important characteristics of the detector
material include its X-ray absorption efficiency, the energy
conversion efficiency, and its temporal response. The X-ray
absorption efficiency depends on the density and atomic
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Figure 7. The X-ray beam is filtered to reduce the low energy
X rays, passes through a bowtie shaped compensating filter that
reduces peripheral dose to the patient, passes through the patient
to the radiation detector array.



number of the material, as well as the thickness of the
detector. Conversion efficiency is the ability of the fluores-
cing material to take the energy that is absorbed and
convert it to light that can be measured by the light
sensitive detectors. When the X ray is absorbed the light
is emitted over a short period of time. If this time to emit
the light is too long, then this afterglow may influence
subsequent measurement. This is one of the reasons that
NaI(Tl) is not used in current fast scanners.

Additional factors affecting the detector efficiency is
the effectiveness of getting the produced light to the light
detecting element and the efficiency of this light detector.
The photomultiplier tubes of early scanners have been
replaced by photodiode arrays. These components do not
have the inherent amplification found in PMTs, but they
enable the manufacture of small, closely spaced detectors
and the implementation of 2D or multirow arrays.

Gas-Filled Detectors. Gas-filled ionization detectors are
another type of detector system that was widely used in CT
systems. These detectors operated on the principle that
the X rays passing through matter, such as the gas in the
detector, causes ionizations or free electrons. A voltage can
be placed across the gas to collect the electrons and deter-
mine the number of ionizations and the amount of radia-
tion. This type of detector is used in many X-ray survey
meters. In order to increase the fraction of the radiation
that interacted with the gas and increase the signal level,
high pressure xenon gas is used. The electrodes are tung-
sten plates that are oriented toward the position of the X-
ray source. This directional chamber limits the detector
sensitivity to radiation coming at an angle from these
tungsten plates, thereby providing a capability to reject
some of the scatter radiation entering the detector. These
systems have been supplanted by the solid-state, scintil-
lation detector systems, especially with the advent of
MDCT.

Multiple Row and Area Detectors. The scintillation
material in the MDCT detectors is mounted onto a pho-
todiode array chip. The scintillation crystal is diced or
sawed to form a series of individual elements. The sawed
surfaces, or with the assistance of a reflective coating,
help direct the light produced to the light sensitive com-
ponent directly beneath this element. The width of the
detector, in the slice thickness direction, is typically
� 0.5 mm. The number of rows of data that may be
acquired is often limited by the data acquisition system
(DAS). The signal from a series of rows may be combined
to produce an effective slice thickness that is some multi-
ple of this value. This may be done prior to the digitiza-
tion, allowing for a thicker slab of tissue to be scanned per
rotation, or may be done as a postprocessing technique to
reduce image noise.

An example may be a four slice CT scanner with a series
of 1.0 mm detector rows covering a total width of 20 mm. It
is limited to acquiring four rows of data by its data acquisi-
tion system. A scan may be performed with 4� 1 mm
detectors for a total beam width of 4 mm, or 4� 2 mm for
a beam width of 8 mm, up to a 4� 5 mm for a beam width of
20 mm (Fig. 8). The first approach would give the best
interslice resolution, while the latter would allow one to
scan a given volume in less time.

The DAS must provide a highly accurate digitization of
the signal and is handling a tremendous amount of data. As
an example a 64-slice scanner may have 64-active rows of
detectors each containing 1000 elements. As the scanner
rotates around the patient in 0.5 s, 1000 measurements are
made from each of these elements. That results in 128
million precision measurements made each second. This
value increases as more rows of detectors are added and
area array detectors for cone beam scanning are used. Data
acquired during the scan is transmitted by a telemetry
system to the fixed portion of the gantry. The data is sent to
a computer that utilizes array processors for rapid data
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Figure 8. (a) In a single slice CT scanner the entire
width of the detector is active and the slice width is
determined by the collimated width of the X-ray beam.
(b) Multidetector CT slice width is determined by the
effective detector width. Individual detector elements
may be grouped to yield a larger effective slice
thickness. In this example a detector array consists of
20rowseach1 mmwide.A foursliceCTsystemmay use
groupings of four rows yielding 4 rows of 4 mm wide
detectors as shown, or can use other groupings of the
20 rows.

Single slice detector array

X-ray beam

Multi-slice detector array

X-ray beam

One 3 mm slice
Determined by x-ray beam collination

Four 4 mm slices
16 mm collimated x-ray beam



reconstruction, and manages the storage and display of the
resultant images.

Computer and Operator Console

The operator console utilizes an interactive computer dis-
play and dedicated function buttons to allow the procedure
setup, scan initiation, image display, and data storage. The
demographic information for the patient may be received
from the facilities radiology or hospital information system
(RIS or HIS) or entered by the technologist. Editable
routine scan protocols facilitate scan setup and preview
radiographic type image is used to identify the specific
volume of the patient to be scanned. The images are dis-
played and some image processing and measurement
features are available. A limited amount of the raw trans-
mission data is stored on the system and may be used to for
additional reconstructions from the data with alternate
parameters. The reconstructed images may be filmed and
the image data archived on the scan computer system, or
transferred to a central PACS system for storage and for
remote image display.

SCAN PITCH AND EFFECT ON PATIENT DOSE

One of the technique parameters set when performing a
helical scan is the scan pitch, which is like the pitch on a
screw. This refers to the ratio of the distance the table
moves per 3608 rotation of the X-ray source to the thickness
of the X-ray beam. If the table moves the same distance as
the beam width each rotation, then the scan pitch is one.
The radiation dose with a pitch of one is similar to that
obtained in a step-and-shoot axial mode where the table
incrementation between scans equals the slice or beam
thickness. With these contiguous axial images the entire
surface of the patient within the area scan is struck once
with the primary, unattenuated X-ray beam. Having a
pitch < 1 indicates that overlapping data is acquired with
a commensurate higher average dose, and a pitch greater
than one results in gaps between primary exposed areas
and a lower average radiation dose. A pitch < 1 requires
less data interpolation and yields sharper slice profiles,
while pitch > 1 reduces dose, but may blur the slice thick-
ness profile and is more subject to certain image artifacts.
With some CT systems this change in the effective tech-
nique and average dose as a result of the selected pitch is
reported as the effective mAs. The effective mAs is the
X-ray tube current (mA) times the time per rotation divided
by the pitch.

The concept of pitch gets a little more complicated with
MDCT systems. With single-slice CT systems the slice thick-
ness corresponded to the detector width. In MDCT systems,
there are multiple rows of detectors covering the width of
the X-ray beam. This leads to two separate, but related pitch
values. There is the collimator pitch that relates the table
motion to the overall X-ray beam width, and the detector
pitch that relates the table motion to the width of the
individual detector rows (or their combined width when rows
are combined prior to digitization) (23).

Consider an example with the four slice scanner with 20
rows of 1.0 mm wide detectors described above with a scan

time per 3608 tube rotation of 1 s. If the data acquisition
mode is 4� 2 mm, that is to simultaneously acquire four
sets of data from detectors having a detector width of 2 mm,
then four pairs of 1.0 mm physical detectors will be com-
bined to produce four detector rows each with an effective
2 mm detector width, and the overall collimated beam
width is 4� 2 mm or 8 mm. If the table incrementation
speed is 6 mm � s�1 or 6 mm/rotation, then the collimated
pitch is

Collimator pitch ¼ Table travel per tube rotation

Collimated beam width
ð1Þ

Collimator pitch

¼ Table travel per tube rotation

Number of detector rows�Detector width

Collimator pitch ¼ 6 mm=rotation

4� 2 mm

Collimator pitch ¼ 0:75

ð2Þ

A collimator pitch < 1 indicates that the radiation
fields are overlapping, which will result in a patient
radiation dose higher than an equivalent set of contiguous
slices or a pitch of one. The detector pitch in this example
is given by

Detector pitch ¼ Table travel per tube rotation

Detector width

Detector pitch ¼ 6 mm=rotation

2 mm detector width
Detector pitch ¼ 3

ð3Þ

CT SCAN TECHNIQUES

Preview Digital Radiograph

There are several scan modes or types of data acquisition
that a CT scanner may be to acquire data. One commonly
used technique is the acquisition of a scout or preview scan.
These scans are basically a digital radiographs that are
used to set up the tomographic imaging sequence, or may
be used to visually locate the position of an axial slice on a
radiographic reference image. To acquire the preview
image the X-ray source and detector remain stationary.
The detector sees a single line of an X-ray transmission
image. As the table and patient are moved through the
X-ray fan beam, the series of transmission lines acquired
generate the radiographic image.

From the preview scan the technologist can define a
range or volume within the patient to be scanned. Lateral
preview scans can be used to determine the proper gantry
angulation to orient the tomographic slices with desired
anatomical structures, such as to the intervertebral disks
in the spine.

Axial CT Scan

An axial scan is a basic CT scan, normally implying the
data being acquired without the table moving during data

COMPUTED TOMOGRAPHY 237



acquisition (Although an axial image also refers to any
image orientated transverse across the patient, as opposed
to sagittal or coronal plane orientations.) Prior to the
advent of the continuously rotating helical scanners, all
CT scans were acquired with a stationary table. For a
single-slice scanner the slice thickness or slice profile is
defined by the collimation of the X-ray beam with the
detector width being somewhat larger than this beam.
For a multidetector CT the effective detector width of
the rows of detectors tends to be the primary factor in
determining the slice thickness. The effective detector
width may be the summation of several physical rows of
detectors. The grouping of detector rows may be to form
thicker slices in order to reduce the image noise and
number of images generated, or may be due to data acqui-
sition system limitations.

The MDCT systems may be limited in their ability to
acquire axial images due to the divergence of the fan beam.
With a single detector row all of the transmission rays
passed through a particular plane within the patient. The
beam divergence along the slice thickness orientation
caused some variation in the detected slice profile, but it
was relatively minor. With the MDCT systems the data
seen by the row of detectors on the ends is not consistently
within a single plane due to the angulation of the diverging
X-ray beam. This can cause inconsistencies in the data and
may cause image artifacts or errors.

Helical CT Scan

The primary advantage to the continuously rotating
source and detector is the ability to do helical or spiral
CT scanning. Data is acquired as the patient is moved
through the beam. There is no set of measurements
where one has transmission data from all angles around
the patient, but adjacent measurements are used to esti-
mate the data corresponding to a particular plane. This
mode allows for the rapid acquisition of data though a
patient, and the ability to reconstruct images at any
location within this volume. This rapid scanning allows
procedures to be done quicker, often allows data to be
acquired within a single breathhold, minimizing motion
blurring, and facilitates the ability to perform contrast
enhanced angiography studies to evaluate major blood
vessels.

Dynamic Scan, Fluoro CT, and Triggered Scan Start

Another mode of data acquisition is dynamic scanning. In
this mode a series of images are sequentially obtained at a
single location. This can be used to analyze motion, or more
commonly to evaluate the flow of contrast material into a
tissue. This capability prior to continuously rotating sys-
tems was limited to one scan every few seconds since the
tube had to stop and reverse motion between scans. Con-
tinuously rotating systems not only can acquire a sequence
of images with no time gap between them, but also can
obtain images overlapping in time where the time spacing
between images is shorter than the data acquisition time
for the image. Dynamic scanning can produce a series of
images to assist in evaluating a tumor or mass by how it
enhances or changes as iodine contrast material flows into

the tissue, or it may be used for quantitative analysis of the
tissue perfusion.

A variation of this is fluoro or fluoroscopy mode CT. Here
a series of images at a location are dynamically scanned
and rapidly reconstructed to allow the technologist or
physician to see the image in real time. This may be used
to assist in a CT guided invasive procedure. Note that
another approach is to have a conventional X-ray fluoro-
scopy system adjacent to the CT where the fluoroscopy is
used for needle or catheter guidance and the CT is used to
verify and evaluate results. Computed tomography fluoro-
scopy may also be used to visualize the arrival of injected
contrast material into a vessel. This information may be
used to initiate a scan sequence to catch the maximum
concentration of the contrast media in the vessels of inter-
est for CT angiography. Angiography scan starts may also
be assisted using a feature where the computer evaluates
the transmission data through a defined vessel and trig-
gers scan start when a sufficient attenuation increase is
detected.

Cardiac Gated CT

Physiologic motion can degrade the image quality. Fast
helical and MDCT techniques allow for single breathhold
studies. With the exception of the electron beam CT sys-
tems, a full set of data cannot be acquired of the heart
without motion. In order to freeze the cardiac motion, the
data is acquired and characterized relative to the cardiac
cycle and is selectively grouped to obtain images without
the typical motion blurring. This gated imaging requires
an electrocardiogram (EKG) or similar input from the
patient to define the cardiac cycle (24). Since the heart is
relatively stationary during the longer diastolic rest phase
than during systolic contraction, the gating may also be
used to eliminate or minimize the systolic data to produce a
diastolic only image. Alternatively, data can be acquired
over many cardiac cycles and binned to produce images
for various portions of the cardiac cycle. This multi-phase
imaging process is similar to what is done in gated nuclear
medicine and MRI studies. The series of images may be
viewed in a movie mode to visualize the beating heart,
and may be analyzed regarding wall motion and cardiac
output.

CT NUMBERS

The linear attenuation coefficient is scaled into an integer
pixel value. Medical systems utilize an offset scale that is
normalized to water. This scale assigns air a CT value of
–1000, water is at 0 and a material twice as attenuative as
water has a CT value of þ1000, and so on. The CT number
is an integer relating to the attenuation properties of the
tissue by the following formula.

CT number ¼ ðmtissue � mwaterÞ
mwater

� 1000

Where mtissue and mwater are the linear attenuation coeffi-
cients for the tissue in the particular voxel, and of water,
respectively. Typical CT number values for some common
tissues and test objects are listed in Table 1.
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Display Window and Level

The CT numbers are commonly stored in the computer as
12 bit integers covering a CT number range from �1000 to
þ3000 (or�1023 to 3072). To display the full possible range
of data one needs > 4000 shades of gray or displayed
intensity. The human visual system, however, is limited,
and we generally can discern something closer to 30 dif-
ferent shades. A common technique with all of the digital
imaging methods is to use a viewer selectable mapping of
the digital numbers representing the image to the various
displayable intensities. There are a number of variations
and processing methods that can be applied, but one of the
most basic and most used methods is to define a display
window level and window width.

The window level value defines the CT value that will be
mapped as the middle gray intensity. The window width is
the range of CT numbers that will have a range of gray
values from black to white. Everything below the lower
range value (the window level minus one-half of the window
width) will be black and everything above the upper range
level (the window level plus one-half of the window width)
will be white. By adjusting these levels one can ignore the
air-like CT densities, and display all the dense structures,
such as bone as white, while obtaining a relatively high
contrast view of the a narrow range of CT numbers corre-
sponding to the soft tissue densities within the body. On
the computer display one can easily vary these settings to
look at low density structures in the lung or the high
density detail of the bone if desired. Example of the effect
of display window settings on the displayed image is seen
in Fig. 9.

Other variations to this gray scale mapping function can
also be performed, such as histogram equalization, where
the resultant display will have an equal number of pixels
for each gray level. The display may also be done in color
where each CT number is mapped to a particular color.
This is sometimes referred to as psuedo-color to emphasize
that the displayed color is not that of the object, but some
arbitrary assigned color. Clinical CT generally does not use
color for basic cross-sectional image viewing. Color is com-
monly used, however, for processed data displays, such as
3D surface imaging where one views the surface of organ
structures or of the vascular tree, or may be used as
an overlay over the gray scale anatomical image with
the color representing some functional feature, such as
blood perfusion.

DISPLAY TECHNIQUES

Film and Soft-Read Workstations

Traditionally the cross-sectional images generated in a
clinical procedure are windowed as appropriate for the
tissues of interest, and then photographed or printed onto
a large 14� 17 in. (356� 531 mm) transparent film. If
necessary, two sets of films may be made to have the
window level and width adjusted for two different CT
number ranges, such as for soft tissue and for the lower
densities within the lung. The films provided a highly
portable record of the study that can be illuminated with

any X-ray film viewbox, and provides a medical record of
the procedure. This was a manageable process producing a
handful of films when used with single slice scanners
acquiring relatively thick slices (3–10 mm) through a
volume of interest.

With the fast MDCT systems one can rapidly scan
through the same volume of the patient with thin slices.
This results in hundreds to thousands of images for a single
procedure. This would result in many dozens of films per
study, which is not only expensive, but also unwieldy for
physician review. This has been one of the drivers to
implement a picture archiving and communication system
(PACS) (see PACS topical entry), which enables the use of
computerized soft-read workstations for the primary ana-
lysis of the image set.

Analyzing the images from the computer display pro-
vides a number of interactive tools for the reviewer. The
ability to interactively change the window level and width
is a powerful function for evaluating subtle features. One
can measure the area and average CT number within a
region-of-interest (ROI), measure distances and angles,
and magnify regions of the image. One can rapidly page
through a stack of images providing a better view of the
continuity of structures from slice-to-slice.

Alternative Image Plane Display

A number of processing techniques are available for ana-
lyzing and presenting the volume information contained
in a stack of axial slices (Fig. 10a). An alternative plane
through the patient can be generated through this volume.
This can be a coronal (frontal) plane, a sagittal (lateral)
plane (Fig. 10b and c), or an arbitrary oblique plane. A
series of parallel oblique planes may be reconstructed in a
batch mode using the multi-planar reformation feature of
the scanner or workstation, or the location may be inter-
actively defined and displayed. The reformatted slice may
be generated with a definable slice thickness down to the
voxel size of the data set.

Maximum Intensity Projection

The displayed data in the oblique plane display is an
average of the voxels contributing to each of the refor-
matted pixels. An alternative is to display an intensity
value that corresponds with the largest voxel value in these
contributing pixels. This type of display is referred to as
maximum intensity projection (MIP). The slab thickness
for the MIP image can include the entire volume scanned or
a thinner slab (Fig. 10d). The MIP image gives a 3D type
presentation for viewing dense structures such as bone or
contrasted blood vessels, especially when rotating the
viewing angle.

3D Surface Imaging

Another volume viewing technique is the 3D surface ima-
ging. If structures can be characterized by their CT number
range, the contours of the structure can be defined and
surface view formed. These images have much in common
with the visualization techniques used by computer-aided
design or in computerized animation in the entertainment
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industry. The surface defining points are connected and
plated with tiles or surface segments (25). The display
software will project the nearest surfaces to the displayed
image and use features such as distance from the viewer

and angulation of the surface to define the brightness
intensity. Light source position and coloration may also
add to the display. Several different structures with differ-
ing CT number ranges can be simultaneously displayed

240 COMPUTED TOMOGRAPHY

Figure 9. Various display window width and window level settings for the same abdominal CT
image. (a) A wide window (2000 CT numbers) shows nearly the full range of CT numbers, but without
discernable contrast between soft tissue structures. (b) A narrow window (WW¼150) yields high
contrast between structures, but the window level centered at 150 results in most soft tissue being
black because they are below the window range, with only the bone and structures containing iodine
contrast media being seen. (c) A narrow window (WW¼ 150) centered at 50 results in a high contrast
visualization of the soft tissue. (d) A typical display window (WW¼500, WL¼100) may compromise to
provide good contrast while displaying a wider range of structures with lower displayed noise.



with different color schemes for each structure. In this way,
bone may be shades of white while a tissue or vascular
structure may be red (Fig. 10e and f). The structure may
also be given the property of transparency allowing visua-
lization of deeper features, such as visualizing the ventri-
cles of the brain through a visible but transparent skull.
With specialized displays a stereoscopic pair of images may
be viewed, enhancing the 3D effect, however, the ability to
use motion and rotate the structures on the display is very
effective at producing a 3D view.

Three-dimensional views may be enhanced with some
computerized surgery. The user can select certain struc-
tures to be eliminated from the image. This selection can be
made by defining cut planes or surfaces from various views
and erasing structures outside of a volume of interest.
Connectivity tools may also be used where the cursor is
used to identify a structure, and then all surface points that
are contiguously connected to the seed point are either
selected or erased. In this way, one may select a vascular
tree that is otherwise obscured by bony structures with
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similar CT numbers. Problems with this approach occur
when the two structures touch making a connectivity
bridge between them.

SPECIAL CLINICAL FUNCTIONS

Surgical Planning

The ability to produce a 3D visualization of structure
surfaces can be used in several ways. It is useful for
general viewing and obtaining an overview of certain
structures. This may be useful in seeing areas that should
be scrutinized more closely, and appears useful in com-
municating anatomical findings to surgeons and other
physicians that are more familiar with the physical anat-
omy rather than a series of cross-sectional slices through
it. In some cases data may be obtained from these images
to assist in surgical planning, including the repositioning
of bone fragments or the appropriate type and size pros-
thetic hardware to use.

CT Angiography, Virtual Colonoscopy, and CT Perfusion
Imaging

Computed tomography angiography (CTA) is the proce-
dure used to visualizing the blood vessels (26–28). Iodine
contrast media is injected into the patient to increase the
attenuation and increase the CT number of the blood
within the vessels (Figs. 10e, f, and 11). Timing of the
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Figure 10. Alternative image sets can be generated from a series of closely spaced axial images.
The image in (a) is one of 266 2.5 mm thick axial images. Iodine contrast media has been injected
into the patient to make the major blood vessels visible, including the balloon shaped aortic
aneurysm. From this data set the computer can generate (b) a sagittal image, or (c) a coronal image, or
(d) a maximum intensity projection (MIP) image of a sagittal slab containing the spine and aneurysm.
Structures may be identified by their CT number range to generate 3D surface images of bone and
contrasted vessels (e), and structures may be removed to produce a vascular tree image.

Figure 11. Three-dimensional view of a CT angiogram of the
brain arteries including the Circle of Willis along with the skull
structures as viewed from the top of the head.



CT scans is important in these procedures since the con-
trast media will return through the venous system and
obscure the visualization of the arterial system, hence the
use of some of the previously described scan start techni-
ques. Besides general 3D viewing of a vascular tree to
produce a CTA, other related techniques may provide
additional information. Two points in a vascular tree may
be identified and the computer can locate the line within
the scan volume corresponding to the center of the vessels
connecting them. The vessel along this line may be analyzed
producing a plot of the vessel diameter or cross-sectional
area. A stenosis appears as a reduce area, while an aneur-
ysm may be seen as a greatly enlarged area. Since the vessel
wall is defined as the surface between the high X-ray
densities within the vessel to the water-like tissue densities
outside the vessel, one can use 3D visualization techniques
with the viewer located inside of the vessel. The viewer may
travel or fly-through the vessel and visualize the structure of
the lumen surface.

This fly-through technique is also the basis of virtual
colonoscopy. In a clinical colonoscopy, the bowel is prepped
to remove residual feces. An endoscope is inserted into
through the anus into the colon and a camera and light
source allows visualization of intestinal surface. If suspi-
cious polyps or lesions are located, devices may be guided
through the endoscope to remove or sample the tissue. In
virtual colonoscopy bowel preparation is still needed and
the colon inflated with air to produce a well-defined inter-
face at the wall surface. A series of CT slices are acquired
and 3D visualization and fly-through techniques are used
to view the structure of the colon surface (Fig. 12).

Besides visualizing the vessel by CTA, the vascular
condition of the tissue may be analyzed using a CT

perfusion procedure, especially in evaluating the brain.
Acquiring the data in a perfusion study requires obtaining
a series of images of selected slices over a short period
of time as iodine contrast media or inhaled xenon gas in
the blood flows into and washes out of the tissue. Various
parameters may be measured, such as mean transit
time (MTT) showing how fast the blood reaches the tissue.
This may provide some indication of blood shunting or
obstruction. The enhancement curve may be analyzed to
obtain a relative cerebral blood volume (rCBV) and rela-
tive cerebral blood flow (rCBF) images. This information
may be useful in evaluating strokes and obstructive
disease.

Quantitative Analysis: Bone Density and Calcium Scoring

In general clinical CT scanners are not designed to produce
highly accurate attenuation data, but rather high quality
diagnostic images with minimal artifact. A number of
factors can affect the calculated CT number value within
a pixel, including its location and the size of the patient.
With this caution, however, there are several applications
where the analysis of the CT numbers is valuable. In
general image interpretation, the CT value of a tissue
lesion may be made to help determine if it is a mass, a cyst,
edema, or a hemorrhage. Other scans may be performed
specifically for the quantitative analysis. One screening
procedure is calcium scoring. The calcium plaques in blood
vessels will increase the CT value of the corresponding
pixels. An evaluation of the amount of calcium in coronary
arteries is an indicator of cardiac risk and may be measured
by CT (29).

Osteoporosis is the loss of calcium bone mass, especially
prevalent in postmenopausal women. The CT technique
may be used to analyze the calcium content of the bone.
Usually the trabecular bone in the middle of the spinal
vertebra is analyzed due to their large surface area and
sensitivity to bone loss. In order to produce reproducible
data, the measurements made of the bone are compared to
other reference densities within the image or in a compar-
able image. This may be done by having the patient lie on a
phantom containing known reference materials, or com-
paring the measurements to other tissue in the image with
known CT values (30–32). Most bone mineral densitome-
try, however, is performed with dedicated systems rather
than using CT scan procedures.

Radiation Therapy Treatment Planning

Another group that would like quantitative information is
the radiation oncologist for use in radiation therapy treat-
ment planning. Some CT scanners are dedicated for radia-
tion oncology use and these CT simulators may have
special features and software to assist in radiation therapy
simulation. In radiation therapy treatment planning it is
important to be able to define the target tissue to be
irradiated and the adjacent sensitive tissues, and to have
them in the same position and orientation that they will be
at the time of treatment. Since most linear accelerators
used for treatment have flat tables, a hard flat table pad
should be used for the corresponding CT scan. Likewise the
body position, such as the position of the arms, should be as
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Figure 12. A 3D surface image of the interior wall of the colon
allows a virtual colonoscopy fly-through to inspect the intestinal
wall for polyps.



it will be during treatment. Skin markers and CT visible
fiducial markers may be used to orient and register the
images with the treatment plan.

Besides seeing the pathology and anatomy to identify
the targets for the treatment planning, obtaining informa-
tion on the attenuating properties of the various tissues to
the high energy photon and electron beams is useful for
accurate treatment planning. The problem is that diagnos-
tic CT scans are acquired at relatively low photon energies
as compared to that used in therapy. The diagnostic CT
X-rays are much more sensitive to the atomic number of
the materials within the voxels than are the high energy
therapy beams. Characteristics of known tissues are used
along with the measured CT numbers to estimate the
physical or electron density of the tissue and its high
energy attenuating properties.

Dual-Energy Scanning

One approach that can be used for quantitative imaging, in
particular to determine effective atomic number and den-
sity of the tissue is dual energy scanning. Using two
different X-ray beams will produce data corresponding to
the attenuating properties at the two separate effective
energies. At diagnostic X-ray energies the primary
attenuation processes are photoelectric absorption and
Compton scattering. Photoelectric absorption is highly
dependent on the atomic number of the material and the
probability of interaction falls off rapidly with increasing
photon energy. Compton scattering is relatively indepen-
dent of the atomic number and falls off at a much slower
rate. That is, the probability of photoelectric absorption is
proportional to Z3/E3, while Compton scattering falls off
with 1/E. This information may be used to take the CT
measurements and calculate an alternate pair of basis
images, such as effective atomic number and density (33).
This is preferably done with the transmission data, but
may be performed with the reconstructed images. Chal-
lenges exist in these calculations, however, due to other
factors in the imaging process, and methods used to
correct for other systemic errors.

Stereotactic Surgery Planning

Stereotactic surgery utilizes a hard fixed frame to the
head to direct a needle to a very particular location in
the brain. The base frame usually is attached to the skull
with screws or pins. During CT scanning a localizing
frame is attached to the base. When the CT scans are
analyzed, the target location is identified in the images.
The location of various frame components are also identi-
fied and recorded. This information is used to localize the
target in the 3D frame space. During the surgical proce-
dure the localizing frame is replaced with a needle guide
that can be set for insertion to the target spot. The same
approach is used for stereotactic radiosurgery where thin
radiation therapy beams are used to irradiate specific
targets in the brain.

PET–CT Image Fusion and PET-CT Scanners

Positron emission tomography (PET) scanning is a
specialized nuclear medicine technique for generating

cross-sectional images of the distribution of positron
emitting radioactive tracers in the body. In this task, it
is very sensitive at presenting this information. It is,
however, relatively poor at presenting high resolution
detailed anatomy. The PET images may be fused with
corresponding CT images to delineate the structures con-
taining the radioactive tracer. This is usually displayed as
a color PET image overlaid onto a grayscale CT image. The
alignment of the two data sets may be performed manually
or automatically by various computer algorithms. A key
aspect of this image fusion is the patient being in identical
positions for both data sets. This can present problems
including different table shapes, arm position, flexure of
neck and back, or changes in the patient between the
scans.

Much of the difficulties in image fusion are eliminated
by the use of a specialized system that contains both the
PET scan capability and CT scan capability (34,35). Typi-
cally these are two relatively independent scanners with a
connected gantry and utilizing a single patient table sys-
tem. One of the steps in PET scanning is to acquire
transmission measurements through the patient in order
to perform accurate attenuation correction of the data. On
a stand-alone PET scanner, this is acquired by use of a
radioactive source that emits similar photon energies. With
PET–CT the CT image data may be used to determine the
PET attenuation correction. Note that the CT scan repre-
sents X-ray attenuation properties at diagnostic X-ray
energies, which are much lower than the 0.511 MeV
photons from the PET radionuclides, and appropriate cor-
rections must be applied.

RADIATION DOSE

Computed tomography is an X-ray procedure with an
associated radiation dose. X rays are ionizing radiation,
meaning that the X-ray photons have sufficient energy to
rip orbital electrons from atoms. As a consequence, small
amounts of absorbed energy can cause biochemical actions
that may have biological consequences. Radiation dose is
the amount of energy absorbed per mass of tissue at a
defined location and is measured in rads or preferably in
the SI unit of grays, where

1 Gy ¼ 1 J � kg�1 ¼ 100 rads ð4Þ

Related are units of effective dose, the rem and sievert,
which estimate the whole-body dose that has an equiva-
lent long-term risk as an actual dose to just part of the
body (36). Risk from radiation exposure can be divided
into a couple of categories. Nonstochastic or deterministic
effects are those that will happen if a certain radiation
dose is received. Most relevant to diagnostic imaging are
skin effects, such as erythema, the reddening of the skin.
These effects require several gray of dose, which is sig-
nificantly higher than doses normally encountered in CT.
Stochastic or statistical biological effects are of some
concern and should be part of the risk–reward evaluation
for the procedure. The principal stochastic effect is the
increase risk of getting cancer as a consequence of the
radiation exposure. The risks are relatively small, but
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unwarranted radiation exposures should be avoided. Since
developing embryos and fetuses are especially sensitive to
radiation, special cautions are often taken to minimize in
utero exposures.

Computed tomography is a bit different from standard
radiographs relative to the total dose received. The
maximum entrance dose to the skin may be quite similar
between a CT scan and a radiograph, but in radiography
the intensity of the radiation decreases due to attenuation
as it passes through the patient. Consequently, the dose to
deep structures is much less than the surface dose, and
the dose at the exit surface can be orders of magnitude less
than the entrance dose (37,38).

In CT, the X-ray source rotates around the patient,
such that the entrance surface is not just on one side of
the patient. This results in a more uniform dose and
considerably more total energy deposited in the patient.
In a typical head scan, the dose across the imaged slices
is fairly uniform, and for body sections the midline dose
is approximately half that of the surface dose. This
results in a much higher effective dose to the patient. It
is estimated that CT accounts for � 10% of the radiology
imaging procedures, but amounts to around two-thirds
of the total effective dose patients receive, and these
values are likely to increase with the increasing utiliza-
tion of CT.

Measuring radiation dose in CT presents some chal-
lenges. The X-ray beam is a narrow fan beam and may not
even be constant across its width. Bow-tie compensating
filters may further vary the beam intensity along the
length of the fan beam. We see that slice width and spacing,
and helical scan pitch, as well as the patient size, are also
factors affecting the average dose.

Dose across the slice thickness, either in air or within a
plastic phantom that simulates the patient, may be mea-
sured with a stack of thermoluminescent dosimeter (TLD)
chips, with a radiation sensitive dosimetry film, or with a
photoluminescent dosimeter strip. This data can be useful
in characterizing the dose profile and the amount of scatter
radiation present. Acquiring this data is cumbersome, and
the use of this information to estimate a dose from a series
of scans can be complex.

An alternative is to measure the CT dose index or CTDI.
If one considers a series of contiguous slices, where the
distance between the centers of adjacent slices is equal to
the slice thickness, then the dose to a particular point in
the patient is equal to the primary dose from the slice
containing that point, plus the scatter radiation from
the other slices. The CTDI is effectively this multiple slice
average dose. It is measured with a long thin cylindrical
chamber, typically 100 or 140 mm in length, about the size
and shape of a pencil. It is exposed with a single axial scan.
If the slice thickness is 5 mm, then the center 5 mm of the
chamber receives the primary exposure. The adjacent
5 mm segments encounter the exposure for the adjacent
slices, and the next 5 mm the scatter dose two slices away,
and so on for the full length of the chamber. If one
normalizes the measurement for to the 5 mm primary
segment length, the overall measurement is the exposure
from the primary beam plus scatter this location would
receive from CT scans of the surrounding slices. In general,

the CTDI is given by

CTDI ¼ ðmeasured exposureÞ � ðf � factorÞ

� chamber length

N � slice thickness

ð5Þ

The f-factor is the Roentgen exposure to the rad or gray
dose conversion factor for the material being exposed. Alter-
natively, the ionization chamber measurement may be cali-
brated in air kerma or air dose and the appropriate air kerma
to dose conversion factor for the material is used. The value N
is the number of detector rows being used, and N times the
slice thickness is the width of the X-ray beam. The ratio of
chamber length to the beam width is one over the fraction of
the chamber that is exposed with the primary beam.

The measurement of CTDI is a straightforward mea-
surement with the proper equipment. The phantoms used
to simulate the attenuation by the patient are typically
acrylic cylinders with a diameter of 16 cm for the head
phantom and a diameter of 32 cm for the body phantom.
The phantom has a hole in the center and at four locations
near the periphery of the phantom for insertion of the
pencil shaped CTDI ionization chamber.

A composite measurement of the center and peripheral
value is the weighted CTDI or CTDIw. It is given by

CTDIw ¼
1

3
� CTDIcenter

� �
þ 2

3
� CTDIperipheral

� �
ð6Þ

These CTDI values should correspond to the multiple slice
average dose from a series of contiguous axial scans. This
value should also correspond to the dose from an equivalent
helical scan with a collimator pitch of one. If the axial slices
overlap or the helical pitch is less than one, the dose will
be higher. If the axial slices have gaps between them or the
helical pitch is > 1, then the average dose will be lower.
The volume CTDI or CTDIvol dose estimate adjusts the
CTDIw for the slice spacing or pitch.

CTDIvol ¼ CTDIw

� detector width� number of detector rows

table increment per 360	 tube rotation

CTDIvol ¼
CTDIvolCTDIw

pitchð7Þ ð7Þ

A number of factors affect the patient dose. Some are
defined by the design of the scanner, such as tube to
patient distance, and the X-ray beam filtration. The
patient size affects the attenuation and the subsequent
dose for a given technique. Others are selectable by the
technologist, (e.g., the kVp, mA, rotation speed, and pitch
or slice increment). Since the X-ray output is directly
proportional to the tube current or mA, then the total
output per rotation, hence the dose, is directly propor-
tional to the mA and the time per rotation. The dose is also
related to the tube accelerating voltage or kV, but propor-
tional to the kV to a power of � 3. Note that even though
the dose goes up with kV, often some of the other dose
factors can be reduced for comparable image quality,
especially for large patients. The average patient dose
is inversely proportional to the collimator pitch in helical
(39). For comparable image quality, a thick-body section
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requires a higher X-ray technique than does a thin-body
section since a larger percentage of the incident X-rays are
absorbed. Techniques are typically reduced for pediatric
cases due to the smaller body size and higher concern for
radiation exposure. Instead of selecting one technique to be
used for all slices, the scanner may have a type of dose
modulation or automatic exposure control that reduces the
mAfor lessattenuatingbodysections.Thismaybeperformed
based on data from the preview scan, or may be determined
by the attenuation found in the previous rotation (40,41).

CT RECONSTRUCTION METHODS

There are several different reconstruction methods or
mathematical algorithms that can be used to estimate
the cross-sectional distribution of attenuation coefficients
that results in the measured set of X-ray transmission
values (5,6,39). Knowledge of the basic elements of the
reconstruction method can help determine elements
relating to the image quality, and artifacts. Reconstruction
methods can be categorized into two basic approaches: analytic
and iterative reconstruction techniques. The primary recon-
struction method in medical CT systems is the filtered back-
projection method, an analytic reconstruction technique.

Projection Data

What is the relationship between the measured transmis-
sion data and the CT data values? It is necessary to
normalize the measured transmission data and convert
these values into projection values that correspond to
the objects attenuation values. The projection data values
for a narrow, monoenergetic beam of X radiation can be
determined by considering Lambert’s law of absorption

I ¼ I0e�ms; or ð8Þ

I=I0 ¼ e�ms ð9Þ

where I is the intensity of the transmitted beam, I0 is the
initial intensity or intensity of the beam with no
attenuating material present, m is the linear attenuation
coefficient of the absorber material, and s is the thickness
of the absorber. The linear attenuation coefficient corre-
sponds to the fraction of the radiation beam that a thin
absorber will absorb or scatter. This coefficient is
dependent on the atomic number of materials present,
the physical density, and the energy of the X-ray beam.

If instead of a single homogenous absorber there are a
series of absorbers, each with thickness s, the overall
transmitted intensity is

I=I0 ¼ e-m1s � e�m2s � e�m3s � e�m4s � � � � ð10Þ

I=I0 ¼ e�ðm1þm2þm3þm4þ���Þs ð11Þ

I=I0 ¼ e�
P

misi ð12Þ

where mi is the linear attenuation coefficient of the ith
absorber.

Considering a 2D section through an object of interest,
the linear attenuation coefficients of the material distribu-

tion in this section can be represented by the function
m(x,y), where x and y are the Cartesian coordinates specify-
ing the location within the section. The integral equivalent
to the above equation is then

I=I0 ¼ e�
R
mðx;yÞds ð13Þ

integrated along the line, s, from the X-ray source to the
detector.

The objective of the reconstruction program in a CT
system is to determine the distribution of m(x,y) from a
series of intensity measurements through the section.

Inverting both sides of the equation to eliminate the
negative sign, and taking the natural log of both sides
to eliminate the exponential yields what is called the
projection value, given by

p ¼ lnðI0=IÞ ¼
Z

mðx; yÞds ð14Þ

This equation is the basis of the Radon transformation
that is fundamental to the CT process. The inversion of this
transform, going from the projection data to the 2D dis-
tribution was solved in 1917 by Radon (3). He showed that
the distribution could be determined analytically from an
infinite set of line integrals through the distribution.

The projection values are based on several assumptions
that are not necessarily true in making practical measure-
ments. This may require certain corrections to the data for
these systemic errors, or may result in artifacts or degra-
dations in the image. Some of these will be discussed
relative to image quality and image artifacts.

Iterative Reconstruction Techniques

One of the broad categories of reconstruction is the itera-
tive reconstruction techniques. With this approach an
initial guess is made of the density distribution of the
object. The computer then calculates the projection data
values that would be measured for this assumed object in a
process referred to as forward-projection. Each calculated
value is compared to the corresponding measured projec-
tion data value, and the difference between these values is
used to adjust the assumed density values along this ray
path. This correction to the assumed distribution is applied
successively for each measured ray. An iteration is com-
pleted when the image has been corrected along all mea-
sured rays, yielding an improved estimate of the object.
The process is repeated and with each iteration the esti-
mated object or reconstructed image improves its corre-
spondence to the object distribution.

There are numerous variations of iterative processing
that may be used. One of the most popular is the Algebraic
Reconstruction Technique (7), or ART, which in itself is an
offshoot of the Kaczmarz technique for inverting large ill-
conditioned matrices (42). The variations include additive or
multiplicative error correction, weighted or unweighted data,
restricted or unrestricted values, the order in which one
corrects the rays, and whether to apply the error corrections
along a ray after each ray, or all at once for all rays.

Iterative techniques are rarely used in X-ray computed
tomography. They require all data to be collected before
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completion of even the first iteration, and they are very
process intensive. Iterative techniques may be useful for
selected situations where the data is limited or distorted,
working with incomplete data sets, or with irregular data
collection configurations. Known information on the object
or object values may be incorporated into these techniques
and reconstruction dependent corrections, such as for beam
hardening, may be incorporated into the process. While not
normally used for medical X-ray computed tomography,
iterative techniques are commonly used in nuclear medicine
SPECT and PET imaging. Variations may also be used in
X-ray tomosynthesis that is a partial angle data acquisition
technique used to generate planar images through an object,
but without complete elimination of overlying structures (43).

Analytical Reconstruction Techniques

If one can analyze and solve a series of equations directly, it
is an analytical technique. Radon in 1917 mathematically
determined that a solution existed for determining the
distribution of an object from a series of line integrals
through it. Interesting though, is that Radon’s work was
not utilized in the development of CT, but it was noted
afterwards that it encompassed the analytic reconstruction
methods. Applied developments of the principles used
were often driven outside of X-ray imaging, including
radio astronomy (8), electron microscopy (9), and nuclear
medicine (10), and discovered methods were often not
implemented due to computational requirements in the
precomputer age.

Direct Fourier Reconstruction

The Fourier transform is a mathematical operation that
converts the object distribution defined in spatial co-
ordinates into an equivalent distribution of sinusoidal
amplitude and phase values in spatial frequency. The
one-dimensional (1D) Fourier transformation of a set of
projection data at a particular angle u is given as

Pðr; uÞ ¼
Z

pðr; uÞe�2prrdr ð15Þ

where r is the spatial position along the set of projection
data and r is the corresponding spatial frequency variable.

The direct Fourier reconstruction technique, as well as
the filtered backprojection method, are based on a mathe-
matical relationship know as the central projection theo-
rem or central slice theorem. This theorem states that the
Fourier transform of a 1D projection through a 2D distribu-
tion is mathematically equivalent to the values along a
radial line through the 2D distribution of the original dis-
tribution.

Taking the Fourier transform of one set of projection
data measurements through an object at a particular angle
provides data values along one spoke in the object’s 2D
Fourier transform frequency space. Repeating this process
for a number of angles defines the 2D Fourier transform
of the object distribution in polar coordinates (Fig. 13).
Taking the inverse Fourier transform of this data yields
the reconstructed image of the object.

Direct Fourier technique is potentially the fastest
method for image reconstruction, however, it generally does
not achieve the image quality of the filtered backprojection
method due to data interpolation difficulties. Typical
computer methods and display systems are based on
rectangular grids rather than polar distributions, and
direct Fourier reconstructions generally require an inter-
polation of the data from polar coordinates to a Cartesian
grid, usually performed in the frequency domain. Conse-
quently, these methods are generally not used in com-
mercial medical scanners.

Convolutions and Filters

The filtered-backprojection technique is the most com-
monly used CT reconstruction algorithm. Before discuss-
ing this method, a brief review of filtering and simple
backprojection methods is in order.

A convolution is a mathematical operation in which one
function is smeared by another function. A common example
is a presentation of a blurry out-of-focus projection of a text
slide. A small dot, such as a period, instead of being small,
sharp, and dark gets blurry with smooth edges and less
contrast or darkness. This blurry spot is effectively the point
spread function of the image. All of the lines and characters
in the original slide can be considered as being made up
of many points. Replacing each of these points with the
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out-of-focus point results yields the overall blurry slide
that is seen. The process of applying this blurry point to all
points in the images is a convolution of the point spread
function with the original object. Mathematically this is
defined as

gðxÞ ¼ f ðxÞ
hðxÞ ð16Þ

gðxÞ ¼
Z1

�1

f ðxÞhðx� uÞdu ð17Þ

for 1D, or for 2D

gðx; yÞ ¼ f ðx; yÞ
hðx; yÞ ð18Þ

gðx; yÞ ¼
Z1

�1

Z1

�1

f ðx; yÞhðx� u; y� vÞdudv ð19Þ

where the symbol 
 is the convolution operator between two
functional distributions. If the system is a digital system with
a discrete number of samples, the corresponding equation is

gi ¼
X1

k¼�1
fihiþk ð20Þ

or in 2D

gi; j ¼
X1

k¼�1

X1

l¼�1
fi; jhiþk; jþl ð21Þ

In the blurry slide example above, f may represent the
original text (or image) distribution, h is the blur or point
spread function, and g is the resultant blurred image.

Convolution operations can be used in image processing
to smooth an image, as previously described, or to sharpen
an image. Smoothing convolution filters are typically

square (averaging) or bell shaped, while sharpening con-
volution filters often have a positive central value with
adjacent negative tails.

Convolution Theorem

Reference was made to Fourier transforms in Eq. 15 and
their ability to transform spatial data into corresponding
spatial frequency data. Filtering operations, such as
smoothing and sharpening, can readily be performed on
the data in the spatial frequency domain. According to the
convolution theorem, convolution operations in the spatial
domain correspond to a simple functional multiplication in
the spatial frequency domain (Fig. 14). This states that

gðxÞ ¼ f ðxÞ
hðxÞ ð22Þ

is equivalent to

GðkxÞ ¼ FðkxÞHðkxÞ ð23Þ

where G(kx), F(kx), and H(kx) are the Fourier transformed
functions of g(x), f(x), and h(x), where kx is the spatial
frequency conjugate of x. The functional multiplication
in Eq. 23 is simply the multiplication of values of F(kx)
and G(kx) at all values of kx. The 2D convolution of Eq. 18
has its counterpart to Eq. 23 where G(kx,ky), F(kx,ky), and
H(kx,ky) are the 2D Fourier transforms of g(x,y), f(x,y)and
h(x,y). Note that the spatial frequency variables, kx and ky

have units of 1/distance.
Since the convolution process is represented by a simple

functional multiplication in the spatial frequency domain,
the blurred image conceptually can be easily restored to the
original object distribution. This can be accomplished by
multiplying the Fourier transform of the blurred image,
G(kx,ky), by the inverse of the blurring function, that is
1/H(kx,ky). The result is the original object frequency
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Figure 14. The convolution theorem
states that a convolution operation in
the spatial domain is equivalent to
the functional multiplication of the
Fourier transform of the functions in
the spatial frequency domain. The
filtering of the projection data for
CT reconstruction may be performed
by the convolving the projection data
with a sharpening filter in the spatial
domain, or by taking the Fourier
transform of the projection data,
multiplying by a ramp shaped filter,
and taking the inverse Fourier
transform to yield the filtered
projection data.
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distribution, F(kx,ky). In practice this restoration is limited
by the frequency limits of H(kx,ky) leading to division by
zero, and by the excessive enhancement of noise along
with the signal at frequencies with small H(kx,ky) values.
This restoration process or deconvolution of the blurring
function can likewise be performed as a convolution in the
spatial domain.

Backprojection

Backprojection is the mathematical operation of mapping
the 1D projection data back into a 2D grid. This is done
intuitively by radiologists in interpreting X-ray films. If a
high density object is visible in two or more radiographs
taken at different angles, the radiologist mentally back-
projects along the corresponding ray paths to determine
the intersection of the rays within the patient and the
location of the object.

Mathematically, this is done by taking each point on the
2D image grid and summing the corresponding projection
value from each angular projection view. For that high
density object the result is a line projected through the
image from each view (Fig. 15a). This backprojection process
yields a maximum density at the location of the object where
the lines cross, but the lines form a star artifact emanating
from the object. If an infinite number of views were used,
the lines would merge and the density of the object would
be smeared across the image with its amplitude decreas-
ing with 1/r where r is the distance from the object. This
simple backprojected image, fb,can be represented by the
convolution of the true image, f, with the blurring function
1/r, or

fbðr; uÞ ¼ f ðr; uÞ
ð1=rÞ ð24Þ

With ideal data, this blurring function can be removed by
a 2D deconvolution or filtering of the blurred image. The
appropriate filter function can be determined by using the
convolution theorem to transform Eq. 24 into it frequency
domain equivalent, or

Fbðr; uÞ ¼ Fðr; uÞð1=rÞ ð25Þ

where the function (1/r) is the Fourier transform of (1/r) in
polar coordinates. Dividing both sides by (1/r) yields

Fðr; uÞ ¼ rFbðr; uÞ ð26Þ

The corrected image, f, can be obtained by determining a
simple backprojection, fb, taking its Fourier transform,
filtering with the r function, and taking the inverse Four-
ier transform. Likewise this operation may be performed
as a 2D convolution operation in the spatial domain.
Equation 25 and 26 get more complicated when evaluated
in rectangular coordinates rather than polar coordinates.

This approach of making a very blurred image through
backprojection, and then attempting to sharpen the image
tends to produce poor results with actual data. Filtering
out this blurring function from the projection data prior to
backprojecting, however, is quite effective and is the basis
for the filtered backprojection reconstruction technique
used in medical CT systems.

Filtered Backprojection Reconstruction Technique

According to the central slice theorem the Fourier trans-
form of the 1D projection data is equivalent to the radial
values of the 2D distribution Fourier transform of the
distribution. Consequently, the filtering operation per-
formed in Eq. 26 and illustrated in Fig. 14 can be performed
on the projection data prior to backprojection. This is the
conceptual basis for the filtered-backprojection reconstruc-
tion technique as illustrated in Fig. 15b (44,45).

As with other filtering operations, this correction can be
implemented as a convolution in the spatial domain or as a
functional multiplication in the frequency domain. Fourier
filtered backprojection is performed by taking the mea-
sured projection data, Fourier transforming it into the
frequency domain, multiplying by the ramp-shaped r filter,
taking the inverse Fourier transform, and then backpro-
jecting this filtered projection data onto the 2D grid.

If the filtering is performed in the spatial domain by
convoluting the measured projection data with a spatial
filter that is equivalent to the inverse Fourier transform
of r, the process is often referred to as the convolution
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Figure 15. (a) A simple backpro-
jection from three views results in
a highly blurred reconstruction. (b)
Filter the projection data prior to
backprojection corrects the data for
the backprojection induced blurring.



filtered backprojection reconstruction method. The frequency
filter, r, has the shape of a ramp and enhances high spatial
frequencies of the projection data. The convolution function,
or kernel, has the expected shape of a sharpening filter with a
positive central value surrounded by negative tails that
diminish in magnitude with distance from the center. Con-
volution and Fourier filtering techniques are mathematically
equivalent and the general term filtered backprojection
reconstruction technique may refer to either filtering
approach.

Variations from this ideal ramp filter are normally used.
Some of these may develop from applying the finite quan-
tity of data and boundary assumptions to the mathematical
derivation. Other variations, in particular frequency win-
dowing, are applied on a more empirical basis. The high
spatial frequency component of the projection data contains
noise variations due to photon statistic along with dimin-
ishing amounts of signal data. The ramp filter greatly
enhances these high frequency values, in particular the
noise. Consequently, use of the ramp filter results in high
resolution, but very noisy images. They are also more
susceptible to image artifacts. If one wishes to see structures
with only small differences in attenuation values, such as
white versus gray brain matter, the noise must be reduced.

Medical CT scanners offer a variety of reconstruction
algorithms or kernels from which to choose. In actuality they
are not changing the reconstruction method, but the filter
function used in the filtered backprojection technique. The
ramp filter is modified by a windowing or apodizing filter that
reduces the amplification of the higher frequency values. This
has the same effect as smoothing the image. This smoothing
is especially effective for CT imaging since the reconstruction
process results in the noise frequency spectrum in the image
following the reconstruction filter function, with most of
the noise at the high spatial frequencies. In nuclear medicine
they sometimes use the mathematical name for the win-
dowing filter, such as cosine filter, Butterworth filter, or
Hannings window. In X-ray CT the equipment manufac-
turers utilize different naming conventions for these filters
kernels. Typically, they will have descriptive names, such as
smooth, standard, sharp, bone, edge, or will have numerical
values relating to its shape. The filter selection may also
enable other features in the reconstruction process to mini-
mize certain artifacts, such as motion in the body scans, or
implement other needed data corrections.

The filtered backprojection reconstruction technique is
the general method used in medical CT systems. This
method is more tolerant of measured data imperfections
than some of the other analytical techniques. This method
provides relatively fast reconstructions and permits pro-
cessing the data as projection views are obtained.

Cone Beam CT

Computed tomography scanning has progressed from a
single row of detectors to the ability to use hundreds of
rows of detectors for data acquisition. The CT reconstruc-
tion algorithms discussed above have generally considered
all of the projection values being contained within a single
plane through the patient. As one uses multiple rows of
detectors, the projection data from the rows away from the

center row pass through the patient at an angle. Objects
within a view from one side may be outside to the view from
the opposite view angle (Fig. 16). Generally, this angula-
tion is ignored in the reconstruction, but data inconsisten-
cies from the angulated data can cause artifacts in the
image, especially around high density structures. Other
algorithms are continuing to be developed that take into
account the actual ray paths of the data (4). These algo-
rithms are referred to as cone beam reconstruction methods.

With data acquired in an axial mode, with no table
motion during data acquisition, large angulations cause
significant degradation of the image quality, but may be
useful in particular for high contrast structures such as
bone or contrasted blood vessels. Considering the relation-
ship between the object and the projection data, a simple
rotation does not fully sample the Radon space needed for
reconstruction. A helical data acquisition and certain other
motion schemes do acquire a sufficient set of data for a
potentially accurate cone beam reconstruction.

CT IMAGE QUALITY

A particular image will have limitations on the quality of
the image and the types of structures that are visible. Two
primary measures of image quality are the image resolution
and noise (46). Resolution is the ability to see two separate
small structures as two structures. It is somewhat different
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Figure 16. With a multislice detector or area detector, an axial
(nonhelical) data acquisition results in rays outside of the center to
pass through the patient at an angle rather than within a particular
plane. This can cause artifacts in planar reconstructions. Specialized
cone beam reconstruction algorithms may be used to help account
for the angulated data.



that detection. A very small dense structure considerably
smaller than the voxel size may change the average attenua-
tion within the voxel sufficiently to detect that a foreign object
is present, however, the system would not have sufficient
resolution to distinguish multiple objects within the voxel.

Resolution may be measured by using a test pattern of
holes that are spaced with the center-to-center distance
between holes being equal to twice the hole diameter.
Alternatively, the pattern may be a series of lines or bars,
or a pie shaped wedge of bars that get smaller toward the
apex of the pattern. The resolution is usually stated as
the hole or bar size of the smallest pattern clearly visible, or
as a spatial frequency value in line pairs per millimeter
(lp �mm�1). The resolution may be more precisely described
by determining the modulation transfer function or MTF.
This function indicates the level of signal loss for each of
the spatial frequencies. The MTF is the normalized Fourier
transform of the point spread function, and can be calcu-
lated by analyzing the image of a small dense object, or
from measurements across a sharp boundary (47).

Geometric Blurring

A number of factors can affect the resolution in an image,
some inherent in the design and construction of the system,
and others selectable by the user. Limits on resolution for a
system are generally determined by the detector width and
the focal spot size of the X-ray source. Since the patient is
approximately midway between the source and detector,
there is necessarily some magnification of the object struc-
tures onto the detector. As a result of this magnification a
sharp edge in the object will produce a blurry edge in the
image due to the size of the X-ray source. This blurry area
where only part of the X-ray source illuminates the detec-
tor is called the penumbra from the Latin for partial
shadow, and the effect is referred to as geometric blurring.
This sharpness can be improved by reducing the magnifi-
cation, which is done by having the X-ray source farther
from the patient and the detector as close to the patient as
possible. It can also be improved by use of a smaller X-ray
focal spot. Most X-ray tubes utilize a dual focal spot, which
means they have two focal spot sizes from which to choose.
Most scanning is done with the large focal spot. This allows
operation at higher tube currents or mA, thereby allowing
shorter scan times and less image noise. This is especially
true for large field-of-view objects where this geometric
blurring is not the limiting factor for resolution. Scanners
will typically select the smallest focal spot that can be used
with the mA and time parameters selected.

Ray Spacing

The detector size may also affect the resolution. For a
rotate–rotate scan system, the in-plane detector-to-
detector spacing defines the ray spacing within a view.
Note that this ray spacing is variable due to the fan shape
of the beam, but consider it at the center of rotation, which
is normally the center of the patient. The detector size has
decreased with the evolution of the scanners, resulting in
the need for an increase in the number of detector channels
and the amount of data gathered and processed. Since the
physical detector spacing cannot readily be changed for a

given detector, a couple of alternative approaches have
been used to change the effective ray spacing. An approach
that has been used in the past maintains a fixed source–
detector distance, but moves the X-ray tube closer to the
patient, and the detector farther away when scanning
smaller objects, such as the head. This increases the mag-
nification and reduces the ray spacing, but puts more of a
resolution burden on the size of the focal spot. No commer-
cial systems still use this approach.

A common approach in rotate–rotate scanners is to
improve sampling by using quarter–quarter offset detector
shift. First generation translate–rotate scanners acquired
data only > 1808 of rotation since the view at 08 is of the
same data as the 1808 view. If the ray spacing is not
symmetric about the center of rotation, but the middle
ray being displaced one-quarter of a detector width above
the center of rotation, then the opposite view would have
the ray one-quarter of a detector width below the center of
rotation and the rays would be interleaved. It is not as
obvious on a rotate–rotate scanner, but the same type of
interleaving can be utilized. A rotate–rotate scanner only
needs 1808 plus a fan angle to sufficient set of data for a
reconstruction. Certain fast scan modes will utilize this
partial rotation data set, but typically the full 3608 data set
is used. In high resolution reconstructions, the full 3608
data set should be used.

Pixel Size

The CT image is a finite array of values. Parameters
selectable setting up the image reconstruction include
the reconstructed field of view (FOV), and the image matrix
size. Images are routinely reconstructed with a 512� 512
matrix. The large FOV that would be used for a large body
section is � 50 cm. Therefore the generated pixels will be
squares with sides of 50 cm/512 or �1 mm. In this case, the
image would not be effective at resolving or differentiating
objects smaller than this pixel size. Medical CT systems
have the capability to provide better resolution than can be
displayed with 1 mm pixels. To reduce the pixel size the
image matrix size must be increased, or the reconstructed
FOV reduced. The reduction in FOV is standard for ima-
ging smaller body sections, such as the head where a 25 cm
FOV may be used. This yields a 0.5 mm pixel size. If higher
resolutions are desired, such as to evaluate the bones of the
inner ear, then a sharp reconstruction filter is needed along
with an even smaller pixel size in order to maximize the
system resolution. Unfortunately these parameter changes
also increase the image noise.

Image Magnification and Targeted Reconstructions

A number of display tools are available when an image is
displayed. These include such useful features as the win-
dow level and width adjustments. One tool is image mag-
nification where a portion of the original image can be
magnified to fill the display or a digital magnifying glass
can be moved around the screen. This function uses the
data from the image and interpolates additional pixels to
yield smaller pixel spacing. Since the source data is the
original image, the magnified image does not contain any
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additional information, but the viewer may find it easier to
see and interpret the image.

This image magnification is in contrast to a targeted
reconstruction that goes back to the measured projection
data and performs a reconstruction with new parameters
such as reconstruction filter and pixel size. Consequen-
tly, a targeted reconstruction may yield information
that was not present in the original image. In the case
of helical scans and multislice detectors, the z-axis loca-
tion of the reconstructed slices and the slice thickness,
down to the acquisition detector row thickness, may also
be specified.

z-Axis Resolution

The z-axis resolution is the resolution in the direction
of the table motion or perpendicular to the axial image
plane. The acquisition slice thickness and slice spacing
dominate this resolution. The slice spacing limitation on
z-axis resolution follows the same arguments as the pixel
size does for the x–y resolution. The slice thickness is
determined by the focal spot size and either the collimated
beam thickness or the z-axis height of the detector. For
multislice detectors, the detector rows may be utilized
individually, or ganged together to yield a thicker slice,
or both with the averaging of detector rows performed in
the software. A major advantage to MDCT and cone beam
CT is the ability to rapidly acquire many thin slices
through the patient. This often results in isotropic resolu-
tion where the resolution in the z axis is equivalent to the
in-plane resolution. These thinner slices and isotropic reso-
lution improves the contrast of small high contrast struc-
tures, such as the blood vessels of the lung. The thin closely
spaced slices greatly improve the quality of images that
contain the z dimension, such as sagittal and coronal
images, or 3D surface reformations.

Image Noise

Another significant limitation to image quality is image
noise or graininess. Noise is caused by variations in the
measured signal. These may be due to systemic causes,
such as electronic noise, however, a well-designed system
will not be limited by these sources. The primary source of
noise in medical CT systems is due to quantum mottle or
photon statistics. Due to the random nature of photon
emission and absorption, repeated identical measurements
will vary with a percent standard deviation proportional to
one over the square root of the number of photons detected,
that is

s ¼
ffiffiffiffiffi
N
p

ð27Þ

%s ¼ 100%�
ffiffiffiffiffi
N
p

N
ð28Þ

%s ¼ 100%� 1ffiffiffiffiffi
N
p ð29Þ

where s is the standard deviation and N is the number of
photons detected. The number of photons detected is
determined by the output of the radiation source, the
attenuation in the patient, and the efficiency of the

detector in absorbing the radiation and converting it into
a measurable signal. The source output is directly propor-
tional to the selected tube current or mA, and the scan time
per rotation and to the kVp to some power � 3. The beam is
diminished by attenuation, hence noise is more prevalent
scanning a large body section. Higher kVp settings are more
penetrating and allow a larger fraction of the photons
through the patient, but may also reduce the contrast of
some structures.

Another factor is the size of the detector, in particular
the detector height or the slice thickness. Thinner slices
result in fewer X rays for a given technique. Helical scan-
ning interpolates data from adjacent rotations, thereby
increasing the effective slice thickness and reducing the
noise to some degree. The image resolution and pixel size
also can have an effect. One can consider the image noise to
be related to the number of photons detected per voxel
element. Reducing the voxel or resolution element size
increases the noise.

Noise can be expressed as the standard deviation in the
image of a uniform object. A more complete method of
characterizing noise is to determine the noise power spec-
trum. The noise power spectrum defines the noise content
in the image versus spatial frequency. The measure trans-
mission data ideally contains white noise, that is, having a
noise power spectrum at all frequencies. As with other
imaging systems this ideal spectrum is modified by the
modulation transfer function (MTF) or ability of the sys-
tem to transfer signal (and noise) of various frequencies in
the object to the image. The resolution limitations due to
detector size and sampling reduces or eliminates some
high frequency signal components. In CT, there is the
additional step of the image reconstruction which modi-
fies the noise power spectrum. The projection data is
filtered with a ramp or a windowed ramp filter, reducing
the low frequency content and enhancing the medium and
high frequency content. For signal data where there is a
correspondence in the data from various angles, the low
frequency component is restored and a typical MTF
response is generated. The noise content, however, is
random and does not have a direct correspondence
between angles. Consequently, the noise power spectrum
will mimic the shape of the filtering function, enhancing
noise at the higher spatial frequencies. Smoothing or the
use of a windowed filter is especially effective in CT since
there is a high level of noise relative to signal at these
frequencies (48).

Object Contrast

Contrast is the difference in the measured value of a
structure from its surroundings. The ability to distinguish
structures that have attenuation differences of a fraction of
a percent is one of the key imaging benefits of CT. The
contrast between structures in CT is the fractional differ-
ence in attenuation coefficient, or more commonly the
difference in attenuation coefficient relative to the attenua-
tion coefficient of water. This is given by

% Contrast ¼
jm� mbackgroundj

mwater
� 100% ð30Þ
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When CT values have an offset of 1000 in order to normal-
ize water to a value of zero, the comparable equation using
the CT values is

% Contrast ¼
jCT� CTbackgroundj

1000
� 100%

For example, if brain gray matter has a CT number of 40
and white matter 30, then the fractional contrast is 10/1000
or 1%.

One of the factors that often limits contrast is the partial
volume effect. Voxels or resolution volumes that corre-
spond to a particular pixel may contain a mixture of tissues
or structures. The resultant CT number is generally a
volume average of the contents of the voxel. Reducing
the voxel size with thinner slice thickness or higher image
resolution may reduce this volume averaging. For example,
a 1 mm piece of bone that is twice as attenuating as water
(CT number ofþ 1000) is surrounded by water (CT number
of 0). If scanned with a 10 mm slice thickness, the bone
would occupy 10% of the voxel volume and the resultant
image would show a CT number for this volume of � 100.
Reducing the slice thickness to 2 mm would increase the
CT number to �500. This is not an error or image artifact,
but a limitation in the image quality and content. If struc-
tures are positioned in the voxel such that part of the ray
goes through one material, and other portions of the ray go
through other material, this may cause a measurement
error and a partial volume artifact.

The linear attenuation coefficient values are a function
of the density of the material and effective atomic number
of the material, as well as the effective energy of the X-ray
beam. Sometimes there is insufficient contrast between a
structure of interest and its surroundings, or certain
structures are to be highlighted. This may be done
through the use of contrast agents or contrast media. This
is a material that will change the X-ray absorption proper-
ties and the visibility of the structure. In X-ray studies the
primary contrast agent used is iodine, which may be given
orally to highlight the intestinal track, or injected to make
blood vessels or highly vascular tissue visible. The iodine
does not actually change the density of the blood signifi-
cantly, but its higher atomic number of 56 versus 7 or 8 for
tissue and water, and its k shell electron binding energy of
34 keV make it much more effective at stopping the X rays.
Using contrast media the radiologist may determine the
vascularity of a mass to help determine the type of tumor, or
contrast agents can be used to enhance the blood vessels
to evaluate blockages or aneurysms in CT angiography
procedures.

Low Contrast Detectability

The ability to see small differences in contrast is a key
feature of CT. What limits this ability, however, is noise.
When the noise variations are of the same magnitude as
the contrast between the structures of interest, the struc-
ture will not be visible. This is especially true for small
objects, in that the human vision will effectively average
the signal over an area and one may be able to distinguish
larger low contrast objects. The limit to low contrast detect-
ability is noise and resolution has relatively little impact

(Fig. 17c–e). Conversely, high contrast resolution is not
greatly affected by noise since the structures contrast is
much larger than the noise.

ARTIFACTS

The ideal imaging system reproduces a faithful image of
the object. Limitations in resolution, noise, and low con-
trast detectability are not errors, but are definable limita-
tions of particular imaging systems. Errors do occur,
however, and structures or patterns may appear in the
image that do not correspond to the patient or object being
scanned. These false structures in an image are referred to
as artifacts (49). Artifacts often are readily identifiable
because of their characteristics, such as a bright line
extending through and beyond the boundaries of the
patient. These artifacts may cause problems by obscuring
parts of the image. Less common, but of significant concern,
are artifacts that can appear similar to pathologies.

Artifacts occur in all imaging systems, but the recon-
struction process of CT enhances the opportunity for pro-
ducing artifacts. Mathematically a perfect reconstruction
of the object should be obtainable. This can be done with an
infinite amount of perfect data, however this is not avail-
able in a practical system. In general, image artifacts are
caused by an insufficient amount of data, or insufficient
quality of data.

Insufficient Data Quantity

Modern CT scanners acquire millions of transmission
measurements and insufficient data quantity is not a limit-
ing factor for routine studies, but still may pose challenges
in studies attempting to reduce the data acquisition time or
those pushing the image resolution. Nyquist sampling
theorem was mentioned as a requirement for sampling
an object in order to capture the high spatial frequencies.
When the object contains higher frequencies than the
sampling rate can characterize, the high frequencies reap-
pear in the data and take on the alias of a lower spatial
frequency. The resulting error is referred to as aliasing. It
can take on the appearance of ripples in the reconstructed
object parallel to a sharp edge.

Aliasing may occur due to insufficient sampling of rays
within a view, or may be due to an insufficient number of
views. Ray aliasing may appear as oscillations or ripples
parallel to high contrast. View aliasing typically appears a
considerable distance from a high contrast object, and
appear as a radial pattern of light and dark bands emanat-
ing from the high contrast object.

The occurrence of aliasing is greatly reduced by the data
smoothing effect that occurs due to the finite size of the X-ray
detector. The transmission data is not measuring a series of
infinitely thin rays, but columns through the patient. The
variations in intensity between the various paths within a
single ray or detector measurement get averaged out and
lost, and are not available to cause aliasing.

A related artifact is the Gibb’s phenomena. The range of
the frequency domain is limited by the sample spacing.
Using the full ramp function results in an abrupt cutoff of
the filter function or transfer function at this limit, or the
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Figure 17. (a) A 5 mm thick CT slice through the posterior fossa can cause beam hardening and
partial volume artifacts as seen in this acrylic phantom containing a skull. (b) Use of a thinner 1 mm
slice thickness reduces the partial volume artifact from the angled bony structures, but increases
the imagenoiseorgraininess. (c)Addingfive1 mmslicestogether (or thefivesetsofprojectiondataafter
the logarithmic scaling) results in reduced artifact, but comparable image noise as the 5 mm slice.



filter may be designed with a sharp cutoff. This sharp edge
in the frequency domain causes an overshoot and ringing
artifact along edges in the image. This can be reduced by
windowing the filter function with a function that smoothly
goes to zero without an abrupt change.

Inconsistent Data

The CT reconstruction process is based on obtaining a
consistent set of transmission views of the patient from
various angles. The reconstruction algorithms effectively
correct for errors caused in the backprojection from one
view with corrections in other views. If the object or data is
not consistent, then improper corrections are applied
resulting in artifacts. There are several factors that can
cause data inconsistencies and result in artifacts.

Motion

One of the most obvious inconsistencies is patient motion,
whether squirming, coughing, fluid level movements in the
stomach, breathing, or even the beating of the heart. Here
the views from different angles are not of the same cross-
sectional object. Motion artifacts are less of a problem in
head imaging since with a cooperative patient the head can
remain motionless for a considerable period of time. Body
imaging can be more problematic causing image artifacts
in addition to the motion blurring in the image.

The artifact is most pronounced when there is an abrupt
change in the data from one view to the next usually
resulting in streaks across the image. For a 3608 data
acquisition this abrupt change in the continuity of the data
is likely to occur between the first and last view of the
rotation. There are several ways to minimize this. One can
overscan, collecting > 3608 of data, and perform a weighted
average of the data in the overlap region. Partial angle
scanning, scanning 1808 plus a fan angle, reduces this
interface effect and reduces scan time, but also reduces
image quality. The data may use a variable weighting of
the data at the first–last view interface region reducing
artifacts, but may increase noise some and result in the
noise structure having a directional pattern toward this
start–stop angle. This may be seen on some body scans but
typically would not be used or present in head scans.

One of the obvious improvements in reducing motion
artifacts is the use of shorter scan times. In early scanners
it took tens of seconds to minutes to scan a single image,
much less a volume through the patient. With MDCT and
cone beam scanning, one can scan the entire chest within
a breathhold. If one is looking at cardiac structures,
however, the motion is rapid and less controllable. At
times the motion may cause the image of a structure at
one point in time overlaid on the image of the structure at
a different point in time. This can cause artifacts that may
mimic a pathology and special care is needed regarding
this type of artifact. One example is imaging of the aorta
as it changes diameter with the beating of the heart may
create the image of a double vessel wall, which could look
similar to a dissecting aneurysm (50). The electron beam
CT systems were developed to provide very fast, freeze-
action scans, and the use of cardiac gating to selectively

collect data through the heart during defined portions
of the cardiac cycle also reduce motion artifacts and
blurring.

Partial Volume Artifact

Equation 12 in the discussion of the attenuation of X rays
shows that a beam passing through a series of objects yields
a relative transmission value that is the exponential of a
sum of ms values. Taking the logarithm of this value yields
the projection data that is the sum or integral of attenua-
tion values along a line through the object. The X-ray beam
that strikes a single detector is not a single infinitely
slender beam, but a beam of some finite cross-sectional
area. If part of the beam passes through one structure, and
the other part of the beam passes through another struc-
ture, then the resulting transmission values corresponds to
a sum of two or more exponentials, rather than an expo-
nential of a sum. Taking the logarithm of this does not yield
the same results. This can be seen by the example of a beam
passing through a series of alternating dense and radiolu-
cent layers will eventually get infinitesimally small. The
same beam, however, having half of the beam transverse
the dense material, and half the beam travel through the
radiolucent material will always transmit at least 50% of
the beam through the radiolucent path. This difference in
attenuating material for different parts of a measured ray
is commonly present along long linear boundaries. If the
difference in density of the two materials is small, then
there is little effect, but if there is a large difference in
attenuation between the materials, such as for bone or a
metal structure, then these inconsistencies result in
streaks emanating as an extension of the edge (Fig. 17a).

This partial volume artifact is also produced by struc-
tures that penetrate only part way through the slice thick-
ness, and may cause streaks between such partially
penetrating structures. Partial volume streak artifacts
may be reduced by reducing the slice thickness, which
reduces the cross-sectional area of the measured ray. This
can be especially useful in high resolution imaging of
structures with bony prominences (Fig. 17b and c), or in
the presence of dense metal structures (Fig. 18). The
routine use of thinner detectors in MSCT systems, even
when the detectors are averaged together as long as it is
after the logarithmic scaling, reduces this artifact.

A related artifact is the windmill artifact due to insuffi-
cient sampling in the z axis in helical scanning. This
presents as fan shaped lines emanating from edges.
Increased sampling or lower pitch can reduce this artifact.
Alternatively, view spacing in the axial direction may be
reduced by using a flying focal spot approach that rapidly
moves the position of the X-ray source in the X-ray tube.
This uses an oscillating magnetic field to alter the path of
the electrons and the location on the X-ray tube target
where the electrons strike.

Beam Hardening Artifact

The attenuation parameters used in Eqs. 10–14 assumed a
monoenergetic X-ray source yielding consistent values of
m for a given material. However, X-ray sources produce
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radiation with a range of photon energies up to the
maximum energy of the electrons striking the X-ray tube
target. This maximum photon energy corresponds to the
kV or kVp voltage applied to the tube. The lower energy or
soft photons are attenuated to a greater degree than the
more penetrating high energy photons. Consequently, the
effective energy of a beam passing through a thick object
section is higher than that of a beam going through less
material. This preferential transmission of the higher
energy photons and the resulting increase in effective
energy of the X-ray beam is referred to as beam hardening.

The linear attenuation coefficient is a function of the
beam energy and changes in beam energy cause varia-
tions in the CT number for a material. Likewise, if rays
passing through an object from different angles have
different effective energies, then the inconsistencies can
also cause artifacts. X-rays that pass through the center of
a cylindrical object will have higher effective energy than
those traversing through the edges. This additional
attenuation and beam hardening of the central rays result
in lower CT number values in the center, corresponding to
the higher energy beam. This appearance of lower CT
numbers in the center of an object is referred to as a
cupping artifact.

Another type of beam hardening artifact occurs between
two dense structures. The rays passing through two dense
structures have increased beam hardening, and tissues
between these structures will appear to have a lower CT
value. This appears as a dark band between the structures,
and may be present along with partial volume artifacts
appearing as fine streaking from edges. This is often seen
in head scans as dark bands between the petrous ridges
(Fig. 17a).

The effect of beam hardening can be reduced by several
techniques. The original EMI scanner used a constant-
length water bath that resulted in a relatively uniform
degree of attenuation from the center to the periphery. The
addition of X-ray beam filtration reduces the soft X rays
and reduces the degree of beam hardening (51). Bow-tie
shaped compensating X-ray filters are often used and
attenuate the beam more toward the periphery. Normal-
izing the data with a cylindrical object of similar size and
material also reduces beam hardening as well as minimiz-
ing detector variation errors.

Beam hardening is also compensated for in the proces-
sing software. If the material being scanned is known, the
measured transmission value can be empirically corrected.
Difficulty occurs when the object consists of multiple mate-
rials with different effective atomic numbers, such as the
presence of bone or metal in the tissue. Iterative beam
hardening corrections can be used, where the initial recon-
struction identifies the dense structures, and the rays
through these structures are corrected for a second recon-
struction. Dual energy scanning techniques can also elim-
inate beam-hardening effects.

Scatter Radiation

Detected scatter radiation produces a false detected signal
that does not correspond to the transmitted intensity along
the measured ray. Scatter is a factor in all radiographic
measurements. The amount of scatter radiation detected
in CT is much lower than encountered with large area
radiographs due to the thin fan beam normally used in CT.
Most of the scatter is directed outside of the fan beam and
is not detected. The sensitivity of computed tomography,
and the need for consistent data makes even the low level
of scatter detected a potential problem. The amount of
scatter and this problem becomes more challenging as the
collimated beam width gets larger with MDCT and cone
beam systems.

The scatter contribution across the detector array
tends to be a slowly varying additive signal. The effect
on the measured data is most significant for highly atte-
nuated rays where the scatter signal is relatively large
compared to the primary signal. The additional scattered
photons detected make the materials along the measured
ray appear less attenuating, in a manner similar to beam
hardening. Because of the similarity of these effects,
scattering artifacts are similar to and are often associated
with beam hardening. Likewise, the basic beam harden-
ing correction performed provides some degree of com-
pensation for scatter. Using thin beams and large
distances between the patient and detector can minimize
scatter. The use of directional dependent detectors such as
the xenon gas ionization detectors with their focused
tungsten plates can also reduce the detection of scatter.
As detectors get larger with cone beam CT applications,
scatter is significant and antiscatter radiographic grids
can be used to reduce the detected scatter. Since scatter
varies slowly with distance, special reference detectors
outside of the primary radiation beam can be used to
measure the level of the scatter signal for more effective
correction.
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Figure 18. Dense metal structures in the body can produce
pronounced streaking artifacts. Partial volume edge artifacts, beam
hardening, scatter, and motion can all contribute to inconsistencies in
the data causing the artifacts.



Cone Beam or Divergence Errors

The X-ray fan beam does not only diverge or fan out in the
x–y plane, perpendicular to the rotational axis, but also a
slight divergence in the z direction, across the detector
row (Fig. 16). A high density structure toward the edges of
the patient may be in the x-ray beam from one angle, but
be missing the beam from the opposite angle. This incon-
sistency causes an artifact that may include diffuse
streaking or smearing of the density from the edges of
the object. This may also occur in a helical data acquisition
that interpolates the data to produce a data set corre-
sponding to a given slice. Alternative variations in the
reconstruction process that utilize a cone beam recon-
struction approach or backproject along the actual ray
paths reduce this effect.

Note that a single axial rotation around the patient with
a widely diverging beam with an area detector does not
contain a complete set of projection data sufficient to per-
form a reconstruction. Mathematically, it does not fully
sample the Radon space. Reconstructions can be performed
with various means to estimate the missing data, with the
difficulty increasing as the divergence perpendicular to the
plane of rotation gets larger.

Other Systemic Errors

There are a lot of things that can happen to the signal
between the X-ray source and the image. Computed tomo-
graphy scanners are complex electromechanical devices
that are sensitive to relatively small variations in the
measurements. A number of factors can cause accuracy
or inconsistency errors and result in artifacts, and con-
siderable effort is taken by the manufacturers to minimize
these problems and artifacts. These inconsistencies may be
in the measured signal or may be the result of poor char-
acterization of the spatial position or the measured ray
path. Geometric errors can result in wobble of the center of
rotation due to the mechanical limitations of the large
turret bearing holding the rotating mechanism, or may
be due to small changes in the focal spot position as the
X-ray tube gets hot, or variations in the spacing or position
of the individual detector elements.

Signal variations occur due to fluctuations in the
X-ray tube output, and differences in response character-
istics among the individual detector elements. Periodic
calibration of the detectors is required and radiation
sensors are used to monitor variations in the X-ray tube
output. Typically the reference detectors are at the ends
of the linear detector array. A large patient, or body part
outside of the normal scan field of view can block the
reference detector, causing an inaccurate normalization
of the measurements. Alternatively, an X-ray sensor may
be placed adjacent to the X-ray tube where the measure-
ment cannot be blocked. Vibrations in components can
also affect the readings, as well as a number of other
factors.

Detector calibration and characterization is particularly
important with rotate-rotate data acquisition systems. The
ray paths for a single detector all are tangential to a circle
around the center of rotation. A relatively small consistent
error in a detector can accumulate to form a ring artifact in

the image (Fig. 19). The commercial X-ray CT systems are
designed to be as stable and consistent as practical, how-
ever characterization of the various components and soft-
ware correction of the measured transmission data is an
important step in clinical CT imaging.
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COMPUTED TOMOGRAPHY SCREENING

DAVID J. BRENNER

Columbia University Medical
Center
New York, New York

INTRODUCTION

Computed tomography (CT), developed by Hounsfield and
colleagues in the 1970s (1,2) has revolutionized much of
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medical imaging by allowing a three dimensional (3D) view
of the organ or part of the body of interest. Since its
inception, the use of CT has increased very rapidly, both
in the United States and other countries. At present,
�60 million CT scans are being performed each year in
the United States. As seen in Fig. 1, this increase has
occurred roughly over 20 years. It has largely been driven
by the major technical advances in CT technology, in
particular the development of helical multidetector CT
scanners, as discussed below, which allow CT scans to
be made in 1 s or less.

The basic principle of helical, or spiral, CT scanning is
shown in Fig. 2. Essentially, the patient is moved through a
continuously rotating X-ray source–detector combination.
A more modern version is the multidetector CT, which
gives the advantage of short scan times, coupled with
potentially very thin slice widths. The result is a series
of many images of ‘‘slices’’ of the organ or part of the body of
interest, which can then be combined by computer-based
mathematical techniques, to provide 3D views.

The use of CT for mass screening is a more recent
innovation, driven in part by the increased availability
and convenience of CT scans. Three applications, each of
which will be discussed, have been suggested for CT-based
screening: for early stage lung cancer in smokers and
exsmokers; for lesions in the colon (virtual colonoscopy);
for general screening for many diseases in the whole body
(full-body screening).

All three modalities, as of 2005, are quite new, and a
general consensus has not yet been reached about the
efficacy of any of them. The general issues regarding
efficacy of these new modalities are, in essence, the same
as for all other potential mass screening modalities, for
example, mammography, pap smear screening, and colo-
noscopy. However, as discussed, there is an added issue for
CT-based screening modalities, namely, the significant
X-ray radiation exposures involved.

The more general issues of screening relate to (a)
whether the screening modality truly produces a stage
shift (i.e., allows detection of more early-stage cancers
and less late-stage cancers), (b) whether the screening

modality produces overdiagnosis (identifying lesions that
the individual would die with, rather than die of); and (c)
false positives, the possibility of mistakenly identifying a
tumor, with the attendant possibility of subsequent unne-
cessary procedures. All these issues feed in to the general
question of whether the overall mortality rate from the
disease in question is significantly reduced by the screen-
ing test.

By contrast, the radiation exposure issues that relate to
CT-based mass screening are unique. It is, of course, true
that mammography also involves the use of X rays, but, as
we will discuss, the radiation doses involved are generally
much higher for CT-based screening compared to mammo-
graphy. Thus the potential benefits of any CT-based
screening procedure must, in addition to the more general
efficacy issues discussed above, have to significantly out-
weigh any potential harm from repeated low dose X-ray
exposures. In the next section, what is currently known
about the hazards of low doses of X rays is reviewed.

CANCER RISKS ASSOCIATED WITH EXPOSURE
TO LOW X-RAY DOSES

Some typical radiation doses associated with common radi-
ological examinations are shown in Table 1. The biological
effects of low dose X-ray exposures have been investigated
and debated for more than a century (3). There is little
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Figure 1. Graph shows the increase in the estimated number of
CT scans performed in the United States between 1980 and 2000.
(Based on data in Refs. 86–89.)

Figure 2. Schematic of helical (spiral) CT scanning. Both the X-
ray source and, on the other side of the patient, the X-ray detectors,
rotate around the patient. If the table were not moving, a single
slice of the patient would be imaged (axial CT). Because the table is
moving at the same time as the source–detector combination is
rotating, the result is a helical or spiral CT scan of the patient, as
depicted here. Shown in this schematic is a single row of detectors;
modern multidetector scanners have several rows of detectors
alongside each other, which allow both for thinner slice widths,
and shorter scan times.



question that intermediate and high doses of ionizing
radiation, say above 100 mSv, given acutely or over a
prolonged period, produce deleterious effects in humans,
the most significant being cancer induction (4). At lower
doses, however, the situation is less clear. Compared to
higher doses, the risks associated with low doses of radia-
tion are lower, and progressively larger epidemiological
studies are required to quantify the cancer risk to a useful
level of precision. The reason is, as the dose goes down, the
signal (radiation risk) to noise (natural background risk)
ratio decreases.

Most of the quantitative information that we have
regarding radiation-induced cancer risks comes from stu-
dies of A-bomb survivors. A-bomb survivor cohorts are
generally used as the basis for predicting radiation-related
risks to a general population because (a) they are the most
thoroughly studied (over many decades) large exposed
population; (b) the cohorts are not selected for disease;
(c) all age groups are covered; and (d) a substantial
subcohort of �25,000 survivors, typically those who were
�2–3 km from the explosion hypocenters (5), received
radiation doses comparable to those of concern here.

Key questions here are as follows: What is the lowest
dose of X rays for which there is convincing evidence of
significantly elevated cancer risks in humans? What is the
most appropriate way to extrapolate these risks to still
lower doses? What is the dependence of cancer risks on age
at exposure? These issues have recently been extensively
reviewed (3).

Effects of Radiation Dose on Cancer Risk

In summary, there is good epidemiological evidence of
increased cancer risk for children exposed to an acute dose
of 10 mSv (or higher), and for adults exposed to acute
doses of 50 mSv (or higher) (3). As discussed below, rele-
vant organ doses for CT exams are of the order of 15 mSv
or less.

Extrapolation of Risks to Lower Radiation Doses

The issue here is how to estimate risks at doses somewhat
(though not a great deal) lower than those for which there
is statistically significant evidence of increased cancer
risks. The current consensus (6) is that the measured risks
can reasonably be linearly extrapolated to somewhat lower

doses, though as the dose of interest becomes progressively
lower, the uncertainties inherent in this extrapolation
become progressively greater. Relatively small extrapola-
tions from epidemiological data are required (e.g., from 50
down to 15 mSv), however, to estimate cancer risks at the
doses relevant to single CT examinations.

Effect of Dose Fractionation

If individuals receive multiple CT screenings over a period
of years, the radiation dose will, of course, increase propor-
tionately. The most likely case is that any radiation risks
will also increase proportionately. Specifically, at high doses,
theory (7), animal data (8), and epidemiological data (9),
suggest that fractionating a radiation exposure decreases
the overall risk at a given dose, but at the low doses of
relevance here, both theory (7) and animal data (8) suggest
that the risks are roughly independent of fractionation.

Effect of Age at Exposure

Regarding age at exposure, as can be seen in Fig. 3,
radiation risks generally decrease markedly with age.
The reason is because (a) sensitivity is related to the
proportion of dividing cells in an organ, which decreases
with increasing age; and (b) other competing risks play
an increasing role with increasing age.

RADIATION DOSES FROM SCREENING CT

The radiation dose from CT scans depends on a number of
factors: The most important are the tube current; the scan
time; the pitch [For helical CT scans, the speed that the
patient table moves relative to the rotation speed of the
X-ray tubes–detectors will be an important determinant of
the radiation dose; it is defined through the pitch, which
is the linear table motion feed per 3608 rotation, divided by
the total beam width (the slice width� the number of
detectors).]; the tube voltage; the number of detectors;
and the particular scanner design (10). For a given CT
scanner operating at a given voltage, the organ dose is
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Table 1. Typical Organ Doses from Various Radiological
Examinationsa

Examination
Relevant

Organ
Relevant Organ

Dose, mSv

Dental X ray Brain 0.005
PA Chest X ray Lung 0.01
Lateral chest X ray Lung 0.15
Screening mammogram Breast 3
Adult abdominal CT Stomach 10
Neonate abdominal CT Stomach 25

aRadiation dose, a measure of ionizing energy absorbed per unit mass,

has units of Gy (gray) or mGy (1 Gy¼ 1 J�kg�1); it is often quoted as an

equivalent dose, in units of Sv (Sievert) or mSv. For X rays, which are the

radiations produced in CT scanners, 1 mSv¼1 mGy.
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Figure 3. Estimated radiation-related absolute cancer mortality
risk per 105 individuals in the United States exposed at different
ages to a whole-body dose of 10 mSv (63).



proportional to the mAs [current (mA)� rotation time], and
is inversely proportional to the pitch. It is always the case,
however, that the relative noise in CT images will increase
as the radiation dose decreases; thus there will always be a
tradeoff between the need for low noise images and the
desirability of using low radiation doses (11). As discussed
later, the amount of noise that can be tolerated depends
very much on the application. Thus, for example, more
noise (i.e., lower doses) can probably be tolerated for virtual
colonoscopy because of the radiological contrast of colonic
polyps projecting into an air filled lumen), compared with
whole-body screening (where most of the potential lesions
show less radiologic contrast).

A relatively new and very promising radiation dose
reduction technique for CT is automatic tube current mod-
ulation (Fig. 4) (12–15), now available from all the major
scanner manufacturers: these systems continuously lower
or raise the X-ray tube current to compensate for different
instantaneous levels of attenuation of the X-ray beam by
the patient. For example, when the beam is aimed in the
posterior–anterior direction, fewer X rays are needed (for
the same image quality) compared to the lateral–medial
direction; or when the beam is passing through the region
of the transverse colon, fewer X rays are needed compared
to the pelvic bone region.

COMPUTED TOMOGRAPHY COLONOGRAPHY
(VIRTUAL COLONOSCOPY)

There is no doubt (a) that colonoscopy-driven polypectomy
can result in a significantly decreased incidence of color-
ectal cancer (16,17), and (b) that there is suboptimal com-
pliance with current guidelines for colorectal cancer
screening (18,19). Screening using CT colonography, often
referred to as ‘‘virtual colonoscopy’’ (VC), was first sug-
gested in 1983 (20), but has only recently become a poten-
tial option for mass screening (21–23).

In the most common current usage of VC, after bowel
preparation, the colon is inflated with air or CO2, and the

colon is CT scanned. The resulting data can then be ana-
lyzed for polyps, based on two-dimensional (2D) images, or
using a 3D endoluminal view. Virtual colonoscopy is an
excellent application of CT because of the radiological
contrast exhibited by colonic polyps projecting into a
gas-filled lumen (20,21,24), and a National CT colonogra-
phy trial is underway in the United States.

Virtual colonoscopy may well have the potential to
increase colorectal cancer screening compliance, largely
because of the possibility that it can be performed with
noncathartic preexamination bowel preparation. Current
compliance with screening guidelines is clearly poor: At
most, about one-third of adults >50 in the United States
have had an endoscopic examination within the past
10 years (18,19).

From a technological perspective, VC is not quite ready
for use in mass-screening programs. The three main out-
standing issues, all of which seem relatively close to solu-
tion, are as follows:

1. The sensitivity and specificity of VC for detecting
lesions in the size range from 5 to 10 mm: VC sensi-
tivity and specificity for lesions >10 mm in diameter
are generally well over 90% (about as good as those
for conventional optical colonoscopy) (25). There is
evidence that a well-designed VC screening program
can achieve at least 90% sensitivity and specificity in
the size category from 7 to 10 mm (22,26), but not all
studies have achieved this (27).

2. The use of noncathartic preexamination bowel pre-
paration regimens: In general it may be less the
invasive nature of conventional colonoscopy that
results in poor compliance, but more the necessity
for cathartic bowel preparation (28–32). Virtual colo-
noscopy offers the potential for noncathartic bowel
preparation, through the use of barium or iodinated
tagging agents, which impart a high density to both
stool and residual fluid, allowing increased contrast
with soft-tissue polyps. Recent results with non-
cathartic VC have been very encouraging (23,33–35).
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Figure 4. Principles of automatic tube current modulation: (a) Angular modulation, where the
X-ray tube current is lowered as the X rays are aimed in the anterior–posterior directions, and
increased when the X rays are aimed in the lateral–medial directions, when there will be more X-ray
attenuation. (b) z-axis modulation where, for example, fewer X rays are required in the abdominal
region superior to the pelvic bones, compared with the pelvic region.



3. Optimization and standardization of CT parameters:
Just as mammographic examinations are now well
standardized (36) and regulated (37), so VC should be
optimized and standardized, if it is to be used for
mass screening. Particularly until Points 1 and 2 are
settled, it is probably premature to consider standar-
dizing VC scanner parameters.

If VC were to become a standard screening tool for the
>50s, the potential ‘‘market’’ in the United States will soon
be >100 million people. Even if the recommended VC
frequency were to be that currently recommended for
optical colonoscopy (every decade), this would imply that
several million VC scans might be performed each year.
Should the relative simplicity of the VC tests result in the
recommended examination frequency being increased,
then several tens of millions of these VC scans might be
expected to be performed in the United States each year. It
is pertinent, therefore to consider the radiation exposure
and any potential radiation risk to the population from
such a mass screening program.

Because of the advantageous geometry of a VC scan, the
dose–noise tradeoff can be very much weighted toward low
dose, higher noise images (24,25,38–40). Several studies have
come to the conclusion that more noise (and thus a lower dose)
can be accepted in a VC scan compared to other CT scans,
while still maintaining sensitivity and specificity, at least for
polyps greater than �7 mm in diameter (25,26,38,41,42).

It is important to note that, in general, paired VC exams
are given, one in the supine and one in the prone position.
Several studies have suggested that this technique
improves colonic distention (43–45), decreasing the num-
ber of collapsed colonic segments.

Table 2 (46) shows estimated organ doses for one of the
more common CT scanners (GE LightSpeed Ultra). The
scanner parameters were taken from a recent Mayo Clinic
study by Johnson and co-workers (26), and are toward the
low dose end of published VC protocols (38). To provide an
estimate of scanner-to-scanner dose variations, Table 3
(46) shows the radiation dose to the colon estimated for
five of the more common CT scanners in use today, using
identical scanner parameters in each case; the coefficient of
variation of the dose to the colon is �20%.

It can be seen from Table 2 that typical organ doses are
<20 mSv, even for organs directly in the X-ray beam, for
example, the colon, stomach, bladder, and kidneys. The
subcohort of �25,000 A-bomb survivors (5) that received
comparable radiation doses (A-bomb dose range 5–50 mSv,
mean 20 mSv) does show a slight increase in cancer mor-
tality compared to the control population (4), but this
increase is of marginal statistical significance ( p¼ 0.15).
It is also pertinent to point out that this A-bomb subcohort
consists of individuals covering all age groups, and thus it
is reasonable to assert that there is no direct statistically
significant evidence from A-bomb survivor data that a
single VC exam increases cancer risks in adults. It does
not follow, of course, that the radiation risk is zero, rather
that it is likely to be small. It also follows that there is
persuasive evidence that a series of virtual colonoscopy
examinations would result in increase in cancer risk due to
the radiation exposure: The issue being how much of an

increase and how it compares with the potential benefit of
the VC screening.

Table 2 also shows the estimated absolute lifetime
cancer risks associated with the radiation exposure from
paired VC scans in a 50 year old (46). As expected, the main
organs at risk are the colon, stomach, and bladder, as well
as the leukemic cancers. All the estimated absolute radiation
risks are relatively small, the largest being <0.05% (1 in
2000). Summed over all the organs at risk, the estimated
absolute lifetime risk of cancer induction from a pair of
VC scans (with the scanner parameters from Table 2) in a
50 year old is �0.14%, �1 in 700. Estimated risks for
cancer mortality would, of course, be considerably less.

Several points need to be considered regarding the
estimated risks in Table 2:

1. The risks are highly dependent on the scanner set-
tings used, particularly the mAs and the pitch. The
settings used in Table 2 are on the low dose side of
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Table 2. Typical Organ Doses and Estimated Additional
Absolute Lifetime Cancer Risks Associated with a Paired
VC Screening Examination of a Healthy 50 Year Olda,b

Organ Dose from
Paired CTC
Scans,b mSv

Additional Absolute
Lifetime Cancer
Risk because of

Paired CTC Scans
at Age 50, %

Colon (male) 13.2 0.044
Colon (female) 13.2 0.038
Bladder (male) 16 0.025
Bladder (female) 16 0.016
Stomach (male) 14.8 0.013
Stomach (female) 14.8 0.031
Kidney (male) 16.1 0.012
Kidney (female) 16.1 0.017
Liver (male) 13.8 0.016
Liver (female) 13.8 0.005
Leukemia (male) 6.6 0.032
Leukemia (female) 6.6 0.018
Lung (male) 2.2 0.006
Lung (female) 2.2 0.008

Total (male) 0.15
Total (female) 0.13

aSee Ref. 46.
bPaired VC examinations at 65 mAs, 120 kVp, 10 mm collimation, pitch

1.35.

Table 3. Estimated Colon Doses from Paired VC Scans Using
the Same Machine Settings with Different CT Scannersa

Scanner
Colon Dose from Paired

CTC Scans,b mSv

GE LightSpeed Ultra 13.2
GE QX/I, LightSpeed, LightSpeed Plus 11.6
Phillips Mx8000 9.0
Siemens Volume Zoom, Access 8.6
Siemens Sensation 16 7.6

aRef. 46.
bPaired VC examinations at 65 mAs, 120 kVp, 10 mm collimation, pitch

1.35.



those used in current reported studies (38), but there
is good evidence (23,26,40) suggesting that the mAs
and thus the dose could be decreased further, by at
least a factor of 5 (and perhaps as much as a factor of
10) from these settings, while still maintaining sen-
sitivity and specificity for polyps larger than �5 mm.
Still further reductions of up to 50% in VC doses may
be possible through the use of automatic tube current
modulation (Fig. 4) (14,15), now available from all the
major CT scanner manufacturers (14).

2. The estimated absolute cancer risks are highly
age dependent. Thus, for example, the estimated
radiation-associated absolute lifetime risk for colon
cancer induction decreases from 0.044% for a VC
scan at age 50 to 0.022% for a scan at age 70.

3. There are quantifiable uncertainties involved in the
radiation risk estimates shown in Table 2. The
largest is the uncertainties in ‘‘transferring’’ risk
estimates from a Japanese population to a U.S.
population, but there are also uncertainties asso-
ciated with the extrapolation of risks from somewhat
higher doses, where the risks are statistically sig-
nificant, and uncertainties associated with the recon-
structed dosimetry estimates at Hiroshima and
Nagasaki (47). Based on Monte Carlo simulations
of the various uncertainties (48), the upper and lower
90% confidence limits of the radiation risk estimates
are about a factor of 3 higher and lower, respectively,
than the point estimates.

In summary, because the geometry for VC is highly
advantageous (soft-tissue polyps projecting into an air or
CO2 filled lumen), it can be performed using lower radia-
tion doses than almost any other CT examination. The
cancer risks associated with the radiation exposure from
VC are unlikely to be zero, but they are small. A best
estimate for the absolute lifetime cancer risk associated
with the radiation exposure using typical current scanner
techniques is �0.14% for paired VC scans for a 50 year old,
and about one-half of that for a 70 year old. These values
could probably be reduced by factors of 5 or 10, with
optimized protocols. Thus it seems clear that, in terms of
the radiation exposure, the benefit/risk ratio is potentially
large for VC.

LOW DOSE CT SCREENING FOR EARLY STAGE LUNG
CANCER IN SMOKERS AND EXSMOKERS

Lung cancer is the number one cancer killer in the United
States. Thus, there is increasing interest in the possibility
of using low dose CT scans for annual screening of smokers
and former smokers for early-stage lung cancer. In part,
this is the result of the failure of earlier attempts to screen
this population with conventional chest X rays (49). The
logic is that these earlier screening modalities failed
because of their inability to detect sufficiently small (typi-
cally <10 mm) lesions—and low dose lung CT has been
demonstrated to have a greater sensitivity for detecting
small pulmonary lesions (50). A National Lung Cancer
Screening Trial is now underway (51).

As with virtual colonoscopy, the geometry for lung CT is
quite advantageous, and this allows the use of a relatively
low dose (i.e., noisier) image, while still maintaining good
sensitivity for detecting small pulmonary lesions (52).

The potential mortality benefits of lung cancer screen-
ing have been much debated (53–56), and it is fair to say
that, at the very earliest, the issue will not be resolved until
the completion of the National Lung Cancer Screening
Trial in 2009. Several relatively small pilot studies have
already taken place (50,56–60), suggesting that low dose
lung CT does have the potential for detecting more
early stage tumors than other lung screening modalities.
Whether this represents a meaningful shift toward earlier
detection of potentially fatal tumors, or whether it is largely
associated with an overdiagnosis of nonfatal lesions, is yet
to be established—as have the potential risks of invasive
procedures resulting from false positives (61).

Less attention has been paid to the potential radiation
risks, specifically radiation-induced lung cancer, asso-
ciated with radiation from these CT scans. In part, this
is because the screening technique involves ‘‘low dose’’,
rather than standard, CT lung scans, and in part this is
because excess relative risks of radiation-induced cancer
generally decrease markedly with increasing age (62).

There are, however, several indications that the radia-
tion risk to the lung associated with this screening tech-
nique may not be insignificant:

1. Cancer risks from radiation are generally multipli-
cative of the background cancer risk (63), which is, by
definition, high for lung cancer in the target popula-
tion here; this general observation has been born out
in terms of the interaction between radiation and
smoking, which most authors have suggested is near-
multiplicative (64–70) although an intermediate
interaction between additive and multiplicative
has also been suggested for radon exposure (71),
and there is one report of an additive interaction (72).

2. As shown in Fig. 3, while radiation-related cancer
risks generally decrease markedly with increasing
age at exposure, radiation-induced lung cancer does
not apparently show this decrease in risk with
increasing age (62,63).

These considerations suggest that risk of radiation-
induced lung cancer associated with the radiation from
repeated low dose CT scans of the lung in smokers may
not be negligible. A recent estimate (73) suggests that a
50 year old smoker planning an annual lung screening
CT would incur an estimated radiation-related lifetime
lung-cancer risk of 0.5%, in addition to their otherwise
expected lung cancer risk of �14% (the radiation-asso-
ciated cancer risk to any other organ is far lower). If 50% of
the ever-smoking current U.S. population aged between
50 and 75 received annual CT screens, the estimated
number of lung cancers associated with the radiation from
these scans would be �14,000. These estimated risks
set a baseline of benefit that annual CT screening must
substantially exceed. This risk–benefit analysis sug-
gests that mortality benefits from annual CT screening
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of considerably > 3% would be necessary to outweigh the
potential radiation risks (73).

FULL-BODY CT SCREENING

There is increasing interest, particularly from independent
radiology clinics, in the use of full-body CT screening of
healthy adults (74–76). The technique is intended to be an
early detection device for a variety of diseases including
lung cancer, coronary artery disease, and colon cancer. At
present, the evidence for the utility of this technique is
anecdotal, and there is considerable controversy (77–79)
regarding its efficacy: to date, no studies have yet been
reported indicating a life-prolonging benefit (80). Because
of the nature of the scan, the false positive rate is expected
to be high (81), and a small study on full-body CT screening
(80) found that 37% of those screened were recommended
for further evaluation, whereas the overall evaluable dis-
ease prevalence is probably �2% (79). Other estimates
suggest that the false positive rate may be as high as
90% (79).

Another aspect that is important in assessing the tech-
nique is the potential risk from the radiation exposure
associated with full-body CT scans. Typical doses from a
single full-body scan are �9 mGy to the lung, 8 mGy to the
digestive organs, and 6 mGy to the bone marrow (82). The
effective dose, which is a weighted average of doses to all
organs (83), is �7 mSv. If, for example, five such scans
were undertaken in a lifetime, the effective dose would be
�35 mSv, that is, five times larger. Note that even with the
same settings different scanners will produce somewhat
different organ doses. In particular, the estimated dose to
the lung is 8.9 mGy for the Siemens scanner, 9.2 mGy for
the Philips, and 12.2 mGy for the GE scanner (82). To put
these doses in perspective, a typical screening mammo-
gram (see Table 1) produces a dose of �2.6 mGy to the
breast (36), with a corresponding effective dose of
�0.13 mSv (a factor of �50 times less).

It is important to note that these CT doses and the
corresponding risk estimates are based on a particular
published protocol (84). Even for the same CT settings,
different scanners will produce different doses and there-
fore risks (varying by up to 50%). Full-body scan protocols
are by no means standardized at this time, and larger mAs
settings will result in correspondingly larger doses and
therefore larger risks.

The estimated lifetime cancer mortality risks from a
single full-body scan are �4.5� 10�4 (�1 in 2200) for a 45
year old, and �3.3� 10�4 (�1 in 3000) for a 65 year old. To
put these values in perspective, the odds of an individual
dying in a traffic accident in the United States during the
single year 1999 were �1 in 5900 (85).

Of course, there is uncertainty in the radiation risk
estimate: It is estimated (82) that the 95% credibility limits
for the radiation risk estimate are about a factor of 3.2 in
either direction: thus the lifetime risk from a full-body scan
to a 45 year old could be as low as 1.4� 10�4 or as high as
1.4� 10�3. The dominant potential radiation-induced can-
cer is of the lung; this is not unexpected because, as
illustrated in Fig. 3, while radiation-related cancer risks

generally decrease markedly with increasing age at expo-
sure, radiation-induced lung cancer does not apparently
show this decrease in risk until approximately age 55
(62,63,82).

The risk estimates for multiple scans, which would be
necessary if full-body CT screening was to become a useful
screening tool, are correspondingly larger. For example, a
45 year old who plans on undergoing 10 three-yearly full-
body scans would potentially accrue an estimated lifetime
cancer mortality risk of 0.33% (�1 in 300) (82). Again to
give a comparison risk, this is comparable to the lifetime
risk that a healthy 45 year old faces of dying of a brain
tumor.

CONCLUSIONS

The increased availability and ease of use of CT scanners
makes them attractive options for screening. The three CT
screening modalities discussed here, virtual colonoscopy,
lung screening, and full-body screening, are all compara-
tively new, and none have yet undergone definitive trials to
assess their efficacy. However, both virtual colonoscopy,
and low dose CT lung screening, but not full body screen-
ing, are currently undergoing national clinical trials in the
United States and elsewhere. These trials should provide
insight into the efficacy of virtual colonoscopy and low dose
CT lung screening in terms of the potential mortality gain
and the false positive rate. The trials will not, however, be
able to assess the potential radiation risks, because of
the long latency period between radiation exposure and
development of a clinically recognizable malignancy.
Nevertheless, because of the nontrivial doses associated
with CT screening, the potential radiation risks will need
to be factored into the overall risk–benefit analysis.
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INTRODUCTION

The development of conformal radiation therapy (RT) and
computerized treatment planning dates back to the late
1950s (1,2). The first milestone of computerized treatment
planning is the invention of beam’s eye view (BEV) display
in the late 1970s (3,4). Up to now, along with surgery and
chemotherapy, conformal RT has become the most effective
measure for curative or palliative management of cancers
at various anatomic sites (5). The biological mechanism
underlying RT is that radiation damages crucial struc-
tures, such as deoxyribonucleic acid (DNA), of a cell, result-
ing in cell death, whether the cell is cancerous or normal,
when the biologically damaged cell cannot be repaired by
itself (5). The radiation dose delivered by RT is toxic to
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normal biological tissues and organs while it kills abnor-
mal cells to cure cancer or palliate the local symptom of a
malignant tumor (5). If the radiation dose distribution is
made sufficiently concentrated on a targeted cancerous
volume and tolerable over nearby normal anatomic struc-
tures, the cells within the cancerous volume may be killed
while those within the normal organs or tissues survive.
Hence, the ultimate goal of radiation therapy is to cure or
control the cancer by precisely delivering an adequate and
a homogeneous radiation dose to the targeted cancerous
volume while maintaining the unavoidable dose to sur-
rounding biological structures, particularly those critical
organs or tissues that are very sensitive to radiation dose,
such as eye, testis, lung, spinal cord, brain, and so on, below
the biological toxicity tolerance. To improve the therapeu-
tic ratio while decreasing the occurrence of acute or chronic
side effects caused by radiation toxicity as much as possi-
ble, an administration of fractionated radiation therapy
process has been clinically proven to be more efficient than
a ‘‘lump sum’’ radiation delivery (5).

A typical conformal RT process consists of diagnostic
data acquisition, simulation, treatment planning, treat-
ment verification, and treatment delivery, although its
implementation can be customized based upon available
personnel and resources. Intuitively, a malignant tumor
cannot be cured or its local symptom cannot be controlled if
it misses the adequate radiation dose prescribed by a
radiation oncologist. Meanwhile, the normal cells of sur-
rounding tissues or organs can be fatally damaged if it
absorbs the radiation dose supposed to be delivered to a
targeted cancerous tumor. Consequently, among all factors
compromising the success of a radiation therapy process,
the geometrical imprecision or inaccuracy caused by patient
localization and immobilization, as well as inadequate dose
during treatment delivery, play dominant roles. Moreover,
since a radiation therapy process is usually administrated in
a fractionated manner, the patient position reproducibility
between treatment delivery fractions is also of crucial
importance. The maintenance of geometrical precision,
accuracy, and reproducibility, which can never be over-
emphasized, are the tasks of simulation, while the warranty
of delivering an adequate radiation dose at a homogenous
distribution are the tasks of radiation treatment planning.

Conventionally, being carried out by a physician on a
simulator in which two-dimensional (2D) imaging techni-
ques are usually utilized, the simulation in conformal RT is
an interactive and iterative process. Instead of using pho-
tons at the MeV energy level that are utilized in radiation
treatment delivery, photons at the keV energy level, that
is, X-ray, are utilized in the simulation to provide fluoro-
scopy for beam designing, in which an image intensifier or
flat panel imager is usually employed. Moreover, X-ray
source and film-based radiography are usually utilized for
portal verification. In the beginning of the simulation, a
radiation oncologist identifies the clinical target volume
(CTV) by initially specifying the gross target volume (GTV)
with a clinical margin added by taking the possible sur-
rounding metastases and spreads into account (5). A plan-
ning target volume (PTV) is eventually defined by taking
an extra margin into account to compensate for systematic
geometrical mismatch between the simulator and the

treatment machine, as well as geometrical error caused
by the beam setup uncertainty and internal organ motion
(6). It is important to state that, such an extra margin is
crucial to the success of a radiation therapy, because the
internal organ of a patient is always moving, no matter how
perfect the patient localization, immobilization, and the
geometric match between simulator and treatment
machines can be achieved. By mimicking the geometry
of a radiation therapy machine, such as a linear accelerator
(LINAC), and with the availability of those 2D imaging
techniques mentioned above, the conventional simulation
generates a delineation of PTV and layout of radiation
fields, including the number and orientation of beams,
aperture of collimator, shape and size of field, as well as
the specification of beam blocker, wedge, or compensator
and markers. Since the geometry of a conventional simu-
lator is exactly the same as that of a treatment machine, a
spatial and geometrical integrity between them can be
achieved if radioopaque markers are placed on a patient’s
skin or at appropriate anatomic landmarks, for example,
the sternum for a patient with breast cancer. The conven-
tional simulation in conformal radiation therapy is an on-
line iterative process. Such an on-line process is inefficient
in terms of patient throughput, since it requires a patient
to remain in the simulator couch during the entire simula-
tion process. It is very tough, if not impossible, to obtain an
optimized conventional simulation in conformal radiation
therapy, because this tedious and time-consuming simula-
tion process is greatly dependent on the skill or experience
of the physician committed to the task.

Intrinsically, the anatomic structure of a human being
is three-dimensional (3D), and can be mapped to 3D models
representing its geometric, pathologic, and physiologic
characteristics, respectively. The advent of clinical X-ray
computed tomography (CT) in the early 1970s was a
revolution over 2D imaging technology, making the 3D
modeling of a patient a reality. However, the X-ray CT
scanner in its early stage was not capable of providing high
quality, especially high spatial resolution, tomographic
images of a patient volume within an acceptable or toler-
able time. Nevertheless, the potentiality offered by X-ray
CT technology for RT was well recognized then. In the
1980s, CT technology evolved dramatically while great
progress simultaneously had been accomplished in 3D
computer visualization technologies. By combining the
state-of-the-art CT technology with modern 3D computer
visualization, the concept of CT simulator or virtual simu-
lator was formed in the late 1980s (7–9). Since then,
enormous effort and resources were invested in the
research and development (R&D) of CT or virtual simula-
tor, resulting in numerous CT or virtual simulators com-
mercially available in the market. For convenience, a CT
simulator hereafter refers to either a CT simulator or a
virtual simulator unless otherwise specified.

As shown in Fig. 1, a CT simulator consists of a radiation
therapy dedicated CT scanner (viz., RT-dedicated CT scan-
ner) and a software workstation. The RT-dedicated CT
scanner is to provide a 3D model of the patient to be treated
by acquiring contiguous tomographic images over a volume
of interest. The software workstation is to carry out simu-
lation based on the 3D anatomic structures and clinical
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information revealed by the 3D model of the patient. In
general, the simulation software of a CT simulator can be
either stand-alone or an embedded part of a treatment
planning system. By integrating an RT-dedicated CT scan-
ner and simulation software, a CT-simulator generally
conducts the following tasks: patient positioning, patient
immobilization, 3D patient data set acquisition by CT
scanning, identification of a target volume (GTV, CTV,
and PTV) and surrounding vital normal tissues and
organs, placement of beams (number, orientation, isocen-
ter, and collimator aperture), field design (beam shaper,
blocker, wedge and compensator), as well as generation of
portal images, such as digitally reconstructed radiography
(DDR) and other instructions exported to a treatment
planning and RT machine (10–17). In the following sec-
tions, these tasks are described in detail.

THREE-DIMENSIONAL COMPUTED TOMOGRAPHY
PATIENT DATA ACQUISITION

A CT scanner is the cornerstone of a CT simulator for
treatment planning and delivery using 3D conformal RT.
With a focus on diagnostic imaging, CT technology has
been substantially improved over the past three decades
and became the most popular tomographic imaging mod-
ality in clinics (18,19). With the impressive progresses in
CT technology, particularly the image reconstruction
methods for multidetector row CT and volumetric CT
(20–22), a state-of-the-art diagnostic CT scanner has well
satisfied the requirement posed by RT. Unfortunately,
however, a start-of-the-art diagnostic CT scanner usually
cannot be readily used in a CT simulator for RT treatment
planning, because the gantry aperture diameter of a diag-
nostic CT scanner is usually �70.0 cm, which cannot
guarantee a smooth accommodation of a patient and neces-
sary immobilization devices, for example, the arm holder
utilized in breast cancer radiation therapy (14). As a result,
RT-dedicated CT scanners have been developed by major
medical CT scanner manufacturers and are currently
available on the market. The gantry aperture diameter
of an RT-dedicated CT scanner ranges from 80 to 85 cm
with a display field of view (DFOV) between 60 and 65 cm,
which can handle virtually all clinical situations. Technical
parameters of a typical RT-dedicated CT scanner are listed
in Table 1. The performance of an RT-dedicated CT scanner
should be periodically calibrated and verified (14,17). It is
interesting to note that, although its overall performance is
inferior to that of a state-of-the-art diagnostic CT scanner,
a currently available RT-dedicated CT scanner can serve

radiation therapy very well (12). One of the major reasons
for such a technical delay is a relatively small market
volume of RT-dedicated CT scanners in comparison to that
of diagnostics CT scanners. Considering the fast evolution
of the diagnostic CT scanner and the technical catching up
of the RT-dedicated CT scanner in X-ray detector z cover-
age and scanning speed, it is very hopeful for a future
RT-dedicated CT scanner to have the overall performance
of a current diagnostic CT scanner.

In general, the protocols used for diagnostic CT imaging
can be used correspondingly by an RT-dedicated CT scan-
ner to acquire a 3D patient data set for CT simulation,
although a trade-off between the spatial resolution along
the longitudinal direction of a patient (image slice thick-
ness) and the total number of tomographic images has to
be made in practice. As shown in Table 1, whereas the
thinnest available slice thickness in a commercial RT-
dedicated CT scanner is between 1.0 and 2.0 mm, an image
slice thickness thinner than 3.0 mm is usually acceptable to
render DRR for portal verification (23).

PATIENT POSITIONING AND IMMOBILIZATION

It has to be emphasized that, to guarantee a geometrical
match between the CT scanning and the treatment deliv-
ery, the patient has to be in exactly the same position with
all the immobilization devices, such as foam body casts,
thermoplastic head masks (24), and stereotactic frames
(25), in place. In addition to an enlarged gantry aperture
to accommodate a patient and immobilization devices, an
RT-dedicated CT scanner has a flat top patient couch that
is exactly the same as the one used in a treatment machine
so that an exact geometrical match and reliable patient
position reproducibility can be achieved between the
RT-dedicated CT scanner and the treatment system. As
illustrated below, all the tasks accomplished by a CT
simulator are solely dependent on the spatial integrity
of the 3D patient data set acquired by an RT-dedicated CT
scanner.Also, theimportanceofgeometricaccuracyandmatch
between the CT scanner and RT machine, as well as the
reproducibility of patient position, can never be overstated.

In principle, the orthogonal laser beams existing in an
RT-dedicated CT scanner gantry can be employed to mark
the isocenter of a target volume. However, to assure a
convenient and efficient marking process on the patient’s
skin or other anatomic landmarks, it is preferable to have
external laser devices installed on the side wall and ceiling
of the room where the RT-dedicated CT scanner is installed
(14). The laser beams on the side wall (transaxail and
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Figure 1. A schematic diagram showing
the process of 3D conformal RT using a CT
simulator: (a) Three-dimensional patient
data acquisition through a RT dedicated
CT scanner; (b) CT simulation, treatment
planning and verification; (c) Treatment
delivery via a LINAC.



coronal) are fixed to identify the isocenter by moving the
patient couch longitudinally and vertically. The laser beam
on the ceiling (sagittal) has to be moveable laterally to reach
the isocenter of a target volume since the patient couch of a
CT scanner is generally not movable laterally. A schematic
diagram showing the deployment of external laser beams on
an RT-dedicated CT scanner is illustrated in Fig. 2.

There exist two ways to identify the isocenter of a target
volume (14). The first way is to place marks on a patient’s
skin to obtain the absolute location of the isocenter in the
coordinate system of the RT-dedicated CT scanner. Since
the coordinate system of the RT-dedicated CT scanner is
aligned with that of a treatment machine by geometrical
calibration and verification, the isocenter coordinates
obtained in such a way are ready for utilization by the
treatment machine as long as the patient is appropriately
marked. The primary advantage of this manner is the
avoidance of any errors due to intermediate geometrical
transforms. However, this method requires the involve-
ment of radiation oncologists and physicists simulta-
neously on site while the patient remains in the couch of

the RT-dedicated CT scanner. Such a process is called a
synchronized mode because the identification of a target
volume has to be accomplished in real-time as described
above. The second way is relatively flexible and can be
carried out off-line. The patient with a few radioopaque
marks placed on the skin or preferably solid anatomic
landmarks goes through a regular CT scanning, and then
can immediately leave the hospital. The radioopaque land-
marks can be easily placed with the availability of external
laser beams of an RT-dedicated CT scanner as introduced
above. In the simulation, the isocenter of a target volume
can be readily determined by a physicist under the guidance
of a radiation oncologist. This way is in an asynchronous
mode and provides substantial flexibility for physicians to
improve patient throughput and patient comfort.

COMPUTED TOMOGRAPHY SIMULATION

With an RT-dedicated CT scanner, a set of transaxial
images covering a volume of interest are obtained and

COMPUTED TOMOGRAPHY SIMULATOR 269

Table 1. Primary Technical Parameters of a Typical Radiation Therapy Dedicated CT Scanner

Scan mode Axial; Helical

Scan speed (s/3608 gantry rotation) 1.0, 2.0, 3.0, 4.0
Number of detector row 4
Diameter of gantry bore (mm) 800.00
Display FOV (mm) 650.0
X-ray tube Current: 10–440 mA, 5mA increments

kVp: 80, 100, 120, 140
Power: 0.8–53.2 (kW)
Heat capacity: 6.3 MU

Gantry tilt �308

Image slice thickness (mm) 0.625, 1.25, 2.5, 3.75, 5.0, 7.5, 10.0

Dose (mGy/100 mAs) CTDI:
Head: 16.5 (center); 17.2

(surface)
Body: 5.6 (center); 11.0

(surface)
CTDI100:

Head: 17.0 (center); 18.4
(surface)

Body: 5.4 (center); 11.8
(surface)
CTDIvol:

Head: 17.9
Body: 9.7

In-plane spatial resolution (lp/cm) Standard Hi-resolution
4.2 at 50% MTF 10.5 at 50% MTF
6.8 at 10% MTF 13.9 at 10% MTF
8.5 at 0% MTF 15.4 at 0% MTF

Low contrast resolution [on 8 in. CATPHAN phantom] 5mm at 0.3% at 13.3 mGy
3mm at 0.3% at 37.6 mGy

Noise(on AAPM water phantom) 0.32% þ/�0.03% at 25.2 mGy (2.52 rad)

Image generation speed (s/frame) 0.17

Image matrix 512� 512

CT number scale �31743–31743 HU



stored in the simulation workstation. Generally speaking,
the 3D data set contains much more information about the
patient than can be viewed in the transaxial plane only. For
example, with the availability of multiplanar reformatting
in other baseline planes (coronal, sagittal, and even obli-
que), physicians can attain more freedom in visualizing a
targeted tumor volume and its geometrical relationship
with adjacent normal anatomic structures. The 3D patient
data set can be conceived as a virtual patient or a 3D model
of the patient to be treated, and a 3D model fiducially
represents both anatomic and physical properties of the
patient. With modern 3D image processing and visualiza-
tion techniques that will be described below, the anatomic
and physical information of the patient, can be exploited in
much more details (13).

Structure Identification

The purpose of a CT simulator is not only to identify the
extent of a tumor, but also to provide an unambiguous
delineation of the relationship between the targeted tumor
volume and its neighboring normal tissues or organs. The
basic, but most effective, tool in a CT simulator to identify a
tumor is the use of contouring to define the GTV, CTV, and
PTV of a targeted tumor volume, in contiguous transaxial
tomographic images. The GTV of a cancerous tumor is
initially specified by a radiation oncologist via outlining
the boundaries of the GTV manually or semiautomatically.
As mentioned above, during the target volume defining
process, it is necessary to expand the GTV into a CTV by
including clinical margins surrounding the GTV. The aim
of adding clinical margins is to assure that possible spread-
ing or metastases be included in the targeted volume.
Furthermore, recognizing the imperfect geometrical repro-
ducibility over treatment fractions, such as systematic

geometric errors caused by beam setup uncertainty and
geometrical mismatch between an RT-dedicated CT scan-
ner and a treatment machine, the random and/or periodic
geometrical errors caused by patient and organ motions,
such as breathing and swallowing, it is crucial to include
an adequate margin into the planed target volume (5,6).

A manual contouring process is conducted by defining
the boundary of the GTV, CTV, and PTV, respectively, in
every image slice. The image slice can be in any baseline
plane, though the transaxial slice is preferably utilized
in practice. An example of such a process is illustrated in
Fig. 3. The manual contouring operation can also be done
in several other slices sequentially, and the boundaries
in interim images can be automatically obtained by linear
or nonlinear interpolation techniques, as long as the gap
between adjacent contoured image slices are within cer-
tain threshold. An even more efficient way to carry out the
manual contouring operation is to define the boundaries
of the target volume on the central transaxial, coronal,
and sagittal planes, respectively, and then the target
volume can be obtained by automatic 3D linear or non-
linear interpolation techniques available in a CT simu-
lator. On the other hand, a semiautomatic contouring can
be accomplished by just placing a seed within the targeted
volume, and the boundaries are then determined by thresh-
olding over CT numbers in Housfield units or other char-
acteristics of the voxels in an image. Subsequently, the
targeted volume can be obtained through automatic image
processing techniques, such as volume growing over contig-
uous image slices.
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Figure 2. A schematic diagram showing an RT-dedicated CT
scanner and its associated external laser beams for patient
positioning in 3D conformal RT using a CT simulator for treatment
planning (Courtesy Robert L. Steinnhauser, Gammex rmi.)

Figure 3. A target volume and its nearby normal critical organ are
identified using slice-wise contouring in transaxial image plane (a),
sagittal image plane (b), beam’s eye view (c) and operator’s eye view
via segmented semitransparent surface rendering (d). In baseline
image planes, the CTV is outlined by red, PTV by yellow and
the nearby critical organ at risk by green contours, respectively,
while colors fill each volume correspondingly in beam’s eye view and
operator’s eye view. [Courtesy Dr. Georgios Sakas and Dr. Evelyn A.
Firle,Fraunhofer Institute forComputerGraphics (IGD).]Pleasesee
online for color figure.



Beam Design

Once the targeted cancerous tumor is defined by the tech-
niques presented above, the next step in the simulation is
beam design: to determine the number and orientation of
beams, aperture of collimators, as well as shape and size of
the beam field. Prior to the beam design, a physician has to
specify a coordinate system convention based on which
simulation is to be conducted, the treatment machine type,
and its associated characteristics, such as modality (photon
or electron) and energy level of the beam intended for
radiation treatment. Usually, a CT simulation workstation
provides versatile and powerful 2 and 3D visualization
tools and utilities for beam manipulation, and a typical
beam designing process in central baseline planes is illu-
strated in Fig. 4. In the process, the orientation or deploy-
ment of beams is specified by machine angle, collimator
angle, and patient couch angle, with the beam manipula-
tion tools, such as creating, adding, deleting, mirroring,
duplicating, or renaming, in the CT simulator. The
isocenter of an identified target volume can be adjusted,
and the resultant coordinate system shifts are recorded
and exported to a treatment machine. With versatile 2 and
3D visualization tools and utilities, the collimator aperture
can be adjusted interactively by clicking and dragging the
X- and Y-jaw of a collimator on the display screen of
the simulation workstation. The beam field can conform
the boundaries of the identified target volume by manip-
ulating various beam shapers (either aperture or shield). A
shaper can be either available in the standard set offered
by a CT simulator or defined by a physician according to the
structure to be conformed. The definition of a new shaper

can be either manual by clicking and dragging on the
display screen or automatic by conforming the shaper to
the boundaries of the targeted volume. Markers defining
the corner of the field can be placed on a patient’s skin or
anatomic landmarks via clicking and dragging or typing
into corresponding entries on the display screen. Further-
more, a typical CT simulator usually provides numerous
utility functions for geometry measurement, such as dis-
tance, angle, area and volume, and the measurement
results are displayed on the screen while textual annota-
tions can be manipulated simultaneously.

Alternatively, the procedures introduced above can be
carried out in the so-called BEV: the most fundamental and
powerful 3D visualization technique employed in the simu-
lation. Being illustrated in Fig. 5, the BEV is obtained via
DRR by mimicking an X-ray source emanating from
exactly the same location corresponding to the radiation
focal spot of a treatment machine. With the availability of
BEV, the following operations can be readily carried out:
adjustment of the beam’s isocenter, adding makers to the
corners of a beam field, and manipulating the leaves of a
multileaf collimator (MLC). Note that a number of modern
image processing techniques can be combined with 3D
visualization to highlight interested anatomic features
while the interference from noninterested anatomic struc-
tures is being removed from visualization. For example, as
shown in Fig. 6, by thresholding voxel gray values in an
appropriate range, DRRs of the lungs, fat, muscle, other
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Figure 4. Beams are designed to deliver radiation treatment to
thetargetvolumeidentifiedthroughtheprocessshowninFig.3,with
the beam manipulating functions provided by a CT simulator
in coronal plane (a), operator’s eye view via 3D segmented semi-
transparent surface rendering (b),transaxial plane (c), and sagittal
plane (d). [Courtesy Dr. Georgios Sakas and Dr. Evelyn A. Firle,
Fraunhofer Institute for Computer Graphics (IGD).] Please see
online for color figure.

Figure 5. Modern 3D visualization techniques are extensively
utilized in CT simulator to design beams via beam shaper for
3D conformal RT: (a) Beam’s eye view, in which the CTV is filled
in red, the PTV is outlined by green contour, the collimator
aperture is defined by red rectangle, and the organ at risk (eye)
is filled with green; (b) Operator’s eye view using segmented
semitransparent surface rendering, in which the PTV is in red,
the beam field on the surface in yellow, and the organ at risk in
green. [Courtesy Dr. Georgios Sakas and Dr. Evelyn A. Firle,
Fraunhofer Institute for Computer Graphics (IGD).] Please see
online for color figure.



tissues and organs can be exclusively displayed to facil-
itate target volume identification and contouring, beam
deployment, and field designing. Another example of 3D
visualization techniques for CT simulation is depth control-
ling, in which only a slab containing the target volumes
and their surrounding structures are displayed. All these
DRR-based 3D visualization techniques can be combined
wherever they can make a simulation process more produc-
tive and reliable. Moreover, other modern 3D visualization
techniques, such as surface rendering to generate operator’s
eye view or room’s eye view, enable an even smoother and
more efficient beam designing process. It is interesting to
mention that the transparency in surface rendering can be
adjusted to facilitate the simulation (e.g., Figs. 3 and 4).

In practice, various beam blockers to shape the beam
field can be made of lead, depleted uranium, or low melting
point lead alloy (5,26). Usually, these shapers are custo-
mized for individual patients. Such a customization pro-
cess is time consuming, inefficient, and expensive. Instead
of customizing beam shapers for each target volume of each
patient, a beam field can be shaped by a multileaf colli-
mator in which two banks of leaves are installed oppositely
with each leaf being driven by a computer-controlled step
motor (27–29) (see Fig. 7). Through a coordinated move-
ment of these leaves, the beam field can conform various
target volumes, provided that the thickness of a leaf is
sufficiently small, such as 0.5 or 1.0 cm. Thus, the multileaf
collimator is a much more general and efficient beam
shaping technique, since it can be repeatedly and unlimit-
edly utilized in 3D conformal radiation therapy for any
targeted volume at any location within a patient. Conse-
quently, the facility for beam shaper fabrication, such as
block cutting and compensator making, are no longer

needed. To suppress the interleaf radiation leakage as
much as possible, there usually exists interlocking between
adjacent and opposite leaves of a multileaf collimator,
which is implemented in a tongue–groove structure. All
the beam design techniques introduced above can be read-
ily employed with a multileaf collimator. An example is
shown in Fig. 8, in which the deployment of all leaf is
illustrated.

It is not an exaggeration to state that, without the
aforementioned 3D visualization-based functionalities,
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Figure 6. Other examples of modern 3D visualization techniques
provided by a typical CT simulator for treatment planning in 3D
conformal RT, in which only the interested organs or tissues are
displayed: DRR of lung (a); DRR of fat (b); DRR of muscle (c); DRR
of all anatomic structure and tissues (d). [Courtesy Dr. Georgios
Sakas and Dr. Evelyn A. Firle, Fraunhofer Institute for Computer
Graphics (IGD).]

Figure 7. A multileaf collimator used for beam shaping in 3D
conformal radiation therapy consists of two banks of metal leaves
that are installed oppositely, and each leaf is driven by a computer-
controlled step motor or pneumatic device individually.

Figure 8. Modern 3D visualization techniques are extensively
utilized in CT simulator to design beams via multileaf collimator
for 3D conformal radiation therapy: (a) Beam’s eye view, in which
the CTV is filled in red, the PTV is outlined by green contour, the
collimator aperture is defined by red rectangle, and the organ
at risk (eye) is filled with green; (b) Operator’s eye view using
segmented semitransparent surface rendering, in which the PTV
is in red, the beam field on the surface in yellow, and the organ at
risk in green. [Courtesy Dr. Georgios Sakas and Dr. Evelyn A.
Firle, Fraunhofer Institute for Computer Graphics (IGD).] Please
see online for color figure.



the beam design using a multileaf collimator would be very
difficult, if not impossible. Moreover, the optimization of
the beam design, in which many plans have to be investi-
gated and compared, via either beam shapers or a multileaf
collimator can only be possible with the aid of these func-
tionalities that are provided by a CT simulator.

Protocol Export

Once targeted volumes are identified, beams and their
fields are designed, the last step is to export the simulation
results to a treatment machine. The simulation results
consist of both textual and pictorial information. The
textual information usually includes a list of identified
structures and their types (targeted cancerous volume,
surrounding critical normal organ or tissue, and, etc.), a
list of beam setting up parameters corresponding to each
targeted volume (machine angles, patient couch angles,
isocenter coordinates, field markers, and etc.), and a list of
sequential actions to be executed in the treatment delivery
process. The pictorial information refers to the pictures and
images, such as DRRs, that can be used in the treatment
process for planning verification by comparing them with
the portal images acquired on the treatment machine.

COMPUTED TOMOGRAPHY SIMULATION
FOR ADVANCED RADIATION THERAPY

The methodology for designing radiation beams in a CT
simulator introduced so far is quite straightforward. For
example, with respect to a PTV, all beams are coplanar,
and the intensity distribution within the field of each beam
is constant. Furthermore, usually only two to three beams
are engaged in treatment delivery. As shown in the left
column of Fig. 9, such a very limited number of coplanar
beams with uniform intensity distribution are generally

not able to conform a 3D target volume tightly, no matter
how accurately the beam and its field are designed. Hence,
the conventional 3D conformal radiation therapy is at most
a coarse approximation to the ideal 3D conformity.

In reality, a targeted cancerous tumor can be much
more complicated than just a regular and convex volume.
For example, a target tumor can be irregular, concave with
nearby normal critical organs or tissues within its cavity
(see Fig. 10), or the targeted cancerous tumor even wraps
itself around nearby normal organs or tissues. To make
sure all cancerous tumors be included in a PTV, a physician
has no choice but to take extra margins surrounding the
identified CTV into account. Consequently, the PTV can be
unfortunately quite large due to the conservative strate-
gies exercised, resulting in an undesirable radiation dose to
the surrounding normal organs or tissues, and signifi-
cantly compromising the success of radiation therapy.

Given the complexity of the 3D shape of a targeted malig-
nant tumor and its geometrical relationship with nearby
normal structures, true 3D conformity is desired in RT to
deliver the needed radiation dose accurately and avoid unne-
cessary damages to the cells of surrounding normal organs or
tissues. Actually, the combination of the modern CT technol-
ogy and 3D visualization methods has paved the way toward
true 3D conformal radiation therapy. Aiming at improving
the therapeutic index, tremendous efforts have been devoted
in the radiation therapy community to exploring more effec-
tive RT solutions. What follows is a brief introduction to the
exciting progresses made up to date.

Computed Tomography Simulation For Intensity Modulated
Radiation Therapy

One of the innovations over conventional 3D conformal RT
is the so-called intensity modulated radiation therapy
(IMRT) (30–33). The two primary differences between
the IMRT and conventional 3D conformal RT are (a) beams
do not have to be coplanar; (b) the radiation intensity
distribution within a beam is not uniform. In practice,
noncoplanar beams can be readily realized by horizontally
rotating the patient couch of a treatment machine. With
respect to beam intensity, there exist two ways to modulate
the distribution. One way is to partition the beam field into
a few subfields, and various radiation blockers, such as
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Figure 9. Schematic diagrams illustrates the mechanisms under-
lying conventional 3D conformal RT (a) and modern intensity
modulated RT (b). The volume of the targeted tumor is concave,
and the critical organ (spine cord) is within the concavity. The
spine cord would undertake almost the same radiation dose as the
target tumor volume if the conventional 3D conformal RT is
administrated. However, with intensity modulation RT, the
radiation dose to the spine cord can be substantially reduced to
be below tolerable toxicity level. (Courtesy of Sabbe Mollio, Ph.D.,
University of California at Irvin.) Please see online for color figure.

Figure 10. A CT image in transaxial plane shows a concave CTV
outlined by the yellow boundary, the corresponding PTV contoured
by the red boundary, and the nearby critical organ (spine cord)
within the concavity. (Courtesy of Michelle Lee, Eleka AB.) Please
see online version for color figure.



wedge, partial blocker, or compensator, are employed to
modulate the intensity of each subfield. Such an IMRT
implementation is called the ‘‘step-and-shoot’’ mode. The
other way is to move the leaves of a computer-controlled
multileaf collimator dynamically and individually. The
intensity distribution within each beam field is modulated
by appropriately opening and shutting the leaves of a
multileaf collimator. Such an implementation is called
the ‘‘sliding window’’ mode, because each leaf of a multileaf
collimator is continuously sliding during the treatment
delivery. The radiation beams in these two modes can
three-dimensionally encompass an identified target volume
with improved conformity, and deliver a radiation dose
distribution with a significantly improved accuracy than
that allowed by the conventional 3D conformal radiation
therapy, no matter how complicated the shape of the
identified target volume is.

To illustrate the mechanism of 3D conformity in IMRT,
the 2D in-plane conformity achieved by intensity-
modulated coplanar beams is shown in the right column
of Fig. 9, while the 3D conformity using noncoplanar
intensity-modulated beams is not hard to deduce. As the
conformity significantly is improved, either an escalated
radiation dose can be delivered to the target volume at the
same dose level absorbed by surrounding normal organs or
tissues, or the same dose can be delivered to the target
volume with less radiation toxicity to surrounding struc-
tures. It means that, IMRT not only conforms a high dose
delivery to the targeted tumor volume, but also minimizes
the radiation dose to the nearby structures.

To achieve an improved 3D conformity, the IMRT
requires accurate 3D geometrical delineation of an identi-
fied target volume and its surrounding structures, beam
orientation, field partition, intensity modulation via block-
ers, wedges, compensators, or a multileaf collimator. It is
not difficult to imagine that, without the previously
described functionalities offered by a CT-simulator, the
implementation of IMRT would be out of the question.
In fact, the dependence of the IMRT upon the CT simulator
is so profound that the CT simulator is no longer separable
from a radiation treatment planning system for which the
IMRT is designed and verified. At present, the boundary
between a CT simulator and a treatment planning system
is fading. More and more radiation treatment planning
systems are incorporating the functionalities that used to
be provided by a stand-alone CT simulator as an integrated
part in the IMRT-based 3D conformal radiation therapy.

With an improved 3D conformity, the success of the
IMRT-based 3D conformal RT relies on the geometry accu-
racy and reproducibility to a significantly larger extent
than that in conventional 3D conformal RT. Any geometry
uncertainty (6) due to beam setup (mechanical and optical
allowances), imperfect reproducibility, or organ motion
induced errors can significantly compromise the outcome
of the radiation therapy, as the intensity modulated beams
conform the target volume very compactly. In addition to
3D conformity, the homogeneity of the dose distribution
delivered to a target volume is also a requirement of a
successful radiation therapy. However, with an emphasis
on the 3D conformity, the dose homogeneity is usually
compromised, posing more challenges to the RT process.

Meanwhile, the verification of the radiation dose distribu-
tion in IMRT becomes difficult, demanding much more
complicated devices and phantoms to accomplish quality
assurance (34,35). As a result, caution or discretion must
be exercised in the clinic while a decision is being made on
adopting IMRT for 3D conformal radiation therapy,
although clinical reports showing favorable results of
IMRT over conventional 3D conformal RT have been grow-
ing in the literature. In all fairness, not all cancer sites are
suitable for the application of IMRT, and a general rule is
that for a relatively regular target tumor, conventional 3D
conformal RT is preferable, whereas IMRT is preferable in
circumstances where the target tumor is irregular, concave
with critical organs or tissues within the concavity, or even
wraps itself around the nearby normal critical organs or
tissues. Meanwhile, there may exist too much freedom in
IMRT to conform an irregularly shaped target volume, lead-
ing to more difficulties in the optimization with respect to
candidate treatment plans to achieve various objective func-
tions while satisfying certain constraints. At present, numer-
ous basic and clinical investigations are under way in the RT
community to attain IMRT protocols for 3D conformal RT.

Computed Tomography Simulation For Tomotherapy

With the freedom in increasing the number of beams,
specifying the beam shape and orientation, and modulat-
ing the beam intensity distribution, IMRT technology can
be advanced even further (30,31). A more aggressive imple-
mentation of IMRT is the so-called tomotherapy (36–38).
As implied by its name, tomotheraphy is inspired by the
scanning mode of X-ray CT that has been extensively
utilized in diagnostic imaging over the past three decades.
Interestingly, the evolution of tomotherapy is similar to
that of diagnostic CT. The geometry of an initial tomother-
apy system is virtually the same as that of a single slice CT
scanner prior to the introduction of helical–spiral CT. In
such a tomotherapy system, the target volume is irradiated
by a small fan beam moving along an arc trajectory (37).
Consequently, the number of beams is increased dramati-
cally while the field size of each beam is accordingly
decreased. At each angular position, the radiation inten-
sity of the small fan beam is dynamically modulated by a
binary multileaf collimator that is driven pneumatically. In
a ‘‘slice-by-slice’’ fashion, a target volume can be irradiated
with a significantly improved 3D conformity, provided that
the thickness of the small fan beam is sufficiently small.
Similar to the CT evolution from the circular scanning
mode to the helical–spiral scanning mode, tomotherapy
has evolved into helical–spiral tomotherapy, in which the
patient couch proceeds at a constant speed while the
radiation source is rotated in the gantry around a patient
(36,38). At each angular position, the intensity of the small
fan beam is temporally modulated by a pneumatically
driven multileaf collimator using an appropriate opening
and shutting scheme. Through helical–spiral scanning, the
radiation dose can conform a targeted volume very tightly,
regardless of whether it is regular or irregular, concave or
convex, delivering an adequate treatment dose to the
targeted volume while depositing a minimum dose to the
surrounding normal organs and tissues.
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As in conventional IMRT, tomotherapy, either in the arc
or the helical–spiral mode, requires an accurate geometri-
cal delineation of a target volume and a reliable reprodu-
cibility of the patient positioning. The latest helical–spiral
tomotherapy system has even evolved into an ‘‘all-in-one’’
system: a radiation therapy machine that includes all
the needed modules: CT simulator, treatment planning,
treatment delivery, as well as a real CT scanner (called tomo-
image CT scanner) using therapeutic photons as the tomo-
graphic imaging means. Although its contrast resolution is
significantly degraded in comparison to that of a diagnostic
CT scanner or an RT-dedicated CT scanner, the tomoimage
CT scanner can provide acceptable spatial resolution for
accurate patient repositioning, playing a role of portal
imaging, such as DRR, used in the conventional 3D
conformal RT to assure geometry accuracy and reproduci-
bility. With self-consistency among anatomic imaging,
treatment planning, treatment delivery, and verification,
such an ‘‘all-in-one’’ tomotherapy system can significantly
improve the geometrical integrity, which is one of the most
critical challenging tasks of IMRT (36,38).

Computed Tomography Simulation For Stereotactic
Radiosurgery

In addition to 3D conformal RT, a state-of-the-art stereo-
tactic radiosurgery (39–41) also relies entirely on the cap-
abilities of a CT simulator in which either protons or high
energy X-ray photons are employed. Rather than being
administrated in a fractionated manner, stereotactic radio-
surgery is a one-session or ‘‘lump sum’’ radiation treatment
delivery procedure just like a surgery operation. Because
of single treatment delivery, the radiation intensity must
be elevated to the highest tolerable degree, and such a
greatly elevated radiation intensity can damage cells in
surrounding normal organs or tissues. Hence, stereotactic
radiosurgery is usually employed in the management of
small (2–3 cm) cancerous tumors. Moreover, with a radia-
tion intensity that is greatly larger than that of 3D conformal
RT, stereotactic radiosurgery demands a much more accu-
rate geometric delineation of targeted tumors, and any
geometrical uncertainty due to patient position, immobiliza-
tion, and organ motion could result in treatment disaster.
Consequently, stereotactic radiosurgery is only employed to
cure small tumor in patient’s head or neck, where patient
immobilization devices can be applied reliably. In the early
stage of stereotactic radiosurery, 2D imaging techniques,
such as fluoroscopic angiography, were employed to
identify target volumes and determine the number and
orientation of radiation beams. Recently, similar to the
evolution of 3D conformal RT, state-of-the-art stereotactic
radiosurgery procedure increasingly rely on 3D patient
data acquired by a CT scanner and the treatment plan-
ning in which the functionalities of a CT simulator are
integrated.

THE FUTURE OF COMPUTED TOMOGRAPHY SIMULATOR

To achieve a full 3D conformity in radiation therapy, an
ultimate solution would be the utilization of a very large

number of pencil beams with their intensity being modu-
lated instantly (42–44). However, a full 3D conformity
demands perfect geometrical accuracy, since the dose gra-
dient at the boundary of the 3D conformed target volume
would be extremely sharp. Any geometrical uncertainties
due to inaccurate patient position, unreliable immobiliza-
tion, beam set up errors, misregistration between 3D
patient data acquisition and treatment delivery, and par-
ticularly organ motion, could lead to treatment failure:
underdosing-to-target volumes or overdosing to nearby
normal critical organs or tissues, or both.

All the 3D conformal RT techniques introduced thus far
are implemented in a ‘‘forward’’ way that is, once a set of 3D
patient data is acquired, the simulation, treatment plan-
ning, planning verification, and delivery are implemented
sequentially. In the forward mode, the simulation and
treatment planning processes are conducted in a semi-
automatic and iterative way with the involvement of radia-
tion oncologists, physicists, therapists, and dosmetrists. To
a great extent, the success of such a strategy is dependent
on the experience or skill of the physicians engaged.
Encouraged by the vigorous technological progresses made
over the past three decades, it is believed that modern 3D
conformal RT will continue progressing with the develop-
ment of medical imaging and 3D visualization technolo-
gies: delivering treatment to target volumes with a full 3D
conformity and adequate dose while surrounding normal
structures are minimally damaged. It is not hard to ima-
gine that future RT would not achieve an optimized solu-
tion if the treatment planning is only performed in the
forward mode, because the parameter space to be exhaus-
tively searched in the optimization process is really large.

Recognizing the complexity of modern IMRT, a more
reasonable way to accomplish radiation treatment plan-
ning is to treat it as an inverse problem. Starting from
specifications on a desirable radiation dose distribution
and certain constraints, such as the avoidance of critical
anatomic structures, inverse treatment planning can be
performed based on a set of patient CT data with the help of
a CT simulator (30,45). There exist two major tasks in the
inverse treatment planning: (a) selection of an objective
function and constraints; (b) development of an efficient
algorithm to solve the optimization problem (46). A number
of objective functions and constraints, such as dose (47),
dose-volume (48,49), equivalent uniform dose (50,51), gen-
eralized equivalent dose (52), biological indices (53), and
their combinations, have been proposed to date (54). Mean-
while, a few optimization approaches, such as simulated
annealing (55), gradient (48), active set (56), genetic (57),
maximum likelihood (58), dynamically penalized likelihood
(59), and fuzzy logic (60) algorithms, have been investi-
gated (54). It is underlined that inverse treatment plan-
ning is mathematically an ill-posed optimization problem,
and that certain regularization techniques ought to be used
in the optimization process (46). Considering the inhomo-
geneous dose distribution associated with a full 3D con-
formity, the simulation process for the inverse treatment
planning is significantly different from that for the forward
treatment planning, but the basic functionalities, such as
target volume defining and 3D visualization of a CT
simulator, are still the same. Currently, inverse radiation
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treatment planning is still an open research and devel-
opment area that has attracted the major attention of the
RT community.

The ultimate solution to guarantee geometry accuracy
and reproducibility is to track targeted volumes and their
motion dynamically for a full 3D conformity during the
radiation treatment delivery. A tracking process can be
realized through gating techniques employing various
mechanical or optical sensors while a patient is scanned
by an RT dedicated CT scanner (61–63). This is related to
the concept of four-dimensional (4D) CT, by which varia-
tion of a 3D model of a patient is revealed instantly. Such a
4D planning strategy can be implemented either off- or on-
line. In the off-line mode, a target volume and its surround-
ing normal organs or tissues are tracked by gating during
the data acquisition by an RT-dedicated CT scanner, and
the motion of the patient and organs are recorded and
exported to a treatment machine for radiation delivery. In
the on-line mode, a patient is scanned by an RT-dedicated
CT scanner during the treatment delivery. Apparently, the
on-line mode needs to integrate an RT-dedicated CT scan-
ner into a treatment machine (64,65). It is believed that
with the development of the 4D CT technology, the 3D
conformal RT can be administrated in an adaptive and
well-controlled manner, leading to a significantly improved
therapeutic index.

The majority of simulation in treatment planning for RT
is currently implemented based up on 3D patient datasets
acquired by a CT scanner, because of its merits in data
acquisition, image generation, superior spatial resolution,
as well as the capability of estimating the electronic density
for dose calculation and verification. In addition to CT
scanners, other modern 3D imaging modalities, such as
magnetic resonance imaging (MRI), positron emission
tomography (PET), and ultrasonic imaging, can also be
incorporated into a virtual simulator for 3D conformal RT.
There is no doubt that, in the predictable future CT will
remain the modality of chioce for 3D conformal RT. How-
ever, with the development of modern image registration
and data fusion techniques, images acquired by MRI, PET,
and ultrasound are becoming more and more relevant,
suggesting chances for them to be utilized in 3D conformal
RT. Finally, it should be pointed out that all the CT simula-
tion and virtual simulation techniques we have covered in
this article are also applicable for RT using other high
energy particles, such as protons and neutrons (5).
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INTRODUCTION

Single photon emission computed tomography (or SPECT)
provides a three-dimensional (3D) representation of the
distribution within a patient’s body of a radiopharma-
ceutical that was given as part of a diagnostic nuclear
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medicine study. Diagnostic nuclear medicine provides a
unique way of imaging physiology and function. One can
administer to a patient a pharmaceutical with a radio-
active marker, and then use external detectors to deter-
mine where that ‘‘radiopharmaceutical’’ has distributed
within the patient’s body. The distribution of the radio-
pharmaceutical in the body depends on its specific biology.
For example, suppose a patient is given a small amount
of radioactive iodine (e.g., iodine-131 or 131I). Since the
thyroid naturally metabolizes iodine, some portion of the
radioactive iodine will be preferentially incorporated into
the thyroid with the rest going to other organs with lower
concentrations. The amount of 131I that will go to the
thyroid will depend on whether the thyroid is functioning
in a normal, hyperactive, or hypoactive fashion. By
acquiring an image from this patient, one can determine
whether certain regions of the thyroid are more active
than others. For example, there may be hyperactive
nodules within the thyroid. In this manner, nuclear med-
icine provides a unique opportunity to view the patient’s
physiology and not just the anatomy. Devices known as
gamma cameras are used to provide images of the in vivo
distribution (i.e., the distribution within the body) of
the radiopharmaceutical. From these image data, the
patient’s specific physiology can be inferred.

The images produced by gamma cameras are two
dimensional (2D) representations of a 3D object. In some
cases, this is adequate to interpret the study. However, in
many cases, the ambiguity introduced by activity in the
overlying and underlying tissue can make it very difficult
to infer the in vivo distribution of the radiopharmaceu-
tical appropriately. In these cases, a 3D representation is
necessary. Single photon emission computed tomography
provides such a 3D representation. For example, SPECT
can make it easier to determine whether the activity is
reduced in the basal or apical aspect of the inferior wall of
the myocardium or whether the activity in a tumor seen in
the chest is in a rib or in the lung. As will be discussed, the
3D SPECT images are generated by a computer from a
series of images taken about the patient at different
angles. Since the photons used to generate the images
are emitted from within the patient’s body, SPECT is
considered emission computed tomography, which is in
contrast to transmission computed tomography (CT)
where the X-ray photons emanate from an X-ray tube
and are transmitted through the patient. In the early
development of SPECT, the word ‘‘single’’ was used to
distinguish SPECT from positron emission tomography
(PET), which uses two photons to localize each event
and requires different instrumentation. For these rea-
sons, the generation of a 3D representation of the in vivo
distribution of radiopharmaceutical that is not a positron
emitter is referred to as single photon emission computed
tomography or SPECT.

In 1963, a method of nuclear tomographic imaging was
developed by Kuhl and Edwards (1). This method used a
specially designed scanning device along with a processing
method called simple backprojection to generate its 3D
images. This early research in SPECT predates Houns-
field’s work in CT by �10 years. Kuhl and Edwards (2)
subsequently developed a dedicated SPECT device for

imaging the brain known as the Mark IV scanner. During
the 1970s, several devices were developed that were dedi-
cated to SPECT, specifically for brain imaging. However,
techniques were also being investigated to use the gamma
camera that was used for all other nuclear imaging appli-
cations for SPECT as well. This required the gamma
camera to rotate around the patient’s body in order to
acquire different angular views. Keyes et al. (3) developed
the first prototype of the rotating gamma camera by mount-
ing a standard gamma camera head to the gantry of a
decommissioned cesium-137 radiation therapy unit. At
about the same time, Jaszczak et al. (4) developed a com-
mercial version of the rotating gamma camera. Although
the development of dedicated SPECT devices continues, by
far the majority of devices used clinically are rotating
gamma cameras. For this reason, this chapter will devote
most of its attention to the use of the rotating gamma
camera.

SPECT DATA ACQUISITION AND PROCESSING

For SPECT data acquisition, a series of images are
obtained at a number of different viewing angles. Typi-
cally, these images are acquired in a circular arc about the
patient with the axis of rotation parallel to the long axis of
the patient’s body. This acquisition geometry is shown in
Fig. 1. The images acquired at each viewing angle are
referred to as ‘‘projection images’’ or ‘‘projections’’. These
projections are acquired at a number of evenly spaced
viewing angles over either a 360 or a 1808 arc. There is
a minimum number of projections that will assure ade-
quate angular sampling at the periphery of the object being
imaged which will lead to high quality, tomographic
images. For SPECT, this number is between 50 and 150,
depending on the size of the object and the spatial resolu-
tion of the system. The gamma camera is usually equipped
with a multihole, parallel-hole collimator that assures that
the photons interacting in the radiation detector of the
gamma camera traveled from the patient to the detector on
a ray that is perpendicular to the detector surface. Thus, if
one knows where the photon interacted in the detector, one
can assume that the photon was emitted from a point that
was along this ray. In Fig. 1, we refer to this ray as the ‘‘line
of origin’’.

Consider a small, high contrast feature in the center of a
cylindrical object that contains some radioactivity as
shown in Fig. 2. We can acquire some number of projections
(3 in the example shown in Fig. 2). If we consider the
tomographic plane passing through the center of the
tumor, each of the projections will look reasonably similar
with a single intensity corresponding to the tumor. The
process by which we generate a tomographic image from
this series of projections is referred to as ‘‘tomographic
reconstruction’’. We can generate a tomographic image
of this simple object by filtering and adding the projec-
tions, each oriented at the angle associated with that
specific projection. This reconstruction technique is
referred to as ‘‘filtered backprojection’’. In many cases,
additional smoothing is applied using a windowing filter
that can control the sharpness and noise associated with

278 COMPUTED TOMOGRAPHY, SINGLE PHOTON EMISSION



the reconstructed image. The windowing functions that
are typically used include the Hanning, Hamming, Shepp-
Logan, and Butterworth filters. Depending on the signal
and noise content of the underlying projection data, one
can choose an appropriate windowing filter for the best
image quality. Figures 3a–c shows three images that are
filtered backprojection reconstructions of the same raw
data (in this case, a brain study) using three different
windowing filters (sharp filter, moderate filter and smooth
filter, respectively). One can note the differences in image
quality that one can attain by simply varying the filtering.

In addition, different clinical applications (e.g., brain vs.
cardiac SPECT) may require different reconstruction fil-
ters. Therefore, it is very important to select the most

appropriate reconstruction filter for each clinical applica-
tion of SPECT.

Although filtered backprojection has traditionally
been the most common means of SPECT reconstruction,
iterative reconstruction methods are currently available
on newer SPECT systems. These methods utilize a ‘‘feed-
back’’ approach to generate the tomographic data. These
methods start with an initial estimate of the object. This
estimate may assume the object is totally uniform or it
may use a filtered backprojection reconstruction of the
object. From this estimate, a series of projections are
calculated along the same viewing angles as the ‘‘real’’
projections, that is the acquired, raw data. If the estimate
is close to the true object, then the calculated projections
would be very similar to the real projections. If they are
not similar, then the variations between the two are
determined (either as a ratio or a difference) and used
to alter the initial estimate. The process is then repeated.
A new set of calculated projections are generated and
again compared to the real projections. Presumably, each
iteration provides a better estimate of the true object. In
other words, the estimates should ‘‘converge’’ to a good
representation of the true object. Typically, some statistic
such as the ‘‘likelihood’’ or the ‘‘entropy’’ is used to deter-
mine how well the method is converging or when to stop
the iterative process. In many cases, it can take tens or
even hundreds of iterations before the reconstructed esti-
mate converges. Thus, these methods have traditionally
been quite slow, much slower than filtered backprojection.
However, an advantage of these methods is the ability to
take into account the physics of data collection and the
statistics of the noise in the images to provide a more
accurate reconstruction. Another advantage is that these
methods are not as susceptible to some of the artifacts that
one encounters in filtered backprojection. Much of the
research in this area has centered on the development
of methods that are more efficient or converge more
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Figure 1. The geometry for SPECT
data acquisition with a rotating
gamma camera is shown. The
camera rotates acquiring projection
images at different angles about the
patient. These data are subsequently
reconstructed into cross-sectional
slices that indicate the 3D in vivo
distribution of the radiopharmaceu-
tical within the patient. (Reprinted
from Henkin R., editor, Nuclear
Medicine. P 235, Copyright # 1996
with permission from Elsevier.)
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Figure 2. The object in the middle has a central region of high
intensity. Three projections about the object are also shown. In a
typical SPECT study, 50–150 projections are acquired about the
object over 180 or 3608.



quickly. With the increasing speed of computers and the
development of more efficient iterative algorithms, the
clinical application of these methods has become feasible
and many newer SPECT systems provide iterative recon-
struction methods as an option. Figure 3 shows
a comparison with the same raw SPECT data reconstruc-
ted with both an iterative method (3d) and filtered back-
projection (3a–c).

Consider a radiopharmaceutical that basically distri-
butes uniformly within the body. Those photons that are
emitted from deep within the body will have to travel
through more tissue to reach the gamma camera than
those emitted on the periphery of the body. In turn, those
photons that must traverse more tissue are more likely
to be absorbed within the body and, therefore, are less
likely to be detected than those emitted at the periphery.
In other words, the signal from deep-seated tissues is
‘‘attenuated’’ as compared to the surface tissues due to
self-absorption of the photons within the object. To mea-
sure the amount of activity at different locations within
the object accurately, one must apply a correction for
photon attenuation. There are two basic approaches to
attenuation correction in SPECT, one that assumes that
the attenuation is uniform within the object, and one
that considers the fact that different tissues may have
varying absorption characteristics making the attenuation
nonuniform.

In much of the body, the composition and density of the
soft tissue is basically constant and thus one can assume a
single attenuation property for all of the tissue. This
assumption is apt, for example, in brain imaging. To apply
uniform attenuation correction, one need only know where
the body outline is located relative to where the radio-
pharmaceutical has distributed. For a particular point of
interest within the object, the mean distance to the body
outline is estimated and, using this estimate, the expected
amount of photon attenuation from that point is deter-
mined. By multiplying the amount of radioactivity at
that point by the reciprocal of the calculated photon
attenuation at that point, one can estimate the amount
of signal one would have received from that location if
there were no photon attenuation. This correction can, in
turn, be applied for every location within the object. If
this correction is applied to the object with a uniform

radioactivity distribution, a uniform signal throughout
the object would be obtained. This method, referred to as
the first-order Chang correction for photon attenuation, is
the most common approach to applying uniform attenua-
tion correction in clinical SPECT (5).

This uniform assumption, however, is not at all appro-
priate for the thorax where there is lung tissue, spine, and
mediastinum in addition to soft tissue, all of which have very
different attenuating properties. If a uniform attenuation
assumption was used, one would overcorrect the regions of
the lungs and undercorrect the regions near the spine and
mediastinum. This is of particular concern for myocardial
SPECT. For these reasons, no attenuation correction was
applied traditionally for cardiac SPECT since no correction
was considered better than a poor correction. However, over
the past 10 years, a number of investigators have imple-
mented various approaches to non-uniform attenuation
correction. In these cases, one needs to not only know the
body outline, but also must know the types of tissues within
that outline and their attenuation characteristics. To deter-
mine this, one acquires a transmission image using an
external, photon-emitting source. These data indicate which
regions within the body are highly attenuating and which
yield less attenuating. This knowledge is incorporated into
the SPECT reconstruction process to correct for the non-
uniform attenuation. A variety of ways have been developed
for the acquisition of the transmission data, several of which
will be discussed in the section on instrumentation. In
addition to attenuation correction, several other corrections
have been developed for SPECT in order to provide more
quantitative reconstructed data including those for scatter
and resolution recovery.

SPECT INSTRUMENTATION

SPECT requires the ability to acquire projection images
from a number of viewing angles about the patient. Thus
the gamma camera must be mounted onto a gantry that
allows the camera to rotate about the patient in a circular
or elliptical orbit. One of the limitations of the rotating
gamma camera is the inherently low sensitivity of the
system. Since the cameras must utilize absorptive collima-
tion to determine the directionality of the interacting
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Figure 3. The SPECT brain study with four different reconstructions. Figures 3a–c are
reconstructed with three different filters (smooth, moderate and sharp filter, respectively).
Figure 3d is reconstructed with an iterative method known as OSEM.



photons, only a very small fraction of the photons emitted
from within the patient will actually be detected by the
gamma camera. More stringent collimation can be used
to improve the spatial resolution but at a cost of lower
sensitivity leading to a higher level of noise in the images.
One straightforward approach to improving the sensi-
tivity is to increase the number of detectors. Thus, both
dual-detector and triple-detector SPECT systems have
been developed. Figure 4a shows a modern dual-detector
SPECT system.

Since the heart is located in the left anterior portion of
the chest and low energy radiopharmaceuticals, such as
thallium-201, are routinely used in this application, it is
common to acquire cardiac SPECT data only over 1808
(from right anterior oblique to left posterior oblique) rather
than over 3608, since most of the data that is acquired in the
right posterior projection only adds noise and poor resolu-
tion to the image. This being the case, the use of two
opposing detectors does not reduce the total imaging time,
since one will still need to rotate the gantry over 1808. For
this reason, a number of manufacturers have designed
their dual-detector cameras such that the data can be
acquired with the detectors either opposing each other
(1808 orientation) and in a 908 orientation as shown in
Fig. 4b. This allows for the same amount of SPECT data to
be acquired in half the time. Increasing the number to
three detectors improves the sensitivity of the SPECT
device even further. Such triple-detector devices are excel-
lent for acquiring SPECT but lack the flexibility for other
nuclear imaging and thus tend to be less popular than the
dual-detector systems.

As discussed previously, a transmission scan must be
acquired in order to perform non-uniform attenuation
correction. Several different approaches have been devel-
oped for the acquisition of the transmission image. Colli-
mated, radioactive line sources can be scanned over an area
of the patient during the acquisition of the emission data.
Since the radionuclide in the sources (153Gd) emits a

gamma ray with a slightly different photon energy than
the radiopharmaceutical administered to the patient, the
two data sets (emission and transmission) can be acquired
simultaneously. In an alternate method, a series of smaller
line sources are used. These also contain 153Gd and thus
again the emission and transmission data can be acquired
simultaneously.

In the past several years, hybrid SPECT–CT systems
have been developed. In these devices, a helical CT study is
acquired in conjunction with the SPECT study on the same
device. The CT scan is used to characterize the material
within the body such that a non-uniform attenuation cor-
rection can be applied. It typically requires a transforma-
tion to be performed between the CT values and the
attenuating coefficients for SPECT because the energies
of the photons in CT are different that those for SPECT. In
some cases, the device provides a diagnostic quality CT
that can be interpreted either in conjunction with the
SPECT study or independently. In the case of one
SPECT–CT device, the CT provided is not of diagnostic
quality, and it is used only for attenuation correction and
gross anatomical correlation.

With the newest developments in molecular medicine
has come the desire to image small animals such as
rodents. Thus a number of investigators have developed
methods of performing SPECT imaging in rodents with
very high spatial resolution. One approach that is straight-
forward is the use of very small pinhole collimators. The
size of pinhole is only �1 mm as compared to the 4–6-mm
pinholes that are typically used for clinical imaging. This
method can provide SPECT images that have spatial
resolution that is better than what is typical in clinical
SPECT by almost a factor of 10. These high resolution
approaches cannot be applied in clinical SPECT because
these very small pinholes are very inefficient and thus an
inordinate image time on the order of several hours would
be required in order to obtain human images of sufficient
image quality.

COMPUTED TOMOGRAPHY, SINGLE PHOTON EMISSION 281

Figure 4. Dual-detector SPECT camera. With this camera, the two detectors can be oriented at
1808 to each other for whole body imaging (a) or 908 for cardiac imaging (b).



CLINCIAL APPLICATIONS IN SPECT

In this section, we will review several of the most common
clinical applications of SPECT.

Cardiac

The most common clinical indication for SPECT is myo-
cardial (cardiac) perfusion imaging. Atherosclerotic heart
disease is manifested by coronary artery narrowing, which
limits blood flow to the region of the heart supplied by that
artery, producing chest pain or myocardial infarction.
SPECT can confirm or exclude significant coronary dis-
ease. If abnormal, invasive coronary angiography may be
performed in anticipation of intervention, for example,
coronary angioplasty or bypass surgery.

The radiopharmaceutical, thallium-201 or newer tech-
netium-labeled cardiac radiotracers, is delivered by the
individual coronary arteries to the myocardium where it
is extracted. The SPECT images depict the 3D blood flow to
each region of the myocardium supplied by its coronary
artery.

The study is performed in two stages, at rest and with
stress. Treadmill exercise is the usual stress, although
pharmacologic methods are used in those unable to
exercise. In a normal heart, SPECT will show good blood
flow at rest and stress. In a patient with a prior myocar-
dial infarction, no blood flow will be seen in the nonviable
region at either stage. A patient with significant coronary
artery stenosis, without infarction, will have a normal
rest study, but an abnormal exercise study (Fig. 5).

Adequate blood flow and oxygen can be delivered to a
resting heart even with a high grade coronary artery
obstruction, however, the increased demand for oxygen
and blood flow required at stress cannot be met and
myocardial uptake will be decreased in the myocardium
fed by that artery.

Tumors

SPECT with various radiopharmaceuticals provide valu-
able information regarding the extent of disease and dis-
tribution in the body. This information is used for initial
diagnosis, staging, preoperative localization, and evaluat-
ing response to therapy.

Gallium-67 citrate (67Ga) has been used for several dec-
ades for tumor imaging. It binds nonspecifically to a variety
of tumors. Gallium-67 SPECT is used most commonly for
imaging malignant lymphoma, a disease of lymphatic tissue
seen in adults and children. Images depict the extent of
disease and the effectiveness of therapy. This SPECT ima-
ging is more accurate than CT or magnetic resonance
imaging (MRI) for determining the effectiveness of therapy.

111In OctreoScan is a somatostatin receptor peptide
imaging agent, most useful for imaging tumors of neuroen-
docrine origin, (carcinoid, gastrinoma, neuroblastoma,
pheochromocytoma, etc.) SPECT cross-sectional imaging
makes it possible to see small tumors that are often not
detected with CT or MRI.

111In ProstaScint is radiolabeled monoclonal antibody
directed against antigens on the surface of prostate cancer
cells. It can detect the site of recurrence of prostate cancer,
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Figure 5. The SPECT exercise and
rest cardiac study. Short axis, vertical
long axis, and horizontal long axis
cross-sectional sequential slices are
shown. Arrows point to the inferior
wallwherethereisnoperfusion.Since
this finding is unchanged between
stress and rest, this is diagnostic of
an inferior wallmyocardial infarction.



suggested by a rising prostate serum antigen (PSA) level.
Adequate imaging is not possible without SPECT because
of the relatively high background activity.

Brain Imaging

SPECT is mandatory for brain imaging in order to visualize
the various overlying and underlying convoluted regions of
the brain.

Seizures are often caused by small regions of scar tissue
in the brain. Patients not responding to drug therapy for
their seizure disorder may be helped with resection of the
seizure focus. Proper localization of the seizure site is
critical for effective surgery. Brain wave studies (electro-
encephalogram or EEG) are only moderately successful in
locating a seizure site. Even then, additional studies are
needed for confirmation. The traditional method is to place
electrodes on the surface of the brain and record electrical
activity. However, this requires a neurosurgical operation
and is associated with some morbidity.

SPECT brain blood flow radiopharmaceuticals, 99mTc
hexamethyl propylene amine oxime (99mTc HMPAO) and
99mTc ethyl cysteinate dimer (99mTc ECD), show the dis-
tribution of blood flow in the brain. During seizure activity,
the small area of the brain responsible has increased
metabolism and increased blood flow. Between seizures,
the abnormal site has decreased metabolism and blood flow.
SPECT imaging can localize the seizure site by detecting
these focal abnormal blood flow patterns. An example of a
SPECT study in a seizure patient is shown in Fig. 6.

The second indication is to determine the cause for
dementia. Characteristic patterns of abnormal perfusion
are seen with certain types of dementia, for example,
Alzheimer’s disease, frontal lobe dementias, and multi-
infarction dementia (strokes).

Bone

SPECT is used for a variety of indications. It can help
detect small sites of tumor, fracture, or infection not easily
seen or localized with traditional two-dimensional bone
scanning. Precise localization of a bone radiopharmaceu-
tical uptake (e.g., 99mTc diphosphonate), can help differ-
entiate benign from malignant processes, confirm small
fractures as the cause of pain, and detect sites of infection.

SUMMARY

SPECT is a 3D imaging approach for evaluating the
physiology and function of the patient. The patient is
injected with a small amount of a radiopharmaceutical
and a series of projection images are acquired at different
angles about the patient. These data are reconstructed
into a series of cross-section views of the in vivo dis-
tribution of the radiopharmaceutical. Depending on the
radiopharmaceutical used, the nuclear medicine phy-
sician can infer essential information regarding the
patient’s physiologic condition. The rotating gamma
camera is the most common device used to acquire SPECT
data. Recent developments include the incorporation of
CT into a hybrid SPECT–CT imaging device and the use of
very small pinhole collimators for the imaging of small
animals. With the advancements of molecular approaches
to medicine, SPECT will continue to be a very important
approach to medical imaging.

BIBLIOGRAPHY

1. Kuhl DE, Edwards RQ. Image separation radioisotope scan-
ning. Radiology 1963;80: 653–661.

2. Kuhl DE, Edwards RQ. The Mark 3 Scanner: a compact device
for multiple-view and section scanning of the brain. Radiology
1970; 96:563–70.

3. Keyes JW, Jr., Orlandea N, Heetderks WJ, Leonard PF,
Rogers WL. The Humongotron—a scintillation-camera trans-
axial tomograph. J Nucl Med 1977; 18:381–387.

4. Jaszczak RJ, Murphy PH, Huard D, Burdine JA. Radionuclide
emission computed tomography of the head with 99mTc and a
scintillation camera. J Nucl Med 1977; 18:373–380.

5. Chang LT. A method for attenuation correction in radionuclide
computed tomography. IEEE Trans Nucl Sci 1978; NS-25:
638–643.

Further Reading

Tsui BM. The AAPM/RSNA physics tutorial for residents. Physics
of SPECT. Radiographics 1996; 16:173–183.

Miller TR. The AAPM/RSNA physics tutorial for residents.
Clinical aspects of emission tomography. Radiographics
1996; 16:661–668.

Tsui BM, Frey EC, LaCroix KJ, Lalush DS, McCartney WH, King
MA, Gullberg GT. Quantitative myocardial perfusion SPECT.
J Nucl Cardiol 1998; 5:507–522.

Madsen MT. The AAPM/RSNA physics tutorial for residents.
Introduction to emission CT. Radiographics 1995; 15:975–991.

King MA, Tsui BM, Pan TS. Attenuation compensation for cardiac
single-photon emission computed tomographic imaging: Part 1.
Impact of attenuation and methods of estimating attenuation
maps. J Nucl Cardiol 1995; 2:513–524.

COMPUTED TOMOGRAPHY, SINGLE PHOTON EMISSION 283
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seizure. The arrow indicates a region of high blood flow that
corresponds to the part of the brain where the seizure originated.
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INTRODUCTION

Since their discovery, X rays have been used to make
images (radiographs) that allow the internal condition of
the human body to be examined. Reading or interpreting
these images has been without exception performed solely
by humans until very recently. As our society depends more
and more on automation or assistance from automated
systems, so too has the interpretation of radiographs,
although still in a very limited way at the present time.

In the early 1960s, researchers attempted to automate
the interpretation of radiographs. The first published study
was by Winsberg et al. who developed an automated compu-
terized scheme to diagnosis breast cancer from a radiograph
of the breast (mammogram) (1). This attempt, like others
from that time period, was largely unsuccessful. Compared
to current technology, these studies suffered from poor
quality film digitizers (all images were recorded on film),
insufficiently powered computers that had severely lim-
ited memory and storage space, and only a rudimentary
armament of image processing, pattern recognition and
artificial intelligence techniques. Clearly, the goal of auto-
mating the interpretation of radiographs was beyond the
technical capabilities of that era.

After those initial attempts, there was a period of inac-
tivity. In the late 1980s, a new approach was developed
called computer-aided diagnosis (CAD) (2–5). The goal here
was not to automate the interpretation of radiographs, but
to give assistance to radiologists when they read images.
The seminal paper was published in 1990 by Chan et al. (6).
They conducted an observer study, where radiologists read
mammograms once without the computer aid and once
with the computer aid. For this study, the computer aid
wasacomputer-aideddetection(CADe)schemethatdetected
microcalcifications on mammograms. Microcalcifications

are tiny deposits of calcium that can be an early indicator
of breast cancer. Chan et al. (2) found a statistically sig-
nificant improvement in the performance of radiologists
in detecting microcalcifications when the radiologists
used the computer aid. This study was the first CAD algo-
rithm of any kind shown to be a benefit to radiologists and
it validated the concept of the computer as an aid to the
radiologist. It has spurred CAD research in mammography
and in other organs, and in other imaging modalities.

Since that study, the field has grown rapidly. There are
now at least four commercial systems available [two for
detecting breast cancer from mammograms, and one each
for detecting lung cancer from computed tomography (CT)
scans and from chest radiographs]. Further, CAD is being
developed for a wide variety of body parts (breast, thorax,
colon, bone, liver, brain, heart, vasculature, and more) and
several different imaging modalities [principally, radio-
graphy, magnetic resonance imaging (MRI), CT, and ultra-
sound]. Since mammography is the most mature area of
CAD development, most of the examples used in this article
to illustrate the principals of CAD will be drawn from
mammographic CAD.

Mammography can detect breast cancer before it
appears clinically (i.e., before it can be palpated or some
other physical sign appears, such as a nipple discharge or
breast pain). It has been shown to reduce breast cancer
mortality. Typically, when a woman receives a mammo-
gram, two X-ray images from two different angles are
taken of each breast. One view is taken in the head to
toe direction and the other at a 458 angle to the first. To
detect breast cancer mammographically, radiologists look
principally for two types of lesions. The first are masses,
which are typically 0.5–5 cm in size. They appear slightly
brighter than the surrounding tissue, but often have low
contrast. Further, their appearance can be obscured by the
normal structures of breast making them even more diffi-
cult to detect. Compounding their detection are normal
tissues that appear to be a mass-like. This can occur if
overlapping tissues in the breast are projected from a
three-dimensional (3D) volume into the two-dimensional
(2D) image. Taking two different views of each breast can
help the radiologist to differentiate actual masses from
a superposition of normal tissues, but actual masses are
sometimes only seen in one view. The second type of
lesion are microcalcifications, which are tiny deposits of
calcium salts ranging in size from 10mm up to 1 mm in size,
however, mammographically microcalcifications < 200mm
are usually not detectable in a screening mammogram.
Microcalcifications are difficult to detect because of their
small size. Unlike masses that appear with low contrast,
the principal limitation to detecting microcalcifications
is the presence of image noise (i.e., a low signal/noise
ratio).

Computer-aided diagnosis is well suited to mammo-
graphy for several reasons. First, the only purpose for
mammography is to detect breast cancer: Up to as many
as 100 different abnormal conditions can be discovered
from a chest X ray. Second, mammography is used as a
screening modality, so the number of mammograms to be
read is high. It is one of the most common radiological
procedures performed. Third, breast cancer is difficult to
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detect at an early stage mammographically. It requires
that the radiologist careful check each image with a
magnifying glass. Fourth, the prevalence is low: Only
�4 in every 1000 women screened has breast cancer. If
a radiologist read 50 mammographic exams a day, they
would see on average only 1 patient with breast cancer
every week. Under such conditions, it is difficult to
remain vigilant and alert. Fifth, mammography is one
of the most common sources of malpractice lawsuits in
the United States, so that missing a breast cancer can
have severe consequences both for the patient and for the
radiologist.

COMPUTER-AIDED DETECTION AND COMPUTER-AIDED
DIAGNOSIS

What is Computer-Aided Diagnosis

The formal definition of CAD as first stated by Doi et al. is
a diagnosis made by a radiologist who incorporates the
output of a computerized analysis of the radiograph when
making their decision (7). This definition emphasizes the
distinction between CAD and automated diagnosis. The
CAD is used as an aid to the radiologist, whereas the goal in
automated diagnosis is to replace the radiologist.

There are in general two main types of CAD schemes.
The first is CADe, where suspicious regions in the image
are located. The second is CADx, where a suspicious region
is classified (e.g., malignant vs. benign). Unfortunately,
there is a possible confusion in nomenclature between the
field as a whole and a specific type of CAD algorithm for
distinguishing between different disease states (character-
ization or classification). To avoid this problem, the term
CADe will be used for computer-aided detection, CADx for
computer-aided diagnosis (classification), and CAD when
referring to the whole field of study, which encompasses
both CADe and CADx.

How Does Computer-Aided Diagnosis Work?

In CAD, the computer is used as an aid to the radiologist.
It provides a second opinion to the radiologist. Double

reading of mammograms has shown to increase the detec-
tion of breast cancer by as much as 15% (8,9). However,
double reading is expensive since two highly trained indi-
viduals must read the images instead of one, and it is
logistically difficult to implement efficiently. As a result,
double reading is not commonly practiced, especially in the
United States. It is believed that CAD could be an effective
and efficient method for implementing double reading (10).

Figure 1 shows schematically how CAD can be imple-
mented clinically. A radiograph is made of the patient. If
the radiograph was acquired digitally, it can be sent
directly to a CAD system for analysis. If the radiograph
was recorded on film, then the image needs to be digitized
first. After the computer analyzes the image, the output of
the CAD system is displayed to the radiologist. The radi-
ologist then views this information and considers their
personal opinion with the computer output before giving
a diagnosis. In all cases, the radiologist has the final
diagnostic decision; the computer acts only as an aid.
The CADe schemes have been compared to a spell checker
tool in word processing software. In situations where
double reading is employed, that is, each case is reviewed
by two radiologists in a sequential manner, each radiologist
may use the computer aid independently. Even in
situations where double reading by two radiologists is
employed, CADe can still detect cancers that both radiol-
ogists missed (11). It is also possible to modify the double
reading paradigm when CAD is used. The first reader after
reading with CADe can assign only cases that are not
either clearly normal or clearly abnormal for the second
reader (12).

There are several different methods of displaying the
CAD output to the radiologist. Figure 2 shows a CT scan
that is annotated with a circle indicating an area that the
computer deemed suspicious. This is typical for a CADe
system. Different symbols are used by different commercial
systems. Figure 3 shows a chest radiograph that is anno-
tated with different symbols to indicate different types of
disease states. The symbols also have different sizes indi-
cating the severity of the disease. This type of display can
be used for both CADe and CADx systems. Figure 4 shows
a simple interface that can be used by a CADx system in
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Figure 1. Schematic representation
fortheclinical implementationofCAD.
If the image is acquired digitally (e.g.,
using CT, MRI, ultrasound, nuclear
medicine, or a digital X-ray detector)
the image can be used directly as input
toaCADscheme.If thepatientisradio-
graphed using ananalog system (i.e.,
a screen-film system), then the image
needs to digitized before it can be ana-
lyzed by the CAD system. In either
case, the radiologist views the image
or images and then views the output of
the CAD systems, after which the
radiologist makes their decision.



which the likelihood of malignancy is shown. Figure 5
shows a more advanced interface that can be used by
CADx systems. Here the probability that a lesion is
malignant is given numerically and in graphically form
what this number means in terms of likelihood of being a
malignant or benign lesion. In addition, this interface
shows lesions similar to the unknown lesion that are
selected from a library of lesions with known pathology.
This provides a pictorial representation of the computer

result that to the radiologist may be more intuitive than
just a number.

In CADe, lesions or disease states are identified in
images. The output of CADe schemes is typically locations
of areas that the computer considers suspicious. These
areas can then be annotated on the digital image. For
CADe, the computer can detect actual lesions (true-positive
detection), miss an actual lesion (false-negative detection),
or detect something that is not an actual lesion (false-
positive detection). The objective of the computer algorithm
is to find all the actual lesions while minimizing the
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Figure 2. Typical output of a CADe system. The circle indicates a
region that the computer deemed suspicious, in this case for the
presence of a lung cancer in a slice from a CT scan of the thoracic.

Figure 3. Thischest radiographisannotatedwithsymbols indicating
the presence of different appearances or patterns associated with
interstitial chest disease. Crosses indicate a normal pattern; squares
indicate a reticular pattern, circles represent a nodular pattern; and
hexagons are honeycomb or reticulonodular patterns.

Figure 4. An example of a simple interface that could be used by a
CADx scheme. Along with the images showing the lesion being
analyzed, the display also shows the computer’s estimated
likelihood that the lesion is malignant. The images in the top
left corner are spot magnification views and the images along the
bottom are the standard screening views.

Figure 5. An example of an advanced CADx display that shows
in addition to the likelihood of malignancy, a graphical
representation and a selection of lesions similar to the lesion
being examined recalled from a reference library containing
lesions with known pathology. The red frame around a lesion
indicates a malignant lesion and a green frame indicates a
benign lesion.



number of false-positive detections. In practice, there
exists a tradeoff between having high sensitivity (high
true-positive detections) and the number of false detections
per image. This tradeoff is important because the clinical
utility of CADe depends on how well the algorithm works.
In particular, if the false-positive rate is high (the exact
definition of high is unknown) then the radiologist will
spend unneeded time examining computer false-detections.
Further, there is a possibility that a computer false
detection could cause the radiologist to make an incorrect
interpretation, if the radiologist should incorrectly agree
with the computer. If the sensitivity of the CADe scheme is
not high enough, then the radiologist could lose confidence
in the CADe scheme’s ability to detect actual lesions, redu-
cing the potential effectiveness of the CADe scheme.

In CADx, the computer classifies different pathologies
or different types of diseases. The most common applica-
tion is to distinguish between benign and malignant
lesions, to assist radiologists in deciding which patients
need biopsies. The output of a CADx scheme is the prob-
ability that a lesion is malignant. If one sets a threshold
probability value above which the lesion is considered
malignant, the computer classification can be a true-positive
(an actual malignant lesion is classified as malignant), a
false-negative (an actual malignant lesion is classified as
benign), a false positive (an actual benign lesion is classified
as malignant), or a true negative (an actual benign lesion is
classified as benign). The goal is to maximize the true-
positive rate while minimizing the false-positive rate. Both
false positives and false negatives could have serious con-
sequences. A computer false positive could influence the
radiologist to recommend a biopsy for a patient who does not
need one. A computer false negative could influence the
radiologist not to recommend a biopsy for a patient who has
cancer.

There are important differences between CADx and
CADe. In CADe, the results are presented as annotations
on an image, so the radiologist examines image data, which
they are trained and accustomed to do. In CADx, the output
can be in numerical form, which radiologists are neither
trained nor accustomed to using. Therefore, it may be more
difficult for radiologists to use CADx effectively compared
to using CADe. In addition, the consequences of inducing
an error by the radiologist is much more severe in CADx
than CADe. In most situations, the next step in a positive
detection (CADe case) is more imaging, whereas in the
CADx case, the next step is usually a biopsy or some other
invasive procedure.

Why Is Computer-Aided Diagnosis Needed?

The goal of CAD is threefold: (1) to improve the accuracy of
radiologists; (2) to make a radiologist more consistent
(reduce intrareader variability) and to reduce discrepan-
cies between radiologists (reduce interreader variability);
and (3) to improve the efficiency of radiologists.

Since the interpretation of a radiograph is subjective,
even highly trained radiologists make mistakes. The radio-
graphic indication for the presence of a disease is often very
subtle because variation in appearance of normal tissue
often mimics subtle disease conditions. Another reason a

radiologist may miss a lesion is that there is some other
feature in the image that attracts their attention first.
This is known as satisfaction of search and can occur
when, for example, the radiologist’s attention is focused
on identifying pneumonia in a chest radiograph so that
they do not notice a small lung cancer. Furthermore, in
many instances the prevalence of disease in a population of
patients is low. For example, in screening mammography
only 0.4% of women who have a mammogram actually
have cancer. It can be difficult to be ever vigilant to find
the often-subtle indications of malignancy on the mam-
mogram. Consequently, the missed cancer rate in screen-
ing mammography is between 5% and 35% (13–15) and, in
chest radiography, the missed rate for lung cancer is
�30% (16).

Radiologists often have to decide whether an abnormal
area is an indication of malignancy or of some benign
process, or they may have to differentiate between different
types of diseases that could give rise to the abnormality.
This differentiation is often difficult because the radio-
graphic indications between different disease types are
not distinct. In diagnosing breast cancer, radiologists will
recommend between 2 and 10 breast biopsies of benign
lesions or normal tissue for every 1 cancer biopsied
(17,18). The 50–90% of women who do not have breast
cancer, but undergo a breast biopsy, suffer physical and
mental trauma, and valuable medical resources were used
unnecessarily. It is estimated that there is a 18.6% chance of
receiving a biopsy for a benign condition after 10 years of
screening for women in the United States (19). In general,
the European false-positive rates are lower than in the
United States (20). This is due in part to having a national
programs and screening policies in Europe (21) and the
higher likelihood of having malpractice lawsuit for a
false-negative diagnosis in the United States.

Variability in performance of radiologists will reduce
the effectiveness of the radiographic exam and, further, it
will undermine the confidence that the public and medical
community has in the technology. Again, because of differ-
ences in ability and differences in opinions, there exists
variability between radiologists. In mammography, the
variability between radiologists is well documented and
can be very large (up to 40% variation in sensitivity in one
national study) (22). Even a given radiologist is not always
internally consistent. That is, the same radiologist may
give a different interpretation when reading the same case
a second time (23).

As the cost of the health care system increases, there is
growing pressure to improve the efficiency of the system. In
radiology, technology improvements have been introduced
to improve workflow. Two examples are digital imaging
systems, which can acquire images faster than conven-
tional film systems and picture archive and retrieval
systems (PACS), which can streamline the process of
storing and recalling images. These and other technology
improvements have increased the radiologists’ workload.
While not yet proven, it is hoped that CAD will allow
the radiologist to read faster without reducing their
accuracy. This will probably occur when the CAD schemes
reach a certain level of accuracy (the exact level is
unknown), so that the radiologist is not spending too much
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time examining– considering computer false- positives. The
CAD may also increase the radiologists’ confidence in their
interpretation, which should lead to faster reading times.

COMPUTER-AIDED DIAGNOSIS ALGORITHMS

There are probably thousands of publications on CAD,
with hundreds of different techniques being developed. It
is not practical to describe them all. There is, however,
commonality between most approaches. Most techniques,

whether they are for CADe or for CADx, can be described
generically, as outlined in Fig. 6, as consisting of five
steps: preprocessing, identification of candidate lesions
(signals), segmentation of signals, feature extraction, and
classification to distinguish actual lesions from false
lesions or to differentiate between different types of
pathologies or diseases (e.g., benign and malignant).

Radiographs can either be acquired using digital tech-
nology or screen-film systems. In digital systems, the
image is acquired as a 2D array of numbers. Each element
of the array is a pixel and corresponds to the amount of
X-ray energy absorbed in the detector at that pixel location.
This in turn is related to the number of X rays transmitted
through the patient. Thus, a radiograph is a map of the
X-ray attenuation properties of the patient. Different
tissues in the body and different tissue pathologies have
different attenuation properties, although the differences
can be small. In a screen-film system, the image is recorded
on X-ray film. The screen converts the X rays into visible
light and the light is recorded by the film. For CAD
purposes, this film must be digitized so that the image can
be analyzed. A film digitizer basically shines light through
the film and measures the amount of light transmitted. The
resulting image is again a 2D array of numbers related
to the X-ray attenuation properties of the patient.

One complicating property of screen-film systems is
that they respond nonlinearly to X-ray exposure: digital
systems respond linearly. Figure 7 shows the characteristic
curve for screen-film system and a digital system. The
contrast of objects in the image is proportional to the slope
of the characteristic curve. For a screen-film system, at
high and low exposures, slope approaches zero. Thus, for
screen-film systems the contrast in the image is reduce in
bright and dark areas of the image.

In this article, one approach to accomplishing these
steps will be illustrated. In general, the techniques des-
cribed are relatively simplistic, but are used to illustrate
the concepts involved. More advanced and effective tech-
niques are described in the literature; in particular,
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Digital image

Pre-processing
(e.g., filtering, organ

segmentation)

Signal identification

Signal segmentation

Feature extraction

Feature analysis

CAD output

Figure 6. A flowchart of a generic CAD scheme. Most CADx and
CADe schemes follow this template, although there are widely
varying techniques for implementing each step.

Figure 7. Comparison of a linear and
a nonlinear detector. In a nonlinear
detector (e.g., a screen-film system, the
response of the system is X-ray expo-
sure dependent. That is, the amount
of darkening on the film (called film-
optical density) depends on the X-ray
exposure to the detector. At low expo-
sures and high exposures, the image
contrast (difference in film optical den-
sity) is lowerthanatoptimalexposures.
For a linear detector (e.g., most digital
X-ray detectors), the response of the
system is linearly dependent on the
X-ray exposure to the detector. As a
result, the contrast is independent of
X-ray exposure.

3

2

1

0

O
pt

ic
al

 d
en

si
ty

1 10 100 1000

Relative exposure

4000

3000

2000

1000

0

P
ix

el
 v

al
ue

Digital system

Screen-film
system



review articles (24–29), and conference proceedings, such
as the Proceedings of the SPIE Medical Imaging Confer-
ence, International Workshop on Digital Mammography
(30–35), and the Proceedings of Computer Applications in
Radiology and Surgery (CARS).

Using a mammogram, the steps outlined in Fig. 6 are
illustrated in Figs. 8–14 using a somewhat simple proce-
dure. Figure 8a shows the mammogram with an arrow
indicating the location of a cluster of calcifications. An
enlargement of the cluster is shown in Fig. 8b. In a radio-
graph, dark regions correspond to areas where there are
more X-rays incident on the image and these are assigned
high pixel values; and bright areas correspond to areas
with fewer X-rays incident and they are assigned low pixel
values. Within the breast area of the image, dark areas
correspond to predominately fatty areas of the breast and
bright areas correspond to fibroglandular tissues (those
involved in milk production and the physical support of the
breast to the chest wall). In the following sections, this
image will be used to illustrate some of the basic concepts in
developing CAD schemes.

Most of the initial CAD research was applied to 2D
images, in which the 3D body part is projected into a 2D
plane to produce an image. While being relatively simple,
fast, and inexpensive, 2-D imaging methods are limited by
the superposition of tissue. Lesions can be obscured by
overlapping tissues or the appearance of a lesion can be
created where no lesion actually exists. Three-dimensional

imaging [ultrasound, CT, magnetic resonance imaging
(MRI), positron emission tomography (PET), and single-
photon-emission competed tomography (SPECT)] produces
a 3D image of the body, which is often viewed as a series of
thin slices through the body. These images are more costly
to produce and take significantly longer to complete the
exam, however, they can produce vastly superior images.
These image sets also take longer to read. In some cases,
the radiologist needs to review up to 400 image slices for
each exam. With such large datasets, it is believed that
CAD may be beneficial for radiologists.

In developing these techniques, researchers use infor-
mation that a radiologist uses, information that cannot be
visualized by radiologists, and information based on the
radiographic properties of the tissue and of the imaging
system.

Preprocessing

The first step in a CAD scheme is usually preprocessing.
Preprocessing is employed mainly for three reasons: (1) To
reduce the effects of the normal anatomy, which acts as a
camouflaging background to lesions of interest: (2) To
increase the visibility of lesions or a particular feature of
a lesion: (3) To isolate a specific region within the whole
image to analyze (e.g., the lung field from a chest radio-
graph). This reduces the size of the image that needs to be
analyzed reducing computation time, reducing the chances
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Figure 8. (a) A portion of a digitized mammogram. The arrow indicates the location of a cluster of
calcifications. (b) An enlargement of the area containing calcifications.



of a false detection, and reducing the complexity of the
analysis, since only the area of interest is analyzed and
extraneous image data are eliminated.

In our example CAD scheme, two procedures are
performed. The first is to identify the border of the breast
and the second is to process the image to reduce the
background structure of the breast so as to highlight small
bright areas that could be calcifications. The border of the
breast was determined, so as to include only breast area in
subsequent analysis. Outside of the breast, the image is
black, corresponding to a large number of X rays incident
on the film. Within the breast, X rays are absorbed or
scattered so that the number of X rays incident on film is
decreased and the image appears brighter. In this simple
example, the breast outline is determined by thresholding
the image so that below a threshold pixel value, all the
pixel values are black and equal to above the threshold
all pixels are white (Fig. 9a). The border between the
black and white pixels is chosen as the border of the
breast. The result is shown in Fig. 9b. This method
produces a suboptimal result. At the top left corner of
the image, there is an area included that does not contain
breast tissue that was considered to be part of the breast.
When the film was digitized, where there was a sharp
transition from bright to dark, the response of the digi-
tizer was slow, so that some of the bright area ‘‘bleeds’’
into the dark area.

In our example, the image is next processed by using a
technique called the difference of Gaussians (DoG). In this
technique, the image, which is typically 18� 24 cm, is
filtered twice by Gaussian filters, one with a small width
(fwhm value, of 0.155 mm) and the other with a wider
width (fwhm of 0.233 mm) (36). The first filter keeps small
bright signals in the image (Fig. 10a) and the second
eliminates the small bright signals (Fig. 10b). The two
images are subtracted producing an image where large
structures are eliminated and small signals are retained
(Fig. 10c). Another useful outcome of this difference method
is that the background of the subtracted image is more
uniform compared to the original mammogram. This is
important for the next step where potential calcifications
are identified using a gray-level threshold method.

Note that for images that are recorded not on film but
are acquired in digital format (i.e., a digital mammogram)
now undergo preprocessing before the radiologist views the
image (37). The goal is to improve the visibility of abnorm-
alities for the human viewer. The techniques used in this
type of preprocessing can be similar to those used in
preprocessing for CAD purposes. The main difference is
that a CAD preprocessed image would be considered over-
processed to the radiologist because they are designed to
highlight only one type of lesion, whereas a radiologist
needs to look for several to many different types of abnorm-
alities in the image.
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Figure 9. (a) A gray-level threshold was applied to the image shown in Fig. 8 in order to determine
the breast boundary. Above the threshold value the image is made white and below the boundary the
image is made black. The interface between the two areas is the skinline or breast boundary. (b) The
determined breast boundary superimposed on the original image.
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Figure 10. An example of a preprocessing method using the difference of Gaussian technique. (a)
The image shown in Fig. 8 is filtered by a Gaussian filter that has a full width at half-maximum
(fwhm) value of 0.155 mm. This filter enhances small objects on the order of 0.5 mm in diameter. (b)
The image shown in Fig. 8 is filtered by a Gaussian filter that has a fwhm value of 0.233 mm. This
filter degrades small objects on the order of 0.5 mm in diameter. (c) The image in Fig. 10b is
subtracted from Fig. 10a producing an image with enhancement of small objects on the order of
0.5 mm in diameter and a reduction in the normal background structure of the breast.
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Figure 11. An illustration of signal identification using gray-level thresholding. Using the
preprocessed image (Fig. 10c), a gray-level threshold is chosen so as to keep only a fraction of the
brightest pixels. Three different threshold levels are shown in a–c. If the threshold value is too low as
in part a, too many false signals (noncalcifications) will be kept. If the threshold is too high, as in part c,
some of the actual calcifications are lost, even though most of the false signals are eliminated.



If the system does not respond linearly to X-ray
exposure, then, the background level will affect the image
contrast of lesions (see Fig. 7). In bright or dark areas of
the image, the contrast is reduced compared to regions that
are optimally exposed. This reduces the effectiveness of
pixel-value-based and contrast-dependent techniques.

A limitation of these types of filtering is that lesions
can often range in size. For example, lung nodules can as
small as 0.5 cm or less and 5 cm or larger. A fixed-sized
filter cannot be optimal for the full range of sizes possible.
To accommodate a large size range, many researchers
have developed multiscaled approaches. Wavelets are one
class of multiscale filters. Multiple numbers of bandpass
filters can be chosen based on which daughter wavelet
decomposition are used in reconstructing the image. The
principle of applying wavelets to medical images is dis-
cussed by Merkle et al. (38). In mammography, a weighted

sum of the different levels in the wavelet domain is per-
formed to enhance calcifications (39). Different approaches
differ in their choice of wavelets and the selection of which
levels to use in the reconstruction. A list of different wavelets
used for processing microcalcifications on mammograms is
given in Table 1.

Identification of Lesions

Once the image has been preprocessed, candidate lesions or
signals need to be identified. The goal in CADe is to
maximize the number of actual lesions identified even if
a large number of false signals are detected. The false
detections are reduced in the feature analysis step.

Signal identification is sometimes accomplished simul-
taneously with lesion segmentation (see next section).
However, there are circumstances in which it is not. The
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most obvious case is when a human indicates the location of
signals. When functioning clinically a CADx scheme needs
to know the location of the lesion that needs to be classified.
This can be done using a CADe scheme. However, the
CADe scheme may not detect a lesion that the radiologist
is scrutinizing because either the CADe scheme may have
failed to detect the lesion or the area that the radiologist is
examining does not contain a real lesion. In either case, the
radiologist would have to mark the location of the lesion in
order for the CADx scheme to analyze it. When this occurs,
the process is no longer automated.

In X-ray imaging, the presence of a disease state is
usually detected because the lesion is either more attenu-
ating or less attenuating than the surrounding tissue. That
is the lesion that will appear as a bright or a dark spot in
the image. This makes gray-level thresholding a poten-
tially useful method for segmentation. In Fig. 11, our
example image has undergone gray-level thresholding
using different thresholds. As the threshold is increased
the total number of detections decrease. If the threshold
is too high, some actual calcifications are lost. The signals
that are detected that do not correspond to actual calci-
fications are caused by primarily image noise (due to the
statistical fluctuations in the number of X rays incident
on the patient per unit area) and normal breast tissue.
Unfortunately, radiographs are a 2D projection of a 3D
object, so that summation of overlapping tissues can pro-
duce areas in the image that mimic actual lesions. While
gray-level thresholding can be effective on a given image,
over a large number of images this simple thresholding
method is not optimal. Calcifications can appear differently
in different images, due in part to differences in the X-ray
exposure used to make the image. Therefore, a single
threshold applied to a cross-section of images will not be
effective.

One method to improve the gray-level thresholding
method is to make it adaptive. For example, one can use
the statistics of a small region (e.g., 5 mm2) centered on the
calcification to select the appropriate threshold (2). A
threshold can be set to the mean pixel value within the
region plus a multiple (typically 3.0–4.0) of the standard
deviation within the region. In this way, differences in
X-ray exposure and differences in image noise can be
accounted for.

Lesion Segmentation

Once the location of a lesion has been determined, the exact
border of the lesion needs to be determined. This is neces-
sary to extract features of the lesion. Again, gray-level
threshold can be employed. One simple method is to find
the highest pixel value near the identified pixel (e.g., in a
0.3� 0.3 mm region) and then to find the mean pixel value
in a local area surrounding the signal (e.g., in a 1� 1 cm
region). A threshold can be taken to be the mean pixel
value, plus 50% of the difference between the maximum
pixel value and the mean pixel value. Finally, all pixels
above the threshold that are connected to the pixel with the
maximum value are considered to be part of the calcifica-
tion. Starting from a seed point, in this case the pixel with
the highest value, a region is grown that contains all
connected pixels that are above threshold. Connected
pixels can be defined as the pixel above, below, to the right,
and to the left of a given pixel, so-called four-point or eight-
point connectivity, the same four pixels plus the four corner
pixels.

This region growing method can be improved by first
correcting the appearance of the calcification in the image
for the degradation caused by the imaging system. The
imaging will blur the image and further, the imaging
system can response nonlinearly to X-ray exposure. Jiang
et al. (49), and Veldkamp and Karssemeijer (50) indepen-
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Figure 14. An example of the output of a simple CADe method
illustrated in Figs. 8–13. This simple method detected the actual
cluster of calcifications, but also two false clusters. More
sophisticated methods can have much better performance over a
wide variety of cases.

Table 1. List of Different Mother Wavelets Used for
Processing Mammograms Containing Microcalcifications

Lead Investigator Reference Wavelet

Brown 40 Undecimated spline
Chen 41 Morlet
Chitre 42 Daubechies’ 6- and

20- coefficient
Kallergi 43 12-coefficient Symmlet
Laine 44 Dyadic
Lo 45 Daubechies 8-tap
Strickland 46 Biorthogonal B-spline
Wang 47 Daubechies’ 4- and

20- coefficient
Yoshida 48 8-tap least

asymmetric Daubechies



dently developed a segmentation technique based on
background-trend correction and signal dependent thresh-
olding. In these two approaches, corrections for the non-
linear response and the blurring of the calcification by the
screen-film system and film digitizer are performed. At low
and high X-ray exposures to the screen, the contrast, which
is proportional to the slope of the characteristic curve, is
reduced (see Fig. 7). That is, the inherent contrast of the
calcifications is reduced when recorded by the screen-film
system. Therefore, the image or radiographic contrast will
depend on the background intensity. If a correction is not
made for this nonlinearity, then it becomes extremely
difficult to segment accurately calcifications in dense and
fatty regions of the image simultaneously with calcifications
in other regions of the breast. Similarly, the smaller the
calcification, the more that its contrast is reduced due to
blurring. This can be corrected based on the modulation
transfer function of the screen-film system (51).

The above segmentation method will work well as long
as there is sufficient separation between the calcifications.
If two or more calcifications are too close, then they may be
segmented as one large calcification. In such situations,
more sophisticated methods are more effective. Besides the
pixel value, thresholding can be applied based on other
features of the image, such as the texture and gradients.
These more advanced techniques are also important in
applications where the border of the lesions is not well-
defined visually in the image.

Feature Extraction

To reduce the number of false detections (i.e., to differenti-
ate true lesions from false detections) or to classify a lesion
(e.g., benign versus malignant) features are extracted and
subsequently used by a classifier. The strategy in CADe is
to segment as many actual lesions as possible. This will
include a large number of false detections.

There are probably thousands of features that can be
used and these are dependent on the imaging task.
Further, the optimum set of features is not known for
any imaging task. Therefore, a large number of different
features are being used by different investigators. The

features are based on those that a radiologist would use
and those that a radiologist would not use. As an example,
a radiologist uses the brightness of the lesion to determine
whether a lesion is present in the image. This can be
determined conceptually by plotting a histogram of pixel
values (see Fig. 12). The brightness is related to the mean
pixel value, M, and is given by

M ¼ 1

N

XN

i¼1

f ðiÞpðiÞ ð1Þ

where f is the frequency of occurrence of pixel value p(i), N
is the total number of pixels in the region being analyzed,
and i is the index in the histogram, f(i). An example of a
feature not used by a radiologist is kurtosis, K, which is
defined as

K ¼

1
N

PN
i¼1

ð f ðiÞ�MÞ4 pðiÞ

1
N

PN
i¼1

ð f ðiÞ�MÞ2 pðiÞ
" #2

ð2Þ

The kurtosis describes the flatness of the histogram. His-
tograms that are very peaked have high kurtosis. Kurtosis
can also be thought of as comparing the histogram to a
Gaussian distribution. A value of 3.0 indicates that the
histogram has a Gaussian distribution.

A large, but incomplete, list of features used by differ-
ent investigators for the detection of calcifications in
mammograms is given in Table 2. The features used for
other applications of CADe and CADx will differ than the
ones in Table 2, but the categories will be the same: pixel
intensity-based, morphology-based, texture-based, and others.
For example, for 3D images, such a CT scan of the thorax,
instead of a circularity feature, the sphericity of a lesion
would be calculated. The drawback of having a large
number of features to choose from is that the selection
of the optimum set of features is difficult to do, unless a
very large number of images are available for feature
selection (69). These images are in addition to the images
needed for training and the images needed for testing the
technique.
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Table 2. List of Different Features Used for Distinguishing Actual Calcifications from False Detections

Pixel-Value Based Morphology Based Derivative Based Other

Contrast (52–57) Area (52,54,56,58,59) Mean edge gradient
(45,54,55,57,60–64)

Number of signals per cluster
(52,59,65)

Average pixel value (53,66) Area/maximum linear
dimension (61)

Standard deviation of
gradient (62)

Density of signals in cluster
(52,58,59)

Maximum value (45,67) Average radius (67) Gradient direction (64) Distance to nearest neighbor (65)
Moments of gray-level

histogram (68)
Maximum dimension

(62)
Second derivative (55) Distance to skin line (65)

Mean background value (45) Aspect ratio (65) Mean distance between signals (59)
Standard deviation in

background (45,57,58)
Linearity (63) First moment of power spectrum (6)

Circularity (54,59,67) Effective thickness (49)
Compactness (61,53,55) Peak contrast/area (67)
Sphericity (contrast is the

third dimension) (67)
Mean distance from center

of mass (42)
Convexity (68)



Most of the features listed in Table 2 use standard
techniques for determining their value. One feature, effec-
tive thickness of the calcification developed by Jiang et al.,
is calculated using a model of image formation (49). That is,
what thickness of calcification will give rise to a given
measured contrast in the digital image? To do this, correc-
tions for the blurring of the digitizer and the screen-film
system are performed, along with corrections for the
characteristic curves of the digitizer and the screen-film
system. The assumption is that, in general, calcifications
are compact, so their diameter and thickness should be
comparable. Film artifact (e.g., dust on the screen), will
have a very high thickness value compared to its size, and
therefore can be eliminated. Similarly, detections that are
thin compared to their area are likely to be false positives
due to image noise.

Highnam and Brady take this one step further. For
every pixel in the image they estimate the corresponding
thickness of nonfatty tissue (essentially fibroglandular
tissue) by making the corrections described in the
preceding paragraph and in addition corrections for X rays
that are scattered within the breast, for the energy and
intensity distribution of the X-ray beam, and for other
sources (70). This in principal produces an effective image
that is independent of how the image was acquired or
digitized.

Most features are extracted from either the original
image or a processed image that has sought to preserve
the shape and contrast of the calcifications in the original
image. Zheng et al. used a series of topographical layers
(n¼ 3) as a basis for their feature extraction. The layers
generated by applying a 1, 1.5, and 2% threshold using
equation 2. This allows for features related to differences
between layers (e.g., shape factor in layer 2 and shape
factor in layer 3) and changes between layers (e.g., growth
factor between layers 1 and 2) to be used.

Classification

Once a set of features has been identified, a classifier is
used to reduce the number of false detections, while
retaining the majority of actual calcifications that were
detected. Several different classifiers are being used:
simple thresholds (2,52–54,60–62,71), artificial neural
networks (40,72–74), nearest-neighbor methods (54,75,76),
fuzzy logic (45,68), linear discriminant analysis (77),
quadratic classifier (40), Bayesian classifier (55), genetic
algorithms (78), and multiobjective genetic algorithms (79).

The objective of the classifier is to find the optimal
threshold that separates the two classes. Shown in Fig.
13 is an example problem where two features of candidate
lesions have been extracted and plotted (2D problem). The
classifier determines the boundary between the two classes
(normal and abnormal). The optimal boundary is one that
maximizes the area under the receiver operating charac-
teristic (ROC) curve (see the section CADx Schemes).
There are different types of classifiers: linear, quadratic,
parametric, and nonparametric. A linear classifier will
produce a boundary that is a straight line in a 2D problem,
as shown in Fig. 13. Quadratic classifiers can produce a
quadratic line. More complex classifiers (e.g., k nearest

neighbor, artificial neural networks, and support vector
machines) can produce very complex boundaries.

Alternatives to Feature Extraction

In lieu of feature extraction, or in addition to feature
extraction, several investigators have used the image data
as input to a neural network (80–83). The difficulty with
this approach is that the networks are usually, quite com-
plex (several thousand connections). Therefore, to properly
train the network and to determine the optimum architec-
ture of the network requires a very large database of
images.

Another limitation of these and similar approaches is
that extremely high performance is needed to avoid having
a high false-positive rate. The vast majority of mammo-
grams are normal and the vast majority of the areas of
mammograms that are abnormal do not contain calcifica-
tions. Mammographically, the average breast is �100 cm2

in area. For a 50mm pixel, there will be 4 million pixels to
be analyzed. If there are 13 calcifications of 500mm in
diameter, then only 0.01% of pixels will belong to a calci-
fication. Therefore, a specificity of 99.9% will give rise to 10
false ROIs per image, which is more than 100 times higher
than a radiologist.

Computation Times

The computation times are not often stated by most inves-
tigators, perhaps under the belief that this is not an
important factor since computers will always get faster.
In general, times range from 20 s (84) up to several tens of
minutes (inferred from description of other published tech-
niques), depending on the platform and pixel size of the
image. For any of the technique to be used clinically, they
must be able to process images at a rate that is useful
clinically. For real-time analysis (e.g., for diagnostic mam-
mography) there is approximately one patient approxi-
mately every 20 min per X-ray machine. This means
there is 5 min available per film, including the time to
digitize the film. However, many clinics have several mam-
mography units, and some clinics have mobile vans that
image up to 200 women off-site. In these situations, com-
putation times of < 1 min per film may be necessary or
multiple CADe systems would need to be employed. This
also assumes that only one detection scheme is run. In
mammography, at least one other algorithm, for the
detection of masses, will be implemented, cutting the
available time for computation in half.

In most centers, screening mammograms are not read to
the next day. This allows for processing overnight and com-
putation time becomes less critical, but still important. To
analyze 20 cases (80 films) in 15 h (overnight) is 11 min per
film for at least two different algorithms. For a higher volume
center (40 cases), this gives < 3 min for each algorithm.

In other applications, the results of the computer ana-
lysis are needed immediately. For example, if a radiologist
marks in the image an area that they would like analyzed
by the computer (e.g., to determine the likelihood of malig-
nancy of a lesion) then the radiologist, who is busy and
under pressure to read the images quickly and accurately,
does not want to wait to see the computer results. If the

296 COMPUTER-ASSISTED DETECTION AND DIAGNOSIS



computer takes more than a few seconds to return a result
to the radiologist, then the radiologist may choose not to
use the computer because it is reducing down their pro-
ductivity. Computation time is not a trivial matter.

EVALUATION OF CAD ALGORITHMS

CADx Schemes

The performance of a CADx scheme can be measured in
terms of sensitivity (the fraction of actual abnormal cases
that are called true) and specificity (the fraction of actual
normal cases called normal). This pair of values is easy to
compute. However, in general, as the sensitivity increases,
the specificity decreases. This can give rise to the problem
of comparing two CADx schemes, one with high sensitivity,
but low specificity, and the other with lower sensitivity, but
higher specificity. This problem is solved by using ROC
analysis (85,86).

The CADx schemes that involve a differentiation
between two categories or classes (e.g., benign and malig-
nant) can be evaluated using ROC analysis. In a two-class
classification, objects are separated into one of two classes.
This is usually done based on feature vector that charac-
terized the object. Conceptually, the problem reduces to
sorting lesions into one of two classes based on the feature
vector as illustrated in Fig. 15. In any problem of interest,
the population of feature vectors for actual negatives (e.g.,
benign or computer-detected false-positives) overlaps with
the population of feature vectors for actual positives (e.g.,
malignant or actual lesions). Depending on the selection of
a threshold based on a given feature vector value, some
actual negatives will be classified as positive and vice versa.
Depending on the selected threshold, different pairs of
true-positive fraction (the fraction of actual positive cases
that are classified as positive) and false-positive fraction

(the fraction of actual negative cases that are classified
as positive) will be obtained. By selecting all possible
thresholds, a set of TPF and FPF pairs will be obtained
and they will form an ROC curve, as shown in Fig. 16.
In practice, the populations shown in Fig. 15 are not
smooth, because only a finite number of cases are used
in evaluating a CAD scheme. Therefore, there is some
uncertainty as to the true shape of the ROC curve. For-
tunately, statistical methods exist to fit a curve to the
TPF-FPF pairs (86). The most common summary metric to
compare different ROC curves is the area under the curve
(AUC). The AUC is the average TPF for all possible FPFs.
Since there is uncertainty to the exact shape of the ROC
curve, there is uncertainty in the true AUC value. Again,
statistical methods have been developed to allow hypoth-
esis testing between curves (86).

The most advanced of the ROC analysis methods can
allow generalization of the results to any population of
cases that are represented by the testing cases and to a
pupulation of readers (87). This is, so-called multiple-
reader-multiple-case (MRMC) model is important when
analyzing observer studies (see the section Observer Studies).

If the CADx scheme is not a two-class problem, then
currently there is no validated method for evaluating
the CADx scheme in general (88). One can, however, reduce
the problem to a series of two-class problems or make some
assumptions to simplify the problem to allow two-class
ROC analysis to be used (89–91).

While the AUC is a useful metric, it assumes that all
TPF are equally desirable. Often, this is not the case. In
diagnostic mammography, where the radiologist must
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Figure 15. Conceptual representation of a two-class
classification problem. The task is to classify lesions correctly
into either actually negative lesions (e.g., benign or computer-
detected false positive) or actually positive lesions (e.g., malignant
or an actual lesion). The two probability distributions represents the
probability of an positive or a negative lesion having a given value of a
feature C (contrast). For a small range of contrasts (1.1–1.4), the two
distributions overlap and misclassification can occur. To reduce the
overlapregions,multiple features, insteadofasingle feature,areused.
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Figure 16. A typical ROC curve. The higher curve indicates
higher performance than the lower curve. The upper curve
represents the performance of radiologists in classifying masses
as benign or malignant and it has an area under the curve of 0.91.
The lower curve represents the performance of radiologists in
classifying calcifications and it has an area under the curve of
0.62.



decide whether a known breast lesion is benign or malig-
nant, the ‘‘penalty’’ for missing a cancer (classifying a
malignant lesion as benign) is considered greater than
classifying a benign lesion as malignant. In such circum-
stances, it may be more appropriate to consider only the
region of the ROC curve in the high sensitivity (TPF) region
(92,93). Partial AUC can be estimated, for example, con-
sidering the area under the curve for TPF > 0.80. This
would imply that operating at a TPF < 0.80 is clinically
unacceptable.

Finally, radiologists, when reading clinically, operate at
one point on an ROC curve. In fact, two radiologists could
have a difference of opinion on a number of cases, but
operate on the same ROC curve. If one radiologist is more
aggressive than the other, than the aggressive radiologist
will have a higher TPF and a higher FPF than a more
conservative radiologist and thus would be operating at a
point higher up on the curve. Given that AUC is used as a
figure of merit, then two radiologists having the same ROC
curve have the same performance, although one may detect
more disease than the other, because the other radiologist
will have a lower false-positive rate (i.e., higher specificity).

CADe Schemes

The CADe schemes are not amenable to ROC analysis
because CADe schemes address detection of lesions not the
classification of a known lesion as with CADx schemes. That
is, lesion classification is often a binary problem (e.g., benign
or malignant), and therefore ROC analysis can be used. The
CADe schemes involve the identification of the location of a
lesion in the image and thus it is not a binary problem. The
CADe schemes in general involve a tradeoff between TPF
and false-positive rate (the number of false detections per
image). Under such situations, free-response operating
characteristic (FROC) curves are plotted (94). An example
curve is shown in Fig. 17. For the task of detecting a lesion, it
is important to identify the location of the lesion correctly.
This raises the issue of how to score a CADe detection as
correct or a miss (see the section Scoring Criteria).

In an ROC plot, the two axes range between 0 and 1.0,
since they represent the true and false positive fractions

(i.e., they are the ratio of two numbers). In an FROC plot,
the y axis ranges from 0 and 1.0, but the x axis can range
between 0 and 10 or higher, since there can be multiple
detections on one image. That is, the upper limit for the
average number of false positives per image is not fixed.
Because of this difference between FROC and ROC curves,
the statistical methods to analysis ROC data cannot be
applied to FROC data. Recently, Chakraborty developed a
statistical method for comparing two FROC curves (95),
although the method still has some limitations.

In general, CADe schemes are not as accurate as radi-
ologists, because the computer’s false-positive rate is much
higher than that of radiologists. Radiologists recall � 10%
patients who receive a screening mammogram. Since only
� 0.5% of the screened population will have breast cancer,
the radiologist has a false-positive rate of � 0.0125–0.025
per image (the higher number is assuming that the lesion
was seen in both views). The CADe schemes have � 10
times higher false-positive rates.

Technical Issues in Evaluation

The measured performance of a CAD scheme is impor-
tant to compare different CAD schemes. The measured
performance of a CAD scheme depends on several factors:
(1) the inherent performance of the scheme; (2) the cases
used to evaluate the scheme; (3) the scoring criteria used;
(4) the quality of the truth data; (5) the method used to
develop, train, and evaluate the scheme.

Ideally, one would like factors 2–5 above to be identical
in all measurements of performance, but this does not exist
at present, since there are no universal standards for these
factors. Factors 2–5 are described below.

Database. The measured performance of a CAD scheme
depends of the difficulty of cases used to evaluate perfor-
mance. For a detection scheme, if the cases contain a high
fraction of obvious abnormalities, then the measured per-
formance will be high (96). In fact, differences in the cases
used for evaluation can easily mask difference in true
performance between two different CADe schemes.

The same problem exists for CADx schemes. Here an
obvious case would be one that belongs clearly to one of the
two classes. Often researchers will use a consecutive series
of cases that went to biopsy as an evaluation dataset. These
in general, represent difficult cases, especially for the
actually benign cases, since at least one radiologist thought
the cases was suspicious. However, since different radiol-
ogists have different skill levels, a set of consecutive biop-
sied cases from one institution may be different in difficulty
from a set of consecutive biopsied cases from another
institution. Currently, there is no method available to
compare the difficulty of cases.

Public databases are becoming available (97). There
are two websites where images can be downloaded: one for
mammograms (http://marathon.csee.usf.edu/Mammogra-
phy/Database.html) and the other for CT scans of the
lungs (http://imaging.cancer.gov/reportsandpublications/
reportsandpresentations/firstdataset). These in principal
allow a common set of cases to be used in evaluating
CAD schemes. This development is important in allowing
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Figure 17. Typical FROC curves. The upper curve represents
better performance.



comparison of different CAD schemes, but is insufficient
in of itself.

Truth. Truth is elusive in CAD research, but vitally
important. To optimize and to train a CAD scheme prop-
erly, accurate truth information is needed. Truth is needed
at several levels. First, the pathology of actual lesions
needs to be known (i.e., benign, malignant, or normal
tissue). If a biopsy is performed, then it is possible to
determine whether a lesion is malignant. However, there
is some variability between pathologists, particularly on
‘‘borderline’’ lesions (those on the line between being malig-
nant and premalignant). Further, studies have shown that
pathologists, while being highly accurate, make mistakes
� 5% of the times. Researchers usually accept this level of
accuracy since it is too time consuming and costly to have
the pathology of all biopsies redone.

There are lesions that are potentially malignant, but do
not go to biopsy. In these patients, the lesion is followed and
either a biopsy is performed in the future when the lesion
becomes more suspicious, or the lesion is judged to stable
after following the patient with more imaging in subse-
quent years. However, in a number of instances, the
patient moves or changes hospitals and their follow-up is
then incomplete. These patients are usually eliminated
from CAD research use.

The next level of truth is where is the exact boundary of
a lesion. It is not possible to know the answer to this
question. Even though the boundary can be well defined
by a pathologist, it is not possible to correlate the pathology
boundary from the excised tissue to the boundary of the
lesion in the image. To optimize (e.g., the segmentation of a
lesion), the boundary of the lesion needs to be known exactly,
that is, whether a given pixel in the image is part of the lesion
or not. The current method to determine ‘‘truth’’ for the
boundary of a lesion is to have a radiologist draw the outline
of the lesion while viewing the image on a computer screen.
Since this is subjective, the variability can be reduced by
getting a number of radiologists to outline the lesion.

The last level of truth is whether a lesion is present or
not. There are two notable examples of this problem:
microcalcifications in a mammogram and lung nodules

in a CT scan. It is possible to know with certainty that a
cluster of microcalcifications is present in a mammogram:
The tissue containing the cluster that can be seen
mammographically is excised and a pathologist can verify
that calcifications are present in the tissue. It is not pos-
sible, however, to determine the location of every indivi-
dual calcification in the cluster, even if the pathologist were
able to count the number of calcifications in the cluster.
When cancer metastasizes to the lungs, it is not possible to
determine the exact number of nodules present, because
some of the nodules are very subtle and difficult to detect in
the images. With metastatic lung cancer, it is not necessary
clinically to biopsy every nodule present.

To deal with this uncertainty, a number of radiologists,
often called a panel of experts, can mark the location of
individual microcalcifications or lung nodules. However,
there are a number of problems with using a panel of
experts. First, there is wide variability between radiolo-
gists, so that a large number of radiologists is needed to
form the panel. The minimum number, if not known, is
likely > 3. Panels can also be biased. Members of the panel
can discuss their markings to reduce variability. However,
one member of the panel could unduly influence other
members of the panel, for example, if one member is a
world-renowned expert (98).

Scoring Criteria. For CADx schemes, scoring the com-
puter output is straightforward when ROC analysis is
used. The truth for each case is known (either benign or
malignant). Then it is a matter of selecting a threshold
(applied to the CADx output) for which a lesion is consid-
ered malignant. For a given threshold, if the output of the
CADx scheme is greater than the threshold value, then the
lesion was classified as malignant.

For CADe output, scoring is much more problematic.
There are many different criteria used for judging whether
the computer found the lesion or whether the detection is a
false positive (a computer detection not corresponding to an
actual lesion). Most scoring criteria rely on some combina-
tion of the location of the center of the computer-detected
signal and the actual lesion and the border of the computer-
detected signal and the actual lesion. Figure 18 illustrates
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Figure 18. An illustration of some different criteria used to score computer detections of actual
lesions. The actual lesion is shaded light blue and the computer detection is given by the circle with
the dashed line. In the right most figure, the computer is scored as a false detection, since the center
of the computer-detected lesion is not within the boundary of the actual lesion. In the center part of
the figure, the computer detection is scored as a true positive, since the center of the actual lesion is
within the boundary of the computer detection. In this method, there is no penalty when the
computer detects a very large lesion, even though the actual lesion may be small. Both of these
methods are sensitive to the size of the actual lesion and the computer detected lesion. The method
on the right corrects for these effects. In this method the area of the overlap of the computer-detected
lesion and the actual lesion (light blue area) is divided by the area of the union of the two lesions (the
gray and light blue areas). If this value is greater than a threshold (e.g., 40%), then the computer
detection is scored as a true positive.



several different scoring methods. There is no consensus on
whichis thebestmethod. Inadditiontotheobjectivemethods
illustrate in the figure, many clinical studies rely on the
subjective opinion of a radiologist to determine whether
the computer correctly detected the lesion. Given the varia-
bility among radiologists, this methodhassevere limitations.

Methodology. As the field of CAD matures, evaluation
methodology is becoming more refined, reducing possible
biases that were common in earlier work. It is now known
that different sets of images are needed to develop a
technique, to train the technique, and to test the technique
(69,99,100). However, unlike some other type of image
analysis problems, medical images that have verified truth
are not easily obtainable. Therefore, while it is desirable to
have three independent datasets to develop, train and test,
it is usually not possible.

When images are scarce, training and testing can be
accomplished through cross-validation or bootstrapping
(101–105). These methods divide a single dataset into
two subsets: one for training and the other for testing. If
the cases are divided such that all images from a given
patient are all in one or the other subset, then bias due to
commonality of images between testing and training can be
eliminated. When dividing the dataset into subsets there
are two contrasting goals: maximize the number of training
images to properly train the algorithm versus maximizing
the number of test images to minimize the variance in the
measured performance.

There are three common cross-validation methods used
in CAD research:

1. K-fold. The dataset is divided into K subsets of equal
size. One of the K subsets is reserved for testing while
the other K – 1 subsets are used for training. The
process is repeated until each of the K subsets is used
for testing. The mean performance and the variance
can then be computed.

2. Leave-one-out. This is the extreme of the K-fold,
where K equals the number of cases.

3. Jackknife.This isageneralizationof the leave-one-out,
where the number left out can be one to half the
number of cases.

Many researchers believe that the 0.632þ bootstrap
is the optimum method for evaluating CAD schemes
(105). In this method, training samples are selected at
random from the N cases in the dataset. After each sample
is selected, a new sample is selected again from the full
dataset; this is called random selection with replacement.
After a total of N samples are selected, a fraction of the
dataset will nothavebeen selected. These are used to testing.
Statistically speaking, 63.2% of the cases will be selected for
training while 36.8% will have not been selected for training
and form the testing set. This is repeated many times and
the mean performance and variation can be computed.
This technique is believed to minimize both the selection
bias and the variance in the measured performance
compared to other techniques.

While all these methods are effective in reducing some of
the biases associated with measuring the performance of a

CAD scheme, they have one limitation. In all these meth-
ods, the CAD scheme is trained and tested multiple times
using a different mixture of cases. This permits the mean
performance (and the standard deviation in performance)
to be calculated. However, this mean performance does not
correspond to any specific CAD scheme, since it is an
average of many trained schemes. Researchers must arbi-
trarily choose one trained scheme, often taking the best
performing scheme, but that scheme may not have the best
performance on different set on cases.

Evaluation of CAD Schemes as an Aid

The ultimate test of CAD efficacy will be whether patient
outcomes are improved when CAD is used and whether it is
cost-effective in doing so. Since CAD is still a new technol-
ogy, it has not been widely use for a sufficient amount of
time to address this question properly. Clinical studies are
a prerequisite to patient outcome studies. Recently, a few
clinical studies have been reported examining the effect of
CADe on screening mammography with mixed results.
However, intermediate measures of diagnostic efficacy
can be measured. Studies have been conducted to show
that CADe can find cancers that are missed clinically and
observer studies, which simulate clinical reading condi-
tions, have been performed. These are described below.

Missed Lesions. In theory, the actual performance of
CAD on a set of cases is not important. Since CAD is to act
as an aid to the radiologist, in principle, CAD only needs to
be correct on cases the radiologist makes an error. For
example, in CADe for mammography, the CADe scheme
need only detect those cancers that the radiologist misses.
Since radiologists miss between 5–35% of cancers, the
sensitivity of the CADe scheme could be as low as 35%
and still be an effective aid. Similarly, in theory, the CADe
scheme could have 95% sensitivity and be of no use to the
radiologist in detecting missed cancers. Therefore, it is
necessary to measure the ability of a CADe scheme to
detected clinically missed disease. In reality, if the CADe
scheme does not have high sensitivity, the radiologist will
lose confidence in the ability of the CADe to find cancer,
thus reducing the CADe scheme’s effectiveness as an aid.

There have been several studies in mammography and
one in thoracic CT of the effectiveness of CADe to detected
missed cancers. These studies show that between 50 and
80% of mammographically missed cancers can be detected
by a CADe scheme (106–109) and 84% of missed lung
nodules can be detected by a CADe scheme on lung CT
scans (110).

These studies by themselves do not prove that CADe
will be an effective clinical tool. It is still necessary to show
that a radiologist will recognize an area detected by CADe
as a diseased area. It is possible that the cancers detected
by CADe will not be above the radiologist’s threshold for
what is a cancer. To test this, observer studies are con-
ducted.

Observer Studies. Observer studies are conducted to
measure the ability of a CAD scheme to improve radiolo-
gists’ performance. They are designed to simulate clinical
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reading conditions and thus are considered an indication of
how CAD may affect radiologists in their clinical work. In a
typical CAD observer study, between 6 and 15 radiologists
read a set of cases under two different reading conditions:
without the computer aid and with the computer aid. The
number of cases ranges from 60 to up to 1000. There are
two different types of CAD observer studies: independent
reading and sequential reading. In independent reading,
each case is read twice, once under each of the two reading
conditions, with each reading separate by time period,
typically a few weeks, to reduce the chance that the radi-
ologist will remember the case. With a large number of
cases, multiple reading sessions are required and readers
are required to read under both conditions in each session.
Half the cases are read first with aid and then without
and in the other half the order is reversed. In sequential
reading, the without aid condition is always first and after
the radiologist has given their opinion without, the com-
puter result is shown and the case is reassessed by the
radiologist. In this way, the radiologist views each image
once. The sequential reading method more closely resem-
bles how CAD is used clinically. In addition, the power of
the sequential method is higher because the two reading
(with and without aid) are correlated.

The first CAD observer study was conducted by Chan
et al. in 1990 (6). They showed the potential clinical
benefits of CAD for the first time. Using 15 radiologists
and 60 mammograms, half with a cluster of calcifications
and half without, they showed that a CADe scheme design
to detected clustered microcalcifications improved the
radiologists performance at a statistically significant level:
the AUC increase from 0.94 without aid to 0.97 with aid
( p< 0.001). Their CADe scheme had a sensitivity of 85%
with four false-positive detections per image.

The first observer study involving CADx was conducted
by Getty et al. (111). In their study, 6 radiologists read 150
cases containing a benign lesion and containing a malig-
nant lesion. They found that when using CADx radiologist,
performance in classifying breast lesions increased signif-
icantly. The radiologists’ sensitivity increased from 0.51 to
0.69 at a false-positive fraction of 0.1. Further, they showed
that general radiologists (those who did not read mammo-
grams full-time) when using the computer aid had compar-
able performance to expert radiologists (those who read
mammograms full-time). In their technique, the radiolo-
gists subjectively extracted information from the image
and this information was used as input to the CADx
scheme.

A similar technique was developed by Wu et al. (112).
They should that the CADx scheme could outperform the
radiologists in classifying breast lesions. That is, using the
information extracted by the radiologists, the CADx
scheme was more accurate than the radiologists were. This
suggests that radiologists can extract useful information
from the mammogram, but they cannot synthesize the
information to produce the correct classification. This
was the first study to show that a CAD scheme could
outperform a radiologist.

The first observer study involving CAD where the
computer extracted the features was performed by Jiang
et al. (113). In their study, 10 radiologists read 104 cases

containing clustered calcifications (54 malignant and
60 benign). They found that the radiologist increased
their AUC from 0.61 to 0.75 when they used the computer
aid ( p< 0.0001). In practical terms, they found that on
average each radiologist recommended biopsies on 6.0 more
malignant clusters ( p¼ 0.0006) and 6.4 fewer benign
clusters ( p¼ 0.003). They also found that their CADx
scheme outperformed the unaided radiologists (AUC of
0.80 vs. 0.61, p< 0.0001).

Using this observer study, Jiang et al. showed that the
variability between radiologists was reduced when they
used the CADx scheme (114). They further showed, the-
oretically, that the radiologists using CADx outper-
formed independent double reading with two
radiologists. In independent double reading, two radiol-
ogists read each case independently and if either con-
siders the case abnormal, then it is called abnormal.
Another form of double reading is either having the
two radiologist discuss the case if they initially disagree
and reach a mutual decision or have a third radiologist
break the tie. Jiang et al. also simulated double reading
with a tiebreaker where they assumed that when two
radiologists disagreed, the third radiologist always made
the correct decision. This represents a theoretical upper
limit on the performance of double reading. When com-
pared to this type of double reading, a single radiologist
using CADx had nearly comparable performance. This
provides evidence that CADx could be used effectively to
implement double reading.

There have been several other observer studies, using
ROC analysis, for mammography, breast ultrasound and
chest radiography that show the potential for CAD to
improve radiologists’ performance (115–127).

Clinical Studies. While observer studies provide evi-
dence for the benefits of CAD, actual clinical studies need
to be performed to prove that CAD is useful clinically.

The first reported study was conducted by Freer and
Ulissey. Using a CADe system for screening mammogra-
phy, they read 12,860 cases first without aid and then
immediately after with aid (sequential reading). They
found an additional eight cancers after viewing the com-
puter detections: a 19% increase. This increase was not
statistically significant, however, in part because of the
smaller number of patients with cancer in the screened
population. The use of CADe also increased the callback
rate (the number of women consider abnormal) from 6.5 to
7.7% (statistically significant). Since the prevalence of
cancer is low, most of the recalls are false positives.
Gur et al. conducted the largest clinical study to date
(128). They reported on 115,571 screening exams, 56,432
read before the implementation of CADe and 59,139 read
after the implementation of CADe. In their study, they
compared two time periods before and after CADe was
implemented. They found that the number of cancers
detected per 1000 women screen when using CADe
increased only slightly from 3.49 to 3.55 (not statistically
significant) and the callback rate also increased only
slightly from 11.39 to 11.40% (not statistically significant).
In their study, 17 radiologists were reading clinically.
When the data were analyzed by the number of cases read,
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those reading fewer cases, and by definition less experi-
enced readers, had a increase in cancer detection from 3.05
to 3.65 (not statistically significant) while their callback
rate changed from 10.5 to 12.0% (statistically significant,
p< 0.001) (129).

Clinical evaluation of CAD is difficult, particularly
when examining screening mammography. Since the pre-
valence of cancer in screening mammography is only
4/1000 women, large numbers of women need to be screened
to collect enough cancer cases to have a statistically mean-
ingful study. For example, if 25,000 women were screened,
� 100 cancers would be present, of which � 20 maybe
missed mammographically. If CADe can detect 50% of
the missed cancers and the radiologist when using CADe
recognize 100% of those as a miss, then 10 additional
cancers would be detected. Measuring this small number
of additional cancers is difficult statistically because there
are several sources of variability. The number of cancers
in screened population, the number of missed cancers, and
the number of misses detected by the radiologist when
using CADe can all fluctuate statistically speaking. To
increase the statistical power of the study, a large number
of cancers need to be detected. This can be accomplished by
including more women in the study. As the number of
women screened increases, it is likely that the results from
more than one radiologist need to be included in the study.
However, since there is a large variation between radiol-
ogists, having more than one observer will introduce
another source of statistical uncertainty into the results.
These issues need to be carefully addressed when planning
a clinical study.

The ultimate endpoint for measuring the benefits of
CAD are in a reduction in mortality and morbidity.
Randomized controlled clinical trials are ideal for measuring
this type of endpoint. For a CADe study, half the women
would have their mammograms read without CADe and
half would them read with CADe. The women would then
be followed for a number of years and the number of deaths
from breast cancer in the two groups can be measured and
compared. Unfortunately, to have enough statistical power
to measure a statistically significant decrease in mortality
when using CADe is a very large number of women would
need to participate in the trial (on the order of 50,000 or
more) and these women would need to be followed for at
least 5–10 years. Such a study is cost prohibited. Therefore,
studies that do not require long-term follow up are the
more likely ones to be preformed to measure the benefits of
CAD.

ADVANCED APPLICATIONS

Radiologists rarely consider only a single image in making
an interpretation. Most radiologic procedures involve mul-
tiple views of the body part of interest. Often there are
images from more than one type of modality. Correlation of
CT, chest X ray, and a nuclear medicine scan; and of
multiple mammograms, ultrasound and breast MRI are
just two examples of multimodality imaging. Further,
images are often correlated with any clinical findings or
patient history to improve the accuracy of the diagnosis. To

be a more integrated tool, CAD schemes must be designed
to help radiologist with multiimage, multimodality imaging.

Multiimage CAD

The classic example of multi-image CAD is in mammogra-
phy, where there are two views taken of each breast.
Radiologists compare images from the left and right
breasts, since the breasts have a natural symmetry and
normally they look similar. In addition, any finding in one
image is correlated to possible findings in the corresponding
second view. This helps the radiologist to determine if a
finding is a superposition of normal tissue (a possibility if it
is seen in only one view) or a real finding (if seen in both
views).

Paquerault et al. developed a method to compare
CADe detections between the craniocaudal and the med-
iolateral oblique views (130). They use a combination of
geometric location and morphological and textural features
to correlate computer detections between the two views. A
major problem with this approach is that actual masses are
not always detected in both views because they are not
visible in both views or the computer misses the lesion in
one of the two views.

For CADx combining results is somewhat simpler, since
the output of a CADx scheme is a number that is related
to the likelihood that the lesion is malignant. One could
show the likelihood value for each image or combine them in
some manner. There are different strategies for combining
the two values, for example, averaging or choosing the
maximum or minimum. The optimum strategy has been
studied by Liu et al. (131). They found that the maximum
performance in combining two estimates depends on the
accuracy of the ROC curves that underlie the two estimates.

In CADe for chest imaging, Li et al. compare the right
side to the left side of the chest radiograph, since, with
some exceptions, there is symmetry between the two sides
of the thorax (132). The comparison is done by subtracting
the left and right sides of the chest radiograph, after
correcting for the patient not being perfectly upright.
The image is also warped to improve the match between
structure in the left and right sides. This technique can be
used to find any type of disease that appears as an asym-
metry (e.g., lung cancer, pneumothorax, pneumonia, and
emphysema).

Multimodality CAD

Currently, multimodality CAD only exists for breast ima-
ging and only for classifying breast lesions, CADx. If a
woman has an abnormal screening mammogram or some
physical symptoms that indicate that she may have breast
cancer, she receives a diagnostic work-up, which may
include additional specialized mammograms, ultrasound,
and a breast MRI. The radiologist interprets these images
along with any clinical findings and patient data (e.g.,
family history) to decide whether or not to recommend
the patient have a breast biopsy. The CADx, to be fully
integrated into this process and provide the maximum
amount of assistance, needs to be multimodality analyzing
the lesion as it appears mammographically, sonographically,
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and from the magnetic resonance (MR) images that usually
includes both spatial and temporal information.

CAD Server

The current paradigm for clinical implementation of CAD
is for each site to have a CAD system or multiple systems.
Since most radiographs are acquired in digital form, the
possibility exists for CAD to be implemented over the
internet. A central CAD server could serve a number of
sites. This scenario offers a number of possibilities over the
current paradigm:

1. The CAD schemes from multiple vendors or multiple
versions from the same vendor could be made avail-
able and the user could specify which algorithm they
wanted for a specific image. For example, a radiolo-
gist may prefer to have the mass detection scheme
from vendor A and the microcalcifications scheme
from vendor B run on the mammograms.

2. The CAD server could offer archiving services. This
would be appealing to small clinical sites that do not
want to or cannot afford to purchase and maintain
their own imagearchive (known asa Picture Archiving
and Communication System, PACS).

3. More powerful computer systems could be employed.
This offers the possibility of using more power image
processing and artificial intelligence techniques
that would be time prohibited on a common desktop
computer.

4. Patient confidentiality issues not withstanding, a
centralized CAD server would analyze hundreds or
even thousands of images daily. With some effort, it
would be possible to use these images to provide
additional training images for the CAD algorithms.

A project called the National Digital Mammography
Archive (NDMA) developed such a concept and demon-
strated an initial test bed (133). The NDMA was a scalable
large-scale image storage and retrieval system providing
clinical service for digital mammograms. It provided a
number of other services, such as CAD functionality, image
retrieval for research purposes (automatically de-identifying
patient data), multilevel security, and a radiology teaching
component for tele-education in mammography. This
was done in real-time, using virtual private networks
over the high bandwidth Next Generation Internet (Internet
2). Similar projects are underway in Europe: the eDiamond
project (134) and the GPCALMA project (Grid Platform for
Computer Assisted Library for MAmmography) (135).

FUTURE STUDIES

Computer-aided diagnosis is still an emerging field, far
from being mature. However, much progress has been
made in the past 20 years to point where commercial
systems are now available for detecting breast cancer from
mammograms and detecting lung nodules from CT scans of
the thorax or a chest radiograph. The CADe systems for
detecting colon polyps from colonography (CT of the colon,

as called virtual colonoscopy) are being developed. Not too
surprisingly, all three applications are being used to screen
for cancer. In mass screening, very few people screened have
the diseased that is being screened for (< 1%). Further, in
mammographytheradiologistviews fourviews in total,while
in CT of the chest and colon up to 400 slices of the body are
obtained and viewed for each person. With this amount of
information and with subtlety that a cancer can appear with,
it is difficult for the radiologist to be ever vigilant. The CADe
could play an important role in these situations.

While CADe schemes are available clinically, no clinical
CADx system is available. In mammography, there is good
evidence that CADx can be a useful aid to the radiologist,
especially for differentiating between benign and malig-
nant calcifications. As CT screening for lung cancer
becomes more prevalent, there will be an increase in the
number of lung biopsies that will need to be performed.
Unlike a breast biopsy, however, a lung biopsy carries a
bigger risk for complications. Therefore, a CADx scheme
for distinguishing benign and malignant lung nodules would
be very valuable. Two studies have shown that a CADx
system can improve the performance of radiologists in
deciding whether a lung nodule is malignant (136,137). It
is anticipated that clinical CADx systems will be available in
the future and these will need to undergo clinical evaluation.
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INTRODUCTION

Activities of daily living as well as within the industrial and
scientific world have come to be domynated by machines
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that are designed to reduce the expenditure of human
effort and increase the efficiency with which tasks are
completed. The technology underlying these devices is
heavily dependent on computers that are designed for
maximum flexibility, modularity, and ‘‘intelligence’’. A
familiar example of flexibility comes to us from the auto-
mobile industry where a car manufacturer may use a single
engine design for a large variety of models. These auto-
mobiles may also contain microcomputers that can sense
and ‘‘interpret’’ road surfaces and adjust the car’s suspen-
sion system to maximize riding comfort. This type of design
is characterized by the development of ‘‘functional’’ com-
ponents that can be reused. The content of these elements,
or ‘‘objects’’ as they are called, can be changed as technology
improves, as long as access (or use) is not compromised by
such changes. The characteristics of flexibility, modularity,
and intelligence also exemplify instrumentation in the
biomedical laboratory where, in recent years, laboratory
sciences have become a matter of data and information
processing. A user’s understanding of the tools of data
handling is as much a part of the scientist’s skill set as
performing a titration, conducting a clinical study, or
simulating a biomedical model. Specific tasks in the
biomedical (or other) laboratories have become highly
automated through the use of intelligent instruments,
robotics, and data processing systems. With the existence
of >100 million internet-compatible computers through-
out the world together with advanced software tools, the
ability to conduct experiments ‘‘at-a-distance’’ opens such
possibilities as remote control of such experiments and
instruments, sharing of instruments among users, more
efficient development of experiments, and report or pub-
lication of experimental data.

A new vocabulary has emerged to underscore the
new computer-based biomedical laboratory environment.
Terms such as bioinformatics (the scientific field that
deals with the acquisition, storage, sharing and optimal
use of information, data and knowledge) has come to
characterize the biomedical laboratory culture. To under-
stand contemporary biomedical laboratories and the role
that the computer plays, it is necessary to consider a
number of issues: the nature of data; how data is acquired;
computer architectures; software formats; automation;
and artificial intelligence.

Computers are instruments that process information,
and within the biomedical laboratory they aid the analyst
in recording, classifying, interpreting, and summarizing
information. These outcomes encompass a number of spe-
cific instrument tasks:

� Data handling: acquisition, compression, reduction,
interpretation, and record keeping.

� Control of laboratory instruments and utilities.

� Procedure and experiment development.

� Operator interface: control of the course of the experi-
ment.

� Report production.

The biomedical laboratory environment is summarized in
Fig. 1. Information produced by the experimental source

may simply be recorded and the data analyzed at a later
time. Alternatively, the data may be processed while the
experiment proceeds and the results, possibly in reduced
form, used to modify the experimental environment.

HISTORICAL ORIGINS

Scientific methodologies involving Biomedical laboratory
research trace their origins to the experiments of Luigi
Galvani in the 1789s with the study of ‘‘animal electricity’’
(1). This productive line of scientific investigation signals
the start of the study of electrophysiology that continues
to the present time. The ‘‘golden age’’ of electrophysio-
logy began in the twentieth century (in particular
starting� 1920) and was led by such (Nobel recognized)
scientists as Gasser, Adrian, Hodgkin, Huxley, Eccles,
Erlanger, and Hartline, to name but a few (2). These scien-
tists introduced the emerging vacuum tube technologies
(e.g., triodes) to observe, record, and subsequently analyze
the responses of individual nerve fibers in animal neural
systems. The ingenious arrangements that the scientists
used were based on an ‘‘analog computer’’ model. A sketch of
such arrangements (3) for measuring action potentials is
shown in Fig. 2. Of particular value was the cathode ray
tube that could display the ‘‘rapid’’ electrochemical changes
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from nervous tissue; this was a vast improvement over the
string galvanometer that was previously used. A ‘‘highly
automated’’ equivalent of this model with a digital computer
architecture has been developed by Olansen et al. (4).
Numerous electronic advances were made during the
1920s and 1930; Jan Toennies was one of the first bioengi-
neers to design and build vacuum tube-based cathode fol-
lowers and differential amplifiers. These advances found
their way into the military technology of radar and other
electronic devices of World War II. During the conflict, the
electrophysiologists were pressed into service to develop
the operational amplifier circuits that formed the basis of
‘‘computation’’ in the conduct of the war (e.g., fire- control
systems). While numerous advances in speed, and instru-
mental characteristics (e.g., increased input impedance,
noise reduction) characterize wartime developments, equip-
ment available in 1950 to continue electrophysiological work
precluded rapid analysis of results; it took many weeks to
calculate experimental results, a task that was limited to
‘‘pencil and paper’’ computations aided by electromechanical
calculators. All this changed with the introduction of digital
technology and the digital computer. H.K. Hartline was one
of the first of the Nobel Laureates to automate the elec-
trophysiological laboratory with the use of the digital com-
puter. A highly schematic representation of Hartline’s
experimental configuration is shown in Fig. 3 (5–7).

The architecture suggested in Fig. 3 became a funda-
mental model for information processing in the biomedical
laboratory. However, within the digital computer, a num-
ber of (architectural) modifications have been introduced
since the 1950s in order to improve informational through-
put: the ability to complete data processing from acquisi-
tion to analysis to recording (as measured in ‘‘jobs/s’’).

DATA IN THE LABORATORY

An appreciation of the data underlying experiments in the
biomedical laboratory is essential to successful implemen-
tation of a computer-based instrument system. The proces-
sing of experimental data is heavily dependent on the
amount of information generated by the experimental
preparation and the rate at which such data are to be
processed by the computer. Both the quantity of data
(e.g., the number of samples to be recorded) and the rate
at which the data are to be processed can be estimated.

These factors have important influence on the character-
istics of the computer that is to be used in the design. A unit
of information is the bit (as defined below), and the rate at
which information is to be processed is determined by the
capacity of the experimental environment (including any
communications between the preparation and the rest of
the system). The units of system capacity are bits/s. The
following formulas are used to calculate these parameters:

InformationðbitsÞ ¼ H ¼ �
P

i pilog2ðpiÞ
Capacityðbits=sÞ ¼ C ¼ H=T

In these formulas, pi is the probability of experimental
outcome i (the experiment may have a finite number of N
outcomes) and log2 is the logarithm to the base 2. The ‘‘T’’
parameter is the time required to transmit the data from
the preparation to the instrumental destination. (It must
include any required processing time as well.) If all out-
comes are equally likely (i.e., probable) then it can be
readily shown that 2H¼N, where N is the total number
of possible outcomes (and H is the information content in
bits). The informational bit (H) is not to be confused with
the term bit associated with binary digits. [Correlation of
information (H) and the number of required binary proces-
sing digits may be correlated after appropriate coding.]

As an example of an appropriate calculation, consider
one scientific temperature-measuring system that can
report temperatures from �50 to 150 8C in increments of
0.01 8C. The system can thus produce 20,000 distinct
results. If each of these outcomes is equally likely or
probable, then the amount of information that must be
processed amounts to 14.29 bits. Further, if the data
processing system requires 0.1 s to generate a reading,
then the capacity of the system is 142.9 bits/s. (As one
cannot realistically subdivide a binary digit, 15 binary bits
would be needed within the processing system.)

The formulas noted above do not describe the format of
the data. For example, how many decimal places should be
included. Generally, experiments are designed either to
confirm or refute a theory, or to obtain the characteristics of
a biological element (for purposes of this discussion).
Within the laboratory there may be many variables that
affect the data. In experimental environments, the results
may often depend on two variables: one is the independent
variable and the second, which is functionally related to the
independent variable, is specified as the dependent vari-
able. Other variables may act as parameters that are held
constant for any given experimental epoch. Examples of
independent variables include time, voltage, magnetizing
current, light intensity, temperature, frequency (of the
stimulating energy source), and chemical concentration.
Dependent variables may also come from this list in addi-
tion to others.

Two possibilities exist for the experimental variables:
Their domains (values) may either be continuous or dis-
crete (i.e., having a fixed number of decimal places) in
nature. As a consequence, there are four possible combina-
tions for the independent and dependent variables within
the functional relationship; these are shown in Fig. 4,
where the format ‘‘independent/dependent’’ applies to
the axes. In Fig. 4, the solid lines represent actual values
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generated by the experimental preparation. The bold ver-
tical lines emphasize the fact that measurements are taken
only at discrete sampling times. ‘‘Staircase-like’’ responses
indicate that only discrete values are possible for the
dependent variable. Although any of the formats are the-
oretically possible, contaminants (noise for the dependent
variable and bandwidth for the independent variable)
usually limit the continuum of values. Thus, all instances
of information in the biomedical laboratory are ultimately
discrete–discrete (Fig. 4d) in nature. (In Figs. 4b–d, the
dotted line reflects the original signal.)

The ability of a computer-based instrument system to
discriminate between datum points is measured by its
resolution and reflects the number of distinct values that
a variable can assume. In the temperature-measuring
example, there were 20,000 distinctly possible readings
and consequently the resolution was 0.01 8C. When resolu-
tion is combined with the range of values that the variable
can assume, the number of distinct experimental outcomes
can be computed:

Number of unique experimental outcomes

¼ range=resolution

Summarizing the temperature-measuring system example
in light of this relationship we conclude: resolution¼
0.01 (8C); range¼ 200 (8C); number of outcomes¼ 20,000.
Within a computer-based data acquisition (DAQ) system,
the values may appear as coded representations of the
underlying outcomes. The codes might be related to the
equivalent decimal values of the original data. However,
one could also assign an arbitrary code to each outcome.
Because computer-based systems are designed to interpret
codes that have two distinct states (or symbols), binary
coding systems are normally used in laboratory applica-
tions. A variety of binary coding schemes are possible. A
simple, but effective, code employs the binary number
system to represent experimental outcomes. A number
in this system is a weighted combination of the two

symbols that are recognized in the binary number system,
namely, 0 and 1. A complete representation of a binary
number is given by

an2nþ an�12n�1þ � � � þ a121þ a020 � a�12�1þ a�22�2þ � � �

where all coefficients (a values) are either 1 or 0. Starting
with the least significant digit (20), the positional weights
for the positive powers of 2 are 1, 2, 4, 8, 16, and so on. For
the negative powers of 2, the weights in increasingly
smaller values are 1/2, 1/4, 1/8, and so on. Table 1 contains
a list of 16 possible outcomes from a (low resolution)
laboratory experiment including both the binary and
decimal equivalents. The outcomes might represent
values of voltage, time, frequency, temperature, or other
experimental variables.

The elements of a computer-based information proces-
sing system for biomedical laboratories are generally com-
patible with the binary system previously discussed.
However, human users of such machines are accustomed
to the decimal number system (as well as the alpha-
numeric characters of their native language). Within the
system, internal operations are carried out using binary
numbers and calculations. Binary results are often trans-
lated into decimal form before presentation to a user;
numerical inputs, if in decimal format, are translated
(by the computer) into binary format before use within
the computer. Other number systems may be found in a
computer application. These include octal systems (base 8)
and the hexadecimal number system (base 16), where the
base symbols include 0, 1,. . ., 9, A, B, C, D, E, F. A user may
also be required to enter other forms of information such
as characters that represent a series of instructions or a
program. Several widely accepted codes exist for alpha-
numeric data, and some of these together with their char-
acteristics are shown in Table 2.

Coded information such as that shown in Tables 1 and 2,
may be passed (i.e., transmitted) between different ele-
ments of a computer-based laboratory information pro-
cessing system. The communication literature provides a
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Table 1. Binary Coded Outcomes
of Experimental Data

Outcome Binary Code

0 0000
1 0001
2 0010
3 0011
4 0100
5 0101
6 0110
7 0111
8 1000
9 1001

10 1010
11 1011
12 1100
13 1101
14 1110
15 1111



rather complete description of the technology (8,9), and
while it is not immediately germane to many circumstances
of this discussion, some elements need to be mentioned. For
example, the ‘‘internet’’ should be noted as an emerging
development in computer-based biomedical laboratories.

There are two general protocols for transmitting labora-
torydata fromthe information source to its destination.Each
partof thecoded information (i.e., thebit)maybepassedviaa
single communication channel. The channel element is the
media and it might be wire, fiber optic cable, or air (as in
wireless). Since there is only one channel, the data is passed
in serial fashion, one bit at a time. An alternative arrange-
ment permits the bits tobe passed all atonce (in parallel), but
this requires an independent path for each bit such as a
multiwire architecture. Parallel transmissions have inher-
ently greater capacity than serial schemes. For example, if it
requires 1 ms (i.e., 10�6 s) to transmit a bit, then a parallel
transmission, using an 8-bit code, can pass 8	 106 bits/s (i.e.,
8 Mbits/s). An equivalent serial system would only have a
capacity of 1 Mbit/s as it would require 8 ms for complete
transmission of the code representing one of the possible
experimental outcomes. Note that serial systems have a
decided economic advantage over parallel schemes.

There are circumstances when two-way communication
between elements of a computer-based data processing
system is necessary. One element (e.g., the computer)
may initiate a measurement instruction to a remotely
located laboratory instrument (e.g., a spectrophotometer);
the remote unit, in turn, responds with a set of measure-
ments. Instructions, data, and parameters may need to
pass from the computer, and status information (e.g., a
busy signal) or results must be able to pass from the
instrument to the computer: all of this over a serial path.
Serial architectures can occur over a one-way (i.e., single-
lane highway) or a two-way (i.e., two-lane highway) link.
Figure 5 summarizes these communication alternatives.

In the half-duplex case, a single path must suffice for
two-way communication. For proper transmission, the
path must be made ready for communication in an appro-
priate direction before communication starts.

OVERALL ARCHITECTURE OF A COMPUTER-BASED
BIOMEDICAL LABORATORY SYSTEM

The hardware for contemporary computer-based labora-
tory instrument systems reflects an information-processing
model as shown in Fig. 1. A broad representative computer-
based DAQ, and processing system is shown in Fig. 6. The

elements depicted in the figure can be divided into several
categories: the computer [PC, laptop, personal digital assis-
tant (PDA)], sensors (or transducers), signal conditioning
components, DAQ, software, and other elements for other
aspects of computer-based environments (remote instru-
mentation, external processors, vision/imaging equipment,
and motion control apparatus).
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Table 2. Partial List of Alphanumeric Codes

Number of Available
Name of Code Number of Bits Code Combinations

Extended Binary code
Decimal Interchange Code (EBCDIC) 8 256

American Standard Code
For Information Interchange (ASCII) 7 128

ASCII-8
8-bit extension of ASCII 8 256

Hollerith 12 4096

Laboratory
instrument Computer

Half-duplex
channel

Laboratory

instrument Computer

(a)

(b)

Figure 5. Serial communication alternatives: (a) half-duplex; (b)
full-duplex.

Network

Software Laptop

Desktop
personal computer (PC)

Personal digital
assistant (PDA)

Remote 
instrument

GPIB

Processor
Signal

conditioning

DAQ Frame
grabber

Motion
control

Sensors

Preparation, physical 
phenomena, or process

Figure 6. General arrangement of computer-based information
processing system for biomedical laboratories.



The computer in such systems has considerable impact on
the maximum throughput and, in particular, often limits
the rate at which one can continuously acquire data. New
bus (communication) facilities in the modern computer
have greatly increased speed capabilities. A limiting factor
for acquiring large amounts of data is often the hard drive
(secondary storage system in the computer). Applications
requiring ‘‘real-time’’ processing of high frequency signals
often make use of an external (micro)processor to provide
for preprocessing of data. (The term real-time refers to a
guaranteed time to complete a series of calculations.) With
the rapid development of new technologies, and the reduc-
tion is size, laptops and PDAs have found their way into the
laboratory, particularly when the data is to be accumulated
in isolated sites as with many biological experiments. With
appropriate application software, laptops can act as data
loggers [simple recorders of source (raw) data are collected]
and further processing subsequently completed on a PC (or
other) computer. Even greater miniaturization now per-
mits PDAs to collect and transmit data as well. With
wireless technology, data can be e-mailed to a base station.
Also noted in Fig. 6 is the potential to connect the computer
to a network [local area network (LAN), wide area network
(WAN), or Internet] with the possibility of conducting
experiments under remote control.

Sensors (see sensors) or transducers (10,11) sense phy-
sical phenomena and produce electrical signals that DAQ
components can ultimately accept after suitable signal
conditioning. Transducers are grouped according to the
physical phenomena being measured. These devices have
an upper operating frequency above which they produce a
signal that is no longer independent of the frequency of the
source (phenomena) frequency. Position is the most com-
mon measurement and sensors normally translate such
physical distortions into changes in the electrical charac-
teristics of the sensor component. For example, capacitive
transducers rely on the fact that the capacitance depends
on the separation (or overlap) of its plates. Since the
separation is a nonlinear function of the separation, capa-
citive sensors are usually combined with a conditioning
circuit that produces a linear relationship between the
underlying phenomena and the potential delivered to
the DAQ. Changes in the dimensions of a resistor alter
its resistance. Thus, when a thin wire is stretched, its
resistance changes. This can be used to measure small
displacements and generate a measure of strain. Inductive
principles are employed to measure velocity. When a mova-

ble core passes through the center of a coil of wire, the
(electromagnetic) coupling is altered in a way that can be
used to determine its velocity. Table 3 summarizes several
applications.

Electrical signals generated by the sensors often need to
be modified so that they are suitable for the DAQ circuitry.
A number of conditioning functions are carried out in the
signal conditioning system: amplification (to increase mea-
surement resolution and compatibility with the full-scale
characteristic of the DAQ); linearization (to compensate for
nonlinearities in the transducer such as those of thermo-
couples); isolation (of the transducer from the remainder of
the system to minimize the possibility of electric shock);
filtering (to eliminate noise or unwanted interference such
as those frequencies that are erroneous (e.g., high fre-
quency or those from the power lines); excitation provides
external signal source requirements for the transducer
(such as strain gages that require a resistive arrangement
for proper operation).

The DAQs normally include an analogue-to-digital con-
verter (ADC) for converting analog (voltage) signals into a
binary (digital) quantity that can be processed by the
computer. There are several well-developed techniques
for performing the conversion (12). As a general principle,
the concept shown in Fig. 7 can be used to explain the
conversion process.

Resistors in a high-tolerance network are switched in a
predetermined manner resulting in an output voltage that
is a function of the switch settings. This voltage is com-
pared to the unknown signal and when this reference
equals the unknown voltage the switch sequence is halted.
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Table 3. Sampling of Sensors for Biomedical Laboratory Applications

Application Sensor Technology

Position Resistive (potentiometric, goniometric), shaft Encoder, linear variable differential transformer (LVDT),
capacitive, piezoelectric

Velocity LVDT
Acceleration LVDT, strain gauge, piezoelectric (attached to an elastic flexure), vibrometer
Force Strain gauge, piezoelectric, LVDT, resistive, capacitative (all making use of a flexible attachment)
Pressure Strain guage, piezoelectric, also LVDT and capacitative.
Flow Measure pressure drop which is correlated to flow rate via a calibration function (Venturi tube, pitot tube)
Temperature Thermoresistive (Seebeck), thermistor (semiconductor), resistive (platinum wire)
Light Photocell, photoresistor, photodiode, phototransistor.

High tolerance  
resistive
network

Comparator
Accurate

power
supply

Switching 
network

Unknown
analog data

Output voltage that is a
function of the switch settings
(digital-to-analog converter)

Figure 7. Principle of analog-to-digital conversion.



The pattern of switches then represents a digital quantity
equivalent to the unknown analogue signal. (Other
schemes are possible.)

Several characteristics of the DAQ need to be considered
when specifying this part of a computer-based processing
system.

Range: The spread in the value of the measurand
(experimental input) over which the instrument is
designed to operate.

Sensitivity: The change in the DAQs output for a unit
change in the input.

Linearity: The maximum percentage error between an
assumed linear response and the actual nonlinear
behavior. (The user should be assured that the
DAQ has been calibrated against some recognized
standard.)

Hysteresis: Repeatability when the unknown is first
increased from a given value to the limit of the DAQ
(range) and then decreased to the same (given) value.

Repeatability: Max difference of the DAQ reading when
the same input is repeatedly applied (often expressed
as a percentage of the DAQs range).

Accuracy: Maximum degree to which an output differs
from the actual (true) input. This summarizes all
errors previously noted.

Resolution: Smallest change in the input that can be
observed.

Time Constant: Time required for the DAQ to reach
63.2% of its final value from the sudden application of
the input signal.

Rise Time: time required to go from 5 to 95% of its final
output value.

Response Time: time that the DAQ requires reaching
95% of its final value.

Settling Time: Time that the DAQ requires to attain
and/or remain within a given range of its final value
(e.g.,
 2% of its final value).

Delay Time: Time taken for the DAQ to reach 50% of its
final value (not normally considered important).

Other sensor characteristics include: natural frequency,
output impedance, mass, size, and cost.

Existing instruments may also be integrated into the
computer-based environment if they include compatibility
with a standard known variously as the General Purpose
Interface Bus (GPIB) or IEEE 488: Originally developed by
Hewlett-Packard (now Agilent) in 1965 to connect com-
mercial instruments to computers (13). The high transfer
rates (1MB/s) led to its popularity and it has evolved into an
ANSI/IEEE Standard designated as 488.1, and subse-
quently as 488.2. The GPIB devices communicate with
other such devices by sending device-dependent messages
across the interface system (bus). These devices are classi-
fied as ‘‘Talkers’’, ‘‘Listeners’’, and/or ‘‘Controllers.’’ A
Talker sends data messages to one or more Listeners that
receive the data. The Controller manages the flow of infor-
mation on the bus by sending commands to all devices. For
example, a digital voltmeter has the potential to be a

Talker as well as Listener. The GPIB Controller is akin
to the switching center of a telephone system. Such instru-
ments may be connected to the computer system as seen in
Fig. 6 as long as an appropriate component (card) is
installed within the computer.

Images may be gathered from the biomedical laboratory
using a (digital) camera and a suitable card within the
computer. (See Olansen and Rosow in the Reading List.)
Machine vision may be viewed as the acquisition and
processing of images to identify or measure characteristics
of objects. Successful implementation of a computer-based
vision system requires a number of steps including:

Conditioning: Preparing the image environment includ-
ing such parameters as light and motion.

Acquisition: Selecting image acquisition hardware
(camera and lens) as well as software to be able to
capture and display the image.

Analysis: Identification and interpretation of the image.

Computer-based (software) analysis of images takes
into consideration the following:

Pattern Matching: Information about the presence or
absence, number and location of objects (e.g., biolo-
gical cells).

Positioning: Determining the position and orientation of
a known object by locating features (e.g., a cell may
have unique densities).

Inspection and Examination: Detecting flaws (e.g., can-
cer cells).

Gauging: Measuring lengths, diameters, angles and
other critical dimensions. If the measurements fall
outside a set of tolerance levels, then the object may
be ‘‘discarded’’.

In addition to the acquisition of information from the
laboratory, the computer system may be used to control a
process such as an automated substance analysis using a
robotic arm. (The motion control elements in Fig. 6 support
such applications.) A sketch of such a system is shown in
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Fig. 8. The robotic arm would normally have several
degrees of freedom (i.e., axes of motion) (14).

The system includes: a centrifuge (e.g., for analysis of
blood samples); an analytic instrument (e.g., a spectro-
photometer or chromatograph); a rack to hold the samples;
a balance; a conditioning unit (possibly a stirrer or tem-
perature oven); and instrumentation for dispensing,
extracting and/or diluting chemicals. Various application
programs within the computer could be used to precisely
define the steps taken by the robotic arm to carry out a
routine test. This program must also take into considera-
tion the tasks to be carried out by each instrument (i.e., the
drivers). When the computer does not obtain ongoing,
continuous, status information from an instrument, the
resultant arrangement is referred to as open-loop control of
the particular instrument. In such cases, the program must
provide for appropriate time delays (such as the time
needed to position the robotic arm). Alternatively, the
computer can receive signals from the various components
that advise the program of their status; this is referred to as
closed-loop control and is a generally more desirable mode
of operation than the open-loop configuration.

COMPUTER BASICS

Personal computers are organized to carry out tedious,
repetitive tasks in a rapid and error-free manner. The
computer has four principal functional elements:

� Central processing unit (CPU) for arithmetic and
logical operations, and instruction control.

� Memory for storage of data, results, and instructions
(programs)

� Input/output components (I/O) for interaction
between the computer and the external environment.

� Communication bus: or simply the bus, that allows
the functional elements to communicate.

These elements are shown in Fig. 9 that comprises the
functional architecture of the PC. Detailed descriptions,
and operation of the PC and its components (e.g., secondary
storage system—hard drive) are readily available (15). The
architectures of computer-based instrument systems for
laboratory environments generally fall into one of four
categories; these are noted in Fig. 10.

A single-purpose (fully dedicated) instrument is shown
in Fig. 10a. This arrangement is convenient because it is

consistent with such things as existing building wiring,
particularly the telephone system although emerging
developments also lend this architecture to a wireless
arrangement. Standard communication protocols (pre-
viously noted) allow manufacturers to develop instruments
to accepted standards. This arrangement may be limited to
a single PC and a single instrument, and the distance
between the host (PC) and the instrument may also be
constrained. By adding additional communication lines,
other instruments can be added to the single PC.

Remote control of instruments is depicted in Fig. 10b
and is accomplished by adding devices within the PC
that support communication over a traditional (standard)
telephone line (including use of the internet). Real-time
operation in such circumstances may be limited because
time is required to complete the communications between
the PC and the remote instrument placing significant
limits on the ability of the system to obtain complete
results in a prescribed time interval. Delays produced
by the PCs operating system (OS) must also be factored
into information processing tasks.

With the development of, and need for, instruments
with greater capacity, new architectures emerged. One
configuration is shown in Fig. 10c and includes a single
PC together with multiple instruments coupled via a stan-
dard (i.e., IEEE 488) or proprietary (communication) bus.
While such architectures are flexible and new instruments
can be readily added, the speed of operation can deteriorate
to the point where the capabilities of the PC are exceeded.
Speed is reduced because of competition for (access to) PC
resources (e.g., hard disk space).

The arrangement shown in Fig. 10d is referred to as
‘‘tightly coupled’’. In such cases, the instruments are inte-
gral to the PC itself. Communication between the PC and
the instrument is rapid. Real-time (on-line) operation of the
instrument is facilitated by a direct communication path
(i.e., system bus) between the instrument and other critical
parts of the PC such as its memory. No (external) PC
controller is necessary and consequently the time delays
associated with such functional elements do not exist. By
varying the functional combinations, the system can be
reconfigured for a new application. For example, functional
components might include: data acquisition resources,
specialized display facilities, and multiport memory for
communication (message-passing) between the other
elements.

Each of the arrangements in Fig. 10 includes a single
PC. Additional operating speeds are possible (at relatively
low cost) if more than one PC is included in the instru-
mental configuration. Such architectures are called
multiprocessor-based instrument systems. Each processor
carries out program instructions in its own right (16–18).

With the increasing complexity and capabilities of new
software, a more efficient arrangement for computer-based
laboratory systems has emerged. This is the client–server
concept as shown in Fig. 11. The server provides services
needed by several users (database storage, computation,
administration, printing, etc.) while the client computer
(the users) manage the individual laboratory applications
(e.g., DAQ), or local needs (graphical interfaces, error
checking, data formatting, queries, submissions, etc.).
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SOFTWARE IN COMPUTER-BASED INSTRUMENT SYSTEMS

Programming consists of a detailed and explicit set of
directions for accomplishing some purpose, the set being
expressed in some ‘‘language’’ suitable for input to a com-
puter. Within the computer, the components respond to
two signals: þ5 V, or 0 V (ground). These potentials are
interpreted as the equivalent of two logical conditions;
normally the þ5 V is viewed to mean logically true (or
logical 1), and a 0 V is interpreted as logically false (or
logical 0). (Note that this is not universally true, and in
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Figure 10. Single-PC instrument archi-
tecture (a) Dedicated system. (b) One
form of remotely controlled arrangement.
(c) Multiple instrument arrangement.
(d) Tightly coupled architecture.
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some situations the logical 0 signals ‘‘true’’ while the logical
1 signals ‘‘false’’, but this is normally an exceptional case.)
During the early 1950s, laboratory computers were pro-
grammed by entering a series of logical 1s and 0s directly
into the computer using a series of switches on the
computer’s front panel. A breakthrough occurred when
English-like phrases could be used in place of these binary
numbers. A series of programs within the machine called
an assembler could be employed to interpret the instruc-
tions underlying the binary numbers. Within assembly
language programs, English-like mnemonics are used in
place of the numbers previously used to designate an
instruction. The following example represents a series of
assembly language instructions that might be used to add
to quantities and store the results in one of the memory
locations of the computer. (Text after the semicolon is
considered to be a comment and not an instruction.)

MOV ACC, A ;move the augend into the arithmetic
unit

ADD ACC, B ;add the addend to the sum

MOV C, ACC ;store the result in location ‘‘C’’

During the 1950s, greater abstraction was introduced
when text-based programming languages such as FORTRAN
and COBOL were developed. Such languages are referred
to as high level languages (HLLs). When individual ver-
sions are taken into account, there are literally hundreds
of HLLs currently viable with languages such as C, Cþþ,
and JAVA being prominent. By using HLLS, the three
lines of code shown above could effectively be replaced by a
single instruction:

C ¼ A þ B

Statements such as these made problem solving and
programming more abstract, readable, and reduced the
time it took to develop software applications. The state-
ments are entered into the computer using a program
called an editor; the code is then compiled and assembled
(translated using a compiler program and an assembler
program) to reduce the original text to the binary numbers
needed to control the computer: the only ‘‘instructions’’
that a computer really ‘‘understands’’.

Rather than having to ‘‘rewrite’’ a program each time it
was required, HLLs provided a means to develop highly
abstract ‘‘application programs’’. A key development of
such powerful resources was the introduction of Visicalc,
the first (primitive) spreadsheet program: It is progenitor
of such widely used programs as Excel, LOTUS, and others.
Development of automated spreadsheet programs was
motivated by the need for them in business applications,
but they have come to find considerable utility in biome-
dical laboratory environments, particularly for data and
statistical analysis as well as for data acquisition.

Increasing levels of abstraction in which programming
details are hidden have continued to drive developments
in software. A most important transition was made
when software entered the age of ‘‘visual’’ programming.
Arrangements and interconnections of functional icons
have come to replace text when developing software for

the biomedical laboratory. A key example of this architec-
ture is the ‘‘graphic programming language’’ (GPL) called
LabVIEW, which stands for Laboratory Virtual Instru-
ment Electronic Workbench. This programming scheme
provides work areas (windows) that the programmer uses
to develop the software. In particular, the windows include
a ‘‘Front Panel’’ and a ‘‘Diagram’’. This software enables a
user to convert the computer into a software instrument
that carries out real tasks (when coupled to appropriate
elements as shown in Fig. 6). The Panel displays the
indicators and controls that a user would find if the inves-
tigator had obtained a separate instrument for the experi-
mental setup. Figures 12 and 13 are representative of a
LabVIEW (front) panel and diagram. They are suitably
annotated to indicate, controls, indicators, and symbols to
replace traditional programming constructs (19).

The HLL programming is characterized by a control
flow model in which the program elements execute one at a
time in an order that is coded explicitly within the program.
The narrative-like statements of the program describe the
sequential execution of ‘‘Procedure A’’ followed by ‘‘Proce-
dure B’’, and so on. In contrast, a visual programming
paradigm functions as a dataflow computer language. This
depends on data dependency; that is, the object in the block
(node) will begin execution at the moment when all of its
inputs are available. (This reflects a ‘‘parallel’’ execution
scheme and is consistent with a multitasking model.) After
completing its internal operations, the block will present
processed results at its output terminals. While one node
waits for events, other processes can execute. This is in
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Figure 12. Front panel of a virtual instrument that obtains the
attenuation and Nyquist characteristics (plot) of a filter that could
be used in a Biomedical laboratory DAQ system. Control and
display components are identified.



some contrast to the control flow case where any waiting
periods can create ‘‘dead time,’’ and may reduce the system
throughput (20).

The virtual instrument (vi) depicted in Figs. 12 and 13
computes the frequency response of a digital filter and
displays the attenuation versus frequency (the independent
variable), as well as the imaginary part of the response
versus the real part (i.e., Nyquist plot). In this example, a
white noise signal is used as the stimulus of the filter and
the vi returns the frequency response of the filter (21).

EMERGING AND FUTURE DEVELOPMENTS FOR
COMPUTER-BASED SYSTEMS IN BIOMEDICAL
LABORATORIES

Data processing in the biomedical laboratory is coming to
rely increasingly on artificial intelligence (AI) for analysis,
pattern recognition, and scientific conclusions. The devel-
opment of ‘‘artificially intelligent’’ systems has been one of
the most ambitious and controversial uses of computers in
the biomedical laboratory. Historically, developments in
this area (biomedical laboratory) were largely based in the
United States (22–24). Artificial intelligent can support
both the creation and use of scientific knowledge within
the biomedical laboratory. Human cognition is under-
scored by a complex and interrelated set of phenomena.
From one perspective, AI can be implemented with com-
puter systems whose performance is, at some level, indis-
tinguishable from those of human beings. At the extreme of
this approach, AI would reside in ‘‘computer minds’’ such as
robots or virtual worlds like the information space found in
the Internet. Alternatively, AI can be viewed as a way to
support scientists to make decisions in complex or difficult
situations. For example, anesthesiology requires the
health provider to monitor and control a great many para-
meters at the same time. In such circumstances, dangerous
trends may be difficult for the anesthesiologist to detect in
‘‘real time;’’ AI can provide ‘‘intelligent control.’’ In science,
AI systems have the capacity to learn, leading to the
discovery of new phenomena and the creation of scientific
knowledge. Modern computers and their associated appli-

cation software tools can be used to analyze large amounts
of data, searching for complex patterns, and suggesting
previously unexpected relationships (see Coiera in the
Reading List). Simply stated, the goal of AI is to develop
automata (machines) that function in the same way that a
human would function in a given environment with a
known complement of stimulants. In 1938, the British
mathematician Alan Turing showed that a simple compu-
tational model (the Turing Machine) was capable of uni-
versal computation. This was one basis for the stored
program model used extensively in modern computers.

An attempt to build an automaton that imitates human
behavior falls into three broad categories: formal logic,
‘‘fuzzy’’ logic, and neural net technologies. These are
depicted in Fig. 14.

While there is considerable overlap between human
cognitive activities and machine technologies, in its most
generic sense the relationships can be summarized in
Table 4.

Historically, the first attempts at machine intelligence
reflected formal logical thinking of which there are three
kinds: deductive, inductive, and abductive. These are all
built on a system of rules, some of which may be probabil-
istic in nature. Deductive reasoning is considered to be
perfect logic : you cannot prove a false predicate to be true,
or a true predicate to be true. The logic is built on the
following sequence of predicates:

If p then q

p is true

Therefore q is true

By using the classification of beats in the ECG signal based
on QRS duration and RR interval, we can develop a simple
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Figure 13. Diagram (Data Flow) of the virtual instrument for
determining the frequency response and Nyquist plot of a filter.
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Figure 14. Classification of artificial intelligence: Formal logic,
Fuzzy Logic, Neural Nets.

Table 4. Human Cognitive Activities and Corresponding
Machine Technologies

Human Activity Machine Technology

Pattern recognition Neural Nets
Belief System and control Fuzzy logic
Application of logic Expert Systems: rules and

generic algorithms



example of deductive reasoning:

Allfbeats ðRR intervalÞ falling between 1:0 and 1:5s

having a QRS interval between 50 and 80 msgare normal

Patient’s f60th QRS complex occurs 1:25 s after the

59th complex with a duration of 60 msgPatient’s 60th

QRS complex is normal

Inductive conclusions, which can be imperfect and produce
errors, follow from a series of observations. This logic is
summarized by the following series of predicate state-
ments:

From : ðP aÞ; ðP bÞ; ðP cÞ; . . .
Infer : ½forallðxÞðP xÞ�

(P a), (P b), (P c), and so on, all signify that entities whose
properties are a, b, c, and so on, belong to the category
identified as P. We therefore conclude that any object
whose properties are similar to those of a, b, c, and so
on, belong to the category identified as P. For example, a
physician may observe many patients who have had fevers
and some of who have subsequently died. Postmortem
examination may reveal that they all had a lung infection
(labeled ‘‘pneumonia’’). The physician may (erroneously)
conclude that ‘‘all fevers must imply pneumonia’’, because
he/she has a number of observations in which fever was
associated with pneumonia.

Using cause–effect statements, abductive reasoning
gather all possible observations (effects) and reaches con-
clusions regarding causes. For example, both pneumonia
and septicaemia may both cause fever. The physician
would then use additional observations (effects) to single
out the ‘‘correct’’ cause. Abductive logic may also lead to
false conclusions. Abductive logic follows from the argu-
ment that follows:

If p then q

q is true

Therefore p followsði:e:; is trueÞ

Using the circumstances just cited, a physician may (erro-
neously) conclude that having observed a fever, the patient
is suffering from septicaemia. (It may, of course, also be due
to pneumonia.)

Machine-Based Expert Systems

These systems require machine-based reasoning methods
just noted and are depicted in Fig. 15. In addition, they
must include stylized or abstracted versions of the world.
Each of the representations in the database must be able
to act as a substitute or surrogate for the underlying object
(or idea). In addition, these tokens may have metaphysical
features that reflect how the system intends to ‘‘think
about the world’’. For example, in one type of representa-
tion known as a script, a number of predicates may
appear that describe what is to be expected for a particular
medical test. An Expert System for ‘‘detecting’’ an asystole
in an ECG (electrocardiogram) might invoke the following
rules (see Coiera in Further Reading):

Rule 1:

If heart rate ¼ 0

Then conclude asystole

Rule 2:

If asystole andðblood pressure is pulsatile and in

the normal rangeÞ
Then conclude retract asystole

Where knowledge is less certain, the rules might be mod-
ified. For example, for Rule 1, the conclusion might become,
‘‘conclude asystole with probability (0.8)’’.

A somewhat more informative example can be drawn
from an interactive fragment from a contemporary medical
Expert System (with similarities to the historical MYCIN
software) (25):

The fragment does not represent a complete interactive
session. The user would need to supply additional informa-
tion to generate a potential diagnosis. An excellent demon-
stration of such systems can be found on the Internet:

http://dxplain.mgh.harvard.edu/dxp/dxp.sdemo.pl?/
login¼dems/cshome

While Expert System technologies have produced useful
applications, they are confronted with a fundamental pro-
blem: How to determine what is ‘‘true’’ and what is ‘‘false’’.
Contemporary systems address this in a variety of ways
(e.g., providing a probabilistic result). This remains a
problem for application software.

Fuzzy Logic Systems

These systems attempt to overcome the vagaries of truth
and falsity and thus better reflect human thinking
and may have some advantage over Expert Systems,
where predicates are either true or false (or have some
fixed probability of truth or falsity). Such systems were
pioneered by Loti Zadeh in 1966 although exploitation
began in earnest during the 1990s. [These are currently
well over 2000 patents (many from Japan where this
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technology was first embraced) and billions of dollars
of sales of fuzzy products.] The concept underlying
fuzzy logic is shown in Fig. 16 (26). Measurements in
the real world are translated into equivalent linguistic
concepts; the resulting ‘‘word’’ problems are solved in
the linguistic world and conclusions are reconverted
into physical entities that control elements in the real
world.

Translation from physical measurements is accom-
plished by using a ‘‘belief system’’ (so called ‘‘membership
functions’’) that reflects the degree to which we accept the
particular measurement. A given measurement will then
determine the extent to which we interpret its meaning. A
representative set of membership functions is shown in
Fig. 17, shown together with outcomes for a particular
physical measurement (input).

A similar set of functions is also constructed to
represent outputs, or rules, as summarized below. The
output functions determine the extent to which we should
set a particular control parameter in the physical system.
In Fig. 17, we interpret the measurement to mean that we

have a 50% belief that it has a low value; we also believe
that this measurement could represent a ‘‘medium’’ quan-
tity, but we only have a 25% confidence in this value. (One
might say, ‘‘The measurement is somewhere between a
low and a medium value. Membership functions provides
a measure of such informality.)
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Figure 17. Fuzzy logic membership functions.
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control.



A system of rules also forms part of fuzzy control facil-
ities. These rules have the following form:

If (physical parameter 1 is low) AND (physical para-
meter 2 is high) THEN (apply Rule 1 with a low
intensity).

If (physical parameter 1 is medium) OR (physical para-
meter 2 is high) THEN (apply Rule 1 with a medium
intensity)

The measurements and the logical operators (e.g., AND,
OR, NOT) are employed according to the following set of
(fuzzy) rules (as developed by Zadeh) (see Table 5).

For a given control problem, the measurement, applica-
tion of the rules, and the invocation of actions leads to an
overall profile of action; a typical result is shown in Fig. 18.
From this a control value can be returned to the physical
system: generating what is referred to as a crisp result
(Defuzzification). There are several methods for obtaining
this value from the curve noted in Fig. 18. Shown is the
Center-of-Gravity method wherein the control value to be
applied to the variable under control is the ‘‘balance point’’
of the curve.

Fuzzy control in a biomedical environment is exempli-
fied by control of oxygen delivery to ventilated newborns in
a neonatal intensive care environment (27). A sketch of the
system is shown in Fig. 19.

For newborns requiring mechanical ventilation, oxygen
toxicity is a potential danger that could result in chronic
lung disease. Oxygen levels are also implicated in the
development of retinopathy. Inspired oxygen concentra-
tion is commonly adjusted on an acute basis to control
oxygen delivery and maintain patient saturation levels.
The design of classic (engineering) control systems in such
cases presents a significant challenge because of ‘‘trans-
portation’’ delays. The alternative of manual control is also

unsatisfactory for two reasons: the patient might require
increased O2 requirement but the manual increase is
delayed due to delay in human response (e.g., the clinician
is not present); the patient has decreased O2 requirement
(clinical conditions improve) but the amount of O2 is not
immediately decreased (because there is a perception
that the patient is ‘‘doing well’’ and does not require
intervention).

The Fuzzy model included some 35 rules, of which the
following is one example:

If {change in oxygen saturation is small-negative} AND
{rate of change in oxygen saturation is medium-negative}

THEN
{increase inspired oxygen concentration by a medium-

positive amount}

The membership curves for the various parameters
will impose specific amounts for each rule that is invoked.
Each rule yields an ‘‘action’’ value according to a member-
ship class or extent to which the rule should be applied.
A weighted mean of all rule outputs produces a single
value for inspired oxygen concentration. This system
maintained a target oxygen saturation (the set point
determined by the health professional) better than
routine manual control. It reduced overall oxygen expo-
sure. No complex mathematical models were required as
might be the case for traditional control with predictive
capabilities. The rules are easy to understand and modify;
expert knowledge about the problem was utilized. The
controller was easily designed for nonlinear system
responses: a goal that is daunting for traditional control
technologies.

Neural Net (NN)

These systems employ a combination of circuits that
approximate the behavior of neurological cells. While not
limited to such applications, NNs are particularly useful
for pattern recognition (28,29). Figure 20 shows the model
of a single neuronal element and as well as a network of
neuronal elements (NN).

The design of NNs is definitely not a precise enterprise;
it is decidedly an art. A NN is ‘‘trained’’ to recognize
patterns and while there are a great variety of NN
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Table 5. Operations on Fuzzy Relations

Operation Fuzzy Applicationa

Parameter 1 AND Parameter 2 Min (m1, m2)
Parameter 1 OR Parameter 2 Max (m1, m2)
NOT Parameter 1 1–m1

aThe m stands for the membership or belief value as described in the

narrative.

Degree of belief

Output

1.00

75

0.5

0.25

Center of gravity

Figure 18. Defuzzification or generation of crisp results for a
fuzzy logic control system.
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Figure 19. Fuzzy control of inspired O2 concentration in
ventilated infants.



architectures and training paradigms, a general scheme
works as follows:

� A NN is presented (at the input layer) with a set of
‘‘test’’ signals (e.g., samples of the input as a function
of time). This is the so-called training set. If the NN
produces an incorrect output (i.e., recognizing the
wrong pattern), the weighted interconnections are
automatically readjusted using an algorithm desig-
nated as back propagation (of error correction). The
next time that the particular input sample is pre-
sented, the NN will tend to produce the correct
answer.

� Training continues until the NN satisfactorily recog-
nizes the members of the training set. This recognition
does not have to be perfect: just as human experts
might disagree on the interpretation of a pattern.

� The NN is then put into operation with inputs that it
has not necessarily seen before; it will recognize
whether or not the inputs have the same character-
istics of the training set that it has been taught to
recognize.

� This process may be iterative; if the operational
results are unsatisfactory, additional samples may
be added to the training set and retraining instituted.

The NNs have been used to advantage in an ever-growing
set of circumstances (30–32). In one instance, the NN
(Hypernet) used a multi-layer architecture in which sub-
jects’ anamnestic data, and 24-h diastolic and systolic blood
pressure measurements were used as the parameters.
System outputs included four 24-item arrays, whose values
specify the hourly dosage to be administered to a patient for

each of the most common antihypertensive drugs. The
presence and degree of hypertension (diagnosis) could be
inferred from the drug dosage. No treatment was required
for normal subjects whose records formed part of the
training set. The system was evaluated on the basis of
accuracy in both diagnosis and prescriptions. Hypernet
correctly diagnosed 33 subjects out of 35, and 82% of the
system’s prescribed treatment was deemed correct or
acceptable by a group of medical experts.

SUMMARY

Biomedical laboratory instrument technology has changed
markedly over the last 50 years. During the 1970s, a few
daring scientific investigators began using the computer
for instrument control and data acquisition. Such features
are now commonplace add-ons to most instrumentation.
The modern desktop computer system is a window into
computing resources available anywhere in the world.
Increasing levels of abstraction within the computer and
its application software signal the emergence of a data
processing model for experimental design within the Bio-
medical laboratory. This will only accelerate in the future
as new computational algorithms are developed. Artificial
intelligence as a knowledge-based tool is certain to grow
manifestly in this emerging culture.
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INTRODUCTION

Contact lenses are prescription medical devices applied
to the anterior surface of the cornea for the temporary
correction of refractive error. Contact lenses can be used
successfully to correct a number of refractive error con-
ditions, such as myopia, hyperopia, presbyopia, and apha-
kia. Currently, there are an estimated 38 million contact
lens wearers in the United States and 125 million contact
lens wearers worldwide, making contact lenses one of the
most commonly prescribed medical devices available (1).
The ability to wear contact lenses successfully is depen-
dent on numerous factors, including but not limited to the
contact lens design and materials, corneal health and
physiology, the lens to epithelium interface, proper use
of lens care solutions, patient compliance, professional
fitting and follow-up care. Unacceptable contact lens fits
can lead to deleterious results ranging from poor lens
comfort to microbial keratitis and permanent loss of
visual acuity.

HISTORY

The earliest origins of the theoretical application of a device
to the anterior cornea for the correction of vision can be
traced to Leonardo da Vinci in the early sixteenth century
(2). Leonardo da Vinci described an experiment where the
subject immerses his face in a transparent globe filled with
water that effectively neutralizes the subject’s refractive
error. In 1636, Rene Descartes described the neutralization
of refractive error through the use of a long water filled
tube, called a hydrodiascope that was held against the
anterior surface of the cornea (3). The ideas proposed by
da Vinci and Descartes, however, could not be used in
practical application for the correction of refractive error
on a daily basis. The first true contact lens that could be
worn on the eye was the scleral contact lens. The scleral
contact lens is a large diameter lens (> 13 mm) that
features a scleral (also known as a haptic) segment of
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the lens that rests on the conjunctiva and a central corneal
section that arched over the cornea. The first scleral
contact lens was created Frederick Muller in 1887.
Although the lens was a nonoptical lens, it showed that
the placement of a lens on the eye was an achievable goal.
In 1888, Adolph Fick of Germany and Euegene Kalt of
France each developed optically corrective glass scleral
contact lenses independently of one another (4). In 1936,
William Feinbloom created a hybrid scleral lens with a
poly(methylmethacrylate) (PMMA) scleral section and a
glass corneal section (5). The change to PMMA as the lens
material of choice was due to its superior durability
compared to glass. In 1947, Kevin Touhy created the
first PMMA corneal contact lens. The corneal contact
lens featured an overall diameter smaller than the cor-
neal diameter and lacked a scleral–haptic section that
rests on the cornea. The Touhy design was the precursor
to the modern rigid gas permeable contact lens used
today (4,5).

In 1954, Czechoslovakias Otto Wichterle and Drahoslav
Lim developed the first soft contact lens polymer called
hydroxyethyl methacrylate (HEMA). The development of
HEMA became the chemical backbone for soft hydrogel
contact lenses and made the development of a soft contact
lens possible (5,6). In 1971, Bausch and Lomb received the
U.S. Food and Drug Administration (FDA) approval for the
SofLens soft contact lens, the first soft contact lens released
to the public for daily wear. The FDA granted the first
approval for soft contact lenses overnight wear, also known
as extended wear, in 1981 (6). Improvements in lens man-
ufacturing technologies in the late 1980s allowed soft con-
tact lens manufacturers to produce lenses, at a cost where
frequent replacement, or disposable lenses were intro-
duced to the marketplace. These disposable lens were
developed and promoted for a number of replacement
schedules including every 3 months, every month, every
2 weeks, and every day throughout the late 1980s and the
1990s (7).

In 1998, the first silicone hydrogel lens was released for
public distribution. The development of a soft contact lens
that successfully incorporates silicone into the lens matrix
started with work with silicone elastomers in the 1950s (4).
Silicone elastomers have the advantage of high oxygen
permeability compared to HEMA-based contact lenses.
The early silicone elastomer lenses had problems with
wettability and comfort. Silicone hydrogel lenses provide
the oxygen benefits of a silicone elastomer with the comfort
of hydrogel materials. Currently, the FDA has approved
some silicone hydrogel design contact lenses for continuous
extended wear ranging from 1 week to 1 month dependent
on the lens design (8,9).

CONTACT LENS OPTICS AND DESIGN

Contact lenses are designed to correct the refractive error
of the patient by converging or diverging light entering the
visual system. In myopia, or nearsightedness, the refrac-
tive power of the eye converges light excessively, causing
incoming light to be focuses in front of the retina creating
blur. To correct for myopia, a lens that diverges light,

indicated with a minus power, in combination with the
optics of the eye will allow the incoming light to focus on the
retina providing clear vision. In hyperopia, or farsighted-
ness, the refractive power of the eye lacks sufficient con-
vergence to focus incoming light on the retina, causing
light to be focused behind the retina (10). To correct for
hyperopia, a lens that causes light to converge, indicated
with a plus power, in combination with the optics of the eye
will allow the incoming light to focus on the retina provid-
ing clear vision. The contact lens must change the vergence
of the incoming light to correct the patient’s refractive error
while maintaining positional stability, corneal health, and
patient comfort.

POLY(METHYL METHACRYLATE)–RIGID GAS PERMEABLE
CONTACT LENS DESIGN

Rigid contact lenses were initially manufactured from
PMMA, a nonpermeable plastic material used for the first
‘‘hard’’ contact lens (4). Today rigid gas permeable (RGP)
lenses, also referred to simply as gas permeable (GP)
lenses, are manufactured from a number of gas permeable
silicone acrylate or fluorosilicone acrylate materials. Sili-
cone acrylate and fluorosilicone acrylate materials,
although not as durable as PMMA lenses, have superior
oxygen permeability and reduce corneal hypoxia asso-
ciated with long term PMMA use (11,12). The manufac-
turing process for PMMA and rigid gas permeable lenses
is essentially identical. The PMMA and gas permeable
lenses are cut from a button of the lens material that is
lathed with one of two basic curve designs. The traditional
contact lens design is a tricurve or multicurve design with
each peripheral curve flatter than the proceeding curve.
The central curve is designated the base curve (BC), which
is typically designed to match the central flat corneal
curvature measured for the patient. The next two curva-
tures, referred to as the secondary curve and the peripheral
curve, are each flatter than the preceding curve. The
transitions between the curvatures, as well as the edge
of the lens, are rounded and polished to prevent the devel-
opment of sharp edges that will decrease patient comfort
and cause physiological damage to the cornea (13). Rigid
lenses may also be lathed in an aspheric curve design,
which has a central base curve and a continuously flatten-
ing peripheral curvature without distinct secondary or
peripheral curves. The purpose behind flattening the cur-
vature of the lens as you move from the center of the lens
for each design is to allow the gas permeable lens to match
the progressively flattening aspheric corneal surface, pro-
moting patient comfort and an improved physiological
response to contact lens wear (12).

The rigid contact lens diameter can be subdivided into
different zones that correspond to the curvature system
described above. The central zone of the contact lens is
referred to as the optic zone and the width of this zone is
referred to as the optic zone diameter (OZD). The optic zone
is the portion of the contact lens that contains the refrac-
tive power of the lens and is used for the correction of the
patient’s refractive error. The curvature of the lens at the
optic zone is the base curve of the lens. The optic zone
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diameter constitutes the majority of the overall lens dia-
meter (OAD). The width of the secondary and peripheral
curves are designated the secondary curve width and the
peripheral curve width (12,13). For aspheric designs, an
optic zone diameter is typically not specified and mea-
surement of the peripheral curve width is impractical
due to the gradually changing curvature of this region.
The typical gas permeable contact lens is 8–11 mm in
diameter with an optic zone diameter between 6 and
9 mm (13).

SOFT CONTACT LENS DESIGN

Soft hydrogel contact lenses are produced by one of three
techniques: lathe cut, spin casting, and cast molding. Lathe
cut lenses are produced in a method similar to the produc-
tion of rigid gas permeable lenses. A button of dehydrated
plastic is cut to the desired shape using a computerized
lathe. The lens is then hydrated in a saline solution bath,
where it will expand into its final shape. Lathe cut soft
contact lenses can be made in a wide variety of powers and
curvatures. These lenses are typically replaced annually
due to the cost of each lens produced. Because of the lathing
and hydrations process, there can be some variability in the
optics and curvatures observed between lenses (14,15).

Spin casting techniques utilize a spinning mold to dis-
tribute a liquid polymer in a thin consistent layer without
the use of a lathe. The spinning cast mold features a
concave surface that will hold the liquid polymer, and
therefore determines the shape of the anterior surface of
the lens. The posterior lens surface is determined by the
centrifugal force generated by the spinning mold and the
surface tension of the polymer. Once the liquid polymer has
been distributed by the spinning mold, the lens is poly-
merized while the mold spins using ultraviolet (UV) light.
Polymerization will solidify the liquid polymer and the lens
is removed from the cast. Spin casting can be used to
produce a number contact lens powers without the marks
associated with lathing techniques (14,15).

A third method of soft contact lens production is the cast
molding technique. Cast molding uses a two piece die or
cast that when placed together will form the anterior and
posterior surface of the lens. The lens polymer is injected
between the two cast pieces and is then polymerized. The
two cast pieces are then separated and the contact lens is
finished and packaged for distribution (14,15). The major-
ity of disposable contact lenses produced for the contact
lens market in the United States are cast molded or spin
casting designs.

FITTING PHILOSOPHY: RIGID GAS PERMEABLE CONTACT
LENSES

Gas permeable rigid contact lenses are typically fit accord-
ing to one of two fitting philosophies. One philosophy is the
interpalpebral (IP) lens fit. Interpalpebral lens fit contact
lenses feature small diameters lenses with the central base
curve that parallels the flat central corneal curvature. This
philosophy is designed to keep the contact lens centered on
the corneal and promotes minimal interaction with the

upper lid when the patient blinks (16). The second philo-
sophy is the lid attachment contact lens fit. The lid attach-
ment fit philosophy utilizes large diameter contact lenses
with a base curve that is equal or slightly flatter than the
flattest corneal meridian measured by central keratome-
try. The lens edge will lie underneath the superior lid and
will move in tandem with the lid while blinking (16). The
peripheral curve is designed to maximize the contact of the
eyelid with the lens. Lid attachment philosophy propo-
nents argue that this design promotes superior tear
exchange behind the contact lens and provides superior
patient comfort as it keeps the lid from chronically moving
over the edge of the contact lens (17). The mid-peripheral
curve design for each technique aims to closely follow the
curvature of the peripheral cornea to provide adequate
lens movement and comfort. Adjustments are made to
the final power of the contact lens to compensate for
the tear lens created behind the lens with each fitting
philosophy (16).

SOFT CONTACT LENS FITTING

The fitting of soft contact lenses is driven by the material
properties of the lens. Due to the water content of soft
contact lenses, a lens applied to the cornea will drape over
the epithelial surface and assume the shape of the cornea.
The goal of the practitioner fitting the lens is to avoid any
adverse effects from lens wear while providing the patient
with a comfortable lens fit and good visual acuity. The
three primary considerations for the practitioner when
evaluating the interaction of the contact lens and the
cornea are the coverage of the cornea by the contact lens,
the centration of the contact lens over the cornea, and the
movement of the contact lens with the blink response. A
successful soft contact lens fit consists of a lens that covers
the entire corneal surface, referred to as paralimbal
coverage, is centered over the corneal apex, and moves
� 0.25–1.00 mm with the blink (18). Soft contact lenses that
consistently fail to cover and stay centered on the cornea or
lack adequate lens movement may lead top potential
adverse events with contact lens wear. The adverse events
experienced from an inadequate soft contact lens fit can
range in severity from poor lens comfort to microbial
infection and a severe reduction in the patient’s best cor-
rected visual acuity. The success of a soft contact lens fit is
also determined by the visual acuity obtained with the lens
on eye and a patient history of lens comfort and adequate
wear time throughout the day (7,18).

CONTACT LENS WEAR SCHEDULES

Contact lenses are prescribed by the practitioner with a
specified wearing schedule. Wearing schedules can be
divided into four categories: Daily wear, flexwear, over-
night wear, and extended wear. Daily wear contact lenses
are to be worn during waking hours and removed before
sleep. The lenses are cleaned and stored overnight or
discarded as determined by the recommended replacement
schedule. Flexwear is a term used for contact lenses that
are typically worn for daily wear but may be worn on a 24 h
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basis 1–2 days per week. Overnight wear contact lenses are
to be worn while sleeping and removed upon awakening.
The most common example of overnight wear are reverse
geometry gas permeable contact lenses used for orthoker-
atology. Extended wear, also referred to as continuous
wear, is where a lens is worn on a 24 h basis for a pre-
determined period of time such as 1 week or 1 month.
Currently, the maximum allowable extended wear time
permitted by the FDA is 30 continuous day dependent on
the lens design and material. Soft hydrogel, silicone hydro-
gel, and rigid gas permeable contact lens materials have
been approved by the FDA may be worn for varying lengths
of extended wear. Contact lenses designed for extended
wear are typically made from high oxygen permeability
materials to compensate for 24 h lens wear.

CONTACT LENS CARE

Cleaning and disinfection of contact lenses is one of the
most critical elements for successful contact lens wear.
Failure to properly clean and disinfect the contact lens
can lead to visually threatening adverse events. Lens care
begins with proper hygiene. Hand washing is required
before the handling of contact lens (19). Once the patient
has washed their hands, lens cleaning and disinfection
may begin. A number of different commercially available
lens cleaning systems have been distributed for consumer
use (20). The cleaning and disinfection of lens has tradi-
tionally included some form of digital cleaning (a.k.a lens
rubbing), rinsing, and overnight storage of the lens in a
preserved saline or disinfecting solution. Digital cleaning
of the lens is important to free accumulated deposits such
as proteins, lipids, and microbes from the lens surface.
Rinsing the lens further removes the accumulated deposits
and overnight storage in the contact lens solution disin-
fects and hydrates the contact lens (21). More recently,
solutions have been developed to clean and disinfect con-
tact lenses that do not require digital cleaning.

Cleaners are divided into surfactant cleaners and enzy-
matic cleaners. Surfactant cleaners are used to remove
lipids, oils, and environmental pollutants. Enzymatic clea-
ners are used to remove proteins on the surface of the
contact lens and may be derived from plants, animals, or
bacteria. Currently, the most popular method for the
cleaning and disinfection of soft contact lenses is the multi-
purpose contact lens solution (MPS). Multipurpose contact
lens solutions are used as the cleaning solution during
digital lens cleaning, the rinsing solution, and the over-
night storage and disinfection solution. Several multipur-
pose contact lens solutions have been designated by the
FDA as ‘‘no rub’’ cleaning solutions, where the patient
simply rinses the lens for a designated period of time
and then stores the lens in the solution overnight after
removal from the eye. Regardless of no rub approval by the
FDA, digital cleaning is recommended with the use of
silicone hydrogel lens materials. Other cleaning and dis-
infection systems available for use with soft contact lenses
include hydrogen peroxide based systems, thermal disinfec-
tion units, ultraviolet or microwave radiation disinfection
units, or ultrasonic mechanical agitation units (19,20,22).

Cleaning and disinfection of rigid gas permeable contact
lenses is similar to the care of soft contact lenses. The rigid
gas permeable lens is removed from the eye, cleaned digi-
tally, rinsed with tap water or saline solution, and stored in
a preserved conditioning solution. Two bottle cleaning
systems consist of a contact lens cleaning solution and a
lens conditioning solution. The cleaning solution typically
contains a surfactant cleaner and may also have an abra-
sive component, such as silica beads, to help remove depos-
its from the lens surface (23). After cleaning, the cleaning
solution is rinsed from the lens surface using tap water or
saline solution. The contact lens is then placed in condi-
tioning or disinfecting solution for overnight storage. The
use of tap water for rinsing rigid gas permeable contact
lenses is a subject of much debate and should be avoided in
situations where the quality of the water is suspect (24,25).
The use of tap water should be avoided in patients with
an overnight or extended wear schedule. Multipurpose
one bottle cleaning systems are available for use with rigid
gas permeable contact lenses. As with soft contact lens
care systems, the multipurpose lens care solution is used as
the cleaning, rinsing, and storage solution. Dependent on
the formulation, the multipurpose solution may have to be
rinsed from the lens surface with tap water or saline
solution prior to lens insertion. Unlike multipurpose solu-
tions used in soft contact lens care, multipurpose solutions
used with rigid gas permeable lenses are not indicated for
no rub usage (20).

CORNEAL PHYSIOLOGY AND RESPONSE TO CONTACT
LENS WEAR

The cornea is a multilayered, avascular tissue that receives
oxygen from the atmosphere through diffusion of oxygen in
the preocular tear film. The nutrient supply for the cornea
comes from the anterior chamber of the eye (26). When a
contact lens is placed on eye, oxygen from the atmosphere
must pass through the lens matrix or must be transported
to the corneal epithelium by the tears pumped underneath
the lens by the blink response. A chronic lack of oxygen,
referred to as corneal hypoxia, will lead to swelling of the
cornea called corneal edema (27). The permeability of a
contact lens material, referred to as the Dk of the lens, is
the ability of oxygen to permeate through a contact lens
material. The Dk is determined by the chemical composi-
tion of a lens polymer. A more relevant measure the oxygen
reaching the cornea through a contact lens is the oxygen
transmissibility, referred to as Dk/t, where Dk is the oxy-
gen permeability of the lens and t is equal to the average
thickness of the contact lens (28). The first contact lens
material, PMMA, had a Dk of 0 and relied solely on the
pumping of tears (a.k.a the tear pump) beneath the contact
lens with the blink to carry oxygen to the corneal surface
(11). Insufficient oxygen to the cornea can lead to a number
of adverse events, such as corneal edema or epithelial
breakdown (27). Therefore much emphasis has been placed
on the oxygen permeability of contact lenses used on a daily
wear and an extended wear basis.

The ultimate goal traditionally has been the develop-
ment of a contact lens material with oxygen permeability
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sufficient enough to mimic the conditions that occur
when no lens is worn. In 1984, Holden and Mertz reported
that a contact lens must have an oxygen transmissibility
of 87.0� 3.3� 10�9 (cm �mL O2)/s �mL �mmHg) to limit
the cornea to the 4% corneal edema noted after sleeping
with no contact lens wear (29). A number of different
hydrogel lens designs were utilized in the study with
water content from 38.6 up to 75% as well as the Silsoft
silicone elastomer lens. In 1999, Harvitt and Bonanno
revisited oxygen permeability and corneal swelling to
compensate for the effect of acidosis on oxygen consump-
tion. Harvitt and Bonanno found that with decreasing
contact lens oxygen transmissibility there was an
increase in corneal stroma acidosis effectively reducing
the amount of oxygen available to the cornea. The oxygen
transmissibility required to prevent stromal anoxia
after compensation for acidosis in closed eye conditions
was found to be 125 barrer�mm�1 (1 barrer¼10�10

cm2�s�1�cmHg�1 or 7.5005� 10�18 m2�s�1�Pa�1) (30).
Oxygen transmissibility in traditional hydrogel lenses
is limited the water content of the lens and the overall
lens thickness. Oxygen transmissibility in hydrogel
lenses is increased by increasing the water content while
making a thinner contact lens. The theoretical best
oxygen permeability for a hydrogel lens would be 80
barrer, the oxygen permeability of water (8). Thus, hydro-
gel lenses will never be able to obtain a level of oxygen
transmissibility set forth by Holden and Mertz or Harvitt
and Bonanno.

With the development of the Holden–Mertz criteria and
subsequent adjustments by Harvitt and Bonanno, there
was a renewed interest in silicone contact lens technology.
The original patents for the siloxane hydrogel were filed in
the late 1970s. The advantage of a marriage of silicone with
hydrogel technology would be dramatically improved com-
fort and wettability compared to pure silicone elastomer
lenses. The permeability of pure dimethylsiloxane is 600
barrer compared to 80 barrer for water (8). Thus, the
incorporation of silicone into the hydrogel material greatly
increases the oxygen permeability of the contact lens. The
first silicone hydrogel lens approved for use in the United
States was the Bausch and Lomb Purevision (Balafilcon A;
36% water) silicone hydrogel lens. The lens was approved
for daily wear and later for up to 7 days of extended wear.
The oxygen transmissibility of the lens was measured at
110. The CibaVision Focus Night and Day lens (Lotrafilcon
A, 24% water) was approved for sale in the United States in
October 2001. The CibaVision Focus Night and Day lens
was the first contact lens approved for 30 days of contin-
uous extended wear since 30 day extended wear approval
was rescinded by the FDA in 1989. Purevision lenses
received 30 day continuous wear approval one month later.

SAFETY

Contact lenses, when used properly under the care and
supervision of a licensed practitioner, have been proven to
be a safe and effective form of vision correction for millions
of patients. However, as with any medical device, the risk of
adverse events may occur with their use. With the approval

of hydrogel lenses for extended wear in the 1980s, there
were a number of severe adverse events reported. The most
alarming were reports of increased incidence of corneal
ulcers, also known as microbial keratitis or ulcerative ker-
atitis, associated with extended wear schedules. Public
debate on the safety of extended wear contact lenses grew
as reports of serious complications rose in the media. The
Contact Lens Institute sponsored two landmark studies on
the incidence and relative risk of microbial keratitis with
daily wear and extended wear contact lenses.

Poggio et al. reported in 1989 that the incidence of
ulcerative keratitis was 4.1 cases per 10,000 people for
daily wear hydrogel lenses. The incidence of ulcerative
keratitis for extended wear hydrogel lenses was reported
at 20.9 cases per 10,000 people per year (31). This compares
to an incidence of 2.0 per 10,000 people per year for hard
PMMA lenses and 4.0 per 10,000 people per year for RGP
wearers. Poggio et al. reported a trend for decreasing
incidence of ulcerative keratitis with extended wear lenses
with increasing age that was not statistically significance
( p¼ 0.07). Schein et al. (32) published a case-control study
on the relative risk of ulcerative keratitis with the use of
daily wear and extended wear of hydrogel contact lenses.
They found that wearing extended wear lenses overnight
produced 10–15 times the risk of ulcerative keratitis com-
pared to wearing daily wear lenses. The race, sex, and age
of the patient were not related to the relative risk of
ulcerative keratitis. Smokers were found to have about
three to four times the risk of developing ulcerative ker-
atitis compared to nonsmokers. The study showed that the
risk of ulcerative keratitis increased significantly with the
number of consecutive days lenses were worn (32). Due to
the results of these studies, the FDA rescinded the
approval for 30 days of extended wear and applied a limit
of 7 days maximum extended wear with hydrogel lens. The
7 day limit for extended wear was reexamined with the
development of silicone hydrogel contact lens materials.
Silicone hydrogel lenses were utilized in Europe prior to
their approval for use in the United States. A number of
articles were published on the clinical performance and
safety with the use of these lenses. Iruzubieta et al. pub-
lished a report in 2001 on the clinical performance of the
CibaVision Night and Day lens. Seven patients discontin-
ued lens wear due to lens discomfort and seven discontin-
ued lens wear due to positive slit lamp findings out of 85
patients dispensed lenses. There were two cases of sterile
peripheral ulcers and two cases of superior epithelial arcuate
lesions. There were no cases of microbial keratitis in the
study (33). Nilsson reported on a study of the Purevision
contact lens used for 7 day verses 30 day extended wear.
Nilsson randomized 504 patients into 7 day extended wear or
thirty day extended wear. There was no statistically signifi-
cant difference between the 7 day and 30 day group in the
prevalence of objective findings and there were no inci-
dents of microbial keratitis reported over a 12 month
period (34).

Although microbial keratitis is the most severe potential
adverse event possible with the use of contact lenses, a
number of conditions may result from the use of contact
lenses. Corneal changes from chronic oxygen deprivation,
such as endothelial polymegethism, corneal striae, and
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epithelial microcysts have been associated with the develop-
ment of microbial keratitis. Contact Lens-Induced papillary
conjunctivitis (also known as Giant papillary conjunctivitis),
sterile contact lens peripheral ulcers, contact lens acute red
eyes (CLARE), and epithelial staining or abrasions are other
significant adverse events associated with the use of contact
lenses, particularly on an extended wear basis (27,35).

The use of contact lenses while swimming is contra-
indicated. If swimming in contact lenses is desired or
unavoidable the patient should use of watertight goggles
to prevent water from coming into contact with the lens.
Rigid gas permeable contact lenses typically will displace
from the eye during swimming as they lack adhesion to
the corneal surface. Soft hydrogel and silicone hydrogels,
while having the adhesion required to prevent lens loss
while swimming, are prone to absorbing substances pre-
sent in the water. Choo et al. published a study examining
the establishment of bacterial colonies on soft hydrogel
and silicone hydrogels after exposing lenses to chlorinated
water while swimming. Of 28 lenses examined, 27 revealed
bacterial colonization. The most prominent bacterial col-
ony observed on the lenses was Staphylococcus epidermi-
dis, which was found to be the most common bacteria in the
water. Sixteen lenses examined that were not worn during
swimming revealed only three lenses with bacterial colo-
nies. No differences were observed in bacterial colonization
for hydrogel lenses verses silicone hydrogel lenses (36).
Given the potential for bacterial colonization and possible
subsequent microbial infection, contact lenses should not
be worn in conditions where the lens may be exposed to
contaminated water.

ASTIGMATIC DESIGNS

Astigmatism is a condition where the cornea has a toric
surface. A toric surface features two different curvatures
located in meridians that are 908 apart. As a result, light is
focused into two different line foci which causes blur (10).
Astigmatism can be corrected with the use of rigid gas
permeable or soft hydrophilic/silicone hydrogel lenses.

There are three rigid gas permeable lens designs uti-
lized in the correction of astigmatism. Spherical gas perme-
able lens designs can correct astigmatism in patients
where the astigmatism observed, as determined by refrac-
tion, matches the corneal astigmatism, determined by
keratometry or corneal topography. The lens, when placed
on the eye, corrects the patient’s astigmatism through the
use of a ‘‘tear lens’’. The tear lens is generated when the
space beneath the contact lens created by the difference in
curvature between the cornea and the contact lens is filled
by the tear film. The tear lens refracts light to focus light
from each meridian onto the retina providing the patient
astigmatic correction. Spherical rigid gas permeable con-
tact lenses can correct patients with two diopters or less
corneal toricity (37). With corneal astigmatism of greater
than two diopters, a spherical lens may flex, decenter, or
fall out of the eye when the patient blinks. For patients
with large amounts of corneal astigmatism, a spherical gas
permeable contact lens design is not feasible. A rigid gas
permeable lens can be designed with two different base

curvatures, anterior curvatures and refractive powers in
each meridian (38). These lenses, referred to as back sur-
face toric lenses or bitoric lenses are custom designed for
each individual patient. Patients with minimal or no cor-
neal toricity who require astigmatic refractive correction
with rigid gas permeable contact lenses can be corrected
with a lens that has a spherical base curve and toric
anterior surface curvatures to correct the patient’s refrac-
tive error (37). These lenses, referred to front surface toric
prism ballasted gas permeable lenses, are used infre-
quently due to the popularity of soft toric contact lenses.

Soft hydrogel and silicone hydrogel contact lenses can be
used to correct astigmatic refractive error in patients.
Patients with low amounts of refractive astigmatism, typi-
cally under �0.75 diopters cylinder, can be corrected using
the spherical equivalent refraction power (sphere powerþ
(0.5� cylinder power)) in a spherical contact lens. Pati-
ents with more than �0.75 diopters of refractive astigma-
tism should be corrected with a soft toric contact lens
(37). The soft toric contact lens design may have toric front
or back surfaces with the appropriate refractive power in
each meridian. Soft toric contact lenses will assume the
shape of the cornea; therefore there is no tear lens present
to correct the astigmatism. Soft toric contact lenses must
stay properly oriented on the cornea to correct the patient’s
astigmatism. The meridians of the soft toric contact lens
should correspond with the meridians of the refractive
error of the eye. Rotation of the contact lens will improperly
align the contact lens meridians with the patient’s refrac-
tive error and lead to a reduction of visual acuity. With
increasing amounts of astigmatism, stability of lens rota-
tion becomes more critical to ensure clear vision (39).

Lens stabilization can be achieved by a number of
techniques. The most popular method of stabilization is
the use of prism ballasting. A prism ballasted contact lens
integrates prism into the shape of the lens. The contact lens
is designed with a varying thickness profile where the top
of the contact lens is thinner than the bottom of the contact
lens. The interaction of the eyelids with the prism moves
the lens into the proper orientation by a principle called the
‘‘watermelon seed’’ effect. Another method of soft toric lens
stabilization is the dual thin zones, or double slab off,
design. Lenses that use a dual thin zone design have thin
superior and inferior portions of the lens with a thicker
central area. The interaction of the eyelids with the dual
thin zones stabilizes the lens and holds the lens in the
proper orientation through the watermelon seed effect.
Soft toric contact lens rotation stabilization methods,
such as lens truncation, where a small portion of there
inferior portion of the lens is removed so that the lens is
stabilized by the lower lid margin and eccentric lenti-
cularization may be used to ensure that the power mer-
idians in the soft toric lens remain oriented in their
proper position on the eye to ensure proper astigmatic
correction (38,39).

PRESBYOPIA AND MONOVISION

Presbyopia is the reduction of accommodation that occurs
with aging. Accommodation allows the intraocular lens to
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change shape, thus increasing the amount of plus power
and allowing the patient to see near objects (10). Most
patients will start to have a reduction in accommodation in
their fourth decade. In spectacles, presbyopia is corrected
through the use of bifocals. In contact lenses, presbyopia
can be corrected with a number of multifocal contact lens
designs or through monovision. Prior to the development of
multifocal contact lenses the method of presbyopic vision
correction with contact lenses was monovision. In mono-
vision, one eye is corrected with the full refractive error
needed to provide distance vision. The other eye is cor-
rected with a lens that focuses the eye for a set near point.
Monovision is most effective with patients that have low to
moderate amounts of presbyopia (40). With increasing
amounts of presbyopia, the disparity in refractive correc-
tion between the distance eye and the near eye becomes
more significant with patients reporting more difficulty
with binocular vision and stereopsis (41,42). Despite the
development of multifocal contact lenses, monovision is
still utilized with a single vision contact lens in one eye
and a multifocal contact lens in the other eye in a technique
referred to as modified monovision (41).

Translating bifocal, also known as alternating vision
contact lenses correct presbyopia by having a distance and
near corrective sections in the lens. The principle behind
this correction is similar to bifocal spectacle lenses, where
the upper portion of the lens provides distance correction
and the lower bifocal portion provides the patient with near
correction. The lower portion of the lens translates with eye
movement. As the patient looks down, the bifocal section of
the lens is pushed up over the pupil by the lower eyelid
allowing the patient to see near objects (42). The orienta-
tion of the bifocal is maintained through the use of prism
ballasting and the watermelon seed effect. As in spectacles,
a translating trifocal design is available for patients who
need more presbyopic correction. The majority of translat-
ing bifocal lens designs are rigid gas permeable lenses.
Translating bifocal lenses work well with patients requir-
ing high bifocal addition powers and have good eyelid
apposition with the eye that will force the lens to translate
with downgaze. The positioning of the lens optics is critical
for translating bifocal designs. Translating bifocal lenses
that do not translate in down gaze will provide no multi-
focal effect and poor near vision (41).

Another class of bifocal contact lenses is referred to as
simultaneous vision bifocal lenses. Simultaneous vision
lenses encompasses a number of lens designs, including
aspheric lenses, concentric ring designs, and less com-
monly, diffractive optics (42). The unifying concept for each
simultaneous vision bifocal design is the placement of
images of the intended near target and the distance target
on the retina at the same time. Simultaneous vision bifocal
contact lens designs require the patient to ignore the image
that is not relevant for the intended task. Simultaneous
vision designs are best suited to patients who do not
require high bifocal powers (41). Simultaneous vision con-
tact lenses are particularly well suited for patients requir-
ing intermediate vision correction for tasks such as
computer use. Simultaneous vision lenses are the preferred
bifocal contact lens design for patients who require near
vision correction in straightforward gaze. Simultaneous

vision lenses work well for these tasks because translation
of the lens is not required to provide the multifocal vision
effect (42). The majority of soft hydrogel contact lenses are
simultaneous vision designs.

ORTHOKERATOLOGY

With the advent of the corneal gas permeable contact lens,
practitioners observed that patients would report spectacle
blur at night upon removal of the contact lens. Use of the
rigid gas permeable lens would change the shape of the
cornea during daily wear and cause a subsequent change in
the patient’s refraction and spectacle blur after removing
the contact lens (43). In 1962, Jessen described the Ortho-
focus technique, the first published report of a controlled
attempt to change the refractive error of a patient through
the use of rigid contact lens (44). The procedure of using a
rigid contact lens to change the refractive error of a contact
lens patient was given the name orthokeratology. Ortho-
keratology was defined by as ‘‘the reduction, modification,
or elimination of refractive anomalies by the programmed
application of contact lenses or other related procedures’’
(45). Early attempts to reshape the cornea were accom-
plished by fitting the contact lens much flatter than the
corneal curvature of the patient. Orthokeratology failed to
gain widespread acceptance over the next 20 years due to
limitations in corneal lens lathe technology. In 1989, a
major advancement in the field of orthokeratology took
place. Wlodyga and Stoyan presented the concept of
reverse geometry lenses for ‘‘accelerated’’ orthokeratology
(43). Most previous fitting philosophies featured tradi-
tional lens designs with peripheral curves flatter than
the base curve of the lens. Wlodyga and Stoyan proposed
using a reverse geometry contact lens with a central base
cure that was flatter than the midperipheral curve. The
advantage of such a system is improved lens centration, a
decrease in the time to reach maximum effect, a more
consistent treatment effect and a possibility to correct
patients with higher degrees of myopia. Despite the
advancement in orthokeratology lens designs, orthokera-
tology was still limited by the lack of FDA approval for the
overnight use of this technology. With the development of
hyperpermeable contact lens materials, the use of reverse
geometry orthokeratology contact lens for overnight wear
became practical. In 2002, the FDA approved the Paragon
Corneal Refractive Therapy (CRT) overnight orthokeratol-
ogy lens for overnight wear to temporarily correct myopia
up to �6.00 diopters (46). As of January 2005, overnight
orthokeratology lenses approved by the FDA are produced
by Paragon Vision Sciences (Mesa, AZ) and Bausch and
Lomb/Polymer Technologies (Rochester, NY) along with
their approved manufacturers.

SUMMARY

Contact lenses have been utilized by millions of people
around the world to correct a variety of refractive error
conditions including myopia, hyperopia, presbyopia, and
astigmatism. The study of contact lenses is a dynamic
pursuit as advances in manufacturing technologies and
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lens materials are incorporated into state of the art lens
designs. Despite an excellent safety profile demonstrated
through years of clinical practice, contact lenses remain
medical devices that require expert fitting and monitoring
by a licensed contact lens practitioner and patient compliance
to ensure a successful outcome for the contact lens patient.
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INTRODUCTION

Beginning in the 1970s, positive-end expiratory pressure
(PEEP) began to be added to the pressure applied during
inspiration in patients undergoing mechanical ventilation.
The rationale was that when a patient had loss of alveolar
surfactant, the alveoli tended to collapse during expiration.
‘‘Holding them open’’ by offsetting the increased elastic
recoil with a pressure that did not return to atmospheric at
the end of expiration was beneficial to gas exchange because
it prevented complete collapse with resultant shunting of
blood past airless lung. This process was applied to both
infant lungs (neonatal respiratory distress syndrome, RDS)
and to adult lungs (adult respiratory distress syndrome,
ARDS) with improved oxygenation as the main endpoint.

As PEEP was more widely used, it was observed that at
the time of removal of respiratory support, some patients
(especially newborns) benefited from PEEP for oxygenation
despite being able to ventilate. This suggested that the
strategy of providing a constant distending pressure to
the lung (CPAP) during BOTH inspiration and expiration
without increasing the pressure during the inspiratory
phase (i.e., ventilation) provided some transient benefit
during the period before extubation. In addition, it proved
possible to apply CPAP via a nose or face mask after
extubation, with continued benefit to the lung (Table 1).

CPAP IN OBSTRUCTIVE SLEEP APNEA/HYPOPNEA
SYNDROME (OSAHS)

Basic Circuit and Rationale for Use

CPAP was first introduced in 1981 as a treatment for
obstructive sleep apnea/hypopnea syndrome (OSAHS). The
concept was initially proposed by Collin Sullivan (Australian
Patent AU-B83901/82) as a pneumatic upper airway splint
and later shown to work even in the presence of chronic
respiratory failure (chronic hypercapnia) by David Rapoport
(U.S. Patent 4,655,213). In this application of CPAP, the
effect of interest is that of continuous positive airway pres-
sure and not its effect on the lung (as with PEEP), although
this is necessarily always present. The critical rationale is the

effect a positive pressure in the AIRWAY has on the collap-
sible upper airway (i.e., the posterior pharynx and hypo-
pharynx), which is not relevant in the intubated patient.
The pressure is applied via nose or mouth mask and distends
the area that extensive physiologic work has shown to
have a tendency to collapse during sleep (especially during
the negative pressure of inspiration).

The original circuit proposed consisted of a nose mask to
which was attached either a pressure-dissipating thresh-
old valve or a restrictor that created a roughly constant
backpressure due to a constant bias flow provided by a
blower or other source of compressed air. Early in devel-
opment, it became clear that fans and blowers had better
characteristics than piston-type high-pressure compressors,
due to their ability to deliver high flow rates to the mask with
control via motor speed, little dependence of delivered pres-
sure on the backpressure, low cost, and quieter operation.

The original concept described by Sullivan was that
the CPAP (pressure) was needed continuously to ‘‘hold’’
the airway open against a natural tendency of the walls
of the airway to collapse due to loss of active muscle tone
during sleep and the suction caused by inspiration. There is
a tendency for some degree of airway collapse during sleep
in everyone. Patients with the obstructive sleep apnea/
hypopnea syndrome tend to collapse their airway to excess.
In all cases, the collapse and airway obstruction occurs
because of loss of tone in the airway muscles, whose role is
to stiffen the walls against the suction created by breathing
during inspiration. Although there has been much debate,
most models of this process of collapse and its treatment
with CPAP have suggested that the treatment pressure
needs to be relatively constant at the point of collapse
unless the patient changes body position, head and neck
position, sleep state, or wakes up. The point of collapse is
usually found to be at the back of the throat or at the level of
the soft palate.

Leak Circuit Modification

Until 1985, CPAP was delivered by means of a restrictor or
mechanical valve that was placed on the patient’s nose
mask. This valve, through its design and its passive
mechanical properties, held the pressure at a value that
was as constant as the mechanics of the valve could achieve
(a so-called ‘‘threshold’’ valve, which opens more to dis-
charge air when pressure rises). It also provided a vent for
exhaled CO2 and excess humidity, as it was located near
the patient; a side-effect of the constant dissipation of
pressure was venting of the circuit, including the exhaled
gas from the patient. In 1985, Rapoport proposed that the
valve used to set the pressure in the circuit could be removed
from the mask to increase patient comfort. However, this
required that the ‘‘venting’’ function (removal of exhaled CO2

from the circuit) be performed separately. The modification
consisted of a small controlled leak deliberately introduced
near the mask that did not significantly dissipate the pres-
sure (previously this had been a large leak or a threshold
valve). This modified circuit is the most widely used hose
circuitry in both CPAP and noninvasive mask ventilation.

A further improvement was instituted in the mid-1980s,
when it was observed that the use of a threshold valve was
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optional. This was because the blower could be designed to
have a sufficiently flat flow-to-pressure relationship at a
given speed of rotation to maintain a near-constant pres-
sure during the increased flow of inspiration and decreased
flow of expiration and changing amount of mask leak. Since
then, CPAP blowers have either been entirely passive (set
at one blower speed for each prescribed CPAP) or had some
type of speed control that adjusted the speed in response to
sensed pressure feedback. A few devices still use a thresh-
old valve, but these have tended to replace the passive
mechanical valves with active electronically controlled
stepper motor-driven valves.

Variations in Delivered Pressure

Because active control of pressure is necessitated by
removal of the threshold valve from the mask, there has
been gradually increasing attention to modifying the pres-
sure contour provided to the patient interface. In particu-
lar, various techniques have been used to keep a particular
pressure constant. Conceptually, two distinct targets for
stabilization of the pressure are either pressure at the
blower or pressure at the mask. Initially, CPAP systems
were designed to have a constant pressure at the blower,

neglecting that this constant pressure at the blower would
cause fluctuations at the patient mask (see above). More
recently, attention has been directed to maintaining a
constant pressure at other points in the circuit.

As air flows through a closed tube, it is driven by the
pressure drop, which occurs progressively in the direction
of flow. This implies that in any system with a nonzero
resistance, there will always be a difference in pressure as
one travels in the direction of flow along the tube. Speci-
fically, as one travels from the blower along the tubing
toward the patient’s most collapsible airway point, the
airway pressure will fall from that set at the blower and
will differ depending on the rate of flow through the system
and on where it is measured. Pressure differences between
points along this route also depend on the direction of
airflow (inspiration and expiration) and the size of the bias
flow (e.g., through intentional or unintentional leaks at the
mask. Thus, during inspiration, pressure is always higher
by some small amount at the machine end of the tubing
than it is at the patient’s nose, and during expiration, it is
often lower at the machine end of the tubing than at the
nose if flow reverses. The amount of pressure difference
between the machine end of the tubing and the patient
depends on the resistance of the tubing connecting the two
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Table 1. CPAP Definitions (From www.cpap.com)

IPAP This stands for inhalation positive airway pressure. This is the pressure setting that is used when you
inhale.

EPAP This stands for exhalation positive airway pressure. This is the pressure setting that is used when you
exhale. This setting is always lower than the IPAP, making exhalation easier or more comfortable.

Bi-Flex This setting establishes a level of pressure relief that takes place at the end of inhalation and at the start of
exhalation. Settings of ‘‘1’’, ‘‘2’’, or ‘‘3’’ will progressively provide increased pressure relief. You can adjust
this setting to suit your comfort level.

Spontaneous Spontaneous means the patient breathes without assistance from a respiratory rate set on the bilevel.
4–20 cm 4–20 cm is the pressure range that can be delivered to the patient. A CPAP (constant positive air pressure)

uses one constant pressure from 4 cm to 20 cm. This pressure is measured in centimeters of water
pressure (H2O).

Optional DC Cable A cable that plugs directly into a dc port on the CPAP machine. This allows the you to plug into a dc power
source, such as a battery or car cigarette lighter.

Direct Battery Operation This feature means the machine has a dc port on the back of the machine in which you can use the Puritan
Bennett Battery Pack or a deep cycle marine battery.

Auto Altitude Adjustment Auto altitude adjustment is the CPAP machine’s ability to compensate for changes in altitude auto-
matically.

Ramp The ramp feature allows the user to start treatment at a lower pressure, and as they fall asleep, the
pressure slowly rises. This is a comfort setting and can be from 0 to 45 minutes on most CPAP machines

Hour/Session This feature records the hours of usage and the sessions the machines is used longer than 4 hours.
Optional Software Software is an option on some CPAP machines. The software can give details, compliance, and perfor-

mance. The patient or physician downloads the data from the CPAP machine and uses it to determine
how long a patient has used their machine each night and how well the machine is working to stop
apnea/hypopnea events.

Leak Compensation The CPAP machine compensates for mask leak, to keep the CPAP pressure accurate.
Heated Humidifier This is an optional feature that can be added to the machine. Some machines have heated humidifiers

designed to integrate with the machine while all can be used with stand-alone heated humidifiers like
the Fisher & Paykel HC150.

Passover Humidifier This is an optional feature that can be added to the machine. The Passover humidifier is a chamber filled
with cool water. The CPAP machine tubing is routed through this chamber, and cool humidity soothes
your nasal passages.

Data Card A data card is a small card the same size as a credit card, that stores information to be placed into a Data
Card Reader, downloaded to a computer, and read with optional software. Depending on the model of
machine, the data card will hold either compliance data, performance data, or both.

Auto ON/OFF This feature turns the machines OFF and ON when putting on or taking off the mask. When you put your
mask on, the machines senses you breathing and turns itself ON. Take off the mask, and the machine
turns OFF.



and on the flow through the system, which is the sum of the
patient’s breathing airflow and any leak that occurs at the
mask.

As the purpose of the CPAP is to maintain a therapeutic
pressure that prevents upper airway collapse, a strategy to
control the variations in this pressure must be established.
Different approaches have been taken by different devices
intended to deliver what is called CPAP. In the earliest
CPAP devices, the valve located at the mask controlled the
pressure; this intrinsically adjusted for changes in leak and
reversal of flow from inspiration to expiration, and the only
requirement of the blower was to provide an excess (not
necessarily constant) flow to the valve located near the
patient. When the valve was removed from the mask,
pressure control shifted away from the patient to a point
in the circuit near the blower. At least under some condi-
tions, pressure can differ considerably from the desired
therapeutic pressure as felt by the patient. The following is
a list of some strategies adopted by current CPAP devices to
deal with this (in terms of the original therapeutic intent,
constant pressure at the mask during inspiration is key):

1. The controller sets a constant pressure at the
machine (constant blower speed). This pressure must
be slightly in excess of the patient’s need; i.e., it must
be sufficiently high to allow some fall during inspira-
tion under maximal leak conditions, or the patient
will be under-treated at this critical time in inspira-
tion. This strategy necessarily implies that pressure
at the patient will be in excess of the required ther-
apeutic pressure at all other times, and this may
contribute to patient discomfort.

2. The controller is driven by active feedback from the
pressure as measured in the mask. This feedback will
cause the blower to continuously vary pressure (at
the blower) so as to maintain it constant at the mask.
Either blower speed or valve opening may be varied,
but pressure as sensed at the mask is the controlled
variable. Until leak at the mask becomes enormous,
this will be the closest to the original concept of a
mask CPAP proposed by Sullivan and implied by the
ventilator uses of PEEP and CPAP.

3. Control of pressure as exerted at the machine is
based on assumptions about how the pressure will
change as it travels along the tubing that connects
the blower to the patient. Some devices assume a
known pressure drop across the tubing and just add
this to the desired therapeutic pressure. Other
devices use the flow (or some estimate of flow such
as blower speed) to calculate a predicted drop in
pressure between machine and patient, creating a
deliberate but variably higher pressure than
prescribed—in an attempt to deliver the constant
therapeutic target.

The above strategies handle changes in flow through the
system (e.g., changing leaks), but they may not adequately
address changes in backpressure during each breath
related to breathing. This is because the intrinsic proper-
ties of blowers (fans) are such that at a fixed rotational

speed, these devices tend to produce a flow (not pressure)
that is heavily influenced by backpressure (e.g., the tubing
resistance and the difference in magnitude and direction of
flow between inspiration and expiration). As a result, fans
tend to produce a relatively constant pressure against a
wide range of loads (because of the changes in delivered
flow). Thus, blowers result in a pressure profile during
breathing that is close in their behavior to that of a circuit
with a threshold valve. The result of this pattern of
response to varying backpressures is that setting a con-
stant blower speed results in a system that, to a first
approximation, maintains a pressure that is relatively
constant at the blower, independent of the patient’s breath-
ing pattern. However, blowers are not perfect in this
regard. Blowers (fans), when kept at a constant speed
within each breath, necessarily produce slight changes
in delivered pressure (higher during expiration and lower
during inspiration). Greater variability in breath size,
and large leaks through the mask will all result in pro-
gressively greater pressure swings at the blower. Because
of tubing resistance, even greater pressure changes will
occur at the patient if the system is entirely passive.
Specifically, pressure in the system and at the patient
will fall during inspiration and rise during expiration to a
value different from the treatment pressure.

The latest CPAP machines (U.S. Patent Application
2005/0188989) have begun to address these intrabreath
pressure variations by modifying the pressure they deliver
within individual breaths as a function of the instantaneous
flow. The assumption is that this will improve pressure
(exhalation) induced discomfort, which is reported by many
users of CPAP, by limiting unnecessary rises in pressure
above therapeutic during expiration. The simplest way
to accomplish this pressure stabilization is to vary the
blower speed in response to fluctuations detected in mea-
sured pressure. This type of control is a classic feedback
system and is used to keep pressure constant at the blower
by responding to any deviations or perturbations that
occur in the desired constant pressure. Detected changes
in pressure result in the controller changing the speed of
the blower. Typically, pressure in the circuit varies as a
result of changes in the patient’s breathing (inspiration vs.
expiration) or changes in the leak from the system at the
mask, both of which produce changes in the backpressure
felt by the blower.

As pointed out, varying the blower speed within a breath
in response to the sensed instantaneous flow can also be
done to vary the blower pressure profile such that it is
maintained constant (without measurement) at the mask.
An alternative to this is to reinsert an active threshold
valve at the blower that accomplishes a similar function
based on sensing flow in the circuit or some other measured
variable that allows prediction of pressure in the mask.
Much like the original CPAP circuit, pressure control is
provided by driving the blower to produce a pressure in
excess of that needed, and diverting (‘‘bleeding off’’) some
pressure in the system by variably opening the valve at a
‘‘threshold’’ pressure. However, instead of targeting a con-
stant blower pressure, the valve is instructed to produce a
pressure profile predicted to cause a constant mask pres-
sure, by adjusting the opening and closing of the valve.
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‘‘BiLevel’’ PAP. Introducing a valve under micro-
processor control provided an interesting opportunity to
create patterns other than a constant pressure in the
system. As soon as the pressure delivered to the patient
begins to be significantly higher during inspiration than
during expiration, however, this nonconstant pressure
is fundamentally different from CPAP. In fact, this is
similar to the behavior of artificial ventilation devices
(ventilators). If the control system is made aware of
when inspiration and expiration begin, the valve used
in venting pressure can be adjusted to rapidly achieve
higher and lower pressures in synchrony with the patient;
this can assist or even fully replace patient breathing efforts
and is the essence of mechanical ventilation. Whereas CPAP
is the imposition of a control algorithm targeting a near-
constant pressure in the system or at least at the patient,
ventilation (sometimes referred to as ‘‘bilevel ventilation’’) is
the imposition of a nonconstant waveform of pressure on
the output of the blower so as to raise inspiratory pressure
above expiratory pressure at the patient level. However,
as the pressure profile (constant or variable at the patient)
depends only on the programming of the valve controller,
much confusion exists in the literature about whether a
‘‘bilevel’’ device is being used for ‘‘CPAP’’ or assisted
ventilation.

In concept, patients with obstructive sleep apnea have
no ventilatory control abnormality once the airway is open.
Thus, assistance with ventilation (once the airway is
splinted open) is not indicated. The original proposal for
bilevel ‘‘CPAP’’ was not targeted at ventilation, but to date,
there has been little in the published literature to support
its use for ‘‘comfort’’ in patients with OSAHS alone. How-
ever, as a noninvasive ventilator, bilevel devices are very
effective and deliver what is essentially a combination of
PEEP and pressure support ventilation. Their use is
clearly indicated in chronically hypercapnic patients and
in those with nocturnal hypoventilation. Not only is there
little logic to the use of this type of device for intermittent
obstructive apnea, but also recent publications have sug-
gested that they can exaggerate central apnea—presumably
because increasing breath size (pressure support) will
increase plant gain in the patient’s respiratory control
loop and tend to produce increased overshoot of the size
of compensatory ventilatory efforts whenever there is
instability of breathing, creating a classic ‘‘ringing’’ system.

Although the above discussion shows that bilevel
ventilation is completely different in purpose and applica-
tion from CPAP, current devices are such that they can
deliver both modes with little change in their circuitry if
they contain the means to rapidly change the pressure
according to a prescribed algorithm. As a result, there
continues to be confusion about what is being done when a
physician prescribes a treatment for a patient. Clarifica-
tion as to the algorithm being used by a setting on the
machine requires a decision as to whether the device
targets

� A pressure that is constant at the blower (the con-
troller removes fluctuations at the blower). When the
pressure is measured at the patient, there will neces-
sarily be small fluctuations throughout breathing.

Pressure will be lower at the patient during inspira-
tion and higher during expiration than at the blower.
This is passive CPAP.

� A pressure that is constant at the patient (the controller
removes fluctuations at the patient). To accomplish this,
the pressure when measured at the blower will be
slightly higher during inspiration and lower during
expiration. This is the purest form of classic CPAP.

� A pressure that is higher during inspiration than
during expiration both at the blower and the patient.
This type of pressure oscillation has as a purpose to
actively assist the patient in magnifying his breathing
efforts. The pressure changes assist the patient’s
spontaneous muscular breathing efforts when these
are weak. This is active ventilatory support.

In the last two above cases, the expiratory pressure has
been lowered from the value it would have achieved during
expiration if the system was left to behave passively in
response to the patient’s breathing backpressure. The
difference between the two algorithms above is not in
the direction of change applied to the output expiratory
pressure, but in the purpose for which it is lowered and the
amount that pressure at the output of the blower is made to
fall during expiration through active control. If the pres-
sure at the blower is not lowered, i.e., forced to be constant,
then the pressure as measured at the patient will rise
during expiration. If the pressure at the blower is forced
to fall slightly during expiration, the pressure may remain
constant at the patient. Finally, if the pressure is forced to
fall sufficiently at the blower during expiration, pressure
will also fall at the patient during expiration. Unlike the
first two algorithms, this pattern at the patient of a fall in
pressure during expiration when compared with inspira-
tion produces actual assistance to the patient’s breathing
efforts, and it defines assisted ventilation; this type of
ventilatory assistance is fundamentally different from
CPAP, whose purpose is only to hold the airway open.

MONITORING/TITRATION ISSUES

Recording the Pressure

The clinical prescription of CPAP is usually given as a
single therapeutic pressure value. Typically, this is derived
from some type of titration in a recorded sleep study. As
should be evident from the earlier discussion of pressure
gradients, this prescription pressure should to be related to
how pressure was measured during the titration, as well as
to how it will be implemented by the patient’s CPAP
machine, but this is often overlooked. If it assumed that
the prescription is a generic one for a therapeutic pressure
to be delivered in the mask, then the mask pressure should
be the one measured during the titration study. However,
most CPAP machines used in the laboratory do not provide
this pressure as an easily available electronic output
because they do not measure it. Instead they measure
the pressure at the blower, which may differ by up to 1–
2 cm H2O from that at the patient and vary with respira-
tion actively or passively. Furthermore, this gradient, as
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discussed above, varies with the uncontrolled leak condi-
tions at the mask and the amount and type of tubing
circuitry, including whether a humidifier is in line. Further-
more, because many CPAP machines output an internally
measured pressure as an analog or digital signal to facilitate
laboratory recording during the sleep study, it is critical to
know whether the actual mask pressure is being output or
whether the output is a calculated estimate of pressure of a
CPAP machine to that assumed to be present at the patient
interface. In our laboratory, we prefer the actual measure-
ment of pressure in the mask of the patient and provide this
to the patient as his ‘‘prescription pressure.’’ This should be
independent of the brand of CPAP chosen for chronic use by
the patient in its relation to adequacy of pressure if mea-
sured in the mask.

Algorithm for Deciding on the ‘‘Therapeutic’’ Pressure

When a patient undergoes a ‘‘CPAP titration,’’ the pressure
in the system during the period of monitoring is gradually
increased until all evidence of upper airway obstruction
disappears. Different laboratories titrate to different
indices, but in principle most include trying to abolish
evidence of both severe and partial obstruction as below:

Apneas (complete cessation of airflow caused by obstruc-
tion for at least 10 s) usually disappear first, so that at
pressures above 8 to 10 cm H20, it is rare to find obstructive
apneas. Central apneas (failure of respiratory effort to
occur, but usually without obstruction) may appear, espe-
cially at higher pressures. These are usually distinguished
from obstructive apneas by the absence of persistent
respiratory movements (rib and abdomen movements) dur-
ing the apnea.

Hypopneas (significant reductions in airflow lasting at
least 10 s) tend to predominate once CPAP has been applied
at low levels. These are easily identified as obstructive by
the presence of a flattened inspiratory flow/time contour,
which differs from the sinusoidal shape of normal inspira-
tion and breaths with unobstructed reductions in effort
(‘‘central’’ hypopneas). This ‘‘flow limited’’ behavior of
obstructive hypopneas is explained by a Starling resistor
model of the upper airway where dynamic collapse of the
airway occurs due to the negative intraluminal pressure of
inspiration. Transient appearance and disappearance of
the flattened contour of groups of individual breaths indi-
cates recurrent obstructive apnea and indicates the need
for increased CPAP. Most laboratory titrations will strive
to eliminate these events by raising CPAP.

Evidence of sustained elevated upper airway resistance
(in contrast to discrete ‘‘events’’) may remain after all
apneas and hypopneas disappear. This evidence can con-
sist of stable snoring (upper airway vibration induced by
unstable airway tissue), sustained runs of breaths with an
inspiratory contour suggesting Starling behavior (‘‘flow
limitation’’), or other direct measures of elevated airway
resistance (e.g., direct measurement of intrathoracic pres-
sure, from an esophageal catheter probe, divided by flow).
It is currently often assumed that this evidence of high
upper airway resistance must be completely relieved by
elevating CPAP, but there is controversy as to the benefits
of this form of titration. In some cases, raising CPAP to

eliminate all such evidence of elevated upper airway resis-
tance results in further improvement of sleep structure
and decrease in daytime sleepiness. By contrast, in other
subjects, few if any symptoms occur when the patient has
sustained elevated resistance, provided this occurs without
causing repetitive arousal. In this latter setting, raising
the CPAP is difficult to justify, although often done. Very
limited studies attempting to justify this titration approach
have not to date supported any benefit of one approach over
another.

During CPAP titration, in addition to defining the
events that should prompt raising the pressure, it is
important to consider when the pressure may be too high
(and thus needs to be lowered). Although it is generally
assumed that the lowest effective pressure is most comfor-
table and excess pressure will disrupt sleep, this has not
been shown by controlled trials. However, most titration
studies should include periodic reductions in CPAP once
breathing and sleep have been stabilized to test for the
lowest pressure at which evidence of airway instability (see
above) recurs. This pressure may be different at different
times in the night, and it is almost always different in the
supine position and during REM sleep. These observations
challenge the concept of a single prescription of CPAP.

Auto-Titration

The above discussion has assumed that a single therapeu-
tic pressure at which the upper airway is effectively
splinted exists for a given patient, and that this pressure
remains relatively unchanged over time (within each night
and across nights). There is ample evidence that this is
NOT true. Where it has been studied, it is strongly sug-
gested that for many patients in the supine position, upper
airway obstruction is more severe and/or takes more CPAP
to treat (although these are not synonymous). There may
also be differences in the CPAP needed during REM and
non-REM sleep. Thus, when a single pressure is pre-
scribed, most practitioners use the highest pressure
needed during a prolonged period of titration (e.g., at
night), knowingly over-treating during the rest of the time.

Beginning in about 1990, several investigators began to
automate the titration algorithm for choosing a pressure.
The concept evolved of a feedback loop that constantly
adjusted the CPAP based on sensing either frank apnea,
hypopnea, or indices of upper airway abnormality like
snoring and/or the contour of the inspiratory airflow. These
devices were called auto-titrating CPAP or Auto-CPAP.
Two conflicting goals were suggested for optimizing their
function—maximizing the efficacy of CPAP and improving
patient compliance by reducing pressure to the minimal
need at all times. The first of these was to respond to
unexpected increases in need in order to prevent under-
treatment. The latter was to prevent unnecessarily high
values of pressure at a time they were not needed. As both
the signal driving feedback and the time constants of the
systems developed varied greatly, it is difficult to address
the whole group of Auto-CPAP devices in a single study. In
particular, the effectiveness of the decision process for
raising and lowering the CPAP will dictate whether the
final pressure profile is high or low compared with CPAP.
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This is not the logical target by itself, and only an outcome
such as quality of sleep, improved hours of use by patients,
and ultimately, improved daytime function and reduced
sleepiness, can be used to evaluate the punitive value of
Auto-CPAP over constant pressure. To date, however,
limited data support this in large groups of patients. Some
data suggest improved compliance with specific devices.

Having said that, no data suggest that the more reason-
able of these devices is any LESS effective than CPAP, but
some Auto-CPAP devices occasionally show changes in
pressure that do not bear any logical relationship to the
patient’s breathing (runaways), and there is every reason
to assume these will impair sleep.

A logical approach to evaluating such devices needs to
address several questions before beginning to ask whether
long-term use is effective or better than traditional CPAP:

1. Which signal is driving the response of Auto-CPAP?
Possible signals include the flow signal amplitude
(apnea and hypopnea), shape (detection of starling
resistor behavior in the form of ‘‘flow limitation
shape’’ as described above), vibrations (e.g., snoring
and airway instability), breathing pattern on a
longer timescale, direct sound measurements, and
direct measures of airway abnormality (e.g., mea-
surement of impedance via forced oscillation techni-
que). The existing devices are driven by different
signals, and new devices appear frequently. When
compared head-to-head these devices have different
responses to breathing test-waveforms, and both
bench and patient testing is not yet standardized.

2. What makes the pressure rise? Is a response sought
to each abnormal breath or detection of abnormal
impedance? Is the pressure adjusted after a ‘‘testing’’
protocol—e.g. a periodic deliberate lowering of the effec-
tive pressure to induce some endpoint of abnormality?

3. When is pressure lowered, and after how long? Is
continuous testing possible (as with forced oscilla-
tions to measure impedance) to which pressure can
be lowered when the control variable is low, or is
‘‘normal’’ a condition that, once achieved, provokes a
prolonged period of constant pressure (e.g., what is
the response to ‘‘normal breathing’’ when detected)?
When pressure is lowered, is this a provocative test,
or an attempt to detect over-treatment? How fre-
quent are pressure decreases? The implications of
these decreases and their endpoint are physiologi-
cally significant—‘‘testing’’ too frequently with a non-
subtle endpoint (e.g., an apnea or an arousal) will
disrupt sleep. Testing too infrequently for decreasing
pressure will produce ever increasing therapeutic
pressure because there will be insufficient compen-
sation for unavoidable errors in the algorithm’s
detection of a need to raise pressure.

Furthermore, a constant tradeoff exists between the
need to optimally set CPAP for a stable physiologic state
(e.g., in stable stage 2 sleep in the supine position, a
pressure of x cm H2O may be appropriate for long periods)
and the need to respond with a rapid change in CPAP to

state changes affecting the airway (e.g., awakening, enter-
ing REM, or rolling from the lateral to the supine position).
Each machine currently on the market and in development
has made different decisions about the way to balance
these needs, and the resultant behavior, although it can
be described, is not clearly better or worse by simple
criteria. Large numbers of patients are needed to show
benefit in terms of daytime outcome or compliance with
therapy, and these trials are not widely available, nor are
the results from one machine easy to apply to another
machine or even to a slightly modified algorithm.

This field is still in evolution, but there has been dis-
appointment in the advantage of the approach as reflected
in better therapy. Despite this, automation of titration may
still have large benefits for patients, even if it is not ‘‘better’’
titration, or even ‘‘more comfortable’’ CPAP. This arises
from a trusted algorithm being able to replace the costly
CPAP titration study, which is currently usually done in an
attended fully monitored laboratory setting. To date, only a
few machines on the market have sufficiently reliable
‘‘auto-titration’’ that they can be left unattended and mon-
itored on a first-time user of CPAP, with the resulting
pressure behavior assumed to represent an accurate reflec-
tion of the patient’s need for CPAP. Even the best available
machines still over-treat and under-treat some patients,
and it seems advisable to recommend that evaluation of the
results of a titration study be reviewed (at least off-line) by
an expert with more than an assessment of the pressure
profile the machine chose.

Our laboratory chooses to review all Auto-CPAP titra-
tions by examining the flow profile and looking to see if
overall we agree with the induced rises in pressure. We also
review the pressure profile for rapid uncontrolled and
unexpected rises in pressure that end with an arousal of
the patient, and usually assume these are erroneous.

Finally, if Auto-CPAP is used for titrating a patient’s need
with the intent of using a single pressure as a prescription,
yet another ‘‘algorithm’’ must be invoked to translate a
constantly fluctuating pressure into a single prescription.
Review of the pressure and or flow tracings rarely results
in a single pressure that is constant for much of the night.
One must, on subjective grounds, discard excesses and ignore
periods of inadequate therapy during the fluctuations. One
proposal is to discard the highest pressures achieved during
5% to 15% of the night. There has been no testing of this
approach by objective criteria of long-term benefit.

INDICATIONS FOR USE OF CPAP IN OSAS

Stated simply, CPAP is currently the first line of treatment
and is indicated for reversal of sleep-induced abnormal
upper airway behavior, provided it is severe and results
in disruption of sleep with negative daytime consequences.
When obstructive apneas and hypopneas occur very fre-
quently and result in severe blood oxygen desaturations, it
seems obvious that CPAP is needed. Formal trials of the
benefits of CPAP have relatively conclusively shown ben-
efit when more than 30 apnea/hypopneas occur per hour
of sleep. This benefit is mostly in the form of reduced
daytime sleepiness, although small studies have suggested
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reductions in blood pressure, improvement in daytime
cognitive performance, or reaction time after weeks to
months of therapy. CPAP is now near universally accepted
as the most effective therapy (better than surgery or oral
appliances) but not always as the most acceptable therapy
from the patient. This has resulted in compliance rates
among moderate–severe apneics (see above definition),
which range from 50% to 80%, leaving many patients sub-
optimally treated, or anxious to change to other treatments
as they become available.

However, a more contentious issue is how mild can the
physiological abnormality be before treatment with CPAP
is either unnecessary or unacceptable to patients. Two
relatively large clinical trials are currently underway to
answer this question, but no definitive statement can be
made at present. A therapeutic trial of CPAP may answer
the question in individual patients who show abnormal
respiratory events during sleep and have an overt com-
plaint (such as excessive daytime sleepiness). The trial is
considered successful provided that patients see a notice-
able improvement in symptoms. Better documentation of
the validity of this approach is urgently needed as recent
studies have shown a very large number of subjects in the
general population who have apnea–hypopnea indices ran-
ging between 10 and 30 events per hour (up to 25% of the
population), some of whom are asymptomatic, and others
who have significant symptoms that might be due to this
pathology. Anecdotally, many patients improve on CPAP,
but many cannot adapt to chronic therapy. Some of these
may benefit from alternative therapy, but CPAP may
remain the most effective and definitive way to perform
a therapeutic trial for all treatments for OSAHS.

ISSUES IN COMFORT/COMPLIANCE FOR OSAHS
AND ANCILLARY TREATMENT ISSUES

Interfaces/Masks

As comfort is the most perceived issue affecting patient
compliance, it is clear that the mask must be an important
contributor to the patient’s willingness to use the device.
Although this is accepted dogma, compliance rates over the
years in which CPAP has been available are not clearly
changing, and much of the willingness to use CPAP may
also be affected by subjective patient perceptions of
improvement (cost/benefit) and the reinforcement they
get from the care provider. It is rare that a patient will
use CPAP if the prescribing physician does not believe it
works. Many types of nasal, oral, and full-face interfaces
have been developed to maximize comfort. Nasal masks are
currently most used, and details of material, shape, sup-
porting extensions to relieve pressure points, and so on are
beyond the scope of this discussion. Non-mask nasal inter-
faces also exist (‘‘pillows’’ or ‘‘prongs’’) and may help address
issues of claustrophobia, variant facial anatomy preventing
a good seal with a mask, and personal preference. Oral
interfaces are less common, but they have a devout following
by some patients. Finally, for those with large leakage out of
the mouth when the nose is pressurized, full-face masks
may provide an alternative. Chin straps are frequently used
to reduce mouth leak. It is clear that the technologist who

knows the available masks and spends time trying multiple
ones with a new patient will have greater success than one
using the ‘‘one size fits all’’ approach.

Headgear

Like masks, a variety of headgear exist. These affect fit of
the mask, pressure on the nasal bridge, tension of the
straps, and even appearance. There is little published on
the relative effect these have on compliance or patient
preference, but it seems this is an important area.

Oxygen

Some patients (a minority) who use CPAP have a conco-
mitant or related need for supplemental oxygen. As the
oxygen is being delivered into a larger air stream, the rate
of infusion (typically 2 to 10 L/min) may need to be different
from that prescribed for a patient just breathing supple-
mental O2. Furthermore, simple examination of the circuit
will show that the leak (intentional and unintentional at
the mask) will have a large effect on the delivered con-
centration of the O2 bled into the air stream. A larger leak
will change by a factor of 2–4 the final concentration of O2

at the patient’s nose. As CPAP masks are intrinsically
leaky and variable, so it is predictable that the need for
O2 will change. In patients without evidence of hypo-
ventilation and central regulatory abnormalities (usually
marked by daytime hypercapnea, or arterial PCO2

>45 mm Hg), giving too much is not a problem other than
expense, so titration to the highest level needed to keep
the oxygen saturation during all of sleep (including REM)
>90% is the usual goal. However, in patients who tend to
hypoventilate, excessive O2 will worsen CO2 retention and
may lead to accumulation of serum bicarbonate, further
depressing ventilatory drive even in the daytime. Thus, it
is desirable to try to minimize O2 use.

Finally, it is not often appreciated that the location at
which O2 is inserted into the CPAP circuit has a large
effect. If the bleed is into the hose near the blower, the
tubing promotes mixing and acts as a reservoir of a rela-
tively fixed but lower O2-enriched gas. Pattern of breathing,
i.e., time in inspiration and expiration and tidal volume,
may have less effect, but the degree of leak will still play a
large role. In contrast, if the O2 is bled directly into the
mask, especially if this is beyond the leak in the circuit, the
leak may have less effect. However, small changes in timing
of breathing and mask size will have enormous effects on
the inspired O2 concentration as buildup of a small volume
of near pure O2 can accumulate during pauses and part of
inspiration, whereas there is little volume to act as a reser-
voir and mixing chamber. This issue should be addressed by
providing the location of O2 connection in any prescription
so that it will at least match the titration technique.

Humidity

Although at first glance it is not clear why humidity should
be needed if breathing occurs through the normal nasal
mucosal humidifying mechanisms, drying of the nose and
nasal reactive obstruction are common complaints in CPAP
users. Recent literature suggests that humidifying the
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inspired air is helpful for these complaints, and anecdotally
this may improve compliance with CPAP. Several mechan-
isms may be involved, but the most likely is that any leak
out of the mouth will result in a constant desiccating flow
through the nose with air below 100% relative humidity,
rather than the usual bidirectional flow of normal breath-
ing that replenishes the humidity in the nasal mucosa on
expiration that was lost on inspiration. This situation is
most prominent in mouth leak exacerbated by high pres-
sure, after palatal surgery, and certain anatomical var-
iants that promote mouth leak. Humidity does address
this, but the degree of humidification of air is proportional
to temperature as well as to the efficacy of the humidifier.
Thus, simple cold pass over humidification is rarely suffi-
cient, and heated humidification has been shown to have
advantages in many studies. Because cooling of the air as it
travels down the CPAP circuit may cause ‘‘rain-out’’ and a
water hazard, some advocate the use of insulation or
heating of the CPAP tubing as well as heated humidifica-
tion of the air before delivery.

WRAP UP

Obstructive sleep apnea has probably been around for as
long as there has been sleep, although it has been treated
as a clinical disorder and syndrome only in the last 25
years. Epidemiological studies prove it is a major health
hazard.

The National Institutes of Health recognize that most
OSAHS patients remain undiagnosed and that the princi-
pal therapeutic apporach is CPAP. Even though the med-
ical device industry has produced a variety of CPAP
technologies and enough different makes and models to
ravial the automobile industy, the therapy remains some-
what cumbersome, and so it is not associated with optimal
compliance rates in the long term. It is, however, relatively
noninvasive, efficient, and definitive at demonstrating
therapeutic value for a particular patient.

The advantages of CPAP are that if tolerated it provides
a relatively risk-free route to symptomatic relief of a ser-
ious disorder. An alternative in severe cases is a surgical
procedure to place a tracheostomy. CPAP units require a
prescription from a physician, however, several Internal
vendors will accept a facsimile via fax or e-mail and will
send CPAP machines and related equipment via mail
order. Patients can select from model features on websites.
Some vendors show over 250 styles and sizes of masks.

As a result of the need to improve patient compliance
with CPAP therapy, manufacturers have constantly been
improving the comfort and self-regulating capability of
the machines to delivery therapy as needed, to match
the changing conditions that occur during a night of sleep
and over time. To accomplish this, devices include diag-
nostic capabilities to tailor the pressure of the therapy to
the patient’s needs. Just as pulse oximeters were the first
wave of medical diagnostic devices to incorporate advanced
data handling and storage capabilities, it seems that CPAP
machines have incorporated technology as it has become
available and serve as a test bed for applications such as
improved control algorithms, performance, usability fea-

tures, comfort, and compliance records. All of this informa-
tion can be transmitted to the physician via the Internet or
a small piece of flash memory. CPAP machines are avail-
able in the United States at prices ranging from $450 to
$3000. The higher priced units can function as ventilation
assist devices.

The result is that the same technology being developed
for the growing CPAP industry can be used in other
medical devices that play a role in self-regulating home
therapy and objective tracking of patient compliance and/
or progress.

The search continues for a less cumbersome method to
splint the airway open either with surgery, an implanted
stent, or a drug that stiffens the upper airway during sleep.
CPAP will probably remain the first choice for a therapeutic
trial.

See also RESPIRATORY MECHANICS AND GAS EXCHANGE; VENTILATORY

MONITORING.

CONTRACEPTIVE DEVICES

MOLLIE KANE
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INTRODUCTION

Contraceptives and contraceptive devices are possibly
the most widely used medical devices today. In the United
States, 42 million women, or 7 in 10 women ages 15–44, are
currently sexually active and do not want to become preg-
nant (1). In 2002, 98% of women who had ever had inter-
course had used at least one method of contraception.
Ninety percent had used a condom at least once. Of repro-
ductive age women (15–44 years), 62% were currently
using contraception. Over 10 million women in the United
States had undergone female sterilization (2).

In fact, from a population perspective, there may be no
other medical devices that have such a profound impact on
quality of life. The implications of a person’s ability to
control when, or whether, they have a child are profound.
For the individual, it will forever influence their health,
educational and work options, and income. The typical U.S.
woman, who desires two children, will use contraception
for � 30 years of her life in an attempt to control both the
timing and number of her pregnancies (1).

What is especially unique about contraceptive devices,
compared to most other medical devices, is that they are
used by healthy people. They are neither for the detec-
tion nor treatment of disease. Therefore, patients and
clinicians alike may have different thresholds for the
acceptability of side effects and complications of con-
traceptives compared to other medical devices. The effects
of contraceptives are often incorrectly compared to
the effect of no treatment, rather than to the effect of
pregnancy.

Despite the wide variety of contraceptive methods avail-
able in the United States and the high rate of women who
use them, the number of unintended pregnancies remains
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alarming. The Pregnancy Risk Assessment Monitoring
System (PRAMS) study from the U.S. Centers for Disease
Control and Prevention (CDC) looked at live births in 17
States in 1999 and found that 34–52% of live births were
the result of unintended pregnancy (3). One-half of unin-
tended pregnancies in the United States occur among
women who were not using contraception (4). The other
one-half is the result of contraceptive failures because of
incorrect or inconsistent use. Of all unintended pregnan-
cies, one-half end in therapeutic abortion (5). Worldwide
�190 million pregnancies occurred in 1995 and 1 in 3 of
these ended in therapeutic abortion (6).

The high rate of unintended pregnancy could potentially
be curtailed via changes in the contraceptive industry. A
2004 report by the National Academy of Sciences states
that ‘‘those millions of women who choose to terminate a
pregnancy, many submitting to unsafe and illegal proce-
dures that can be life threatening, attest to the need for
improved access to and utilization of existing contraceptive
methods and the need for new and improved contraceptive
options’’ (6). Research is beginning to focus on how to make
contraceptives easier to obtain and simpler to use. Methods
that are available over the counter may be more accessible
to some women. There are experts who feel that many
contraceptive methods are appropriate for sale without
prescription (7). Research could determine whether this
type of accessibility could lead to increased contraceptive
success and decreased rates of unintended pregnancy.
Emergency contraception could be dispensed prophylacti-
cally. To prevent pregnancy between the time that a
method is dispensed and utilized, emergency contraception
should be used as soon as possible. Marketing can continue
to focus on ‘‘positive side effects’’ of contraceptives, such as
decreased acne or increased sexual function.

Other new and creative methods of dispensing contra-
ceptives may increase use and continuation rates. Planned
Parenthood of Columbia/Willamette, OR is offering pre-
scription of hormonal contraceptives via the internet.
Women fill out an online questionnaire and are then con-
tacted by phone by a nurse practitioner. Appropriate can-
didates may then receive pills, patches, or rings via
overnight mail (7). Pharmacy access is another new
method for prescription of contraceptives. Several states
now allow pharmacists to prescribe emergency contracep-
tion, which may be expanded to other contraceptive types
in the future.

In addition, the intrinsic properties of a contraceptive
device affect whether a woman will be able to use it with
every episode of intercourse or whether she will choose to
discontinue use. Safety profiles and side effects affect a
woman’s willingness to start or continue a given method.
For example, breakthrough bleeding, weight gain, nausea,
or mood changes are side effects that are not dangerous, but
that are likely to result in method discontinuation. Ease of
use and disruption of intercourse may also affect a woman’s
willingness to continue use of a given contraceptive.

There is no perfect, completely effective contraceptive
method. The best contraceptive choice for an individual or a
couple will depend on many factors including, among
others, their sexual attitudes and behavior. A thorough
sexual history will assist the clinician in guiding a patient

in choosing an appropriate contraceptive. Considerations
include a woman’s level of comfort with her own body, her
likelihood of exposure to sexually transmitted infections
(STIs), the degree of cooperation from the patient’s partner,
and the patient’s need to have contraception occur separate
from intercourse (8). Frequency of intercourse may have an
effect on contraceptive choice. Those who have intercourse
rarely may not want a method that requires daily action.
However, those who have intercourse rarely are most likely
to have intercourse unexpectedly and find themselves
unprepared.

Individuals who will have a new partner or multiple
partners may desire a barrier method of contraception to
decrease risk of STI transmission. However, those who
would find an unintentional pregnancy completely unac-
ceptable may prefer the higher effectiveness rates of hor-
monal contraceptives or sterilization. Using both types of
contraception, barrier, and hormonal–sterilization, pro-
vides the highest level of effective pregnancy prevention
and provides protection from STIs. However, an inverse
relationship is seen between the use of effective noncoital
contraceptives and condoms. In one study of 12,000 U.S.
high school students, pill use was the strongest predictor of
failure to use condoms. It even had a more profound effect
than use of alcohol or drugs or having multiple partners (9).

This article reviews concepts involved in contraceptive
efficacy, informed consent, and contraceptive research and
development. A brief description is provided of those con-
traceptives that can be considered medical devices. Much of
the information in this article comes from the book Contra-
ceptive Technology, 18th Revised ed. (10), as well as from
peer-reviewed literature, online information from the CDC
(http://www.cdc.gov/), literature from the Alan Guttmacher
Institute, a nonprofit organization focused on sexual and
reproductive health research, policy analysis and public
education (http://www.agi-usa.org/index.html), and docu-
mentation from medical device manufacturers via the
internet. This article will not address nondevice methods
of contraception such as oral contraceptives, injectables,
and natural family planning.

CONTRACEPTIVE EFFICACY

Contraceptive efficacy is based on many factors. Inherent
efficacy of the method is only one aspect of whether preg-
nancy will occur. Factors that facilitate or interfere with
proper use of the method also contribute to efficacy. Such
factors can be method related, such as breakthrough bleed-
ing, or interruption of spontaneity, or user related. Study
populations that have high rates of intercourse will have
higher rates of pregnancy, and therefore lower contracep-
tive effectiveness rates, than study populations with low
rates of intercourse. Age of the user or of the study popula-
tion will also affect efficacy rates. Fertility declines with
age, thus reducing unintended pregnancies. Therefore,
study populations containing higher populations of older
women will find higher contraceptive efficacy rates. In
addition, frequency of intercourse declines with age. Women
with regular menstrual cycles will have higher rates of
pregnancy and thus, higher rates of contraceptive failure,
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than women with irregular cycles (11). For example, one
study of women using the Reality female condom found that
women with regular menstrual cycles were 7.2 times more
likely to experience a pregnancy than women whose cycles
were < 17 days or > 43 days (12).

Typical use contraceptive failure rates reflect the
rate of pregnancy among women who report that a contra-
ceptive is her method. It does not mean that she uses
the method every time, uses it correctly, or even uses it at
all. Perfect use reflects the rate of pregnancy that will
occur among women who use a contraceptive correctly
and with every episode of intercourse. These rates are
usually estimated by researchers or are based on one or
two studies.

Contraceptive failure rates are often calculated using
the PEARL index, calculated as the number of pregnancies
occurring divided by the number of woman years of expo-
sure. The PEARL index is highly affected by the length of
the study. Pregnancy rates are higher during the early
stages of use of a method. Therefore, a study of 100 women
using a given method for 1 year will have a higher PEARL
index than a study of 10 women using the same method for
10 years.

Studies that administer pregnancy tests each month
will find more pregnancies due to early detection of con-
ceptions that end in spontaneous abortion prior to being
recognized. Patients lost to follow up may be more likely to
have experienced pregnancy than those who remain in the
study.

Approximately 85 out of 100 sexually active U.S. couples
that do not use contraception will become pregnant in
1 year based on estimates from populations who have
low contraception use or who are actively trying to conceive
(13). Conversely, the definition of infertility is the absence
of conception after 1 year of unprotected intercourse. Con-
traceptive effectiveness rates should be regarded in com-
parison to what the pregnancy rate would have been if no
contraceptive technique was used. For example, if use of a
given contraceptive results in 15 pregnancies/100 women
in the first year, then �70 pregnancies were prevented (85
minus 15).

INFORMED CONSENT

Informed consent for contraceptive device use should
always be obtained. Individuals may not be willing to
tolerate the same level of risk with contraceptive use as
they would for other medical devices. The Department of
Health and Human Services provides regulations regard-
ing what constitutes appropriate informed consent for
sterilization. It contains seven basic principles. These
seven principles can help to guide appropriate informed
consent for all types of contraceptives (14,15). The seven
principles follow: (1) The patient should understand ben-
efits of the method. (2) The patient should understand risks
of the method (including risks of method failure). (3) The
patient should know alternatives to the method (including
abstinence and no method). (4) The patient should know
that they have the right and responsibility to ask questions
about the method. (5) The patient should know that they

have the ability to withdraw from the method at any time.
(6) All of the above issues must be explained in a way the
patient understands. (7) Documentation that the caregiver
has ensured understanding of each of the first six points
should occur.

The term ‘‘informed choice’’ has been gaining popularity
in the field of family planning. It implies the idea that all
contraceptives have side effects and risks and that an indi-
vidual must choose which side effects and risks are accep-
table to them. An individual should not use a product if they
find any one of the side effects or risks unacceptable.

MALE CONDOM

The male condom is a thin sheath of latex, lambskin, or
polyurethane, placed over the shaft and glans of the penis.
Condoms prevent pregnancy by blocking the passage of
sperm into the vaginal canal. Condoms provide the only
well-documented method for prevention of transmission of
sexually transmitted infections and human immunodefi-
ciency virus (HIV) by blocking the exchange of blood,
semen, and vaginal secretions.

Latex condoms are by far the most popular and widely
used type of male condoms. Latex condoms are available in
the United States in a wide variety of styles and brands.
They are available with or without reservoir tips or nipple
ends, straight or tapered, smooth or ribbed, transparent or
in a variety of colors, odorless, scented, or flavored. Average
condom length is �7.5 in. (19 cm), with ranges from �6.5
(16.5 cm) to 9.5 in. (24 cm). Widths of <2 in. (5.1 cm) are
considered snug and width >2.125 in. (5.4 cm) is ‘‘baggy’’.
Thickness averages 0.0027 in. (0.0069 cm). Condoms with
thickness <0.0019 in. (0.0048 cm) are considered extra
sensitive. Those with thickness >0.0027 in. (0.0069 cm)
are considered extra strong and may help with premature
ejaculation. ‘‘Climax control’’ condoms are available with a
small amount of benzocaine in them to aid with premature
ejaculation. A Taiwanese company, SakuNet International
provides condoms in 55 different sizes ranging from 3
(7.6 cm) to 9.4 in. (24 cm) in length and from 1.6 (4.1 cm)
to 2.5 in. (6.4 cm) in diameter. Men log onto the SakuNet
website and print out a measurement card that assists
them in ordering the appropriate sized condom.

Lambskin condoms are manufactured from the intest-
inal lining of lambs. They contain pores that allow for the
passage of small particles including HIV, hepatitis B virus,
and herpes simplex virus (OO). Lambskin condoms are
effective at pregnancy prevention because sperm are too
large to penetrate the pores. Lambskin condoms should be
used for contraception only.

There are four synthetic (polyurethane) condoms that
are U.S. Food and Drug Administration (FDA) approved
and available for purchase in the United States. These
include two Avanti condoms (Durex Consumer Products),
Trojan Supra (ARMKEL), and the eZ-on (Mayer Labora-
tories). Synthetic condoms have many advantages over
latex condoms. Compared to latex condoms they are thin-
ner and better at transmitting, and offer a less restrictive
fit. They are stronger and more resistant to deterioration.
They are compatible with water- or oil-based lubricants
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and are acceptable for individuals with latex allergy.
However, polyurethane condoms have not been well
studied for their effectiveness in the prevention of STIs
and HIV (16).

The majority of male condom research has been done on
latex condoms. Latex condoms that are used correctly and
consistently are effective at the prevention of pregnancy.
Method failure (condom breakage) is quite rare. With
perfect use as few as 2% of couples using condoms for 1 year
will experience pregnancy (17). As much as 24–65% of
condom breakage occurs prior to intercourse, therefore
not increasing the risk of pregnancy (18). Reported rates
of condom breakage or slippage during intercourse or
withdrawal are variable, but low. In a study of 353 latex
condoms used by sex workers in Nevada brothels, none
broke or fell off during intercourse. Two (0.6%) slipped off
during withdrawal (18).

Actual pregnancy rates with condom use are much
higher than perfect use rates. This is due to the high
likelihood of incorrect or inconsistent condom use. For
typical condom use, �15% of couples will experience a
pregnancy over 1 year of use (17). This includes couples
who fail to use the condom for every episode of intercourse.
Other causes of condom failure include failure to use the
condom throughout intercourse, partial or complete con-
dom slippage, poor withdrawal technique, incorrect place-
ment of the condom, and use of oil-based lubricants that
degrade the condom.

Research has shown latex condoms to be extremely
effective at preventing transmission of HIV during vaginal
and anal intercourse. In a 1994 study published in the New
England Journal of Medicine of 124 sero-discordant het-
erosexual couples, no sero-conversion occurred in 20
months of consistent and correct condom use. With incon-
sistent condom use, 10% of HIV-negative partners sero-
converted >20 months and with no condom use 15% of
partners sero-converted (19).

Variable data is available regarding the effectiveness
of condoms in reducing the transmission of each STI.
After reviewing all available data, the CDC concluded
that ‘‘the lack of data about the level of condom effective-
ness indicates that more research is needed—not that
latex condoms do not work’’ in the prevention of STI
transmission (20). They found that latex condoms, when
used consistently and correctly, can reduce the risk of
transmission of gonorrhea, chlamydia, and trichomoniasis.
In addition, they reduce the risk of transmission of
genital herpes, syphilis, chancroid, and human papillo-
mavirus when the infected areas are covered by the
condom. They also found that use of latex condoms
reduces the risk of HPV associated diseases such as
cervical cancer (20).

Condoms are regulated as medical devices by the FDA.
Every condom manufactured in the United States is elec-
tronically tested for holes or weak areas. In addition,
manufacturers are required to test samples from each
lot of finished, packaged condoms. Tests that must be
performed on the sampled condoms include the water leak
test, the air burst test, and the tensile property test (21).
Should failure rates of the sample condoms be unsatisfac-
tory, the entire lot will be destroyed.

Condoms pose very few risks or side effects for their
users. Latex condoms may not be used by individuals with
latex allergy. Individuals who do not have latex allergy,
but experience an allergic reaction to a condom, may be
reacting to condom specific components such as lubricant,
perfume, or other agents used in the manufacturing pro-
cess (22). Some studies have found an increased risk of
urinary tract infections in women using condoms with
spermicide.

Latex condoms are vulnerable to heat and sunlight.
They must be stored in a cool, dark place. They may be
stored in wallets for up to 1 month. They must be used
within 5 years of their manufacture date, or within 2 years
if they are lubricated with spermicide (23).

THE FEMALE CONDOM

The female condom (FC), Reality (Female Health Com-
pany, UK, http://www.femalehealth.com/index.htm), is a
17 cm long, 7.8 cm wide, 0.05 mm thick sheath made of
polyurethane. It has a ring at each end. The inner ring is at
the closed end of the sheath and is used to insert the FC and
to hold it in place behind the public bone. The outer ring is
at the open end of the sheath and remains outside the
vagina. The sheath loosely lines the vagina and covers
some of the vulva. The FC is prelubricated with a non-
spermicidal silicone lubricant. Additional oil- or water-
based lubricant may be added. The FC prevents pregnancy
and also protects the vagina, cervix, and external genitalia
against STI. The same device is available in other countries
under different names.

The polyurethane that makes up the FC is soft and
odorless. It is stronger than the latex used to make male
condoms. It conducts heat well, making sexual intercourse
feel more natural. It does not contain latex and does not
deteriorate at high temperatures or require any special
type of storage. The expiration date is 5 years from the day
of manufacture.

The FC may be placed up to 8 h prior to intercourse and
removed at any time following intercourse. It does not
require an erect penis to hold it in place. The FC should
not be used together with a male condom as friction
between the products could result in product failure.

The FC has been found to be effective in preventing STI
transmission both In vitro (24) and In vivo (25,26). Clinical
studies in the United States, Latin America, and Japan
revealed pregnancy rates similar to those found with the
use of other barrier methods. In a study looking at the use
of the FC as the sole means of contraception among 328
monogamous couples at six sites in the United States,
Latin America, and Japan, cumulative failure rates were
�20%. However, with ‘‘perfect’’ correct and consistent use,
<10% of the subjects experienced an accidental pregnancy
(27). The FC has no serious side effects, and it does not alter
the original flora or cause significant skin irritation or
vaginal trauma.

The FC is approved for single use only. A single Reality
condom costs �$2.00. The World Health Organization
states that single use is preferable. However, in situations
where female condoms are not available or affordable,
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evidence suggests that the FC may be used safely up to five
times.

VAGINAL SPERMICIDES

Vaginal spermicides contain benzalkonium chloride,
octoxynol 9, or nonoxynol 9. They are available without
prescription as films, suppositories, gels, creams, foam, and
on condoms. Currently, only Nonoxynol-9 is available in
the United States. It is a surfactant that works by destroy-
ing the sperm cell membrane. The spermicide is inserted
into the vagina prior to any genital contact.

Vaginal spermicides used alone are fairly poor at pre-
venting pregnancy. Pregnancy rates of 10–28% in 6 months
of use have been found in recent studies. The higher
pregnancy rates were found in a population of young
women who had frequent coitus (28). Spermicide used
together with condoms or other barrier methods can sig-
nificantly increase the efficacy of these methods.

Spermicide may be placed up to 1 h prior to intercourse
and must be placed again for each repeated episode of
intercourse. Suppositories, foaming tablets, and films
require time to dissolve prior to intercourse. Gel, tablets,
suppositories, and film need to make contact with the
cervix in order to be effective. Appropriate placement
may be challenging for some women. Spermicides have
not been associated with an increased risk of vaginitis.
They may increase the risk of urinary tract infection in
some cases. No adverse effects to spermicides have been
reported, but toxicology data is limited. Spermicides should
not be used together with any other vaginal medications or
with vaginal cleansing products or douches. Spermicides
should usually be avoided in the presence of sores on the
genitals or when there is vaginal irritation and should not
be used in the presence of cervical cancer.

Spermicides should not be used for the prevention of STI
or HIV transmission. In 2000, a letter by Helen Gayle, the
Director of the National Center for HIV, STD, and TB
Prevention of the CDC, to clinicians reviewed several
studies including that of the Joint UN Program on AIDS
(UNAIDS). It concluded that Nonoxynol-9 does not prevent
the transmission of HIV or other STIs. In addition, it may
increase the risk of HIV transmission by causing irritation
or ulceration of the female genital mucosa. Increased HIV
transmission with use of Nonoxynol-9 was seen among
women with very frequent high risk exposure. The effects
of Nonoxynol-9 on HIV transmission among lower risk
women are not known (29).

CERVICAL CAP

The cervical cap is a small, firm latex or silicon dome that
creates a barrier over the cervix and holds spermicide in
place. The Prentif Cavity Rim Cervical Cap (Lamberts Ltd,
UK) was FDA approved in 1988, although it has been used
in Europe for >60 years. However, Cervical Cap Ltd.
(http://www.cervcap.com/), the sole U.S. distributor, dis-
solved itself in March of 2005, and as of June 2005, there
are no other U.S. distrubutors. The Prentif Cap is made of

latex in the shape of a thimble. A small groove on the inside
creates suction to hold the cap in place over the cervix. The
dome of the cap may be filled one-third full of spermicide
prior to insertion, providing both a mechanical and a
chemical barrier to the entry of sperm into the upper
genital tract.

The Prentif Cap is available in four sizes, 22, 25, 28, and
31 mm, based on the diameter of the caps interior. It must
be fit by a trained provider and is available only by pre-
scription. It costs $49–68 when obtained directly from the
distributor.

Approximately 20% of women are poor candidates for
the cervical cap. A good fit is not possible in those with a
very long or very short cervix, or when the cervix is
asymmetrical. The Prentif Cap is also contraindicated in
women with a history of cervical laceration, current cervi-
citis or infection, history of toxic shock syndrome, latex
rubber allergy, a vaginal septum, cervical or uterine malig-
nancy, or unresolved abnormal Pap smear.

Fitting should be performed near the time of ovulation,
when the cervix is most small and firm. The bowel and
bladder should be empty. Several sizes should be tested in
ensure the best fit. With proper fitting, the cervix is com-
pletely covered. There should be 1–2 mm of space between
the cap and the cervix. A firm tug on the dome should not
displace the cap. When the cap is left in place for 10 min or
more, a suction rim should be visible and palpable after
removal.

Initial fitting should be performed at least 6-weeks
postpartum and at least 2 weeks after therapeutic or
spontaneous abortion. Refit should be performed annually,
after childbirth, therapeutic or spontaneous abortion, after
cessation of lactation, following a weight gain or loss of
10 lb (4.53 kg) or more, or after any reported accidental
dislodgement.

The patient may leave the cap in place for up to 48 h. It
should be in place for at least 8 h following the last episode
of intercourse. Additional spermicide does not need to be
placed for more than one episode of intercourse. Overfilling
of the cap with spermicide may lead to slipping and dis-
lodgement. If the cap is used with a condom, the condom
must be lubricated to prevent ‘‘grabbing’’ between the two
devices, which may result in dislodgement of the cap. The
patient should use a back-up method of contraception for
the first menstrual cycle of use and should check the cap for
good placement after intercourse.

There may be degeneration of the latex over time. The
FDA recommends annual replacement of the Prentif Cap.
Exposure to heat, light, or petroleum-based products will
accelerate deterioration of the cap. Early signs of deteriora-
tion include dimpling or thinning of the dome of the cap, a
sticky texture, or a mosaic pattern forming on the dome.
After use, the cap should be washed in soapy water, dried,
dusted with cornstarch, and stored in its original container.

A second cervical cap, the FemCap, was FDA approved
in 2003. It has been available in Europe since 1999. It is a
silicon cap that covers the cervix and forms a seal to
prevent the entrance of sperm into the upper genital tract.
The FemCap is shaped like a sailor’s cap with a brim, a
dome, a groove between the brim and the dome, and a strap
to facilitate removal. The dome covers the cervix, the rim
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fits against the vaginal fornices and forms a seal with
the vaginal wall. The groove stores spermicide and traps
sperm. Pushing on the dome breaks the suction, allowing
removal of the cap by hooking a finger around the strap.

Prior to insertion one-quarter teaspoonful of spermicide
should be spread into the dome of the FemCap. An addi-
tional one-half teaspoon is placed in the groove. Because a
majority of the spermicide remains in the groove and
because the groove faces the vaginal side, exposure of
cervical epithelium to spermicide is minimized.

The FemCap is available in three sizes. Sizing is based
on parity alone, which eliminates the need for fitting by a
healthcare provider. However, the patient must be trained
to use the cap and a prescription is required. Sizing is based
on the inner diameter of the rim of the cap. The 22 mm cap
is for women who have never been pregnant. The 26 mm
cap is for women whose pregnancies have resulted in
spontaneous abortion, therapeutic abortion, or Cesarean
section. Any woman who has delivered one or more full-
term infants vaginally should use a 30 mm cap.

A smooth, symmetrical cervix is required for FemCap
use. Therefore, it is contraindicated in women with a
history of cervical laceration. It should not be used in
the presence of infection of the upper or lower genital tract.
The FemCap may be used by couples with latex allergy. It
should not be used during menstruation.

The FemCap should be placed prior to any sexual arou-
sal to allow optimal formation of a seal. It must be in for at
least 6 h after the last episode of intercourse and may be in
place for up to 48 h at a time. Additional spermicide should
be inserted for repeat episodes of intercourse.

The Vimule cap was previously available in the United
States, but was recalled by the FDA in 1983 due to a high
incidence of vaginal lesions. It remains available in Europe
and elsewhere. It is a bell-shaped cap with a flanged rim. It is
available in 3 sizes: 42, 48, and 52 mm by external diameter.

Two additional caps are available in Europe, but are not
FDA approved. The Dumas cap, by Lamberts (Dalston)
Ltd., is a shallow, bowl-shaped latex cap available in five
sizes: 50, 55, 60, 65, and 75 mm by external diameter. The
Oves cap, by Veos, UK Ltd., is a clear, disposable, silicone
cap with a loop on the rim to aid in removal. It comes in
three sizes: 26, 28, and 30 mm.

LEA’S SHIELD

In 2002, the FDA approved Lea’s Shield (YAMA, Inc.;
Millburn, NJ, http://www.leasshield.com/about.htm), a
reusable vaginal barrier contraceptive made of medical
grade silicone rubber. The Lea’s Shield is shaped like an
elliptical bowl that covers the cervix. The posterior surface
is thickened to improve fit in the posterior fornix of
the vagina. There is an anterior loop to assist in removal.
The bowl contains a centrally located valve to allow the
passage of cervical secretions and air. Lea’s Shield comes
in one size designed to fit most women. It is available
by prescription from Planned Parenthood and from the
manufacturer.

A phase II clinical trial published, in 1996 by Mauck
et al. (30), found efficacy rates for the Lea’s Shield to be

similar to those found in other studies of the diaphragm
and cervical cap. Efficacy data were available for 146
women who used the Lea’s Shield as their only method
of contraception for 6 months. The adjusted 6 month life
table pregnancy rates were 5.6% for users of Lea’s Shield
with spermicide and 9.3% for users of Lea’s Shield alone
(not a statistically significant difference with p¼ 0.086).
This corresponds to 1-year failure rates of 9 and 14%,
respectively. However, the study included a high percen-
tage (84%) of parous women. For unknown reasons, barrier
contraceptives in general are less effective among parous
women. There were no pregnancies among the small num-
ber of nulliparous women in this study.

Studies are not available directly comparing the Lea’s
Shield’s safety or efficacy to the diaphragm or cervical cap.
It is not known whether uterine position effects efficacy. No
adverse events have been reported with the use of Lea’s
Shield. Data on the effect of the Lea’s Shield on cervical or
vaginal epithelium are not currently available. In the
study by Mauck et al. (30), discontinuation rates for device
related reasons were low, with 84% of women, but only 55%
of their partners, reported liking the Lea’s Shield. This
device may be used by individuals with latex allergy.

A clinician should check the initial fit of Lea’s Shield.
The device covers the entire cervix and the strap should be
behind the symphysis. If these two criteria are met and the
device feels comfortable to the woman, then it is considered
a proper fit.

Prior to each use the bowl of the device should be filled
with spermicide. The device may be inserted at any time
prior to intercourse and may be left in for up to 48 h at a
time. Additional spermicidal jelly is not needed for addi-
tional episodes of intercourse. Lea’s Shield should be left in
place for at least 8 h after the last episode of intercourse. It
should not be used during menses due to a theoretical
increased risk of toxic shock syndrome. After removal, the
Lea’s Shield should be washed with soap and water, air
dried, and stored in its original silk pouch. The manufac-
turer recommends annual replacement of the device.

THE CONTRACEPTIVE SPONGE

The Today sponge (Allendale Pharmaceuticals, Allendale,
NJ, http://todaysponge.com/.), is a disk shaped device made
of disposable polyurethane foam infused with 1 g of non-
oxynol-9 spermicide. The sponge was initially marketed in
1983, and then removed from the market in 1995. The
discontinuation of the sponge was not based on any pro-
blems with safety or efficacy. Rather, routine inspection of
the manufacturing plant revealed non-TSS causing bac-
teria in the water used to make the Today Sponge. The
company decided that the cost of the modifications needed
to continue production were prohibitive. However, these
modifications have now been undertaken and the Today
Sponge became available again in Canada and via the
Internet in early 2005. The FDA approval, leading to
U.S. sales, is expected in 2005. Approval in the United
Kingdom is also imminent.

The proximal side of the Today sponge is concave to
allow tighter fit over the cervix that decreases the chance of
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dislodgement. The opposite side has a woven polyester loop
to aid in removal. The polyurethane foam creates a texture
that mimics vaginal tissue. The sponge’s main mechanism
of action is to release spermicide and 125–150 mg are
released into the vaginal vault during 24 h of use. It also
functionsasaphysicalbarrier toentryofspermintotheupper
genital tract, and it absorbs sperm into its polyurethane
matrix. The Today Sponge has a pH 6–8. It expires 18 months
after the manufacturing date.

Studies in the United States reveal a 12 month failure
rate of� 10% with perfect use. Actual use 12 month failure
rates are higher, and accedental pregnancy will occur in
15–20% of couples using the sponge (31).

The Today Sponge is one size that fits all common. It is
an over-the-counter device and requires no fitting or other
clinician involvement. Prior to insertion the sponge is
activated by generously wetting it with water, then squeez-
ing it until it produces suds. It is then inserted deeply into
the vagina to cover the cervix. It is effective immediately
upon insertion. It may be left in for up to 30 h and may be
used for more than one episode of intercourse during this
time with no additional spermicide needed. It should be
left in place for at least 6 h after the last episode of inter-
course. After removal, it is discarded. There is a theoretical
risk of toxic shock syndrome if the sponge is left in place
>24–30 h.

The Today Sponge is held in place by the vaginal mus-
cles. It is possible to experience expulsion with straining. If
the sponge is found at the vaginal entrance within 6 h after
intercourse, it should be pushed back in. If it is expelled
entirely, a new sponge should be wetted and inserted
immediately.

The Today Sponge may tear upon removal. Any residual
pieces within the vagina must be removed. The Today
Sponge will not dissolve over time. Retention of a piece
of the sponge may increase the risk of toxic shock syndrome
or vaginal infections.

The Today Sponge is contraindicated in women with a
current upper or lower genital tract infection, and in
women with a history of toxic shock syndrome. It should
not be used during menstruation due to a theoretical
increase in the risk of toxic shock syndrome. It should
not be used during the first 8 postpartum weeks. Following
spontaneous or elective abortion, the sponge should not be
used until an examination has been performed by a clin-
ician to ensure that cervical and vaginal tissues appear
normal. The Today Sponge should not be used underwater
(in pools or hot tubs), because large quantities of water
entering the vagina may dilute the spermicide. It should
not be used together with any vaginal medications as
interactions have not been studied.

The Today Sponge is equally efficacious in both parous
and nulliparous women (31,32). The Today Sponge cannot
be used if either partner has an allergy to one of its
components. One study found that 4% of U.S. women
discontinued use due to allergic type symptoms (33). The
Today Sponge contains a small amount of metabisulfite. No
allergic reactions to this sulfa component of the Today
Sponge have been reported. However, couples where either
partner has a sulfa allergy should not use the Today
Sponge.

The Today Sponge has not been shown to increase the
risk of vaginal infections with normal use. Increased risk of
vaginal candidiasis has been found with prolonged use of
an individual sponge. Some women experience a white
vaginal discharge during use of the Today Sponge. This
is normal, but may be confused with vaginal candidiasis.
Vaginal dryness may occur due to the sponge soaking up
vaginal secretions. Adequate wetting of the Today Sponge
prior to insertion should minimize this.

CONTRACEPTIVE DIAPHRAGM

The contraceptive diaphragm is a silicone or latex cup
shaped device with a firm, yet flexible, rim and a dome
that covers the cervix. The diaphragm provides a mechan-
ical barrier to the entrance of sperm into the upper genital
tract. In addition, the cup of the diaphragm provides a
chemical barrier by acting as a receptacle for spermicide.

Reported effectiveness rates vary widely, from 70 to
99 % (34). With perfect use, the 1 year pregnancy rate
has been found to be as low as 6% per 100 women (34).
Diaphragm failure may include failure due to improper
fitting.

Prior to insertion of the diaphragm, spermicide should
be distributed over the dome of the device. The device is
effective immediately after insertion and may be placed up
to 6 h prior to intercourse. If >6 h have elapsed, and for
more than one episode of intercourse, additional spermi-
cide must be inserted in the vagina (without removing the
diaphragm). The diaphragm must remain in place at least
6 h after the last episode of intercourse and should not be
left in place for >24 h. After removal the diaphragm should
be washed in warm, soapy water, and stored in a clean, dry
container.

Fitting rings or fitting diaphragms may be obtained
from the manufacturers. In order to fit the diaphragm,
the patient is placed in dorsal lithotomy position. The
clinician inserts the gloved middle and index fingers into
the vagina until the middle finger reaches the posterior
fornix. The spot where the index finger touches the inferior
pubic arch should be marked with the thumb or an instru-
ment. The fingers are withdrawn in this position. The
fitting ring or diaphragm is then placed with the rim over
the end of the middle finger and the opposite rim touching
the mark of the inferior pubic arch.

The appropriate fitting ring or diaphragm should then
be inserted. Fitting is appropriate if the anterior rim lies
just behind the symphysis pubis, the posterior rim lies at
the vaginal fornix, the rim touches both lateral walls, and
the cervix can be felt through the dome. At least one size
smaller and one size larger should always be fitted to check
for the optimal fit. The best size is the biggest one that
meets all fitting criteria, but cannot be felt by the patient.
With a proper fit, the diaphragm will not dislodge or fall out
with straining and will not be felt by the patient, even with
ambulation.

Contraindications to the diaphragm include a history of
toxic shock syndrome, current upper or lower genital tract
infection or allergy to any of the components or to spermi-
cide. Adequate fit may not be possible with a markedly
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anteverted cervix. A shallow vaginal shelf or poor vaginal
tone may lead to dislodgement. The diaphragm should be
used with caution in the presence of a rectocele or cystocele.

Adverse effects from the diaphragm are minimal. There
is an increased risk of recurrent urinary tract infection.
The risk may be reduced with the softer rim or flat spring
diaphragms. In addition, there is an increased risk of toxic
shock syndrome. This can be minimized by avoiding use
during menses or immediately postpartum and limiting
use to 24 h at a time.

There are multiple types of diaphragms available in the
United States. The ALL-FLEX Arcing Spring Diaphragm
(Ortho-McNeil Pharmaceutical, Inc.) is a latex, buff-
colored dome with a flexible rim. The rim contains a spring
that forms an arc no matter where the rim is compressed. It
is available in sizes 55–95 mm with 5 mm increments. It is
the most widely used diaphragm and has been available in
the United States since 1940. The firm rim of this dia-
phragm makes it the easiest type to insert. It may be the
best choice for women with decreased pelvic tone, rectocele,
or cystocele.

The Ortho Coil Spring Diaphragm, Ortho-McNeil Phar-
maceutical, Inc, is a latex diaphragm with a flexible rim
that contains a tension-adjusted, cadmium-plated coil
spring. This allows for compression in one plane only. It
is also available in sizes 55–95 mm with 5 mm increments.

The Milex Wide Seal is a silicone diaphragm with an
arcing spring. A small skirt around the inner rim of the
device is meant to hold spermicide in place and to improve
the seal. It is available in eight sizes, with diameters of
60–95 mm, in 5 mm increments. In the United States, it is
available only from the manufacturer.

The Reflexions Flat Spring diaphragm is made of latex
with a rim similar to the coil spring. It is thinner and more
delicate than the other diaphragms. It is available in seven
sizes from 65- to 95 mm diameter with 5 mm increments.

The SILCS (pronounced ‘‘silks’’) intravaginal barrier is
being developed by SILCS, Inc., Middlesex, N. J., in colla-
boration with the Contraceptive Research and Development
Program (CONRAD) and The Program for Appropriate
Technology in Health (PATH). One size will fit all women.
It is a silicone device with a unique shape to allow for easier
insertion and removal. The device is to be used with sper-
micide. It is currently recommended that it be left in for at
least 8 h post-coitus. A maximum period of time per use has
not yet been determined. The device is currently in phase II
and III clinical trials. Once it is FDA approved it is intended
to be made available over the counter.

TRANSDERMAL CONTRACEPTIVE PATCH

Ortho-Evra is a combination transdermal contraceptive
patch containing 6.00 mg of norelgestromin and 0.75 mg
of ethinyl estradiol (EE). Norelgestromin 150mg and EE
20mg are released into the bloodstream per 24 h of use.
Norelgestromin is the primary active metabolite produced
following oral administration of norgestimate. Ortho-Evra
is available in cartons of one cycle (three patches) as well as
in cartons containing a single patch to be used if a patch is
lost or damaged.

The medication is administered via a triple layer patch
with a contact surface area of 20 cm2. The patch consists of
the backing layer, an adhesive middle layer, and a release
liner. The backing layer is made of flexible beige colored
film with a polyethylene outer layer and a polyester inner
layer. It has the appearance of a band-aid. It provides
structural support and protects the adhesive middle layer.
The adhesive layer contains polyisobutylene–polybutene
adhesive, crospovidone, polyester, and lauryl lactate. The
active ingredients, norelgestromin and EE, are in this
layer. The release liner is a transparent polyethylene
terephthalate film with a polydimethylsiloxane coating
that protects the adhesive layer during storage and is
removed prior to application of the device.

Following application of the device, both norelgestromin
and EE rapidly appear in the blood stream. They reach a
plateau level at�48 h and then remain at steady-state levels
for the remaining 5 days. Half-lives of norelgestromin and
EE are 28 and 17 h, respectively. The FSH, LH, and Estra-
diol levels, suppressed during treatment, return to normal
by 6 weeks after discontinuation. Release of norelgestromin
has been found to be unaffected by exposure to saunas,
whirlpools, exercise, and cold bath water. Release of EE is
slightly increased by the sauna, whirlpool, or exercise, but
levels remain within the desired range. Ortho-Evra bypasses
the need for GI absorption. Therefore, it may be a good
choice for women with some types of GI absorption disease.

In an open label study of 1672 reproductive age women
using the patch for 10,994 cycles there were five pregnan-
cies resulting from method failure and one resulting from
user failure. This gives a PEARL index of 0.59 for method
failure and 0.71 for user failure (F). A second study com-
paring Ortho-Evra to oral contraceptives found a PEARL
index of 1.24 for Ortho-Evra versus 2.18 for the oral contra-
ceptives (this difference was not statistically significant)
(35). Ortho-Evra users also completed more cycles with
perfect use compared to oral contraceptive users (88 and
78%, respectively) (35).

Studies have found that discontinuation of Ortho-Evra
due to side effects is relatively low. A study by Smallwood
et al. (32) found discontinuation rates of 1–2% each for side
effects including skin irritation, nausea, emotional liabi-
lity, headache, dysmenorrhea, and breast discomfort
(35,36). Break through bleeding may be more common with
Ortho-Evra, compared to oral contraceptives, during the
initial cycles of use.

Ortho-Evra uses a 28-day cycle. A new patch is applied
once a week for 3 weeks (21 days), followed by 7 days with
no patch in place. Withdrawal bleeding occurs during the
patch-free week. ‘‘Patch change day’’ should always be the
same day of the week for a given woman. To start the patch,
a woman should wait for her menses to begin. She may
either place the patch on the first day of her menses or do a
Sunday start. The day she applies her first patch will be her
‘‘patch change day’’. The patch must be applied to clean,
dry, intact skin on the buttock, abdomen, upper outer arm,
or upper torso (but not breasts). No lotions or other topical
products should be in place on the skin where the patch will
be placed.

To place the patch, it is first removed from its foil pouch.
One-half of the release liner is then removed. This half of
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the patch is applied to the skin and the second half of the
release liner is removed. The woman should then press
down on the entire patch with the palm of her hand for 10 s.
She should then check to make sure that all of the edges are
well adhered. The patch should then be checked every day
to make sure it is sticking well.

Detachment of Ortho-Evra occurs rarely, with an occur-
rence of <3% at the time in one study (35). If a patch
becomes partially or completely detached, it should be
reapplied to the same spot immediately. If it will not
reattach or it has become soiled, a new patch should be
placed right away. No back-up contraception is needed and
the ‘‘patch change day’’ remains the same. If more than
1 day has lapsed since detachment or if length of detach-
ment is unknown, the current patch cycle should be dis-
carded. The first patch from a new cycle should be placed.
This will now be the new ‘‘patch change day’’ for this
woman. In this case, a back-up method of contraception
should be used for the first 7 days of the cycle. Other
adhesives should not be used to hold a patch in place.

Contraindications and risks of Ortho-Evra are the same
as those for the use of other combination hormonal meth-
ods. These are discussed in depth in multiple other refer-
ences (see resources). In addition, Ortho-Evra is unique
among contraceptives in causing significant rates of skin
irritation, redness, or rash. Should skin problems arise, the
patch may be removed and a new one applied in a different
location until the next ‘‘change day’’. Patients with skin
abnormalities, including eczema, psoriasis, or sunburn
should not use Ortho-Evra. Ortho-Evra may have a lower
efficacy in women weighing >198 lb (89.8 kg).

CONTRACEPTIVE VAGINAL RING

NuvaRing (Organon USA, Inc., Roseland, NJ, http://
www.muvaring.com/Consummer/) is a nonbiodegradable,
flexible vaginal ring containing 11.7 mg of etonogestrel and
2.7 mg of ethinyl estradiol (11). When placed in the vagina
each ring releases �0.015 mg�day�1 of ethinyl estradiol
and 0.120 mg�day�1 of etonogestrel per day. Etonogestrel
is the biologically active metabolite of desogestrel. The
NuvaRing is colorless and is composed of ethylene vinyla-
cetate copolymers and magnesium stearate. The outer
diameter is 54 mm. Each NuvaRing is packaged in a reu-
sable aluminum laminate sachet. They are available in
boxes of either one or three sachets.

NuvaRing is left in place for 21 days, followed by a 7 day
hormone free period to allow for menstruation. Serum
hormone levels required to suppress ovulation are achieved
within the first 24 h of NuvaRing use, so there is no delay in
the onset of contraception. Serum hormone levels are lower
than those achieved by oral contraceptives and the contra-
ceptive patch. The ring has a steady release rate, so serum
hormone concentrations do not vary throughout the day as
with oral contraceptives. Maximum serum drug concentra-
tions are reached at 59 h for EE and at 200 h for etonoges-
trel. Half-lives are 29.3 and 44.7 h for etonogestrel and
EE, respectively. If NuvaRing is broken it does not release
a higher concentration of hormones, making overdose
unlikely.

Contraindications and adverse reactions for NuvaRing
are the same as those for combination oral contraceptives.
In addition, local reactions specific to the ring can occur.
These include vaginitis (5.6%), leukorrhea (4.6%), and
vaginal discomfort (2.4%). One major clinical trial revealed
a withdrawal rate of 15.1% due to problems such as the
sensation of a foreign body, coital problems, and expulsion
(37).

NuvaRing should be inserted between day 1 and 5 of the
menstrual cycle. It should not be started later than day 5
even if bleeding is still occurring. Once inserted, NuvaRing
should remain in place continuously for 21 days. The
NuvaRing is inserted by folding it in half and inserting
it high into the vagina. Exact positioning of the NuvaRing
is not important for effectiveness.

NuvaRing is removed 3 weeks after insertion on the
same day of the week that it was inserted. After removal,
it should be placed in the foil pouch and discarded. After a
1 week break, a new ring is inserted. This will be on the
same day of the week as the ring was inserted during the
previous cycle. A withdrawal bleed will usually occur on
day 2 or 3 after removal of the ring. The new ring must be
inserted 7 days after removal of the previous ring to
maintain contraceptive effectiveness. It should be inserted
even if menstrual bleeding has not ended. A back-up
method of contraception should be used until day 7 of
use of the first NuvaRing.

If the NuvaRing is expelled or inadvertently removed, it
should be washed in cool or warm (not hot) water, and
reinserted within 3 h. If > 3 h have lapsed between expul-
sion and reinsertion a back-up method of contraception
should be used until the NuvaRing has been in place for
at least 7 continuous days. If the ring-free period has been
7 or more days, the possibility of pregnancy should be
considered.

NuvaRing is meant to be in place for no >21 continuous
days. If it is inadvertently left in place for up to 7 additional
days it should be removed and left out for 1 week. A new
ring should then be inserted. If NuvaRing has been left in
place for > 4 weeks, then the risk of pregnancy should be
considered. A new ring should be inserted, but a back-up
method of contraception should be used until the new
NuvaRing has been in place for 7 continuous days.

NuvaRing can be stored at room temperature (77 8F) for
up to 4 months with excursions permitted from 59–86 8F.
For longer storage it must be kept refrigerated at 36–46 8F.

CONTRACEPTIVE IMPLANTS

As of June 2005, there are currently no contraceptive
implants available in the United States. Norplant (Wyeth,
Madison, NJ, http://www.norplantinfo.com/) has been
removed from the market, but Implanon (Organon USA,
Inc., Roseland, NJ, http://www.organon.com/authfiles/
index.asp) may soon become available in the United States.
Implants function via the continuous release of a very low
dose of progesterone. As with all progesterone only contra-
ceptives, the implants inhibit ovulation via inhibition of the
midcycle peaks of LH and FSH. In addition, progesterone
only methods lead to thickening of the cervical mucous to
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prevent penetration by sperm and to development of an
atrophic endometrium to inhibit implantation.

Contraceptive implants are not subject to user error.
Once in place, they are effective for their life expectancy or
until removed. Use of Norplant in the United States has
shown that it has a higher continuation rate than other
contraceptive methods (I). Other benefits of contraceptive
implants are similar to those of any progesterone only
methods. Most notably, the implants do not contain estro-
gen, eliminating the risk of estrogen related complications
and side effects. Progesterone only methods lead to ame-
norrhea or scanty periods for some women. The contra-
ceptive effect of implants is rapidly reversed with removal.

Risks and side effects of implants are similar to those of
all progesterone only methods of contraception. In addi-
tion, because implants release such a low dose of proges-
terone, drug interactions become a more significant
concern. Also unique to implants is the risk for local skin
problems. With Norplant one analysis found that 0.8% of
users experienced local infection, 0.4% experienced expul-
sion of a capsule, and 4.7% had local skin irritation. The
majority of these complications occur soon after insertion,
but a significant number of women will also experience
them after two or more months of use (38,39).

Norplant was an implant of six flexible capsules of
silicon rubber tubing containing 26 mg of levonorgestrel.
Each capsule was 2.4 mm in diameter and 34 mm in length.
After insertion, Norplant initially, released 85mg�day�1 of
levornorgestrel. This decreased to 30mg�day�1 over time.
Norplant was very effective, however, removal was quite
difficult in many cases.

In August of 2000, Wyeth recalled Norplant System Kits
distributed beginning October, 1999 due to an atypically
low level of levonorgestrel release in routine shelf-life
stability tests. In July of 2002, Wyeth announced that it
did not plan to reintroduce Norplant due to limitations in
the availability of components of the product. Because the
system is meant to be in place for a maximum of 5 years
there should be very few women left with Norplant in place
at this time. Ideally, all Norplant Systems will be removed
by August of 2005.

Implanon is a single rod contraceptive implant contain-
ing 68 mg of etonogestrel, which is released gradually into
the bloodstream for 3 years. The rod is nonbiodegradable
and semirigid. It is 4 cm long and 2 mm in diameter and is
made of ethylene vinylacetate copolymer. The etonogestrel
is released at an average rate of 40mg � day�1. In clinical
trials Implanon took just 2.2 min to insert and 5.4 min to
remove. Implanon can migrate, complicating removal (40).
In the clinical trials no pregnancies occurred (41–43).

INTRAUTERINE DEVICES

Today’s intrauterine devices (IUD) are highly effective, very
convenient, and safe. However, the intrauterine device is
used in fairly low rates in the United States, likely because
of persisting misunderstandings on the part of many women
and clinicians (44). Public opinion still reflects concern about
the safety of intrauterine devices left over from the Dalkon
Shield. The Dalkon Shield (A. H. Robins) was released in

1971 but episodes of septic abortions and other infections
were reported, and the FDA recommended removal from
the market in 1974. Litigation against A. H. Robins
caused the company to declare bankruptcy in 1985. The
cause of the infections was likely a multifilament string
used only by the Dalkon Shield that allowed the product to
be removed more easily. Bacteria could migrate up the
string and cause the serious infections (45). In fact, clin-
ical studies on current IUD models show excellent safety
and effectiveness profiles.

The mechanism of action of IUDs is not completely
understood. The two broad possibilities are preventing
fertilization and destroying the early embryo, with pre-
fertilization effects providing the contraception nearly all
of the time (46–48). There are a number of proposed
mechanisms of the IUD to prevent fertrilization of the
ovum. The IUD distorts the hormonal and enzymatic
environment of the female reproductive tract. It causes a
chronic, sterile inflammatory environment of the endome-
trium. The copper found in IUDs is particularly toxic to
sperm. Sperm are damaged by the environment, and are
less likely to have the potential to fertilize the egg. The IUD
also protects against ectopic pregnancy. One office visit is
required for many years of contraception. Fertility returns
quickly upon removal of the device. Women who are poor
surgical candidates for sterilization are often excellent
candidates for the intrauterine device.

Increasing evidence indicates that intrauterine devices
protect against endometrial cancer. Of six studies examining
the relationship between intrauterine devices and endo-
metrial cancer, five found a protective effect, although only
in two of the studies was this statistically significant (49,50).
The mechanism of protection is unknown, but is thought to
be related to effects of the IUD on the endometrium.

Initial cost of the intrauterine devices is high. In addi-
tion, there is a charge for insertion. However, this is a one
time fee. Amortized over the life of the IUD it becomes one
of the least expensive forms of contraception.

Pain and cramping may occur at the time of insertion of
the IUD, but usually resolve within 15 min. Up to 10% of
IUD users will spontaneously expel the IUD, sometimes
without realizing it. Once a woman has expelled an IUD
she has a 30% chance of expelling future IUDs as well (51).
There is approximately a 1 in 1000 risk of uterine perfora-
tion associated with insertion of the IUD.

Early IUD research indicated significant increases in
the risk of upper genital tract infection and tubal infertility
associated with IUD use. It is now recognized that this
research was flawed in several respects. Newer data and
reanalysis of old data both indicate that risks of upper
genital tract infection and tubal infertility are very low.
There is a transient increase in the risk of upper genital
tract infection for � 20 days after the insertion procedure
(it is the insertion, and not the IUD, that causes the
increased risk). Afterward, the risk returns to low levels.
It is not known whether upper genital tract infection or
tubal infertility are more common in women with STI who
receive an IUD versus women with STI and no IUD (52).

Antibiotic prophylaxis prior to intrauterine device
insertion is not currently recommended. A large rando-
mized controlled trial in Los Angeles County found no
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benefit to the use of prophylactic azithromycin for IUD
placement. The same study found that only about 1 woman
in 100 developed salpingitis during the first months of IUD
use (53).

The IUDs may be used by women who are nulliparous,
but have had a previous spontaneous or elective abortion.
Women who are nulligravid may have increased difficulty
with IUD insertion and retention. However, The World
Health Organization considers nulligravidity to be elig-
ibility criteria category 2, implying that the benefits of
the method generally outweigh any theoretical or proven
risk.

Intrauterine device users should use condoms with new
partners or whenever there is a risk of acquiring an STI.
Should chlamydia or gonorrhea infection occur, there is no
evidence to suggest that the IUD needs to be removed.
Standard treatment of the STI is indicated.

Two types of IUDs are currently available in the United
States. The Copper T 380A (ParaGard, FEI Women’s Health
LLC, New York) has been available since 1988. It is made of
polyethylene in a T shape with barium sulfate to give X-ray
visibility. Copper is wound around the polyethylene result-
ing in a copper surface area of 380� 23 mm2. The device is
36 mm tall and 32 mm wide with a 3 mm bulb at the bottom
to which a monofilament polyethylene string is attached.
The Copper T 380 is approved for use for up to 10 years.
Studies have found that it remains highly effective for up to
12 years (54).

The copper on the CopperT 380 increases the presence
of copper ions, enzymes, prostaglandins, and white blood
cells in the uterine and tubal fluids. This impairs sperm
function, which prevents fertilization. The device is
extremely effective. In World Health Organization trials
the cumulative 12-year pregnancy rate with the CopperT
380 was 2.2 pregnancies per 100 women. The highest risk
time for pregnancy was during the initial year of use (54). A
disadvantage of the CopperT 380 is an increase in menstrual
blood loss.

The LNG-IUS (Mirena, Berlex Laboratories, Montville,
NJ) was approved for use in the United States in 2000,
although it has been available in Europe for > 10 years. It
is a T-shaped device with a polyethylene frame and a cylin-
der composed of a polydimethylsiloxane-levonorgestrel
mixture molded around the vertical arm. The cylinder is
covered by a membrane to regulate release of the hormone.
The device is 32 mm in height and 32 mm in width. There is
a dark monofilament polyethylene thread at the base to
assist with removal.

The LNG-IUS releases levonorgestrel directly into the
endometrial cavity. The initial release rate is 20mg�day�1,
which diminishes to 14mg�day�1 after 5 years. The system
is approved for 5 years of use. Data shows that it actually
remains effective for at least 7 years (55). Some levonor-
gestrel is absorbed, leading to a mean plasma concentra-
tion of 5%. This is lower than the plasma concentrations
reached by other progesterone only methods.

Effectiveness rates for the LNG-IUS have been determin-
ed in several studies. These have found a first year cumula-
tive failure rate of 0.14 per 100 women, a 5-year cumulative
failure rate of 0.71 per 100 women and a 7-year cumulative
failure rate of 1.1 per 100 women (55).

The LNG-IUS causes a significant decrease in men-
strual blood loss. In addition, � 20% of users will experi-
ence complete cessation of menses. This effect is especially
important in women for whom anemia is a concern. The
LNG-IUS can be used to treat heavy menses, sometimes
even in place of endometrial ablation or hysterectomy.

BILATERAL TUBAL STERILIZATION

Tubal sterilization may be performed postpartum, after spon-
taneous or elective abortion, or as an interval procedure.
Interval sterilizations may be performed at any time during
the menstrual cycle, however, current pregnancy must first
be ruled out. Postpartum sterilization is performed by mini-
laparotomy prior to any involution of the uterus. Postabortion
sterilization may be done via minilaparotomy or laparosco-
pically. Tubal sterilization performed as an interval proce-
dure is done via laparoscope. Sterilization may also be done
using a transcervical or transvaginal approach.

Laparoscopic sterilization can be performed on an out-
patient basis. It leaves barely visible scars and return to
normal activity is rapid. The cost and upkeep of laparo-
scopic equipment is expensive. Trocar insertion may result
in injury to the bowel, bladder, or major blood vessels.
General anesthesia is required.

Minilaparotomy requires a 2–3 cm incision placed in
relation to the location of the uterine fundus. Only basic
instruments and training are required. Minilaparotomy
may be done under local anesthesia with sedation, with
regional anesthesia, or with general anesthesia.

In November, 2002 the FDA approved the use of Essure
(Conceptus Inc., San Carlos, CA, http://www.essure.com/
consumer/c_homepage.aspes), a sterilization device that
is placed using hysteroscopy through a transcervical
approach. No entry into the peritoneal cavity is required.
Back-up contraception is then used for 3 months followed
by a hysterosalpingogram to confirm bilateral tubal occlu-
sion. Data on this method is promising, but long-term
efficacy rates are not yet available.

The transvaginal approach to sterilization is rarely
used. It is contraindicated in the presence of major pelvic
adhesions or enlarged uterus. There are many potential
complications including cellulites, pelvic abscess, hemor-
rhage, proctotomy, or cystotomy.

Methods of tubal occlusion include electrocoagulation,
mechanical occlusion, ligation, and chemical sclerosing.
Bipolar electrocoagulation is performed via the laparo-
scopic approach only. At least 3 cm of the isthmic fallopian
tube is coagulated using at least 25 W delivered in a cutting
waveform. A current meter most accurately indicates com-
plete coagulation.

Ligation is the most common method of occlusion used
during laparotomy or minilaparotomy. There are multiple
methods for ligation including the Pomeroy, modified
Pomeroy, Parkland, Uchida, and Irving methods. Chemical
sclerosing agents are under investigation but none are
approved for use in the United States (56).

Several mechanical occlusion devices are available in
the United States. Because less of the fallopian tube is
destroyed, microsurgical reversal is more likely to succeed
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following these methods. Mechanical occlusion requires
a normal fallopian tube. If there are adhesions, thickening,
or dilation of the tube proper application is more difficult
and failure is more likely. Mechanical occlusion devices
include the Falope ring, a silicon rubber band, the Hulka-
Clemens clip, a spring-loaded clip, and the Filshie clip, a
titanium clip lined with silicone rubber. Each device has its
own type of applicator and each requires special training to
use.

Efficacy for tubal sterilization is high. The CREST study
found a 5-year cumulative life-table probability of preg-
nancy to be 13 per 1000 procedures for all types of tubal
ligation in aggregate. Rates for each method include 5-year
cumulative pregnancy rates of 6.3 per 1000 procedures for
postpartum partial salpingectomy, 16.5 per 1000 for bipo-
lar coagulation, 10 per 1000 for silicone band methods, and
31.7 per 1000 for spring clips. The risk of sterilization
failure persists for many years. Therefore, 10-year cumu-
lative pregnancy risk is >5 year cumulative risk for all
methods. Women who are younger at the time of steriliza-
tion are more likely to experience method failure because of
their greater fecundity (56).

When tubal sterilization failure occurs, the risk of
ectopic pregnancy is significant. For the women in the
CREST study, one-third of poststerilization pregnancies
were ectopic (57). Other risks of tubal sterilization are
rare and are mainly related to the need for general
anesthesia.

CONTRACEPTION RESEARCH AND DEVELOPMENT

In 2004, the National Academy of Sciences found that
‘‘while the existing array of contraceptive options repre-
sents a major contribution of science and industry to
human well-being, it fails to meet needs in significant
populations and the costs of that failure are high, for
societies, for families, and for individuals’’ (6). Dozens of
contraceptive devices utilizing a wide array of mechanisms
of action are currently under development. At least 14 new
contraceptive methods have been approved by the FDA
since 1998. Nevertheless, research and development of new
contraceptive methods is difficult. The Institute of Medicine
Committee on New Frontiers in Contraception estimates
that development of a new contraceptive takes 10–14 years
and $ 400–800 million. Large companies are reluctant to
assume the risk involved in long-term development of
devices that potentially will not be approved or will result
in minimal income. Small companies lack sufficient
resources for such large undertakings. The success of
development of any given contraceptive is unpredictable
and economically risky. The risk of liability is also a
strong disincentive to contraceptive research and devel-
opment. Therefore, as other fields of medicine make
research advances in genetics, molecular biology, and
immunology, contraceptive technology has been unable
to keep up. Given the overwhelming effect of unintended
pregnancy on people’s lives, and the very high rates of
unintended pregnancy in the United States, such low
resources for contraceptive development must be taken
seriously (58).

Future success in the research and development of contra-
ceptives may be improved by collaborations between small
and large industry and not-for-profit organizations. To this
end, CONRAD supported the creation of the Consortium for
Industrial Collaboration in Contraceptive Research (CICCR).
The CICCR identifies potential project leads under investiga-
tion by not for profit organizations and encourages industry
to collaborate with these not for profits. In addition, they
provide additional funds to not-for-profit investigators.

Research and development has traditionally focused on
creating contraceptives with high rates of efficacy intrinsic
to the device and better safety profiles. It is now recognized
that it is also important to design contraceptives that are
easier to use consistently and correctly. More consumer-
based research will help to determine what types of contra-
ceptive development would be most desirable to women of
different ages, races, or life styles. In addition, the need for
more dual protection methods is great. Other than con-
doms, there is no single method that provides high rates of
efficacy for both pregnancy and STI prevention. Current
understanding of how existing methods affect STI trans-
mission, including effects on the immune system, needs to be
improved (59). ‘‘Dual packaging’’ of contraceptives is being
investigated. For example, oral contraceptives could be pack-
aged together with emergency contraceptives or condoms.

Many microbicides are currently under varying stages
of development. A perfect microbicide would destroy STI
pathogens and prevent pregnancy, without causing vagi-
nal tissue damage. Spermicides could inactivate HIV or
other pathogens, interfere with cell attachment or entry, or
prevent viral replication. Pregnancy prevention could be
accomplished via effects on sperm motility.

There are several vaginal barrier contraceptives under
development. The Today Sponge has been reintroduced in
Canada and on the internet and is awaiting FDA approval.
Protectaid, containing nonoxynol-9 and benzalkonium
chloride, and Pharmatex, containing benzalkonium chlor-
ide alone, are both contraceptive sponges that are available
in Canada and Europe and may become FDA approved.
Oves is a disposable silicone cervical cap. Research is also
underway on self-fitting diaphragms and new types of
female condoms as well.

Jadelle is another hormonal implants that is FDA
approved, but not available in the U.S. market. Jadelle
is an improved two-rod version of Norplant. Hormone
receptor blocking agents, such as mifepristone, are being
investigated for emergency contraception, low daily dosing,
or monthly dosing. Research is being done on non-hormonal
systemic methods for women. For example, a contraceptive
could specifically inhibit implantation by blocking leuke-
mia inhibitory factor, perimplantation factor, or leptin.

Immunocontraceptives offer a new and innovative
approach to contraception as well as STI prevention. Pos-
sible areas of immunologic research include pursuit of
immunogens to sperm, reproductive hormones, hormone
receptors, and sexually transmitted pathogens, as well as
research on the local immune response of the female repro-
ductive tract (6). Immunocontraceptives under research
include a vaccine to HCG and to sperm antigens. At this
time, the HCG vaccine requires frequent boosters and has a
potential cross-reaction with pituitary hormones. Boosting
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mucosal immunity to sperm may be possible via oral or
vaginal vaccine administration.

Research is underway on several systemic methods for
males. Efforts have been targeting the production of LH
and FSH by the pituitary. Lack of LH and FSH blocks
hormonal support for testicular cell function. This results
in decreased sperm production, but also decreases testos-
terone. Low testosterone levels lead to a lack of libido.
Human studies are in progress to look at drug combina-
tions to suppress LH while replacing testosterone losses.
Several forms of testosterone are being examined, but
many require daily or weekly injections. Because high
levels of testosterone cause multiple side effects, it is
challenging to find the perfect balance.

Other systemic male methods are also under investiga-
tion. Gossypol, a derivative of cottonseed oil, is effective in
sperm suppression while not effecting testosterone levels.
However, in current protocols it is up to 20% irreversible.
Some chemotherapy drugs, including lonidamine, are also
being considered for male contraceptives.
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INTRODUCTION

Percutaneous Transluminal Coronary Angioplasty (PTCA)
is an invasive procedure, where a blocked coronary artery
is opened by inserting a pressurized balloon. Since its
inception in the year 1964 by Dotter and Judkins (1),
coronary angioplasty has undergone much development
and is commonly performed in Cardiac Catheterization
today. A statistic provided by the Center for Disease Con-
trol (CDC) shows that nearly one-half of a million PTCA
procedures were conducted in United States alone in
the year 2002. A typical coronary angioplasty procedure
includes these basic components:

Guiding Catheter
A guiding catheter serves three broad purposes: It provides
support and passage to the introduction of smaller dia-
meter guidewires. It provides a conduit to the administra-
tion of drugs and external agents, such as contrast agent
for angiography. It provides damping, due to heart motion,
to guidewires inserted through them.
For passage of guidewires, a catheter, having a diameter at
least twice that of the guidewire, is recommended. Most
guidewires are made up of soft material in the tip so that
instance of vessel injury is as minimal as possible. In
modern practice, guiding catheter are available in different
shapes and sizes, such as Judkins, Amplatz curves, pig tail.
Selection of a suitable guiding catheter depends on the
application. Small sized guiding catheters of size 6F and 7F
are most commonly used in PTCA as their size is well
suited for guidewires of size 0.014 in. (0.355 mm) and for
passage of balloon catheters, appropriate for coronary
dimensions in humans. Some guiding catheters may be
designed with side holes at the end, which enables them to
engage the coronary ostium, while maintaining continuous
administration of fluoroscopy agent. The length of guiding
catheters is � 90–100 cm. Figure 1 shows some of the guid-
ing catheters being used today in coronary angioplasty.

Guidewires
Modern day guidewires are designed for tip stiffness, easy
maneuverability, location control and visibility to angio-
graphy. A typical guidewire has a solid core, usually made
up of stainless steel or nitinol and has a gradual taper from
the proximal to distal end. This core is encapsulated in a
spring coil and platinum in the distal section for improved
radiographic visibility. The spring coil, which is a teflon
coated stainless steel, is usually welded to directly or
through a band to the tapered end of a guidewire so that
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the user may bend the tip to access the desired artery.
Guidewires are available in a wide range of sizes from
0.010 in. (0.254 to 0.457 mm) to 0.018 in. In modern day
PTCA, 0.014 in. (0.355 mm) is the size most widely used. In
some cases, double length (�300 cm) guidewires may also
be used. These enable access to the diseased vessel while
other devices, such as stent, dilation catheters, are being
deployed, with minimal risk of vessel injury (2).

Several specialized guidewires are also available. These
guidewires are designed for measurement of arterial pres-
sure and flow to assess the ischemic severity of a stenosis.
For pressure measurement, a piezoelectric pressure trans-
ducer is placed around the inner solid core of the 0.014 in.
(0.355 mm) 3 cm from the tip (Fig. 2). This transducer
facilitates measurement of transstenotic pressure drop
and Myocardial Fractional Flow Reserve (FFRmyo) (3).
These pressure sensors can measure pressure in the range
of �30–300 mmHg (�3.9–39.9 kPa) with an accuracy of
�1 mmHg (0.133 kPa). For phasic flow measurement, the
technology most widely used is a Doppler-based flow sen-
sor. The Doppler flow sensor is placed at the tip of the
0.014 in. (0.355 mm) guidewire (�175 cm long). For cor-
onary flow measurements, usually 40 MHz piezoelectric
transducer is used (Fig. 2). As a general rule, the smaller
the vessel size, the larger is the frequency of the sensor.
The ultrasound beam describes a conical beam in the distal
vessel, thus obtaining a small sample volume. Doppler-
based guidewire are capable of measuring translesional
velocity, which is reported as Coronary Flow Reserve

(CFR¼ coronary flow at hyperemia / coronary flow at
basal flow). Currently, however, Doppler guidewires are
designed to measure average peak velocity, mean velocity
for a cycle as well as diastolic/systolic flow ratio. A unit that
measures both flow and pressure simultaneously in cor-
onary vessels is shown in Fig. 3. Another technique used to
measure CFR is based on coronary thermodilution. In this
method, the wire has a microsensor at a location 3 cm from
the floppy tip, which enables simultaneous recording of
coronary pressure measurement and temperature, with an
accuracy of 0.02 8C (4,5). The shaft of this wire can be used
as a second thermistor, which provides the input signal at
the coronary ostium of any fluid injection at a temperature
different from blood. With this method, CFR is expressed as
the ratio of mean transit time at basal flow to mean transit
time at hyperemic flow. Experimentally, it has been shown
that CFRdoppler and CFRthermo differ by � 20% (5). To
facilitate simultaneous evaluation of epicardial and micro-
vascular diseases, a single wire, having both pressure and
flow sensor, is also available.

Balloon Catheter
Appropriate selection of a balloon catheter is a must for the
success of coronary angioplasty. Beginning from the ‘‘over
the wire’’ design, balloons have undergone many improve-
ments. Present balloon catheters are both strong and
flexible enough to handle tortuous vessel segment, with
minimal intimal injury. Most balloon catheters have a
silicone or hydrophilic coating, such as polyethylene, to
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Figure 1. A few coronary angio-
plasty guiding catheters. (Courtesy
of Boston Scien., MA.)



reduce friction. To dilate a balloon catheter, pressures upto
20 atm can be used. Figure 4a and b show a balloon
catheter, having an over the wire design, with and without
a stent. To generate the pressure, an indeflator is used. It
consists of a cylinder, one end of which has a movable
plunger and the other end is connected to the dilation
catheter (Fig. 4c). The indeflator is partially filled with
liquid and has an attached pressure gauge. Dilation cathe-
ters have a wide range of inflation diameters ranging
from 1.5 to 4 mm depending on the artery dimension.
Length of balloons varies from 10 to as much as 40 mm
depending on the length of the atherosclerotic lesion.
Materials used for manufacturing balloons can be poly-
ethylene, polyolyfin, or nylon to name some, with the wall
thickness varying from 0.0003 to 0.0005 in. (0.007 to
0.0127 mm). Additionally, all balloon catheters are sold
with a rated burst pressure.

Besides the traditional design in which the catheter
passes over the entire length of the guidewire, a design
known as monorail is one in which the catheter passes just
on its tip such that quick removal and insertion can be done.
Some balloon catheters (perfusion balloons) are equipped
with side holes at their tips in the shaft proximal and distal
to the balloon to allow the blood to flow from the proximal to
the distal vessel, when the balloon is inflated. This reduces
the risk of ischemia in the heart. Nowadays, PTCA is usually
combined with implantation of a stent in the clogged artery
to keep the artery open, after balloon removal and reduce
the risk of restenosis. The path of approach of catheters and
guidewires into the coronaries is usually done via the
femoral artery and vein with direction guidance being pro-
vided by fluoroscopy. Other paths of approarch can be done
via the axillary, brachial, or radial artery. For insertion
of balloon as well as normal catheters and guidewires,
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percutaneous needles, such as seldinger needle for femoral
artery, Potts–Cournand needle (which is hollow from inside
so that the user can know when the artery has been punctu-
red) and, vascular sheaths are used. In case there is difficulty
in detecting the arterial or venous pulse, a smart needle
(PSG, Mountain View,CA) maybeused,which has a Doppler
crystal to direct the needle to the center of the vessel.

Vessel Closure Devices
On completion of PTCA, the punctured vessel needs to be
closed to prevent any postprocedural bleeding followed by
coagulation. The most commonly used device is a collagen

plug applied to skin outside the outer wall of the vessel (6).
Another device, called the Hemostatic Puncture Closure
Device, also known as Angio-Seal Vascular Closure device,
(Kensey Nash, Exton, PA), uses an anchor on the inner wall
of the vessel and uses an attached suture to raise a collagen
plug to the outer wall of the vessel (7). Figure 5 shows the
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Figure 3. (a) An example of coronary dilation catheter; (b) with
stent over it. This is an ‘‘over the wire design’’. (Courtesy of Boston
Scientific, MA); (c) An indeflator, which is used to inflate the
balloon. (Courtesy of Guidant Corp., IN.)

Figure 4. Vascular closure device, known as Angio-Seal. (Courtesy
of Kensey Nash., PA.)

Figure 5. Measurement of myocordial fractional
flow reserve is a coronary stenosis.



procedure followed to close the vessel using Angio-Seal.
Another device, called the Prostar device (Perclose, Red-
wood City, CA) uses a sheath-like device to pass a suture
around the puncture through the skin to close the puncture.

DIAGNOSTICS WITH GUIDEWIRES

With widespread use of PTCA, there has been a surge in
the use of guidewires for evaluation of ischemic severity of
focal and diffuse lesions before and after angioplasty. Since
their inception, several authors (10–13) have validated the
usefulness of guidewires in clinical procures, including
PTCA. However, during coronary intervention, introduc-
tion of guidewire itself produces an additional resistance to
blood flow that has not been well documented.

Issues

Current usage of guidewires for coronary stenoses diagnos-
tics is for measurement of FFRmyog and CFRg. By definition
(4,12), FFRmyog is the ratio of mean distal pressure (~pprhg) to
mean pressure proximal to the stenosis (~ppa) at hyperemia,
which is induced by administration of vasodilator agents
(e.g., adenosine). Since pressure drop in normal epicardial
vessels is very small, � ~ppa mean aortic pressure. Likewise,
CFRg is the ratio of mean coronary flow at hyperemia ( ~QQhg)
to mean coronary flow at basal (i.e., rest) ( ~QQb) (13).

A value of FFRmyog¼ 0.75 is assumed to accurately
discriminate stenosis whether or not associated with indu-
cible ischemia (4,12). Both FFRmyog and CFRg increase
after coronary angioplasty, thereby signifying an enhanced
and normal blood supply to distal myocardium. However,
in the presence of microvascular disease, FFRmyog and
CFRg measured alone cannot dissociate an epicardial cor-
onary lesion from distal microvascular disease (12,14). To
address the nonuniformity of microvascular circulation,
application of Relative Coronary Flow Reserve, rCFRg

(13,15) was proposed. However, in patients in whom a
stenotic artery supplies an area of myocardial infarction,
neither CFRg nor rCFRg can differentiate flow impairment
due solely to a stenosis.

Currently, guidewires of size 0.014 in. (0.355 mm) are
capable of measuring both flow (CFRg) and mean pressure
drop, D~pp (and FFRmyog) across a stenosis. However, the
introduction of a guidewire causes an obstructive effect,
creating an ‘‘artifactual’’ stenosis (16–19). The threshold
limit of FFRmyog¼ 0.75 is a measured value with guide-
wire. However, this measured value of 0.75 must be attrib-
uted to FFRmyog and not FFRmyo, the value for the lesion
without guidewire obstruction. Limited information is

available on what degree of flow blockage exists with
currently used guidewires, although clinical investigators
have acknowledged the limitations of mean pressure drop
and flow measurements because of flow obstruction pro-
duced by guidewires (20,21). In the following sections, the
authors present a summary of their past studies on, (1)
quantifying the flow obstruction effect of guidewires of
diameter 0.014 in. (0.35 mm) and 0.018 in. (0.46 mm),
which results in enhanced D~pph and reduced ~QQh in a sig-
nificant, intermediate and moderate focal stenoses; and (2)
corrections to be applied to FFRmyog and CFRg to get true
values of FFRmyo and CFR without guidewire, thus improv-
ing the diagnosis of focal coronary lesions.

To evaluate the flow obstruction effect, stenoses geome-
try of a focal pre-PTCA (22,23) and post-PTCA lesion (24,25)
were obtained from the in vivo data set of Wilson et al. (21)
in a 32 patient group. The patients had single-vessel, single-
lesion coronary artery disease with unstable or stable
angina pectoris. Dimensions and shape of the coronary
stenosis before and after angioplasty were obtained from
quantitative biplanar X-ray angiography. Biplane angiogra-
phy of each lesion in orthogonal projections (608 left anterior
oblique and 308 right anterior oblique) resolved vessel
widths with cross-sectional area calculated from the equa-
tion for an ellipse, which were converted to mean diameters.
The measured mean values � SD of minimal area stenosis
(Am), mean pressure measured proximal to the stenoses at
the ostium (~ppa), CFR by Wilson et al. (21) and dimensions
are summarized in Table 1 and Fig. 6. Patients with
abnormalities that might affect the vasodilator capacity of
the arteriolar vasculature were excluded from the study
(21). Measured values of CFR with a 3F pulsed Doppler
ultrasound catheter (di¼ 1.0 mm) with tip positioned prox-
imal to the lesions (with minimal flow blockage) increased
from 2.3þ 0.1 to 3.6þ 0.3 in the procedure; mean arterial
pressure, measured in the coronary ostium, decreased from
89þ 3 to 84þ 3 mmHg (21). In the flow analysis, the residual
composite lesion was assumed to have a smooth, rigid
plaque wall, and round concentric shape. Additional dimen-
sional data on the shape of similar size lesion are from Back
and Denton (26).

Additionally, an intermediate stenosis (27) having max-
imal area blockage based on minimal diameter¼ 80% was
used in this study [the dimensions of which are given in
Table 1 and were obtained from Back and Denton (26)] to
include a wide range of lesion sizes for obtaining the
correlations. However, this intermediate lesion size was
not measured by Wilson et al. (21). Further, for guidewire
analyses, the guidewire was placed concentrically within
the lesion. The concentric configuration of the guidewire
within the lesion may give the largest pressure drop
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Table 1. Lesion Geometry and Hemodynamics Before, Intermediate, and After PTCAa

Lesion Am, mm2 dm, mm % Area Stenosis lm, mm CFR ~ppa mmHg D~pph mmHg ~pprh mmHg FFRmyo

Before-PTCA 0.7� 0.1 0.95 90 0.75 2.3�0.1 89� 3 34 55 0.62
Intermediate 1.43 1.35 80 0.75 3.3 86 14.3 70.4 0.82
After-PTCA 2.5� 0.1 1.80 64 3 3.6�0.3 84� 3 7.4 75.2 0.89

aThe parameters Am, dm, and lm are the area, diameter, and length of the narrowest region of the stenoses; ~ppa and ~pprh are the mean arterial pressure in the

coronary ostium and distal to the stenosis under hyperemia; D~pph is the hyperemic pressure drop across the stenosis.



(1). The geometry of the native, intermediate, and moder-
ate lesion with and without guidewire is shown in detail in
Fig. 7a–c .

The coronary velocity waveform uðtÞ (spatially averaged
at each time across the cross-sectional area) used in the
flow analyses was obtained in our laboratory from in vitro
calibration (28), smoothing the fluctuating Doppler signal,
and phase shifting the normal pattern for the proximal left
anterior descending (LAD) artery. In Fig. 5b, the peak
diastolic velocity up�t corresponds to a normalized velocity
of 1.0, so that the mean peak velocity ratio u

’
=up�t is 0.537,

as shown by the dashed line.
With guidewire inserted concentrically, in the proximal

vessel, the spatial velocity profile in the annular gap was
taken to be the analogous Poiseuille flow relation for the
axial velocity u (22,25):

u=2u ¼ ½ð1�ðr=roÞ2Þlnðro=riÞ þ ð1�ðri=roÞ2Þlnðr=roÞ
=

½ð1þ ðri=roÞ2Þlnðro=riÞ�ð1�ðri=roÞ2Þ

ð1Þ

where u is a function of r and t. Without the guidewire
in the proximal vessel, the spatial velocity profile was
initially taken to be the Poiseuille flow relation for the
axial velocity u:

u=2u ¼ ð1�ðr=roÞ2Þ ð2Þ

The Carreau model, given by Eq. 3, was used for shear rate
dependent non-Newtonian blood viscosity with the local
shear rate (Eq. 4) calculated from the velocity gradient

through the second invariant of the rate of strain tensor (35).

h ¼ h1 þ ðho � h1Þ 1þ ðlġÞ2
h iðn�1Þ=2

ð3Þ

ġ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2

X
i

X
j

ġi jġ ji

2
4

3
5

vuuut ð4Þ

where h1 ¼ 0:00345 Pa�s ho¼ 0.056 Pa�s, l¼ 3.313 s and
n¼ 0.3568.

Details of the numerical method used to calculate the
pulsatile hemodynamics in coronary artery and lesions
with and without guidewire were previously described
by Banerjee et al. (22–24). A typical basal physiological
value ~QQb ¼ 50 mL �min�1 for a coronary vessel of 3 mm size
was used (30). The cycle time of 0.8 s and density of blood
r¼ 1.05 g�cm�3 was used. In the Reynolds number (Re), a
kinematic viscosity of v¼ 0.035 cm2�s was used, a value
near the asymptote in the Carreau model for blood
(h1! 0:00345 Pa � s as _gg !1), which gives v1! 0.033
cm2�s. The Womersley number varied from 1.9 with guide-
wire size 0.35–2.25 mm in the pathophysiological scenario
without guidewire.

CFR and ~pprh without guidewire (21–25) and computed
values of CFR and ~pprh-g for the different lesions with
guidewire (0.35 and 0.46 mm) were used to construct the
maximal vasodilation-distal perfusion pressure curve, also
known as CFR� ~pprh relationship. The maximal CFR� ~pprh

curve was plotted by joining the measured (21), and com-
puted values of CFR and ~pprh at hyperemia for the native,
intermediate, and residual lesions after angioplasty
since blood was supplied to the same distal vasculature,
which was originally with marked arteriolar dilation. The
CFR� ~pprh relationship was then used to construct the
correlations between FFRmyo and FFRmyog, and CFR
and CFRg in native, intermediate, and residual lesions
for the two guidewires. The linear CFR� ~pprh was also
extrapolated toward its origin to estimate zero-coronary
flow mean pressure (~ppzf ) for the Wilson et al. (21) patient
group.

Diagnostics with Angioplasty Catheters

As an initial step, the authors calculated the D~pp� ~QQ
relationship post-PTCA (Curve J in Fig. 8), in conjunction
with the pressure measurements, using the angioplasty
catheter (di¼ 1.4 mm) before the development of small
guidewire sensors (31). For resting conditions with the
catheter present, flow was believed to be �40% of normal
basal flow in the absence of the catheter, and for hyper-
emia, �20% of elevated flow in the patient group. Also, D~pp
was significantly elevated in the tighter artifactual ste-
noses during the measurements. The above diagnostic
measurements were compared with the pathophysiologic
scenario, having no angioplasty catheter. The results of
pathophysiologic conditions cannot be measured in
lesions, and are descriptive of the unperturbed conditions
that may have existed on average in the patient group
after PTCA. In the absence of angioplasty catheter, the
calculated D~pp was only �1 mmHg (0.133 kPa) at basal
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Figure 6. (a) Stenoses geometry showing the shape and
dimensions in mm; (b): Normal coronary flow waveform ~uu=~uup-t
versus t, where Snormal indicates the beginning of systole and
Dnormal indicates the beginning of diastole.



flow, and increased moderately to �7.4 mmHg for hype-
remic flow measured proximally (CFR¼ 3.6) with minimal
blockage. On the other hand, with the catheter, D~pp was
� 28.7 mmHg for the basal flow showing an order of mag-
nitude increase in D~pp.

Increased Pressure Drop and Reduced Hyperemic Flow Due
to the Presence of Guidewire

Tables 1 and 2 give the mean pressure drop D~pph and
distal mean pressure ~pprh at hyperemic condition in native,

CORONARY ANGIOPLASTY AND GUIDEWIRE DIAGNOSTICS 355

r

z Axis
Plaque

(i) Physiological Pre-PTCA;

r

z Axis
Plaque

(iii) Pre-PTCA with 0.46 mm gw;

Guidewire Surface

r

z Axis
Plaque

(ii) Pre-PTCA with 0.35 mm gw

Guidewire Surface

(a) 
0.75

1.56.0

0.75
1.56.0

0.75
1.56.0

R0.475

R0.175

R0.23

R1.5

R1.5

R1.5

r

z Axis
Plaque

(i) Intermediate stenoses

r

z Axis
Plaque

(ii) Intermediate stenoses with 0.35 mm gw

Guidewire Surface

r

z Axis
Plaque

(iii) Intermediate stenoses with 0.46 mm gw

Guidewire Surface

(b) 0.75
1.5 6.0

0.75
1.5 6.0

0.75
1.5 6.0

R0.675
R1.5

R1.5

R1.5

R0.175

R0.23



356 CORONARY ANGIOPLASTY AND GUIDEWIRE DIAGNOSTICS

r

z

Catheter Surface

Axis Plaque
(iv) Post-PTCA with large angioplasty catheter

r

z Axis Plaque
(ii) Post-PTCA with 0.35 mm gw

Guidewire Surface

r

z Axis Plaque
(iii) Post-PTCA with 0.46 mm gw

Guidewire Surface

r

z Axis Plaque

(i) Physiological Post-PTCA

(c) 
6.0 3.0 1.5

R1.5

6.0 3.0 1.5

R1.5

6.0 3.0 1.5

R1.5

6.0 3.0 1.5

R1.5

R0.9

R0.175

R0.23

R0.7

Figure 7. (a) Stenoses geometries with guidewire inserted: Pre-PTCA; (b): Stenoses geometries with
guidewire inserted: Intermediate; (c) Stenoses geometries with guidewire inserted: Post-PTCA.

Figure 8. Mean pressure dropD~pp versus mean flow rate
~QQ in pre-PTCA, intermediate, and post-PTCA lesion
with (0.35 and 0.46 mm) and without guidewire.
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intermediate and residual lesions with and without guide-
wire (22–26). The ratio of guidewire diameter di to throat
diameter dm for different stenoses are given in Table 2.
From Tables 1 and 2, overall guidewires of size 0.35 and
0.46 mm caused 30–45% overestimation in D~pph in the
three stenoses as hyperemic flow was reduced by 5–37%
from the physiologic condition without guidewire obstruc-
tion. While diagnosis of severely blocked arteries is rela-
tively easier and additional pressure drop due to the
guidewire does not affect the diagnosis that much, it
can be seen that additional pressure drop due to the
guidewire could have an important role in clinical evalua-
tion of moderate and intermediate stenoses. Further, it
can be seen that with guidewire of size 0.35 and 0.46 mm,
FFRmyog <FFRmyo and CFRg<CFR at hyperemia. The
maximum decrease was observed in the native stenoses.
The residual stenoses (i.e., post-PTCA) showed the least
decrease. In summary, Fig. 8 shows the mean pressure
drop from basal to hyperemic for the three stenoses with
and without 0.35 and 0.46 mm guidewire.

Figure 9 shows the maximal CFR �~pprh for the native,
intermediate, and residual lesions after angioplasty with
and without guidewire (27). Distal mean perfusion pres-
sure for hyperemic flow ~pprh increased from 55 mmHg in
pre-PTCA without guidewire to �75 mmHg (9.99 kPa) in
post-PTCA without guidewire. A ~pprh of 55 mmHg (7.33 kPa)
is indicative of subendocardium ischemia.

Extrapolation of the nearly linear CFR �~pprh relation
toward its origin gave a zero-coronary flow mean pressure
(~ppzf ) of � 20 mmHg (2.66 kPa). This value is near a mea-
sured value (32) of 18 mmHg (2.39 kPa), where myocardial
blood flow ceased in the subendocardium layer of dog
hearts, which were maximally dilated by infusion of ade-
nosine.

FFRmyo-FFRmyo-g and CFR–CFRg Correlations

Table 3 provides the values of CFR, CFRg, FFRmyo, and
FFRmyog for the different stenosis configurations (27).
Figures 10 and 11 show the correlation plots between
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Table 2. Hyperemic Mean Pressure Gradients D ~ppgh and Distal Mean Pressure ~pprh Before, Intermediate, and After
Intervention with Guidewirea

Guidewire size: di¼0.35 mm Guidewire size: di¼0.46 mm

Lesion ~ppa, mmHg di
dm

~QQgh mL�min�1 D ~ppgh, mmHg ~pprh, mmHg di
dm

~QQgh; mL�min�1 D ~ppgh; mmHg ~pprh; mmHg

Before-PTCA 89 0.37 86.0 43.0 46.0 0.48 75.0 46.0 43.0
Intermediate 86 0.26 149.7 18.9 65.8 0.34 145.6 20.2 64.5
After-PTCA 84 0.19 172.5 9.9 72.8 0.26 170.0 10.6 72.1

aValues obtained from linear CFR-~pprh curve.

Figure 9. Relative mean coronary flow rate increase
ð~QQ=~QQbÞ versus distal mean coronary pressure ~ppr before
and after intervention. The maximum vasodilation-
distal perfusion pressure relation (CFR- ~pprh) is
shown by the nearly linear solid line.
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CFR and CFRg, and between FFR and FFRg with their
linear regression lines. In Fig. 10, CFR was related to
CFRg by the equation: with guidewire size 0.46 mm,
CFR¼CFRg� 0.689þ 1.271 (R2¼ 0.99), and with guide-
wire size 0.35 mm, CFR¼CFRg� 0.757þ 1.004 (R2¼ 0.99).
With central venous pressure (~ppv) � 0, as used in present
clinical practice, FFRmyo and FFRmyog correlated equally
well (Fig. 11): with guidewire size 0.46 mm, FFRmyo¼
FFRmyog� 0.737þ 0.263 (R2¼ 0.99), and with guidewire size
0.35 mm, FFRmyo¼FFRmyog� 0.790þ 0.210 (R2¼ 0.99),
which gave FFRmyo¼ 0.8 for a measured FFRmyog¼ 0.75.
The study showed that the correlations for FFR and CFR
for guidewire size 0.35 mm are closer to the ideal (expected)
relationship, that is, CFR¼CFRg and FFR¼FFRg due to
relatively lesser flow obstruction effect than guidewire size
0.46 mm.

Usefulness of FFRmyo-g-FFRmyo and CFR-CFRg Correlations

Though there are uncertainties associated with measure-
ments of CFR with guidewires in diagnostic procedures as

these measurements are made distal to the stenosis, these
corrections could be useful in measuring CFR and FFR
simultaneously. This could provide useful information
about the status of both the epicardial stenosis and distal
microcirculation during the procedure. In light of this,
CFR measurement proximal to the stenosis will be more
accurate as this is the region of more stable flow. Further,
the heterogeneity of stenoses could produce variations in
the slope of the correlations. However, the correlations
were obtained based on stenosis shape and size measured
invasively by Wilson et al. (21) in a group of patients, and
have shown a direct and stronger relation to the minimal
stenosis area as compared to the overall length and shape
of the stenosis. Further clinical evaluation with a larger
patient group will be needed to confirm the dominant
effect of minimal stenosis area on these correlations.

While several studies have focused on the relationship
between CFR measured with guidewire and CFR mea-
sured with a noninvasive flow probe, for examples a Dop-
pler cuff in animal studies, no similar study has been done
to distinguish the effect of guidewire on FFRmyo as pressure
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Table 3. Effect of the Presence of Guidewire on the Values of CFR and FFRmyo at Hyperemic Conditions in Comparison to
Values of CFR and FFRmyo Under Pathophysiological Condition for Different Guidewire Sizes di¼0.35 mm (0.014 in.) and
0.46 mm (0.018 in.)a

Physiological 0.35 mm Guidewire 0.46 mm Guidewire

Lesion CFR FFRmyo with ~ppv� 0 CFRg FFRmyo-g with ~ppv� 0 CFRg FFRmyo-g with ~ppv� 0

Before-PTCA 2.3 0.62 1.72 0.52 1.50 0.48
Intermediate 3.3 0.82 2.99 0.76 2.91 0.75
After-PTCA 3.6 0.89 3.45 0.87 3.40 0.86

aFFRmyo-g is FFRmyo measured with guidewire.

Figure 10. CFR versus CFRg correlation. Dotted line
shows the ideal CFR versus CFRg relation.
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can be measured invasively using guidewires only. Earlier
In vitro measured Dp data reported by DeBruyne et al. (33)
for steady flow of a saline solution through various blunt
hollow plug stenosis models (50–90% area stenosis;
de¼dr¼ 4 mm; lm¼ 10 mm) with and without a small
guidewire pressure sensor (di¼ 0.38 mm) also indicated
appreciable overestimation of the true Dp as the severity
of stenoses increased. In particular, for a 90% area stenosis
([di/dm]¼ 0.30) at a flow rate Q¼ 120 mL�min�1, the mea-
sured ratio (Dpg/Dp) increased by the factor 23/16 mmHg
(3.06/2.13 kPa) (� 40%) due to the increased flow resistance
with the guidewire spanning the model stenosis in the rigid
plastic tube de¼ 4 mm. Our detailed hemodynamic analy-
sis in a smaller coronary vessel (de¼ 3 mm; 90% area
stenosis; larger ([di/dm]¼ 0.48) also indicated significant
increases in flow resistance with the guidewire present
(Tables 1 and 2). Similarly, the stenosis resistance ~RRh,
defined as (D ph= ~QQh), decreased considerably from 0.29
to 0.04 mmHg�mL�min�1 from pre- to post-PTCA, respec-
tively (27). With guidewire size 0.35 mm, ~RRhg decreased
from 0.5 for pre-PTCA to 0.06 for post-PTCA
mmHg�mL�min�1 (27). While the 32 patient group in Wil-
son et al. (21) had normal microvascular function, the
presence of microvascular impairment could produce dif-
ferent correlations between FFRmyo - FFRmyog and CFR–
CFRg with epicardial stenoses, and could be the focus of
future studies on guidewire effect and microcirculation.

BIBLIOGRAPHY

1. Dotter CT, Judkins MP. Transluminal treatment of arterio-
sclerotic obstruction. Description of a new technic and a preli-

minary report of its application. 1964. Radiology 1989;172:904–
920.

2. Baim DS. Percutaneous transluminal coronary angioplasty.
Cardiac catheterization, angiography, and intervention. 5th
ed. (MA): Williams & Wilkins; 2000. pp 537–580.

3. Dervan JP, McKay RG, Baim DS. The use of an exchange
guide wire in coronary angioplasty. Cathet Cardiovasc Diagn
1985;11:207–212.

4. Pijls NH, et al. Measurement of fractional flow reserve to
assess the functional severity of coronary-artery stenoses. N
Engl J Med 1996;334:1703–1708.

5. Pijls NH, et al. Coronary thermodilution to assess flow reserve:
validation in humans. Circulation 2002;105:2482–2486.

6. De Bruyne B, et al. Coronary thermodilution to assess flow
reserve: experimental validation. Circulation 2001;104:2003–
2006.

7. Siebes M, et al. Single-wire pressure and flow velocity mea-
surement to quantify coronary stenosis hemodynamics and
effects of percutaneous interventions. Circulation 2004;109:
756–762.

8. Ernst SM, et al. Immediate sealing of arterial puncture sites
after cardiac catheterization and coronary angioplasty using a
biodegradable collagen plug: results of an international reg-
istry. J Am Coll Cardiol 1993;21:851–855.

9. Aker UT, et al. Immediate arterial hemostasis after cardiac
catheterization: initial experience with a new puncture closure
device. Cathet Cardiovasc Diagn 1994;31:228–232.

10. Gruentzig AR, Senning A, Siegenthaler WE. Nonoperative
dilation of coronary artery stenosis: Percutaneous Translum-
inal Coronary Angioplasty. N Engl J Med 1979;301:61–68.

11. Ganz P, Harrington DP, Gaspar J, Barry WH. Phasic pressure
gradients across coronary and renal artery stenoses in
humans. Am Heart J 1983;106:1399–1406.

12. Ganz P, et al. Usefulness of transstenotic coronary pressure
gradient measurements during diagnostic catheterization.
Am J Cardiol 1985;55:910–914.

CORONARY ANGIOPLASTY AND GUIDEWIRE DIAGNOSTICS 359

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

FFRmyo-g

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

R
F

F
oy

m

With 0.35 mm guidewire
With 0.46 mm guidewire
Ideal relation

Guidewire 0.46 mm:

FFRmyo = FFRmyo-g × 0.737 + 0.263

R2 = 0.99

Guidewire 0.35 mm:

FFRmyo = FFRmyo-g × 0.790 + 0.210

R2 = 0.99

Figure 11. FFRmyo versus FFRmyog correlation (with
~ppv� 0). Dotted line shows the ideal FFRmyo versus
FFRmyo-g relation.



13. Anderson HV, et al. Measurement of transstenotic pressure
gradient during percutaneous transluminal coronary angio-
plasty. Circulation 1986;73:1223–1230.

14. Gould KL, Kirkeeide R, Buchi M. Coronary flow reserve as a
physiologic measure of stenosis severity, part 1: relative and
absolute coronary flow reserve during changing aortic pres-
sure and cardiac workload; part II: determination from arter-
iographic stenosis dimensions under standardized conditions.
J Am Coll Cardiol 1990;15:459–474.

15. Gould KL, Lipscomb K, Hamilton GW. Physiologic basis for
assessing critical coronary stenosis: instantaneous flow
response and regional distribution during coronary hyperemia
as measures of coronary flow reserve. Am J Cardiol 1974;33:
87–94.

16. Gould KL. Coronary artery stenosis and reversing athero-
sclerosis. 2nd ed. London: Arnold Publishers; 1999.

17. Pijls NHJ, De Bruyne B. Coronary pressure. 2nd ed. The
Netherlands: Kluwer Publishers; 1999.

18. Baumgart D, et al. Improved assessment of coronary stenosis
severity using the relative flow velocity reserve. Circulation
1998;98:40–46.

19. Pijls NH, et al. Fractional flow reserve: a useful index to
evaluate the influence of an epicardial coronary stenosis on
myocardial blood flow. Circulation 1995;92:3183–3193.

20. De Bruyne B, et al. Fractional flow reserve in patients with
prior myocardial infarction. Circulation 2001;104(2):157–162.

21. Meuwissen M, et al. Intracoronary pressure and flow velocity
for hemodynamic evaluation of coronary stenoses. Expert Rev
Cardiovasc Ther 2003;1:471–479.

22. Back LH. Estimated mean flow resistance increase during
coronary artery catheterization. J Biomech 1994;27:169–175.

23. Kern MJ, et al. Translesional pressure—flow velocity assessment
in patients: part I. Cathet Cardiovasc Diagn 1994;31:49–60.

24. Segal J, et al. Alterations of phasic coronary artery flow
velocity in humans during percautaneous coronary angio-
plasty. J Am Coll Cardiol 1992;20:276–286.

25. Doriot P, Dorsaz P, Dorsaz I, Chatelain P. Accuracy of cor-
onary flow measurements performed by means of doppler
wires. Ultra Med Biol 2000;26:221–228.

26. Wilson RF, Laxson DD. Caveat emptor: a clinician’s guide to
assessing the physiologic significance of arterial stenoses.
Cathet Cardiovasc Diagn 1993;29:93–98.

27. Banerjee RK, Back LH, Back MR. Effects of diagnostic guide-
wire catheter presence on translesional hemodynamic mea-
surements across significant coronary artery stenoses.
Biorheology 2003;40(6):613–635.

28. Banerjee RK, Back LH, Back MR, Cho YI. Physiological flow
analysis in significant human coronary artery stenoses. Bio-
rheology 2003;40(4):451–476.

29. Banerjee RK, Back LH, Back MR, Cho YI. Physiological flow
simulation in residual human stenoses after coronary angio-
plasty. ASME J Biomech Eng 2000;122:310–320.

30. Sinha Roy A, Back LH, Banerjee RK. Guidewire flow obstruc-
tion effect on pressure drop-flow relationship in moderate
coronary artery stenosis. Accepted for publication in J Bio-
mech January, 2005.

31. Wilson RF, et al. The effect of coronary angioplasty on cor-
onary flow reserve. Circulation 1988;77:873–885.

32. Back LH, Denton TA. Some arterial wall shear stress esti-
mates in coronary angioplasty. Adv Bioeng ASME BED
1992;22:337–340.

33. Sinha Roy A, et al. Delineating the guidewire flow obstruction
effect in assessment of fractional flow reserve and coronary
flow reserve measurements. Accepted for publication in Am J
Physiol: Heart Circ Physiol February, 2005.

34. Cho YI, Back LH, Crawford DW, Cuffel RF. Experimental
study of pulsatile and steady flow through a smooth tube and

an atherosclerotic coronary artery casting of man. J Biomech
1983;16:933–946.

35. Cho YI, Kensey KR. Effects of non-Newtonian viscosity of
blood on flows in a diseased arterial vessel: Part 1. Steady
flows. Biorheology 1991;28:241–262.

36. Back LH, Radbill JR, Crawford DW. Analysis of pulsatile
viscous blood flow through diseased coronary arteries of
man. J Biomech 1977;10:339–353.

37. Womersley JR. Method for the calculation of velocity, rate of
flow and viscous drag in arteries when the pressure gradient is
known. J Physiol 1955;127:553–563.

38. Banerjee RK, Back LH, Back MR, Cho YI. Catheter obstruc-
tion effect on pulsatile flow rate-pressure drop during coronary
angioplasty. ASME J Biomech Eng 1999;121:281–289.

39. Brown BG, Bolson EL, Dodge HT. Dynamic mechanisms in
human coronary stenosis. Circulation 1984;170:917–922.

40. Bache RJ, Schwartz JS. Effect of perfusion pressure distal to a
coronary stenosis on transmural myocardial blood flow. Cir-
culation 1982;65:928–935.

41. De Bruyne B, et al. Transstenotic coronary pressure gradient
measurement in humans: in vitro and in vivo evaluation of a
new pressure monitoring angioplasty guide wire. J Am Coll
Cardiol 1993;22(1):119–126.

42. Fearon WF, Yeung AC. Evaluating intermediate coronary
lesions in the cardiac catheterization laboratory. Rev Cardi-
ovasc Med 2003;4:1–7.

See also ARTERIES, ELASTIC PROPERTIES OF; BRACHYTHERAPY, INTRAVAS-

CULAR; HEMODYNAMICS; INTRAAORTIC BALLOON PUMP.

CPR. See CARDIOPULMONARY RESUSCITATION.

CRYOSURGERY

ANDREW A. GAGE

State University of New York at
Buffalo
Buffalo, New York

INTRODUCTION

Cryosurgery is a method of therapy that uses freezing
temperatures to achieve effects on tissue. The term
cryotherapy, often used interchangeably with cryosurgery,
has broader connotations, including, for example, the
application of cold packs to prevent tissue swelling after
injury. Cryosurgery is one form of cryotherapy. The term
cryoablation is commonly used also, especially in relation
to the treatment of tumors.

Cryosurgery may be applied for several different pur-
poses, some related to the adhesion of super-cold metal to
tissue and some related to the response of tissue to freez-
ing. For example, in the extraction of cataracts of the eye, a
cold instrument or probe is used only to secure a hold on the
lens of the eye and facilitate removal as the lens adheres to
the probe, which functions as a handle. This technique can
be used to facilitate extraction of tumors of diverse sites,
including the brain, the eye, and the liver. Cryosurgery
also can be used to produce an inflammatory response. For
example, in the treatment of retinal detachment, fast freezing
of the tissue for a few seconds will damage the tissue, rather
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than destroy it, and the resultant inflammatory response is
expected to heal the detachment. Cryosurgery also can be
used for the destruction of tissue, which might be selective, as
in the treatment of non-neoplastic disease, or which can be
complete, as is needed in the treatment of tumors. The
destructive response is the major use of cryosurgery, and
this type of response is emphasized in this article.

Cryosurgery is commonly used to destroy tissue by
freezing in situ. The technique requires the use of cryo-
surgical apparatus to produce tissue temperatures in the
freezing range. The freezing of the tissue is accomplished
by the direct application of cryogenic agents or by the use of
closed-probe systems in which the cryogen circulates and is
not released on the tissue. The diverse techniques of cryo-
surgery range from the rather easy surface application of
the cryogen for the treatment of skin disease to the more
complex use by percutaneous application, as for prostatic
disease. The diseases that can be treated by cryosurgery
range from minor conditions, such as warts, to serious
conditions such as advanced cancer. Wherever the disease,
the goal of treatment by cryosurgery is controlled produc-
tion of a predictable area of tissue necrosis.

HISTORICAL DEVELOPMENTS

Local tissue freezing for the treatment of cancer was first
used by Dr. James Arnott of London, who described his
technique in the year 1850. Using salt solutions containing
ice (ca. �12 8C), he produced local freezing by irrigation of
advanced cancers in accessible sites, such as the breast and
uterine cervix. He described diminution of the size of the
tumor and amelioration of pain and drainage. Following
his reports, some enthusiasm was generated for the use of
cold as an anesthetic agent. Of course, the use of cold for
relief of pain had been known since ancient times (1). In
Arnott’s time, general anesthesia had just been described
in America, and its rapidly widening use sharply reduced
the usefulness of cold as an anesthetic agent.

In the years from 1870 to 1900, the natural gases were
liquefied and Dewar developed a vacuum flask to store
cryogenic fluids. These advances permitted development of
tissue-freezing techniques. In 1899, A. Campbell White of
New York City described the use of liquid air to treat
diverse types of skin lesions. Treatment was given by
dipping a cotton swab into liquid air and applying the fluid
quickly to the skin lesion, using repetitive application to
freeze the entire lesion. White also suggested a wash bottle
device that sprayed liquid air on skin lesions (Fig. 1).

In 1907, H. H. Whitehouse used freezing techniques for
the treatment of a variety of disorders of the skin, including
skin cancer. In the same year, Pusey reported similar
varied uses of solidified carbon dioxide (�78.5 8C), which
was easier to handle and more easily obtained than the
liquefied gases. For these reasons, carbonic snow remained
in clinical use in succeeding years. In the 1930s, liquid
oxygen (�182.9 8C) had some use in the treatment of skin
disease, but flammability and related safety considerations
precluded general use.

In the 1930s and 1940s, the usefulness of solid carbon
dioxide was increased by the development of new instru-

ments, generally used to cool metal probes, sometimes with
a mixture of solid carbon dioxide and acetone. These
devices had little or no advantage over the use of the simple
stick of solid carbon dioxide. Fluorinated hydrocarbons,
commonly known as Freons, came into clinical use in the
1940s, but their freezing capacity was limited.

During these years, beginning in the 1940s with the
extensive experiments of Temple Fay in Philadelphia with
localized freezing of cancers by irrigation techniques, a
number of reports dealt with the experimental production
by local freezing of lesions in tissues, such as the liver or
brain. In part, these experiments were made for purposes
of physiological studies, but they required that an effort be
made to develop instrumentation suitable for those pur-
poses, and they showed the possibility of producing
destruction of tissue by localized freezing, using diverse
cryogenic agents.

In 1950, liquid nitrogen was introduced into dermato-
logical practice by Allington, who described the use of
cotton swabs dipped in this cryogen for the treatment of
skin disease. As the availability of liquid nitrogen
increased, cryosurgery gained in popularity. Nevertheless,
cryosurgery remained a rather unimportant therapeutic
modality because the freezing capability of cryogenic
agents applied topically with cotton swabs was limited.
Experimental studies showed that the depth of freezing
with the swab techniques was�2 mm when liquid nitrogen
was used as the cryogen, and carbon dioxide was even less
effective. This depth of freezing was about the same as the
thickness of normal skin, so the technique was suitable
only for superficial lesions of the skin.

Cryosurgery as a therapeutic technique received a
major stimulus through the development of cryosurgical
apparatus by Cooper and Lee in 1961 (2). The apparatus
used liquid nitrogen (�196 8C) in a closed system, which
permitted continuous and rapid extraction of heat from
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Figure 1. Dr. White’s ‘‘wash bottle’’ spray method of �1900,
drawn as described in his article of that year. When the finger
is placed over the air outlet, the pressure in the container produced
by the boiling of liquid air in the container forces liquid air through
the longer glass tube. The spray was then directed at the skin
lesion.



tissues. The apparatus was originally designed to produce
a cryogenic lesion in the brain for the treatment of Par-
kinsonism and other neuromuscular disorders. However, it
was obvious that the apparatus had wider usefulness and,
therefore, it was modified quickly and applied to the treat-
ment of other types of diseases in diverse sites. In the
following years, several types of cryosurgical apparatus
using liquid nitrogen and other cryogenic agents were
developed and found areas of usefulness in diverse benign
and neoplastic conditions.

In the 1970s, some uses of cryosurgery were virtually
abandoned, in part because of competition with other
methods of local treatment, such as lasers and electrocoa-
gulation. Other uses of cryosurgery became standard prac-
tice, especially in easily accessible areas, such as the skin
and uterine cervix. In the 1980s, cryosurgical techniques
for cardiac tachyarrhythmias were developed, but progress
in other areas was slow.

In the 1990s, renewed interest in cryosurgery followed
the development of intraoperative ultrasound, the
improvement in cryosurgical apparatus, and the availabil-
ity of percutaneous access techniques. The ultrasound
image identified the site of the lesion, guided the placement
of the probe into the lesion, and monitored the process of
freezing. More types of cryosurgical apparatus were avail-
able, were well suited to percutaneous or endoscopic use,
and permitted the simultaneous use of multiple probes. As
a result, cryosurgical techniques have evolved into new
applications, such as the treatment of visceral and other
deep tumors. A recently written history of cryosurgery
provides greater detail of its evolution, including the
pertinent references (3).

EFFECT OF FREEZING ON TISSUE

All types of cells can be devitalized by freezing. The
mechanisms of injury are related to crystallization of
water, solute concentration in the cells, and irreversible
changes in cell membranes. In the absence of cryoprotec-
tive agents, which are used when freezing is used to pre-
serve cells, ice crystal formation produces damage that
makes cell survival unlikely. Intracellular ice formation,
which occurs when cells are frozen rapidly, is lethal. Extra-
cellular ice formation, which occurs when cells are frozen
slowly and water has sufficient time to leave the cell, is not
considered as certainly destructive, but the cellular water
loss does result in hypertonic damage to the cells. Under
cryosurgical conditions, both mechanisms of injury are
operative.

Damage from direct cellular injury is enhanced by the
effect of freezing on the circulation. After freezing and
thawing, the involved area becomes congested, and effec-
tive circulation through small vessels ceases within �30
min. With stagnation of the microcirculation, the hypoxic
cells die and necrosis follows. These effects are well known
from studies of frostbite, in which the relative importance
of direct cellular injury and vascular stasis have long been
debated. The full scope of the effects of freezing on tissue is
described in recent reviews (4–6). Though direct cell injury
is important, in cryosurgery, microcirculatory failure

clearly is a major factor in cell death: The loss of blood
supply deprives all cells in frozen tissues of any possibility
of survival. This results in a uniform necrosis of the tissue,
except at the periphery of the previously frozen area. At the
periphery of the cryogenic lesion, where the freezing tem-
perature is not sufficiently cold to kill all of the cells, some
cells survive and some cells linger between life and death
for days and may die showing signs of apoptosis, that is,
gene-regulated cell death (7,8).

The cryogenic lesion is characterized by sharply circum-
scribed necrosis. As thawing takes place, the previously
frozen area becomes edematous and discolored due to
congestion and perivascular hemorrhage. At the periphery
of the dark red area, which closely corresponds to the
margins of the previously frozen tissue, a narrow, bright
red zone due to hyperemia appears. Further evidence of
injury develops slowly, and the later tissue response
depends on the severity of freezing. If only the tissue is
subjected to mild superficial freezing, as might be done for
benign disease of the skin, then the response will range
from inflammatory reaction to superficial necrosis. The
more extensive freezing required by large tumors is fol-
lowed by greater destruction of tissue. Sharply demarcated
necrosis becomes apparent in �2 days. The time required
for slough of the necrotic tissue depends in part on its
stroma. Cellular tissue sloughs quickly, but skin and other
tissues with large quantities of fibrous stroma resist struc-
tural change and the necrotic tissue requires many days for
separation. In the skin, the eschar requires two more
weeks for separation, leaving a clean, granulating wound,
which heals at a normal rate. The delay in healing that is
characteristic of cryosurgical wounds is due to the time
required for separation of the necrotic tissue. Healing is
commonly favorable with rather little scarring. However,
whenever full thickness of skin is lost, some scarring is
inevitable. Hyperplastic scars are unusual. Depending on
the severity of injury, the pigmentation of the treated area
may be diminished or lost. Sometimes increased skin
pigmentation at the periphery of the injured area is seen
as a result of increased melanoblastic activity, but this is
only temporary. In deep tissues, such as the viscera, the
necrotic tissue is slowly absorbed over weeks or even longer,
depending upon the volume of tissue frozen. Scarring is
minimal.

Though tissues are devitalized by freezing, the matrix or
structure of the tissue may be little changed, and this
preservation of the framework is important in later repair.
The resistance of the collagen fibers in the skin to damage
by freezing is important to the reparative process (9). It is
manifest in the favorable healing frequently seen in the
treatment of skin disease and in the peripheral nerves after
freezing. Though degeneration of axons and Schwann cells
occurs, the perineurium is preserved, and this serves as a
pathway for regrowth of axons, leading to eventual return
of nerve function. Similar effects follow the freezing and
repair of major blood vessels. Larger blood vessels, such as
the aorta, femoral arteries, carotid artery, and portal vein,
are devitalized by freezing in situ. With thawing, the
previously frozen vessel is slightly dilated due to loss of
tone, but the function as a blood conduit is unimpaired. The
endothelium is lost, but the stroma of the vessel wall serves

362 CRYOSURGERY



as the matrix for repair, commonly with some intimal
thickening (10).

The effect of freezing on bone is of particular pertinence.
Bone devitalized in situ by freezing is slowly resorbed and
simultaneously replaced with new bone, a lengthy healing
process that may take many months, depending on the
volume of bone, similar to that which occurs with auto-
genous bone grafts. During repair, the devitalized bone
maintains form and continues function, though bones sub-
jected to considerable stress (as the femur) are susceptible
to fracture in the first month or two when bone resorption is
maximal (11). This favorable reparative response has per-
mitted extensive freezing of bone tumors in order to avoid
excision.

APPARATUS

A wide variety of cryosurgical apparatus, using diverse
cryogens, such as liquid nitrogen, nitrous oxide, argon, and
carbon dioxide, is available. Various Freons, which were
used for cryosurgery in past years, are no longer used
because of environmental concerns. The types vary from
electronically controlled automated apparatus with probe
heaters to inexpensive hand-held devices that are little
more than thermos bottles with controls for cryogen flow.
The cooling is produced by change in the phase of the
cryogen, that is, evaporation of a liquid or solid, or by
expansion of compressed gas through a small orifice
[Joule–Thomson (J–T) effect]. Thermoelectric cooling (Pel-
tier effect), produced by passing direct current through
dissimilar metal junctions (thermocouples), has not been
useful in cryosurgery.

Currently, most apparatus use liquid nitrogen
(�195.8 8C), argon (�185.9 8C), or nitrous oxide
(�89.5 8C). Carbon dioxide, which sublimes at �78.5 8C,
though commonly used in past years, is little used in
current times. Liquid nitrogen cools by change in phase,
that is, changing from a liquid to a gas. Argon, nitrous
oxide, and carbon dioxide are used as pressurized gases
that cool by the J–T effect. The freezing capability of these
cryogenic agents varies substantially, and this determines
the choice of equipment for a particular disease. The
cryogenic agents may be applied directly to the tissue,
typically as a spray of liquid nitrogen, though nitrous oxide
has been used in this way also. Freezing with liquid nitro-
gen applied via a cotton swab is another example of direct
use. The cryogens may also be used in probes, which are a
means of confining the cryogen in a closed system. At its
tip, the metal probe has a heat-exchange surface that is
applied to the tissue to be frozen. At this contact area, heat
transfer to the probe results in tissue cooling. The freezing
capacity varies with the size of the probe, the temperature
of the probe, and the areas of the contact with the tissue.
The heat removing capacity of probes varies from 10 to 100
W, depending on the features of probe construction and the
cryogen that cools it.

The coldest cryogenic agent in clinical use is liquid
nitrogen. It has the greatest freezing capability and is
the best agent for destruction of large volumes of tissue,
as is required in the treatment of cancer. Nevertheless, in

current practice, pressurized argon is commonly used for
the treatment of neoplastic disease. The use of multiple
probes simultaneously compensates for the somewhat les-
ser freezing capability of argon. The other cryogens are
useful for less serious lesions, such as nonneoplastic or
benign neoplastic disease, for which lesser degrees of freez-
ing will suffice (Table 1).

Liquid nitrogen is a clear fluid that is odorless and
nonflammable. Its boiling point is �195.8 8C at atmo-
spheric pressure. The liquid will expand to 750 times its
volume under normal atmospheric pressure. It must be
stored in a double-walled, vacuum-insulated container
with provision for pressure relief and liquid nitrogen with-
drawal. The most popular containers for office or clinic use
have a capacity of 15–35 L, which provides a holding time of
60–90 days and, depending on the rate of use, will require
refilling every 4–6 weeks. Liquid nitrogen will evaporate at
a rate of a few percentage points per day, depending on the
quality of the container. Withdrawal devices, basically
spigots, are used to transfer the liquid nitrogen from the
storage container to the cryosurgical instrument.

Hand-held cryosurgical apparatus, weighing �1 kg
when empty, are commonly used, especially in dermatolo-
gical practice (Fig. 2). They are basically small containers
(thermos bottle construction) with storage capacities of
250–500 mL and with suitable on–off controls to initiate
and control the spray of liquid nitrogen. Some devices allow
pressure to build up in the container by means of a heat
exchanger in the wall or top. Most have Luer lock fittings in
the nozzle so that a variety of spray apertures, needles, or
nozzles can be attached. These range in size from 24 to 15
gauge. The smaller aperture sizes are hindered by a ten-
dency to become occluded by the development of frost in
use, but this can be alleviated by bypass nozzle systems.
Problems that must be solved in the construction of hand-
held devices include the design of a delivery tube that
permits adequate heat exchange and prevents drip of
liquid nitrogen from the delivery system nozzle. Most
hand-held devices can be fitted with probes of diverse
shapes and sizes, including those suitable for treatment
of oral or gynecological diseases. The hand-held devices,
relatively heavy when the container is filled with liquid
nitrogen, are somewhat more difficult to use with a probe
than with a spray because it is cumbersome to hold the
weight steady in the hand while the probe is adherent to
the tissue. Motion may cause fracture of the bond between
probe and tissue, and ineffective freezing may result. With
the spray technique, the small movement caused by the
weight in the hand is not important because there is no
direct bond to tissue.

The automated apparatus, cooled by liquid nitrogen,
available from several companies, is almost always used
with probes. The feed lines leading to the probes are
insulated, usually by vacuum (Fig. 3). The control of the
flow of liquid nitrogen is achieved by regulators. Most
systems require pressurization, which is facilitated and
speeded with an internal heating device. A heater in the
probe tip speeds release from the tissue at the conclusion of
freezing.

The automated apparatus first available in the early
1960s provided for control of the probe temperature in the
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range of þ36 to �160 8C (2). The apparatus was soon
modified to enable treatment of diverse tumors (12). In
the 1990s, an advance in cryosurgical equipment technol-
ogy featured the development of a technique to use liquid
nitrogen super cooled to ca.�209 8C in new equipment. The
super cooling was achieved by passing pressurized liquid
nitrogen through a heat exchanger immersed in a liquid
nitrogen chamber (�209 8C) held under vacuum. The
supercold liquid nitrogen was circulated to the probe,
producing probe surface temperatures in the range of
�165 to �185 8C, depending on the diameter of the probe
(13). Used with multiple probes, this apparatus had sub-
stantially greater tissue-freezing capability than the ear-
lier technology. Nevertheless, this new apparatus did not
improve to a significant extent on the probe cooling rate
which was only �20 8C/min at �5 mm from the probe (14).
The time required to reach a tissue temperature of �50 8C
at a distance of 1 cm from the probe was 5–10 min (15). In
comparison, the argon gas J–T apparatus cooled a probe
much faster (16).

Recently, liquid nitrogen-cooled apparatus based on
new technology equals the fast cooling rate of argon J-T
apparatus and produces probe temperatures in the range of
�170 to �180 8C. This system uses a submersible nitrogen
pump to generate the operating pressure to cool the probes
with liquid nitrogen. Up to six vacuum-insulated probes
may be cooled simultaneously (Cryo6. Erbe Co., Tubingen,
Germany).

The cryosurgical apparatus that cool by the J–T effect
are lightweight, portable, and quickly responsive in cooling
or warming. Pressurized gas is passed through a small

364 CRYOSURGERY

Figure 2. Modern handheld liquid nitrogen cryosurgical unit of
the type commonly used in the treatment of skin diseases. The
taller unit is 11 in. (280 mm) in height, has a capacity of 16 oz (500
mL), and weighs 30 oz (846 g) when filled. The shorter unit is 8.5 in.
(215 mm) in height, has a capacity of 10 oz (300 mL), and weighs 24
oz (618 g) when filled. The devices may be fitted with a large
selection of cryogen spray tips with apertures ranging from 0.4 to 1
mm (shown in Fig. 2b) and probes ranging in size from 1 mm to 4
mm in diameter at the tip. The probes allow precise control of
freezing and may be used for cutaneous or mucosal lesions.
(Photographs by courtesy of Brymill Cryogenic Systems,
Ellington, CT 06029.)

Figure 3. Diagram of a typical probe cooled by liquid nitrogen.
The liquid nitrogen passes from a reservoir in the console, down the
vacuum-insulated feed line, to the heat exchange surface at the
probe tip. The probe tip is cooled by a change in phase (liquid to
gas), then the gas is returned to the console. Probes of many sizes
and shapes are available. A thermocouple may be placed in the
probe tip.



nozzle and expands, cooling the probe. This type of appa-
ratus, using diverse kinds of gases, has been available for
many years, but the cryogens commonly used in the mod-
ern apparatus are argon and nitrous oxide.

Argon, a colorless, odorless gas that boils at�185 8C, has
been used in J–T type apparatus since late in the 1960s.
The gas in current devices is stored in steel cylinders that
are pressurized at 3000 psi. In use, the probe temperature
is ca. �130 8C at coldest. The cooling efficacy is pressure
dependent. As the pressure in the cylinder falls, the cooling
capacity diminishes. Argon permits the use of probes of
very small diameter, as small as 17-gauge needles. In
treatment, the use of such small probes requires that
multiple probes be placed in the lesion. A larger probe,
such as 3 mm in diameter, permits greater gas flow in the
conduit, and will freeze a larger volume of tissue than the
needle structures. Therefore, fewer probes may be used for
the same volume of tissue. Since argon is a noble gas and is
normally in the atmosphere, venting the gas from the
apparatus into the operating area is not a safety concern.

Nitrous oxide (�89.5 8C) is a colorless, nonflammable
gas, commonly available in clinics and hospitals in the
familiar ‘‘E’’ cylinders, which hold 2.72 kg (6 lb) of N2O
at a pressure of 5.1 MPa (740 psig). The withdrawal of the
nitrous oxide gas depletes the gas pressure in the cylinder,
which affects the rate of freezing. The gas cylinder may be
enclosed in a warming jacket to provide some heat in order
to maintain gas pressure at an appropriate level. There is a
safety consideration. Cryosurgical units using nitrous
oxide that do not provide for venting of the exhaust to
the outside air may expose personnel to some ill effects,
such as impaired performance and cognition. Such units
should be used only in well-ventilated rooms. Older
devices, which may exhaust into the room 20–90 L of
N2O/min, may be hazardous. Most new devices provide
for gas scavenger systems to safely exhaust the nitrous
oxide (Fig. 4).

In clinical use, the differences in cooling rate are impor-
tant. Argon will cool a probe to �100 8C in �1 min, and to
�130 8C in �2 min. Nitrous oxide will cool a probe to ca.
�80 8C in the same time. In contrast, liquid nitrogen cools
more slowly but will become colder, the probe temperature
reaching �160 to �180 8C in �5 min, the final temperature
depending on the engineering features of the apparatus (14–
16). However, the new type of liquid nitrogen apparatus with
a design based on a reciprocating bellows pump will produce
fast freezing of a probe, perhaps to �180 8C in < 1 min.

Sprays of cryogen can also be provided by nitrous oxide
apparatus. If the fine droplets of liquid nitrous oxide are
released on a surface, the droplets, instead of vaporizing to
gas, recrystallize into solid nitrous oxide particles that lie
on the surface or fly in all directions. To keep this partial-
pressure effect from occurring, the droplets must be sur-
rounded by pure nitrous oxide gas, necessitating an
inverted-cup shield around the applicator tip.

Carbon dioxide is a colorless gas that is used as a
cryogen in solid and gaseous form. Solid carbon dioxide
(�75 8C) has been used for direct application to tissue for
�100 years. Carbon dioxide is also available as a com-
pressed gas contained in E cylinders. In J–T apparatus,
it provides probe temperatures of ca. �60 8C.
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Figure 4. Modern cryosurgical device, cooled by nitrous oxide,
used in cardiac cryosurgery for the treatment of atrial fibrillation
and other arrhythmias. The console houses the primary gas supply
in cylinders, the gas circuits, and the controlling electronics and
software. The device cools the catheter probe by passing the
pressurized gas through a restricting orifice at the probe tip.
The probe is a steerable cryoablation catheter with leads to
connect to the console for cryogenic gas flow, pressure
monitoring at the catheter tip, and cardiac electrical signal
recording (Fig. 3b). (Photographs by courtesy of CryoCor Inc.,
San Diego, CA 92121.)



Devices that cool by thermoelectric principles have
limited freezing capability and can provide a probe tip
temperature of ca. �20 to �30 8C at a low cooling rate.
These devices have been satisfactory for ophthalmic use,
but not for the treatment of tumors. The efficiency of these
devices may be improved by combining with the technology
of heat pipes, which then could provide probe temperatures
of �50 to �60 8C (17). Nevertheless, the applicability of
thermoelectric cooling to cryosurgery is limited.

TECHNIQUE

The two basic techniques for the use of cryosurgical appa-
ratus are the direct application of the cryogen to the tissue,
as in a spray of liquid nitrogen, or use of the cryogen in a
closed system with probes. The choice of technique is in
part a matter of personal preference and in part a matter of
fitting the technique to the nature, size, and location of the
disease. Probe techniques in general provide an easily
controllable and a greater depth of freezing. The use of a
probe is essential in freezing in less accessible areas of the
body. Spray techniques, widely used in dermatological
practice, permit easy application to accessible surfaces to
achieve the superficial, and perhaps wide, freezing usually
desired. Variants in these techniques blur the apparent
sharp distinction between spray and probe techniques
(Fig. 5).

The Spray Technique

Spraying of the cryogen, usually liquid nitrogen, from the
nozzle of an appropriate apparatus is an efficient method of
producing rapid freezing of tissue. When used as a spray,
the cryogen is used at its coldest temperature, and it
produces superficial freezing rather quickly and easily over
wide areas if required. The more superficial the lesion, the
more suitable is the use of a spray, especially if the surface
is irregular, as over a bony surface, or if the area of disease
is extensive. The spray often is used intermittently, espe-
cially for small lesions. Steady spraying, as in an effort to
freeze deeply in one site, causes the liquid nitrogen droplets
to strike the tissue without vaporizing and run off the
frozen tissues to freeze in undesired areas (unless spray-
limiting devices are used), especially if excessive pressure
is being used in the apparatus. Other methods of control
are to reduce the pressure in the spraying device, if pos-
sible, or to use a smaller nozzle size, but reduced cryogen
flow results in lessened capability of freezing the tissues.
Problems with the dispersion of the spray are best cor-
rected by the use of spray-confining devices such as hollow
cones placed over the lesion so that the liquid nitrogen may
be sprayed into the hollow device (Fig. 6). The use of the
cone devices also has the effect of creating an open probe
and is a useful technique of improving depth penetration of
spray techniques, as required for the treatment of invasive
skin cancers. Similar devices, such as funnels and hollow
cylinders, have been used to confine liquid nitrogen as it is
poured over bone tumors after removal by curettement.

The Probe Technique

The cryogen is circulated in a closed system, using metal
probes for contact with the tissue to provide a heat sink or
heat-transfer surface. Various sizes and shapes of probes,
ranging from rod-like probes 1 cm in diameter to 18 gauge
needle size and catheter shapes, to fit diverse anatomical
sites and disease dimensions are available. The probes may
have flat surfaces for contact with the tissue or may be
pointed to allow insertion into the tissue. Slip-on metal end
pieces, which fit over the end of the probe to modify the
freezing surface, increase the versatility but also slow the
freezing capability. The lines that feed the liquid nitrogen
to the probe tip are vacuum insulated or insulated with
appropriate materials, which increases the efficiency of the
cryogen and provides for the safety of the user. The J–T
types of apparatus have thin cryogen feed conduits that
require no insulation.

In use, the physician selects one or more probes as
appropriate to the disease. The manner of use is to apply
the freezing surface of the cryoprobe to the lesion and allow
the cryogen to flow. The cold probe acts as a heat sink and
produces tissue freezing by removing heat from the tissue
faster than blood supply and conduction restores it. Surface
contact freezing is performed by pressing the freezing
surface of the probe firmly on the tissue in order to ensure
a good contact for heat exchange. This contact is improved
by the use of water-soluble hospital lubricating jelly
between the probe and the tissue. Greater depth of freezing
may be achieved by increased pressure on the probe or by
penetration of a sharp, pointed probe into the tumor. The
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Figure 5. Diagrammatic representation of differences and
similarities in probe, closed-cone, open-cone, and spray
techniques, commonly used in the treatment of skin diseases.
The two probes shown on the left are closed systems in which
the cryogen does not come into direct contact with the tissues. In
the closed systems, the liquid nitrogen, after change of phase, is
vented as a gas somewhere along the return line, usually in the
console of the apparatus. In the open systems, the three devices on
the right, the cryogen is sprayed directly on the tissues. Surface
freezing techniques by pressing a probe against the tissue or by
spraying cryogen are commonly used. However, the pointed probe
shown on the left may be inserted into the tissue to achieve deeper
freezing. This penetration of the tissue causes a wound, which may
cause some problems. In the cone techniques, the dispersion of the
spray is limited and the effect of confining the spray is to produce
an open probe. In the cones, the heat-exchange surface is on the
skin and the venting of the gas is at the side or top of the device.
The open-spray technique is effective in treating wide areas with
irregular outline, but care has to be taken to avoid dispersion of the
spray to unwanted areas.



penetration technique has the disadvantage that a wound
is produced, and this may later bleed. Care must be taken
to avoid motion of the probe during freezing because this
might fracture the bond with the tissue and interfere with
heat exchange. Heat exchange also depends on the gradi-
ent of temperature between the tissue and the probe, so the
probe is always used as cold as possible when tissue
destruction is sought. The larger the gradient, the faster
the rate of freezing.

Freeze–Thaw Cycles

As freezing progresses, the tissue turns white (frosted in
appearance) and hard, a change that begins at the area of
contact with the cryogen and extends to incorporate an
increased volume of tissue as time passes (Fig. 6). As
treatment continues, in the case of lesions in easily acces-
sible areas, such as the skin, the extent of freezing is judged
by inspection and palpation. Estimation of depth of freez-
ing may be difficult, but physicians experienced in the
techniques can make reasonably accurate estimates of
depth. With surface contact freezing by probes, the shape
of the frozen volume of tissue is roughly hemispheric, so the
depth of freezing can be judged to be about the same as the
lateral spread of freezing from the probe. Significant mod-
ification in the shape of the frozen area may be achieved by
the selection of different probe shapes (Fig. 7). The shape of
the frozen area is also modified by the amount of pressure
placed on the probe because increased pressure compresses
the tissue and increases the depth of freezing. Another
factor influencing the shape of the frozen area is the
presence of major blood vessels, which provide a source
of heat. In freezing with the spray techniques, a more
superficial freezing may be expected and often is desired.

However, if the spray is confined with a cone, the effect on
the tissue is similar to probe freezing.

Freezing with the probe or spray continues until the
desired volume of tissue, including a margin of apparently
normal tissue, is treated or until the frozen area no longer
enlarges. This is easy to observe in accessible tissues, such
as the skin. In the use of a spray of liquid nitrogen, the
nozzle of the device is moved about to distribute the cryo-
gen evenly over the target, and this freedom of movement
allows wide areas to be treated. On the other hand, probe
freezing takes place from a selected site of application, and
the rate of expansion of the frozen area slows as an equili-
brium is established between the heat loss from the tissue
via the probe, and heat brought to the area by the circula-
tion of blood. For this reason, it is difficult to freeze tissue to
a distance > 2–3 cm from the probe. This means that large
lesions cannot be frozen completely in a single application
of the probe. In these circumstances, the plan of treatment
must include freezing from multiple sites with successive
applications of the probe, which improves the width of the
frozen area and also increases the depth of freezing in
overlapped frozen areas to a slight extent. For large can-
cers, the simultaneous use of multiple probes is advanta-
geous and time saving.

When used for the destruction of tissue, as for the
treatment of tumors, cryosurgery must be performed in
a manner that produces a predictable area of necrosis. The
techniques to achieve this goal stress the rapid freezing of
the tissue, slow thawing without assistance from warming
devices, and immediate repetition of the freezing process in
order to maximize destruction. Some modifications of these
basic factors in technique are necessary for the diverse
diseases in different parts of the body, especially if the
intent is to destroy some cells while preserving others, but,
in general, the cited basic technique provides the basis of
effective therapy.
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Figure 6. Canine liver being frozen with a large probe, 1 cm in
diameter cooled with liquid nitrogen to�160 8C. The white frosted
area is the tissue frozen after 3 min of contact. The depth of
freezing is about the same as the lateral spread of frost from the
side of the probe. With proper technique, the area of necrosis will
closely approximate the visibly frozen area. (Reprinted with
permission from J. Am. Med Assoc., 204, 566, 1968.)

Figure 7. Diagram showing the effect of probe configuration on
the shape of the frozen tissue. The probe on the right held with
some pressure on the tissue causes indentation of the tissue, or
minimal penetration, and produces a roughly hemispheric frozen
zone. The same probe, fitted with a freezing tip adapter to form a
wide, flat freezing surface, produces a wider but less deep frozen
area. In each frozen zone, the �40 8C isotherm is shown to
delineate its approximate location. The location of this isotherm
varies slightly with the rate of cooling the tissue. Rapid cooling
moves the isotherm slightly more toward the periphery.



Rapid freezing promotes the formation of intracellular
ice crystals, which are considered almost certainly lethal
for cells. This occurs only in the tissue close to the freezing
probe or in contact with the spray of cryogen. The rate of
freezing of the tissue varies inversely with the distance
from the site of application of the cryogen (Fig. 8). Close to
the probe, temperature changes of the order of > 10 8C/min
may be achieved, and this is considered rapid freezing.
However, �2 cm from the probe, the cooling rate is slow,
perhaps of the order of 2–5 8C/min. The possibility of tissue
survival is enhanced with slow freezing rates, but fortu-
nately even slow freezing rates have lethal potential
because of cellular dehydration and related deleterious
effects.

The thawing rate should be slow and unassisted because
this increases the time that the tissues spend in a phase
when recrystallization phenomena can add to the cell
injury. Tissue often thaws in about the same time as
was required for freezing, but this depends on the volume
of frozen tissue. Large volumes of frozen tissue warm
slowly. In some therapeutic applications, a probe heater
is used to speed release from the tissues after freezing. This
practice also slightly speeds thawing of the tissues, but this
probably does not increase the chance of cell survival if the

technique is otherwise correct. Certainly, no warming
solutions should be used to thaw the tissue, because it is
well established that quick thawing of tissues reduces
injury from freezing, whether in cryopreservation, cryo-
surgery, or frostbite.

Repetition of freezing maximizes damage by subjecting
the tissues again to the same mechanism of thermal injury.
To take full advantage of the lethal effect of repetitive
freezing, it is necessary that the frozen tissues be comple-
tely thawed (> 0 8C) before the next freezing cycle because
then the entire volume of the tissue will pass through
recrystallization phases with their attendant injurious
effects. The second freezing cycle is usually faster and
more effective in cooling the tissue than the first cycle
and achieves a slightly greater depth of freezing because
the latent heat in the previously frozen tissue is reduced
and because the microcirculation has begun to fail in the
interval between freezings, reducing the heat supply. The
lethal isotherm is then deeper in the frozen tissue. For this
reason, it is advisable to wait a few minutes between
freezing–thawing cycles.

The freezing of tissue in cryosurgery is a heat-transfer
process, and the mechanics of extraction of heat from the
tissue directly influence cryosurgical technique. The dura-
tion of each freezing–thawing cycle of treatment is depen-
dent on factors that affect the rapidity of tissue freezing,
such as efficiency of heat exchange, gradient of tempera-
ture, blood supply to the area, attainment of a desired
temperature goal, and on the size of the lesion. The tem-
perature of the cryogen is also important: the larger the
gradient between cryogen and tissue, the faster the cooling.
It is also a function of the contact area between cryogen and
tissue: a wide area for heat exchange cools tissues faster.

Thermal modeling techniques have been used to predict
the size of the frozen area that may be produced by a probe.
The blood flow, the probe temperature, the area of contact
with the tissue, and the duration of application are known.
This work has contributed to the understanding of the
functions and cooling capacity of cryosurgical equipment,
has provided a method of estimating the effect on the
tissues, and has shown direction in equipment design
and in the planning of treatment. The modeling techniques
have been useful in the several aspects of cryobiology,
including the mechanisms of injury to cells. Nevertheless,
before clinical use, it is necessary for the physician to
practice with the cryoprobes or with a spray of cryogen
in test materials in order to develop the ability to predict
the size and shape of the frozen field as a function of time,
temperature gradient, and heat exchange surfaces. The
heat diffusion equations that must consider the frozen area
and a moving solid–liquid interface as freezing progresses
are complex and are best reviewed in source material
(5,18).

MONITORING TECHNIQUE

Many cryosurgical procedures, especially those for benign
diseases and small cancers of the skin, are performed using
only observation and palpation of the frozen tissue to deter-
mine the progress of treatment and judge its adequacy. In
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Figure 8. Graph showing temperature changes recorded from
thermocouples inserted in the tissue at diverse distances from a
probe cooled by liquid nitrogen. The tracing identified as ‘‘surface’’
is from a thermocouple placed in the contact area between the probe
surface and the tissue. The other tracings show the temperature
changes at 2, 5, and 7 mm from the edge of the probe. The most rapid
and deepest cooling of the tissue is at the point of contact. The
greater the distance from the probe, the slower the cooling, the less
the depth of freezing, and the shorter the duration of freezing.



easily accessible sites, those physicians with considerable
experience in cryosurgery can achieve satisfactory results
without the use of monitoring techniques to guide therapy.
However, the temperature of frozen tissue cannot be deter-
mined by its appearance: Frosted tissue looks the same at
any freezing temperature. Equally important, the depth of
freezing is difficult to judge in many situations, although the
relationship between the depth of freezing and the lateral
spread of freezing from a probe is an important clinical aid.
The clinical evaluation, if not perfect, may produce an error
in treatment that may be of critical importance in the
treatment of malignant disease. Effective cryosurgery must
yield predictable and certain necrosis.

To guide cryosurgical procedures and permit reason-
able certainty of the death of tissues, methods of monitor-
ing the freezing process have evolved. These methods
include (1) the measurement of tissue temperature by
thermocouples; (2) the measurement of electrical impe-
dance on resistance in tissue; (3) the measurement of heat
lost from the tissue by a heat flowmeter; (4) thermography
and; (5) the imaging techniques, which are ultrasound,
computerized tomography (CT); and magnetic resonance
(MR).

Thermocouples

The most commonly used method of monitoring is by the
insertion of needle-mounted thermocouples into the tissue
at appropriate sites to measure tissue temperature (Fig. 9).
Thermocouples are formed by the junction of two dissimilar
conductors, commonly iron and constantan, or copper and
constantan, in a closed electric circuit (Fig. 10). When the
junction of the conductors is held at a temperature, an
electromotive force (emf) proportional to the temperature
difference will be generated. An instrument, such as a
potentiometer or pyrometer, is used to measure this emf
and provide a readout in terms of temperature.

Thermocouples perform several important functions in
cryosurgical treatment. The insertion of thermocouples
into the tissue in appropriate locations monitors the pro-
gress of the freezing treatment and ensures that tempera-
tures destructive for tissues are attained. Thermocouples
can also be used to ensure that tissues adjacent to a
diseased area are not frozen and are hence safe from
freezing injury. If used with a recorder, thermocouple
measurements on the tracing provide written evidence of
treatment. Thermocouples often are built into the probe
tips, so that the temperature of the probe can be monitored.
Though this provides useful information, confirming that
the apparatus is working, probe temperature tells nothing
about tissue temperature, except by estimations based on
experience with the performance of the probe.

In cryosurgical treatment, especially for cancer, it is
important to know that destructive temperatures are pro-
duced in the tissues. In the freezing–thawing cycles used in
cryosurgery, tissue destruction is a multifaceted process
involving the freezing rate, the tissue temperature, the
duration of freezing, the thawing rate, and repetition of the
freezing–thawing cycle. Separation of the relative destruc-
tive effects of these components is difficult, but the easiest
to control and measure is the coldest temperature attained

CRYOSURGERY 369

Figure 9. Diagram showing typical sites of thermocouple insertion.
Three useful methods are shown. At the top is a thermocouple
inserted at an angle from the side of the lesion through normal
tissue. The thermocouple tip rests directly beneath the lesion and
shows the temperature at the depth of the tissue. It probably is the
mostcommonmethodof thermocoupleusage. Inthecenter isshowna
curved needle used for base monitoring. This method avoids passing
theshaftof thethermocouplethroughthefrozentissue.Atthebottom
is shown an alternative method of thermocouple use. The thermo-
couple is inserted at the border of the lesion. With this technique, the
temperature registered at this thermocouple is interpreted as being
the same temperature that would be measured at the border beneath
the tumor. This method assumes that the depth of freezing is
approximately the same as the lateral spread of freezing from the
probe. The advantage of this technique (and the use of a curved
thermocouple) is that the thermocouple shaft remains outside of the
frozen area until the advancing ice front incorporates the tip. More
than one thermocouple may be used.

Figure 10. Diagram of a basic thermocouple-millivoltmeter circuit
consisting of a copper and a constantan wire welded together to
form a measuring junction, the thermocouple. The free ends are
connected to the millivoltmeter, which measures the emf associated
with the temperature at the thermocouple. In the upper right of
the illustration is shown the mounting of the thermocouple in a
hypodermicneedle,whichcanbeinsertedinthetissueatappropriate
sites to measure temperature changes during freezing–thawing
cycles.



in the cryosurgical treatment. Hence, a lethal temperature
goal is used in cryosurgery.

Early in cryosurgical experience, it was thought that
�15 or �20 8C was a proper lethal temperature goal. Sub-
stantial tissue damage results from a tissue temperature of
�20 8C, but this temperature is not safe for the treatment of
malignant disease. In nonneoplastic disease, usually con-
servative freezing is wise and, therefore, tissue tempera-
tures of the order of �20 to �30 8C are satisfactory.
Temperatures of�40 8C are satisfactory for superficial skin
cancers. The treatment of more aggressive cancers, as in
the oral cavity, requires repetitive freezing to tissue tem-
peratures of �50 8C or colder if cure is to be achieved
(Fig. 11).

The accuracy of thermocouples is a matter of interest
since treatment depends in part on this measurement.
Some minor error is inherent in the temperature recording
system, which consists of the thermocouple, the electrical
leads, and the readout device. The readout device is com-
monly a potentiometer with a digital readout, which is
sufficiently accurate for the purpose of cryosurgery. An
important source of error is from conductance of heat along
the thermocouple needle shaft. If the needle shaft passes
through a frozen area, the reading from the tip may be
falsely low (Fig. 12). Under other conditions, heat may be
added to the temperature-measuring system from extra-
neous sources anywhere between the thermocouple needle
tip and the recorder. However, with proper use, the error
due to heat conductance is minimal and does not interfere
with the thermocouple function of supplementing clinical
judgment. Based on experimental data, temperatures in
the range of �20 to �50 8C, produced in short freezing
cycles, may be associated with an error of�2 8C due to heat

conductance (19). This differential is of little importance in
cryosurgical techniques. The error due to heat conductance
in thermocouples is less significant than the error produced
by the positioning of the thermocouples in the tissue. A
1-mm variation in thermocouple placement in the tissue
represents �10–15 8C difference in the temperature
recorded in usual cryosurgical freeze–thaw cycles. There-
fore, the important errors in thermocouple use are pro-
duced by the accuracy of placement rather than by heat
conduction from extraneous sources.

Impedance–Resistance Measurements

Another method of quantification of freezing injury is a
technique that measures the impedance or resistance
changes to the passage of a small electric current through
the tissues being frozen. Unfrozen tissue is a conductor of
electricity because of the electrolyte content of the tissue
fluid. During freezing, the formation of ice crystals in tissue
and the removal of water from the tissue results in
decreased electrical conductivity. When practically all of
the extracellular water is crystallized, electrical impedance
or resistance rises to the high levels. This change is inter-
preted as being associated with tissue death.

The techniques of impedance–resistance measure-
ments require the insertion of needle electrodes in or
about the tumor (Fig. 13). These conduct the small electric
current from the line or battery-powered device to the
tissue. The measurement is made between two electrodes.
Both electrodes may be placed in the treated area, but it is
preferable to measure between one electrode in the trea-
ted area and a distant reference electrode. The initial
impedance–resistance in unfrozen tissue is of the order
of 1–2 kV. When the entire measuring electrode is incor-
porated in frozen tissue, the impedance–resistance rises
to megohm levels. This change seems to occur quickly,
at least in comparison to the changes in temperature
(Fig. 14).
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Figure 11. Drawing demonstrating the gradients in temperature
that exist in tissue being frozen with a probe at �180 8C. The
incorporation of a tumor in a frozen mass is depicted. The
gradients are substantial, ranging from �0 8C at the edge of
the frozen volume to nearly �180 8C adjacent to the probe. Cell
Death would not occur in the entire frozen area. If treatment were
to cease at this stage, the tissue in the 0 to �20 8C range would
probably survive and the tumor would grown again.

Figure 12. Diagram illustrating a mechanism for thermocouple
error due to heat conduction. The thermocouple needle enters the
tissue at an angle, just as commonly done in clinical practice.
During freezing, the expanding ice front incorporates the needle
shaft. The cooling of the shaft affects the thermocouple at the
needle tip, and this may produce a falsely low reading. Also, the hub
of the needle and the adjacent needle shaft in unfrozen tissue may
be warmed by the tissue or the air, which may affect the reading in
the opposite way. The magnitude of this possible error is a source of
concern, but proper thermocouple use can avoid the error.



Impedance measurements were introduced into cryo-
surgical techniques by Le Pivert et al. (20), who measured
electrical impedance in the tissue to the passage of a low
frequency (1000 Hz) alternating current between electro-
des. Impedance values of 0.5–1.0 MV were equated to
�40 8C and were associated with tissue destruction. This
destructive effect on the tissue was reported to be inde-
pendent of repetition of the freezing–thawing cycles.

Other investigators, using Le Pivert’s instrument in
experiments on canine skin, found that an impedance of
1 MV corresponded to a tissue temperature of ca. �30 8C,
but the range of temperatures about each impedance value
was sufficiently great to cause concern about the possibility
of tissue survival at the 1 MV value. Using a line powered
1000 Hz low current impedance meter, the relationship
between tissue impedance and temperature and the sub-
sequent development of tissue necrosis was investigated.
An impedance of 10 MV was not always associated with
tissue death, and the range of temperatures about any
impedance value was considerable (Fig. 15). Comparison of
the electrical characteristics of the tissue and the tissue
temperature with the border of necrosis that was obvious in
a few days showed that the tissue temperature was the
more accurate predictor (21).

At this time, devices to measure tissue impedance–
resistance during cryosurgical procedures are little used.
The incorporation of an impedance electrode into the freez-
ing surface of an endoscopic probe confirms that the probe
is cooling properly, but yields no information about tissue
temperature (22). Nevertheless, such a device would con-
firm fixation of the probe to the tissue. An impedance-
measuring device could be useful in the determination of
depth of freezing. The use of multiple electrodes about the
circumference of a tumor to monitor cryosurgery is a use
that requires further testing.

Whatever method of quantification of cryogenic injury is
used to supplement clinical judgment in cryosurgery,
whether thermocouples or electrodes are inserted in the

CRYOSURGERY 371

Figure 13. Diagram of electrical impedance–resistance
monitoring system showing alternative methods of placement of
the electrode. The entire electrode must be incorporated in the
frozen tissue before the change in impedance–resistance rises to
the megaohm level. Multiple electrodes may be used to increase
the monitoring sites. The second electrode, which is placed in a
more remote site to complete the electrical circuit, is not shown.

Figure 14. Graph illustrating simultaneous temperature and
impedance changes. The temperature in the tissue was cooled
to �22 8C at which time the cryosurgical apparatus was turned off.
The tissue cooled further to�25 8C because the cold probe continued
to function as a heat sink. Then the warming cycle began. The
impedance rose steadily after the tissue cooled to �8 8C. When the
impedance reached 10 MV �40 s later, the cryosurgical apparatus
was turned off.The impedance continued toriseand the trace passed
off the chart, returning �1 min later in the warming cycle. The
temperature and impedance changes in thawing were more gradual
in thawing than during freezing.

Figure 15. Graph showing the relationship between impedance
and temperature. The data for the graph are taken from mean
values during the cooling cycle. The standard error of the mean is
shown.



tissues, it is important to recognize that their placement in
itself may be a source of error. It is equally difficult to
determine the relationship of the electrode or thermocou-
ple to the margin of the disease. Both thermocouple and
impedance devices should be viewed as adjunctive to clin-
ical judgment in therapy.

Heat Flowmeter

The heat lost from the tissue can be measured by means of a
heat flowmeter (23). This is done by attaching a differential
thermocouple to the probe tip. As heat passes from the
tissue into the probe, the temperature electromotive force,
proportional to the temperature differential, develops
across the disk. This may be recorded so that total heat
exchange is used as the monitor of the cryosurgical proce-
dure. Though the technique was used in the treatment of
patients, it has not proven useful generally.

Thermography

The use of thermography to monitor the progress of freez-
ing tissue is best considered as a research method. The
thermograms, recorded in monochrome or in color, define
isotherms down to �40 8C. Bradley’s experiments with
thermography, comparing the freezing characteristics of
different freezing techniques, have shown the faster freez-
ing capability of the spray devices in comparison with the
probe techniques and have confirmed the importance of
pressure on the tissue from the probe in modifying the
shape of the frozen area. Though in vitro tissue testing
permits evaluation of depth of freezing, clinical use pro-
vides only surface freezing evaluation in most circum-
stances (24,25).

Ultrasound

Ultrasound used during cryosurgery provides a real-time
image of the frozen volume of tissue. Since ultrasound
provides a more global view of the frozen tissue than do
thermosensors, this imaging technique has come into wide
use for monitoring the freeze–thaw cycle, especially for
visceral tumors. Ultrasonography offers the possibility of
matching the extent of the neoplasm with the volume of
tissue frozen in treatment. Frozen tissue is hypoechoic, so
the ultrasonic image is black. The edge of the frozen tissue
is hyperechoic and appears as a bright line. As freezing
continues and the volume of frozen tissue increases, the
hyperechoic rim moves away from the probe, leaving the
hypoechoic zone behind it. Therefore the process of tissue
freezing can be observed during the cryosurgical proce-
dure. Experience with ultrasound monitoring in hepatic
and prostatic cryosurgery is now substantial. The correla-
tion between the ultrasound image and the actual diameter
of the frozen tissue is excellent, though it has become
evident that ultrasound overestimates the volume of tissue
frozen. Much of the frozen volume is obscured by distor-
tions and reflections of the image. Sonography does not
provide an image beyond the near edge of the ice because of
complete posterior acoustic shadowing (26,27). Some com-
pensation for this limitation can be obtained by viewing the

frozen volume from another angle. Three-dimensional (3D)
ultrasound is in development (28).

The correlation between tissue temperature and the
ultrasound image is of considerable importance because
effective treatment depends on achieving an appropriate
tissue temperature goal. The temperature of frozen tissue
cannot be determined from its ultrasonic image. However,
the hyperechoic rim of the image is �0 8C and the probe
temperature is generally known, so inferences about the
steep gradients of temperature in the tissue can be made.
For example, using a probe at �160 8C on tissue for 5 min,
the�20 8C isotherm is�70% of the distance from the probe
to the periphery of the frozen tissue. The �40 8C isotherm,
which is commonly used as a goal in tumor therapy, is
�60% of the distance from the probe to the frozen
boundary. A rapid cooling rate moves the isotherm toward
the periphery.

Computerized Tomography and Magnetic Resonance

Other investigational methods of monitoring are radiolo-
gical. The absorption of X rays in biological tissue is
proportional to the tissue density. Water, which is the
major component of most biological tissues, changes den-
sity upon freezing and can be visualized. Computerized
tomography (CT) can show the entire cross-section of the
lesion. The development of the frozen volume of tissue can
be seen on a series of CT images taken at frequent inter-
vals. Magnetic resonance (MR) will provide a 3D image of
the frozen volume of tissue. When used with thermal
models, the temperature changes in the tissue can be
quantified (29,30). Magnetic resonance requires the use
of MR-compatible probes, which have been developed and
used to a limited extent. Electrical impedance tomography
(EIT) has been proposed as a method to provide real time
imaging and provides a global image by introducing low
amplitude alternating current (ac) into the body and
thereby measurs the electrical potentials on the surface
of the body. These potentials are analyzed to create a
tomographic image (31). At present, the high cost of appa-
ratus and logistical considerations will limit the usefulness
of these imaging techniques in cryosurgery. However, it
seems likely that image guidance will achieve greater
applicability as monitoring techniques during the freezing
process.

To summarize, clinical judgment, the prime factor in the
control of the freezing of tissue, requires assistance from
the monitoring techniques. Depending on the clinical cir-
cumstances, including the nature and the site of the dis-
ease, either tissue temperature measurement by
thermosensors or ultrasound imaging is commonly used.
The limitations of these techniques in providing thermal
information during cryosurgery are well defined. To com-
pensate for the limitations, wherever practical, the use of
both thermosensors and imaging techniques are advised.

CLINICAL USES

Cryosurgery has established a firm place in medical prac-
tice for the treatment of diverse diseases in different parts
of the body. Lesions in accessible sites, such as the skin or
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oral cavity, may be treated with little need for anesthesia
and without risk of hemorrhage. Treatment for many
conditions can be given under local anesthesia in an office
or outpatient clinic, avoiding the need for hospitalization,
with its attendant inconvenience, cost, and risk. Cryosur-
gical treatment of viscera and other deep-seated disease is
more difficult because of accessibility, but these techniques
have become well developed in the past 15 years, benefiting
from percutaneous technology and ultrasound imaging.
Cryosurgical techniques deserve emphasis as an excellent
choice of therapy on high surgical risk patients, especially
those who have problems difficult to manage by other
methods of treatment.

Skin Diseases

Cryosurgery is widely used in the treatment of skin dis-
eases. Many non-neoplastic lesions, and a variety of benign
tumors and cancers of the skin are successfully treated
commonly with a hand-held device containing liquid nitro-
gen. Non-neoplastic skin lesions are easily treated by
cryosurgery with little risk, but skin cancers require
further comment.

Cryosurgery has become a standard technique of treat-
ment for skin cancer in any location, and joins a variety of
treatment methods, including surgical excision or radio-
therapy as well as other special techniques. Most skin
cancers are small, commonly not > 3 mm in depth and
< 1 cm in surface diameter. These are easily treated by
cryosurgery, and a cure rate in excess of 97% has been
achieved. Certain types of skin cancer, called sclerosing or
morphea type of basal cell carcinomas and tumors of the
scalp, are difficult to cure by cryosurgery, perhaps because
of difficulty in determining the extent of disease, or because
of biologic behavior, or because of the richness of blood
supply. These require aggressive freezing therapy in order
to achieve a cure. In general, however, the histologic type of
the cancer is not important, and either squamous cell or
basal cell cancers can be treated. Melanomas are also easily
destroyed by freezing, but most primary melanomas, with
the possible exception of lentigo maligna, are better treated
by excision in order to establish the diagnosis and to permit
staging of the extent of the disease. Cryosurgery is well
chosen for certain skin cancers in special situations. These
include the following:

1. Multiple superficial small skin cancers, as commonly
seen from excessive exposure to sunlight. A large
number of cancers can be treated quickly and easily
in comparison to multiple surgical excisions.

2. Cancers about the ears, nose, and eyes. The irregular
contours of the head in these sites and the tightness
of the skin over the underlying bone make treatment
difficult at times. In these locations, cryosurgery offers
ease of treatment and improved cosmetic results.

3. Cancers arising in irradiated skin. Such cancers
require conservative management because new can-
cers will develop elsewhere in the damaged skin.

4. Cancers that persist after radiotherapy excision or
other methods of treatment. These are often advanced
cancers that present problems in management.

In these special situations, the results of cryosurgery com-
pare favorably with surgical excision or radiation therapy.

Oral Diseases

Benign and malignant tumors and precancerous conditions of
the oral cavity are well suited to treatment by cryosurgery
(Fig. 16). An important use is for the treatment of leukoplakia,
which is the general descriptive term for white patches in the
mouth and includes a number of different pathological con-
ditions. Some of these, such as epithelial dysplasia and papil-
lary epithelial hyperplasia, are precancerous. A biopsy,
preliminary to definitive treatment, is necessary to differenti-
ate between those lesions that are relatively innocuous, those
that are precancerous, and those that are carcinoma in situ.
All may be treated by cryosurgery. Such disease is superficial,
and either nitrous oxide or liquid nitrogen apparatus may be
used because the tissue needs to be frozen only to a depth of
�3 mm. The results are excellent, and most patients will
remain free of disease. Persistent disease or recurrent disease
usually results from failure to correct the etiologic factors, that
is, continuation of the use of alcohol and tobacco or continued
irritation of the oral mucosa for other reasons. In dysplastic
disease or carcinoma in situ, �10% of patients will require
additional treatment over a 2-year period.

Oral Cancer

Malignant tumors of the oral cavity are aggressive cancers
that are difficult to cure by conventional treatment, that is,
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Figure 16. Photograph showing the treatment of a benign blood
vessel tumor (hemangioma) by freezing in situ. A cryoprobe, 5 mm
in diameter, is applied. The frozen zone is extending over the lesion.
Freezing will continue until the entire tumor is encompassed. No
thermocouple monitoring is necessary with this benign lesion.



surgical excision and/or irradiation. In general, the 5-year
survival rate is only �30% of all patients who acquire the
disease. Cryosurgery can be used in special circumstances,
especially for high surgical risk patients whose extensive
associated disease would make general anesthesia and
extensive operation prohibitive in risk. Cryosurgical tech-
niques are also suitable when the cancer is on or adjacent to
bone because the underlying bone limits the depth of
penetration of a tumor and facilitates its destruction by
freezing. In selected patients, the survival rate achieved by
cryosurgical treatment appears comparable to that pro-
vided by surgical excision. However, the result can be
achieved at a lessened cost to the patient in terms of
operative mortality and postoperative functional disabil-
ity. Nevertheless, cryosurgery is seldom used for oral
cancer in current surgical practice.

The further away from direct vision, as is possible in the
oral cavity, the more difficult is the application of cryosur-
gery. Cryosurgery has been used for cancers in the phar-
ynx, larynx, bronchi, and esophagus with treatment given
via endoscopy. Vision is limited, so accurate and extensive
freezing is difficult. In the pharynx and larynx, occasional
successes in attempts at cure have been achieved, but
current experience provides little reason to choose cryo-
surgery in preference to radiotherapy or excision. Experi-
ence in the trachea and esophagus is limited to a few
patients treated for palliation of symptoms. Obstruction
can be relieved and tumor size kept under control by
cryosurgery repeated every few months, but invasive
growth continues. The presence of necrotic tissue in the
larynx is a threat to the airway. In general, palliation of
incurable cancer is provided better by radiotherapy or
chemotherapy.

Bronchial Tumors

Considerable experience has matured in recent years with
the cryosurgical treatment of bronchial tumors, including
cancers, which produce symptoms by obstruction of the air
passages. The treatment is via endoscopy, freezing the
tumor with nitrous oxide-cooled probes, which then opens
the airway and relieves the symptoms. With the removal of
the obstructing tumor, irradiation of the remaining tumor
may be used more safely (32).

Nose and Throat Diseases

Cryosurgery has been used for a wide variety of diseases of
the nose and throat, including mucosal dysplasia, tonsilli-
tis, nasal polyps, and rhinitis. However, generally other
methods of treatment are chosen for these conditions.
Special probes and techniques are necessary, and com-
monly the treatment can be done under local anesthesia.
In chronic nasal airway obstruction due to hypertrophy of
the nasal turbinates, freezing of the excess nasal tissue is
followed by slough of the hypertrophic tissues, which
improves the nasal airway and decreases the secretions.
The treatment should be conservative so that normal tissue is
not unnecessarily frozen. Healing occurs over a 2- or 3-week
period and results in a reduced amount of turbinate tissue
with a normal appearing mucosa and relief of symptoms.

Cryosurgery may be used for tonsillectomy. Cryosur-
gery is well chosen for adult patients who have blood
dyscrasias or who are high surgical risks, because cryo-
surgery may be performed with little or no blood loss and
low risk of postoperative bleeding. Nitrous oxide or liquid
nitrogen apparatus may be used. The chance that tonsillar
remnants may remain after freezing, which may lead to
persistent symptoms, means that careful attention must be
given to technique to ensure that all tonsillar tissue is
frozen. Repetitive treatments may be used to eliminate
tonsillar remnants.

Gynecological Diseases

Cryosurgical treatment has become common in gynecolo-
gical practice in recent years. A wide variety of inflamma-
tory and neoplastic diseases of the vulva, vagina, and
cervix may be treated by freezing in situ. Since tissue
diagnosis is important, it must be recognized that advances
in colposcopy have improved the diagnostic ability of the
physician to differentiate between inflammatory and neo-
plastic diseases.

Chronic cervicitis, which is inflammatory disease of the
uterine cervix, is a principal use for cryosurgery. Careful
evaluation of the extent of the disease must exclude the
possibility of invasive carcinoma. Cryosurgery is effective
treatment for dysplastic disease and carcinoma in situ. The
differentiation between inflammatory disease and prema-
lignant or malignant disease must be made by pap smear or
biopsy before treatment is begun. The results of therapy
are excellent, but if the disease was carcinoma in situ,
persistent disease must be expected in �9% of patients.

Cryosurgical techniques are seldom used in the treat-
ment of invasive malignant disease of the vulva, vagina,
and cervix. Though it has been used for cancer in some
potentially curable patients who are not candidates for one
reason or another for conventional therapy, sometimes
with excellent results, too few patients have been treated
to permit evaluation of its ability to cure cancer in these
sites. More commonly, cryosurgery has been used to relieve
pain due to cancer after other methods of treatment have
failed. Under these conditions, cryosurgery will diminish
the size of the cancer, reduce malodorous discharges, con-
trol bleeding, and ameliorate pain.

Proctological Diseases

Cryosurgery has been used to treat a variety of proctolo-
gical disorders, ranging from relatively minor conditions
such as anal fissures and hemorrhoids to large, incurable
cancers. However, anal fissures and hemorrhoids may be
treated successfully by a variety of different surgical meth-
ods. For example, injection of sclerosing agents into small
to moderate sized hemorrhoids is a commonly used effec-
tive therapeutic method. These alternative techniques are
good therapeutic methods, so cryosurgery has little place in
the treatment of non-neoplastic proctological diseases.

Cancers of the anus and rectum may be treated by
cryosurgery in selected patients who are at high surgical
risk for conventional surgical excision. Best suited for
treatment are carcinomas that are exophytic rather than
ulcerated and infiltrating. In the rectum, the ideal cancer
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for cryosurgery is within reach of the examining finger and
on the posterior and lateral walls where freezing is safer.
Similar criteria have been used for selection of patients for
therapy by electrocoagulation. It is best to reserve cryo-
surgery for patients who are difficult problems in manage-
ment by excisional surgery.

Diseases of the Prostate Gland

Cryosurgical treatment of prostatic disease was introduced
into clinical practice in the mid-1960s, had extensive trial
in the 1970s, and then fell into disuse in the 1980s. How-
ever, after intraoperative ultrasound became available and
when improved cryosurgical equipment was developed,
then cryosurgery for prostatic cancer became a viable
alternative to excisional surgery. The technique requires
the passage of multiple thin probes, as few as six, as many
as twenty, through the skin of the perineum into the
prostate gland. The probes are placed in an appropriate
spatial relationship to include the entire gland during the
freezing. Then the probes are cooled, using pressurized
argon in a J–T apparatus or using liquid nitrogen. The
process of freezing is monitored by ultrasound imaging and
commonly also by placement of thermosensors in the per-
ipheral areas of the prostate (33). The cryosurgical treat-
ment is suitable for most stages of prostatic cancer,
including those patients who have persistent disease after
irradiation. The long-term beneficial results are similar to
those of excisional surgery.

The effect of prostatic cryosurgery on metastatic disease
is controversial. Regression of metastatic deposits of pro-
static cancer following repeated freezing of the prostate has
been attributed to the release of tumor antigens from the
frozen tissue and the subsequent development of prostatic
tumor-specific antibodies. In patients with bone metas-
tases, relief of bone pain often is achieved for several
months, but radiological evidence of reduction of meta-
static tumor is uncommon. In experimental animals bear-
ing tumors, cryosurgery has been shown to produce an
immune response, manifest in a lower incidence and a
slower growth of recurrent tumor. Though objective evi-
dence of benefit from a humoral or a cell-mediated immu-
nological response in men following prostatic cryosurgery
is lacking, considerable interest in the possibility of benefit
by this mechanism is evident.

Visceral Tumors

In addition to the prostate gland, tumors in diverse organs
have been treated by cryosurgery. In general, the tumor
requires operative exposure, which can be acquired by
minimally invasive percutaneous techniques in some
cases. The freezing is done with ultrasound monitoring
whenever feasible.

Tumors of the liver, either primary in the liver or
metastatic from cancers in other organs, have received a
wide clinical trial of cryosurgery. Conventional surgery of
liver tumors is associated with two major problems, which
are the technical difficulty of the operation, chiefly related
to hemorrhage, and the fact that the majority of hepatic
tumors are not suitable for surgical excision. With treat-
ment by cryosurgery, prolonged survival may be achieved

in�25% of patients, tumor recurs in the liver in�25%, and
extra-hepatic disease becomes manifest in 50% of patients.
Recurrence in the cryo-treated site occurs in 20% of
patients (34). When one considers the fact that the patients
selected for cryosurgery are those considered inoperable or
unsuited for excisional surgery, the increased survival and
chance of cure represents good results.

The application of cryosurgical techniques to kidney
tumors is in clinical trial. The successful use of ultrasound
to monitor the freezing process in tumors of the prostate
and the liver has encouraged use in tumors of the kidney,
especially when conservation of kidney function is critical
to the patient. At the present time, in patients with mar-
ginal kidney functional reserve, partial nephrectomy is an
option in therapy. In a similar manner, cryosurgical abla-
tion offers the possibility of conserving renal tissue. The
techniques and tissue effects of renal cryosurgery are
similar to those in other viscera, such as the liver. Early
clinical results indicate that cryosurgery is useful in the
treatment of small tumors of the kidney in patients with
associated disease (35).

Bone Tumors

Cryosurgical techniques have achieved a small place in the
management of bone tumors. Cryosurgery is a conservative
method of management and is better suited to the manage-
ment of benign bone tumors rather than malignant tumors.
The best technique requires that cryosurgery be used in
combination with curettage, removing most of the soft tumor
by scraping with a curette. This forms a cavity in the bone, and
cryosurgery is used to freeze the cavity, destroying any resi-
dual tumor. In bone tumors, the freezing is performed with
diverse techniques, including use of probes or by spraying or
pouring liquid nitrogen into the bone cavity. When the cryo-
surgical treatment is finished, the bone cavity is filled with
bone grafts or acrylic cement for added support. Cryosurgery is
not yet used widely for bone tumors, but the results achieved
by a few surgeons have been outstanding and have shown that
amputation of selected long bones can be avoided (36).

Rhythm Disorders of the Heart

In recent years, cryosurgical techniques have been adapted
to the treatment of arrhythmias of the heart, which is
particularly useful for disabling abnormally fast heart
rates that begin in the atrium. To prevent the ventricle
from following the fast atrial rate, cryosurgical ablation of
the atrioventricular node (AV node) is used to produce
heart block. Then a pacemaker is implanted to maintain
the cardiac rate. Similar techniques can be used to inacti-
vate irritable foci in the ventricle or accessory pathways of
conduction that produce dangerous fast heart rhythms.
Cardiac cryosurgery is commonly done with catheter
cryoprobes, passed into the heart from a peripheral blood
vessel. The control of the freezing depends on electrophy-
siological monitoring that confirms that the desired freez-
ing has been produced (37). Recent research related to
cardiac disease has been in the direction of using warmer
freezing temperatures to elicit a specific tissue response.
The object is to stimulate angiogenesis as treatment of
myocardial ischemia or to inhibit myogenesis as needed to
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control the smooth muscle response to the injury caused by
balloon angioplasty (38). To achieve these therapeutic
goals may require the use of adjunctive chemotherapy.

COMPARISON WITH OTHER METHODS OF TREATMENT

The advantages of cryosurgery are most evident when used
to treat an accessible lesion without excising any tissue.
When used in this way, the technique is quick, relatively
painless, and associated with little or no blood loss. Since
usually no tissue is excised, there is no opportunity for
tumor cell implantation in the open wound. Conservation
of tissue, especially bone, is possible. The lethal effect of
freezing extends into bone and destroys any tumor cells
that may be present, while the devitalized matrix remains
as a structural basis for later repair. Most patients have
little discomfort after surgery because of the desensitizing
effect of cold on sensory nerves. Nerve function, lost as a
consequence of freezing, commonly returns after several
months. Wound healing is surprisingly good, but is delayed
by the need to await necrosis and sloughing of devitalized
tissue. Soft tissue wounds heal in a month. The healing of
soft tissue is favorable, and extensive scarring is rare. Bone
repair may require a year or longer for completion.

The principal disadvantages are that an entire speci-
men is not available for histologic examination and healing
is slower than with excision and closure. The lack of a
specimen is a circumstance shared by other methods of
treatment, such as electrocoagulation and radiotherapy. In
fact, only complete surgical excision yields the specimen for
study as a whole. Slow healing is not entirely disadvanta-
geous, since it provides time to study the open wound and is
associated with favorable healing.

The chief limitation with cryosurgery, especially when
dealing with cancer, is the difficulty in freezing sufficient
tissue. The best presently available apparatus is barely
adequate for large cancers because tissues are poor con-
ductors of heat and are provided with a source of heat that
limits the extension of freezing. The amount of tissue that
can be frozen in a single application of a probe is small in
comparison with the size of many cancers. Depth of freez-
ing beyond 2 cm is difficult to achieve. Multiple applica-
tions of the probe, or the use of multiple probes and
repetition of freezing are the methods of compensating
for the difficulties of freezing sufficient tissue.

As a form of producing local necrosis of tissue, cryo-
surgery must be compared with the other methods of
producing similar effects, including conservative local
excision and electrocoagulation. Freezing in situ requires
less anesthesia than electrocoagulation, and the freezing
process is more easily controlled and yields a necrotic
lesion of more predictable size. The scar after healing is
less with cryosurgery than with electrosurgery. Conser-
vative local excision is applicable to many cancers, but has
greater risk of bleeding and infection than cryosurgery.
Cryosurgery is better for lesions that rest on underlying
bone because the extensive destruction can be achieved
without excising bone and producing undesirable and
unnecessary postoperative disability. In some advanced
skin cancers that are difficult problems in management,

the results with Moh’s technique of serial excision and
immediate histologic monitoring are strongly competitive
with cryosurgery.

Laser therapy is competitive with other methods of
tissue destruction. The advantages of laser therapy closely
resemble those of cryosurgery from the standpoint of heal-
ing, speed of treatment of multiple lesions, and usefulness
in many diseases. The limitations of laser therapy are
related to the expense of the equipment, considerations
of safety in use, and the difficulty in determining the
needed depth of treatment.

Radiation therapy may also be used for selected pro-
blems in management of tumors and has advantages in
difficult areas, such as about the eyelids, the nose, and the
anus. The results in these sites indicate that radiotherapy
is a legitimate alternative choice in many patients; never-
theless, cryosurgery can achieve the same results, yet
faster. Radiotherapy is not a good choice for lesions with
bone invasion.

In comparison to many other tools used by the surgeon,
cryosurgical apparatus is simple to use and the techniques
of cryosurgery are easily learned. Nevertheless, as with
any other technique that physicians use to cure disease, the
key to success in therapy is in the selection of patients
suitable to cryosurgical treatment and in the proper use of
the technique. Considerable attention must be placed on
technique that ensures good heat transfer from the tissues
and an appropriate amount of destruction by freezing.
Physicians who use cryosurgery for cancer should be famil-
iar with alternate accepted methods of treatment so that an
appropriate choice of therapy can be made and a change to
a different method of therapy will be made when appro-
priate. Under these conditions, in the hands of an experi-
enced physician, cryosurgery can be used to solve many
difficult problems in cancer therapy and will yield surpris-
ingly good results in carefully selected patients (39).

FUTURE DIRECTIONS

Cryosurgery has achieved a modest stature in medical,
dental, and veterinarian practice. In the past 15 years,
considerable progress has been made in cryosurgical tech-
niques as a result of improved technology. With the avail-
ability of percutaneous and endoscopic probes, visceral and
other deep lesions can be treated. Nevertheless, the avail-
able apparatus, even with the use of multiple probes, still
has limited freezing capability. Improvements in equip-
ment are needed. Current efforts are focused also on
improvements in the imaging techniques, which will facil-
itate the control of the tissue freezing process.

The current direction of research explores cryosurgical
techniques that are combined with other methods of
treatment, such as radiotherapy and cancer chemother-
apy, for the treatment of invasive cancers (40). Rather
little experience has been reported concerning combina-
tions of cryosurgery with radiotherapy, but the methods
are complementary, with the effects of radiotherapy
longer lasting in contrast to the quick destruction by
freezing in situ. In advanced cancers, cryosurgery has
also been used in combination with the systemic or local
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administration of cancer chemotherapeutic drugs. This use
is based on the hypothesis that cells that are injured, but not
necessarily killed by freezing in situ, might be more suscep-
tible to complete destruction by an antineoplastic agent.

Current research shows continued interest in the spe-
cific immunological response against antigens of frozen
tissue. The practical clinical benefit is in the possibility
that freezing a cancer in its primary site would produce an
immunological response that would destroy cancer in dis-
tant sites to which it had spread. Some reports suggest that
such benefit has been achieved, especially in the treatment
of advanced cancer of the prostate gland. Furthermore, a
specific immunological benefit has been shown by several
groups of investigators working with experimental tumor
systems in animals. Unfortunately, evidence of clinical
benefit remains unclear. Therefore, one can conclude only
that the potential use of specific immunotherapy is an
attractive feature of cryosurgery that requires further
investigation.

Differences in the sensitivity to cold injury of the several
types of cells are also of importance to the future develop-
ment of cryosurgery (38). The cells of bone, osteocytes, are
very susceptible to freezing and die at minimal subfreezing
temperatures. In skin, the pigment-bearing cells, melano-
cytes, are highly sensitive to cold injury, and selective
destruction of melanocytes can be achieved at tempera-
tures of �4 to �20 8C in single short exposures. At this
temperature range, the damage to other epidermal cells is
minimal. Squamous cells of skin resist freezing injury at
temperatures as cold as �20 8C. The importance of these
differences is in the possibility that selective destruction
of cells may be possible and some therapeutic advantage
may be gained. The recent demonstration of the occur-
rence of apoptosis in the periphery of the cryogenic lesion
points the way to molecular-based optimization of thera-
peutic freezing techniques, whether in the direction of
selective destruction, partial preservation, or more com-
plete destruction of cells. This appears to be the most
potentially rewarding direction of cryosurgical research.
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INTRODUCTION

The necessity for measuring the skin blood flows occurs in
many areas of physiology, pharmacology, and clinical med-
icine. Although the measurement of blood flow in the large
blood vessels in the human body has been performed for
centuries, the use of techniques to explore microcirculation
have just evolved over the past 30 years. Available tests for
assessing the skin microcirculation include tissue pH mea-
surement, radioactive isotope clearance, capillary micro-
scopy, plethysmography, transcutaneous oxygen tension,
ultrasonic Doppler flowmetry, and laser Doppler flowmetry
(1–5). Each method relies on different physiology principles
and has its own advantages and disadvantages (Table 1).
Currently, there is no gold standard test for the evaluation
of skin blood flow and clinical observation remains the most
acceptable method for assessing blood flow in the skin in
clinical practice (6,7). The ideal blood flow measurement

technique should be simple, noninvasive, reproducible,
and able to provide a continuous measurement of skin blood
flow.

LASER DOPPLER FLOWMETRY

Laser Doppler flowmetry is the most widely accepted tech-
nique currently used for evaluating blood flow in the skin
microcirculation. The basic technology underlying laser
Doppler was introduced in 1975 by Stern, who demon-
strated that the use of laser Doppler shifted light to mea-
sure the moving blood cell in the skin microcirculation.
This technique has been in clinical use since 1977 (8,9) and
since then it has been extensively studied, particularly in
the field of vascular surgery, rheumatology, and dermato-
logy. Although the laser Doppler flowmetry technology and
data processing have continued to evolved, it has yet to
gain the widespread acceptance for clinical applications. In
this article, the principle, instrumentation (laser probe and
laser scanning), and the clinical applications are discussed.

PRINCIPLES

This technique depends on the Doppler principle, which is
the alteration in the frequency of light that is emitted or
reflected by a moving object. The Doppler frequency shift
can be calculated using the following equation:

df ¼ v=c f

where df is magnitude of the frequency shift; v is the
velocity of the moving object with respect to the observer;
c is the velocity of light, and f is the frequency of unshifted
light. This means when light hits a moving object, it
undergoes a frequency shift that is proportional to the
velocity of the moving object (10).

Because of the movement of red blood cells in the skin
microvascular network, low power light from a monochro-
matic stable laser is scattered and as a result is frequency
shifted. Since the velocity of the red blood cells is� 10 orders
of magnitude smaller than the speed of light, it is impossible
to measure this frequency-shifted light directly. The laser
Doppler flowmetry, however, provides an indirect measure-
ment of red cell velocity as follows: when the coherent laser
light hits a surface, the light scattered from the red blood
cells undergoes a frequency shift, but the light from the
surrounding area remains at the same frequency as the
transmitted light. The mixing of these two different light
frequencies produces a beat frequency, that is, an oscillation
of the measured light intensity. This beat frequency can be
detected by the laser Doppler machine, and then analyzed to
provide a skin blood flow measurement (4,11,12).

The term commonly used to describe blood flow measured
by the Doppler techniques is flux, which is the amount
relative to the product of the number of moving red cells
in a given volume and their mean net velocity. The flux can
be calculated using analogue circuitry or high speed digital
processing. All laser measurements are usually expressed in
volts and depend on the voltage difference created by the
returned light to the computer. Higher blood flow at the skin
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level results in a higher amount of light picked by the laser
Doppler and a higher voltage recorded by the computer.

Generally, the laser Doppler flowmetry measures blood
flow in the very small blood vessels of the microvascula-
ture, such as flow in the underlying arterioles and venules
that regulate skin temperature and the low speed flows
associated with nutritional blood flow in capillaries close to
the skin surface. Thus, this technique does not differentiate
between nutritional and non-nutritional skin perfusion (13).

INSTRUMENTATION

There are two types of laser Doppler flowmetry devices; a
single-point laser probe, which evaluates the microvascular
blood flow at one point of the skin, or a real-time laser
scanner, which evaluates the blood flow in an area of skin.

Single-Point Laser Probe

In a single-point laser probe, laser light is transmitted to
the tissue surface via optic fiber. The optic fiber terminates
in an optic probe, which can be attached to the tissue
surface. One or more light collecting fibers also terminate
in the probe head and these fibers transmit a proportion of
the scattered light to a photodetector and the signal pro-
cessing electronics. Normal fiber separations in the probe
head are a few tenths of a millimeter, so consequently blood
flow is measured in a tissue volume of typically 1 mm3 or
smaller. The measuring volume (depth) of laser penetra-
tion is generally � 1–1.5 mm, but it is dependent on many
factors, such as probe configuration (14), laser light wave-
length (3), and skin pigmentation. A light source with
wavelength 543 nm has less penetration depth than
633 nm, which has less penetration depth than 780 nm
(15). In clinical medicine, a wavelength of 633 nm, is
generally used. The distance between the transmitting
and receiving fibers (fiber separation) also influences the
penetration depth, with the increasing depth with greater
fiber separation.

The single-point laser probe is mainly used for eval-
uating the hyperemic response to a heat stimulus, or for
evaluating the nerve-axon-related hyperemic response.

Heat-Related Hyperemic Response. To assess heat-
related hyperemic response, the baseline blood flow is first
measured. The skin is then heated to 44 8C for 20 min using
a small brass heater. The measurement of the maximum
blood flow is subsequently repeated to evaluate the mag-
nitude of change from baseline.

Nerve-Axon-Related Hyperemic Response. The nerve-
axon related-hyperemic response evaluates the integrity
of the neurovascular function. In healthy subjects, the
ability to increase blood flow depends on the existence of
normal neurogenic vascular response, which is conducted
through the C nociceptive nerve fibers. Stimulation of these
nerve fibers leads to antidromic stimulation of adjacent C
fibers, which secrete substance P, calcitonin gene-related
peptide (CGRP) and histamine, causing vasodilatation
and increased blood flow to the injured tissues, thereby
promoting wound healing (Lewis’ triple flare response)
(Fig. 1). For this measurement, two single-point laser
probes are applied (Fig. 2). One probe measures the blood
flow to an area of skin, which is exposed directly to
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Table 1. Techniques for Assessing Skin Microcirculation

Technique Advantages Disadvantages

Photoplethysmography Noninvasive, accurate, reproducible Estimate based on changes in blood volume, not blood flow.
Not useful in darkly pigmented skin

Transcutaneous oxygen
tension

Noninvasive, provides
physiologic and nutritional
microcirculation assessment

Indirect estimate of blood flow, the measurement
is affected by the affinity of blood for oxygen and
the change in skin temperature

Thermometry Noninvasive, correlated
closely with capillary density

Flow estimated based on skin temperature, which can be
influenced by ambient temperature, pain, anxiety

Capillary microscopy Noninvasive, provides
information on capillary
size and number

Provides a relative estimate of blood flow based
on visual characteristics

Ultrasonic doppler flowmetry Noninvasive, measure
nutritive perfusion

Probe is highly sensitive to motion,

Laser doppler flowmetry Noninvasive, provides
continuous real-time
measurement of skin perfusion

Probe-poor reproducibility

Substance P
CGRP
histamine

Acetylcholine

Vasodilatation

Nerve
cell

Neurogenic vascular response

Figure 1. Stimulation of the C-nociceptive nerve fibers leads to
antidromic stimulation of the adjacent C fibers, which secrete sub-
stance P, calcitonin gene related peptide (CGRP), and histamine that
cause vasodilatation and increased blood flow.



acetylcholine (Ach). The second probe, placed in close
proximity (5 mm), measures the indirect effect of applied
Ach. This indirect effect results from stimulation of
C-nociceptive nerve fibers of the adjacent area and reflects
the stability of the nerve-axon-related reactive hyperemia.

Our lab has examined the contribution of the nerve-
axon reflex-related vasodilation to the total endothelium-
dependent vasodilation at the forearm and the foot level in
healthy adults and patients with diabetes mellitus (16). In
healthy adults, the nerve-axon reflex-related response is
approximately equal to one-third of the total response to
Ach at both the forearm and the foot level. In diabetic
patients with microvascular complications including dia-
betic neuropathy, Charcot arthropathy, and peripheral
vascular disease, this contribution was significantly dimin-
ished. Another study demonstrated that the nerve-axon
reflex-related vasodilatation is directly related to the func-
tion of the C-nociceptive fibers and is significantly asso-
ciated with other nerve function measurements (17). As
this method is an objective measurement, it is potentially
useful as an alternative to currently employed techniques
to evaluate small nerve fiber function.

Single-point measurements give a high temporal reso-
lution (40 Hz data rates are typical) enabling rapid blood
flow changes to be recorded. However, there are several
limitations of the conventional laser Doppler probe.
Because the probe is directly contacted to the skin, it
can only measure the restricted area � 1 mm2 at one time.
Its pressure on the skin itself may also alter the skin blood
flow (18). In addition, the probe is very sensitive to motion
and vibration while it has poor reproducibility (3).

The Laser Scanning Method

The laser Doppler scanner–imager has been developed in
response to the limitation of the laser Doppler probe. In the
laser scanning method, a larger area of the skin can be
studied while avoiding the contact between the scanner
and the tissue being assessed. This technique is based on
the same principle of measuring blood flow as the laser
probe, but instead of the fiber optic probes, a system of
mirrors and light-collecting lenses are used (14). This
technique, the low intensity laser beam, is scanned across
tissue surface in a raster fashion using a moving mirror.
The scanner can scan the area from 5� 5 cm to up to
50� 50 cm. Light reflected back from the skin is then
detected by a photodetector, which is connected to the
computer enabling a mapping and a display of color-coded
images of the blood flow. Regions of interest can then be
defined and statistical data are calculated and recorded.
This technique is also useful for the study of the skin
microcirculation in response to various vasoactive sub-
stances.

To evaluate the endothelium-dependent and the
endothelium-independent microvascular reactivity, the
laser scanning method is used through the iontophoresis
technique. The conditions associated with endothelial dys-
function are listed in Table 2.

The term iontophoresis denotes the introduction of
soluble ions into the human skin by applying electric
current. Using this technique, vasoactive substances can
be applied to a localized area of the skin. The delivered
dose depends on the current flowing and its duration. The
test is noninvasive and avoids any systemic effects of the
used drugs. By applying Ach chloride, the endothelium-
dependent vasodilatation can be measured, while the use of
sodium nitroprusside (SNP) measures the endothelium-
independent vasodilatation.

In this technique, a delivery vehicle device is attached
firmly to the skin with double-sided adhesive tape. The
device contains two chambers that accommodate two
single-point laser probes. A small quantity of (< 1 mL) of
1% Ach solution or 1% of SNP solution is placed in the
iontophoresis chamber and a constant current of 200 mA is
applied for 60 s, achieving a dose of 6 mC�cm�2 between the
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Figure 2. Measurements of direct and indirect effect of
vasoactive substance using single-point laser probes: One probe
is used in direct contact with the iontophoresis solution chamber
(colored ring) and measures the direct response. The center probe
measures the indirect response (nerve axon-related effect). A small
quantity (<1 mL) of 1% acetylcholine chloride solution or 1%
sodium nitroprusside solution is placed in the iontophoresis. A
constant current of 200 mA is applied for 60 s achieving a dose of
6 mC cm�2 between the iontophoresis chamber and a second
nonactive electrode placed 10–15 cm proximal to the chamber
(black strap around the wrist). This current causes a movement
of solution to be iontophorized toward the skin.

Table 2. Conditions Associated with Impaired Endothelial
Function

Atherosclerosis
Hypertension
Dyslipidemia; high LDL-C, low HDL-C, small dense LDL-C
Diabetes mellitus and impaired glucose tolerance
Metabolic syndrome
Obesity
Congestive heart failure
Preeclampsia
Vasculitis
Renal failure
Menopause
Family history of coronary heart disease
Family history of diabetes
Smoking
Inactivity



iontophoresis chamber and a second nonactive electrode
placed 10–15 cm proximal to the chamber. This current
causes a movement of solution to be iontophoresed toward
the skin, resulting in vasodilatation (Fig. 3).

After the adhesive device has been removed, the loca-
lized area exposed to the vasoactive substances is scanned.
The laser Doppler perfusion imager employs a 1 mW
helium–neon laser beam of 633 nm wavelength, which
sequentially scans an area of skin (Fig. 4). The maximum
number of measured spots is 4096, and the apparatus
produces a color-coded image of skin erythrocyte flux on
a computer monitor. The scanner is set up to scan up to
32� 32 measurement points over an area � 4� 4 cm.

Generally, the laser Doppler scanner is not a reliable
method for a quantification of the nerve-axon reflex related
vasodilatation. However, Krishnan and Rayman recently
published a technique assessing the axon-reflex related
vasodilatation using the laser Doppler imager (LDI) called
LDIflare. This method involved skin heating to 44 8C to
evoke flare followed by scanning the site using a laser
Doppler imager. The LDIflare was markedly reduced in
healthy control subjects after topical administration of
anesthesia, confirming its neurogenic nature. Similarly,
LDIflare was decreased in patients with diabetic neuropa-
thy when compared to diabetic patients with no neuropathy
or healthy controls. The authors suggested that the LDIflare
may be a simple objective method to detect early neuropathy
and may be useful in assessing therapeutic interventions
aimed at preventing or reversing C-fiber function.

In summary, the laser Doppler scanning offers a more
global assessment of skin perfusion than the laser Doppler
probe, while avoiding a direct contact to the skin surface.
The scanning technique is best suited for studying the
relative changes in flow induced by variety of physiological
maneuvers or pharmaceutical intervention procedures.

VALIDATION

Single-Point Laser Probe

The technique has been validated against direct measure-
ments of the capillary flow velocity (19). The day-to-day
reproducibility of the technique was evaluated in healthy
subjects who were repeatedly tested at their foot and arm
for 10 consecutive working days in our lab. The coefficient
of variation (CV) for the baseline blood flow measurement
obtained with the laser probe evaluating the response to
heat was 44.0%, while that for the maximal response to
heat was 27.9%. The indirect response to Ach, measured by
a single-point laser probe, had a CV of 60.6% for the
baseline measurements and 35.2% for the maximal hypere-
mic response after the iontophoresis. Note that the varia-
bility of the technique is mostly a spatial one, that is, the
variability is mainly related to the high heterogeneity of
the skin microcirculation and not to the technique itself.
The reproducibility of the single-point laser Doppler can
be improved when one pays attention to place the laser
probe approximately in the same skin area for repeated
measurement.

The Laser Scanner Method

The laser scanner method has a significantly better repro-
ducibility than a single-point laser probe. The CV at the
foot and forearm level is ranged between 14 and 19%. For
the laser Doppler perfusion imaging measurements before
and after the iontophoresis of Ach, the reproducibility of
the technique was evaluated in our lab in five healthy
subjects (four males and one female, age 23–39 years)
who were repeatedly tested at the forearm for 10 consecu-
tive working days. The coefficient of variation of the base-
line measurement before the iontophoresis of Ach was
14.1% and during maximal hyperemic response after the
iontophoresis it was 13.7% (16,20).
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Figure 3. A normal response of blood flow in a skin to
iontophoresis technique. Vasodilatation occurs in both the area
that contact with the iontophoresis solution and area adjacent to,
but not in direct contact with, the solution.

Figure 4. Laser doppler flowmetry: A helium–neon laser beam is
emitted from the laser source to sequentially scan the circular
hyperemic area (seen surrounding the laser beam) produced by the
iontophorized vasoactive substance to a small area on the volar
surface of the forearm.



CLINICAL APPLICATIONS

Laser Doppler flowmetry have several clinical applications.
It has been used to monitor to ischemic tissue (2), to follow
the progress of atherosclerotic disease, to evaluate thera-
peutic effects of drugs or operations (21), and to study skin
under both normal physiologic states and the pathogenetic
mechanisms underlying pathologic skin disorders (22,23).

Atherosclerosis. Peripheral arterial disease (PAD) of the
lower extremity is a common manifestation of the athero-
sclerotic process. As many as 10 million people in the
United States have PAD with a prevalence > 10% in people
aged > 60 years (24). Up to three-quarters of patients with
PAD are asymptomatic (25,26). Those with symptoms
usually present with intermittent claudication, resting
ischemia or foot ulceration. Kvernebo et al. reported laser
Doppler flowmetry values decreased progressively from
healthy controls to patients with intermittent claudication
to those with critical ischemia (21). The test was reprodu-
cible on a given population particularly with the local
heating technique, but the reproducibility was poor for
individual subjects. The possible explanations include
changes in sympathetic vascular tone and different vascular
architecture in the measuring volumes, which are only some
few cubic millimeters (mm3). These patients with PAD also
demonstrate a reduced skin hyperemic response to ionto-
phoresis of ACh and to SNP (27), suggesting both endothe-
lium and smooth muscle dysfunction. In addition, when they
exercise, a reduction of the leg skin hyperemic response to
ACh delivery is more pronounced at peak of claudication
than prior exercise. The authors suggested acute endothe-
lial dysfunction occurs with exercise-induced leg muscle
ischemia and threshold of claudication should not be
exceeded during rehabilitation programs for PAD patients.

Laser Doppler flowmetry may also be useful for follow-
up after therapeutic intervention in patients with PAD.
Ray et al. (28) studied 41 patients who underwent techni-
cally successful revascularization for severe leg ischemia.
Laser Doppler flowmetry performed before the procedure
was better than toe and ankle systolic pressures in identi-
fying patients who continued to have ischemic symptoms or
required amputation after surgery. Another study reported
the prevalence of high frequency flux waves, which
increased in peripheral ischemia decreased after successful
percutaneous angioplasty (29). One randomized, double-
blind, placebo-controlled trial examining the effect of
glutathione in patients with peripheral artery disease
reported improvement in pain-free walking distance
(PFWD) and microciculatory (laser Doppler flowmetry) test
(30). Another study, the START-trial: STimulation of
ARTeriogenesis using subcutaneous application of GM-
CSF as a new treatment for peripheral vascular disease
(31), is underway. In this study, the primary endpoint will
be the change walking distance from day 0 to day 14 as
assessed by an exercise treadmill test, while the cutaneous
microcirculation alterations assessed by laser Doppler
flowmetry will be one of the secondary endpoints.

Diabetes Mellitus. Over the last two decades, it has
become apparent that metabolic alterations in diabetes

cause both structural and functional changes in multiple
areas within the arteriolar and capillary systems. The most
characteristic structural changes of the capillary circula-
tion in diabetic patients are a reduction in the capillary size
and thickening of basement membranes, while the major
functional change includes a marked limitation of micro-
vascular vasodilation (32–34). Studies have shown that the
structural changes are essentially responsible for the
impairment of microvascular function. Microcirculatory
test in patients with diabetes mellitus demonstrated a
reduction in hyperemic response to heat stimulus and
minor skin trauma, suggesting the role of endothelial
dysfunction as the cause of the impaired vascular reactiv-
ity at microcirculatory level (35). Such dysfunction occurs
early in the course of diabetes and may even predict
diabetic micro- and macrovascular complications (36,37).

Several therapeutic interventions have been tested both
in vitro and/or in vivo aiming to improve endothelial func-
tion in patients with diabetes mellitus. This includes
insulin sensitizers (thiazolidenediones), angiotensin-con-
verting enzyme (ACE) inhibitor, lipid lowering medications
(statins), antioxidant, and exercise. To date, the studies
have shown these interventions had no effects on the skin
microcirculation in patients with diabetes, including both
resting skin blood flow and blood flow after the iontophor-
esis of acetylcholine and sodium nitroprusside (38–41).

Skin Disease. Several skin diseases are associated with
abnormal cutaneous blood flow, for example, psoriasis, skin
inflammatory reaction, skin cancers, and scleroderma.
Laser Doppler flowmetry has been used to determine
differences in blood flow within psoriatic plaques, to iden-
tify the location of their leading edge, and to monitor the
treatment (42,43). Laser Doppler perfusion imaging may
also allow differentiation between different types of skin
tumor. Stucker et al. found that malignant melanomas
were significantly more perfused than basal cell carcino-
mas and tended also to be more so than melanocytic naevi
(44,45).

Skin Burns. Laser Doppler flowmetry has been used to
determine burn depth. Niazi et al. (46) demonstrated the
Laser Doppler flowmetry flux values at 24 h after burn
correlated with clinical assessment and histology reports,
with low flux seen in deep dermal or full-thickness wound
but high flux in superficial dermal wound (46). Park et al.
(47) showed that laser Doppler flow measurements
obtained within 72 h of burn injury correlated well with
the depth of burn wound. The accuracy of laser Doppler in
the assessment of burn depth is as high as 97%, compared
with 60–80% for standard clinical methods (48). In addi-
tion, this technique has been used in concurrence with
clinical judgment to objectively determine the need for
excision of burns of indeterminate depth (49).

Skin Ulcer. Both ischemic and venous ulcers and their
adjacent skin are associated with disorders in microcircu-
lation. Together the deeper, subpapillary (thermoregula-
tory) network and the superficial (nutritive) network are
affected. These network can be studied with laser Doppler
flowmetry (subpapillary area) and capillary microscopy
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(superficial area). Gschwandtner et al. (50–53) examined
the microcirculatory characteristics of ulcers. They
described the remarkable local differences in subpapillary
and nutritive perfusion in ischemic and venous ulcers and
their surrounding skin (51,52). Ulcer areas without gran-
ulation tissue (sign of ulcer without healing) demonstrated
low laser Doppler area flux and the very low capillary
density. The lack of capillary in this area suggested the
breakdown of nutritive microcirculation as an underlying
cause of ulcers. Ulcer with granulation tissue (sign of
wound healing) had high laser Doppler area flux and an
intermediate capillary density, implying both thermoregu-
latory, and nutritive networks are essential for wound
healing of ulcers. The skin area adjacent ulcers where
healing process nearly completed had an intermediate
laser Doppler area flux and highest capillary density,
indicating an adequate thermoregulatory and nutritive
perfusion (53). Bornmyr et al. (54) reported the use of laser
Doppler perfusion imaging and digital photograph for post-
operative evaluation of vascularized grafts and monitoring
of treatment of chronic skin ulcers.

CONCLUSION

Laser Doppler flowmetry has already been an important
tool for studying blood flow in the skin. The technique
provides continuous, noninvasive real-time assessment
of skin perfusion. It has been successfully used in many
studies of the cutaneous blood flow in patients with ather-
osclerosis, diabetes, skin diseases, or skin ulcers.
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CYSTIC FIBROSIS SWEAT TEST

WARREN J. WARWICK

University of Minnesota
Minneapolis, Minnesota

INTRODUCTION

Cystic fibrosis (CF, cystic fibrosis of the pancreas, mucov-
isidosis) is an autosomal recessive genetic clinical condition
that occurs in � 1 in 2500 Caucasian newborn infants. The
frequency ranges from � 1:200 in genetically isolated
populations to 1:30,000 in certain ethnic and racial groups.

The CF mutations occur in a gene located in region q31.2
on the long (q) arm of human chromosome 7. The gene
contains � 250,000 base (amino acids) pairs in 27 exons.
These base pairs code for a 1480 amino acid molecule,
which serves both as a transmembrane channel for the
transfer of water and salt and other substances across the
cell membrane and has been given the name: cystic fibrosis
transmembrane regulator (CFTR) protein.

One mutation, the DF508 mutation, accounts for two-
thirds of the mutations in Caucasian populations. Over
1338 mutations of the CFTR gene have been found in
patients with one or more of the CF associated diseases
although > 100 mutations have been found in patients
with as yet none of the CF associated diseases. A few
patients have been found with increased numbers of CF
associated diseases, but with no mutations in the CFTR
gene (1). These patients are presumed to have similar risk
factors caused by other, as yet not identified, transmem-
brane channels. Such mutations or combinations of gene
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mutations, even in a large population, occur very rarely by
chance (2). The most complete source of information about
the CFTR gene is in the Cystic Fibrosis Mutation Database
at http://www.genet.sickkids.on.ca/cftr/.

The CFTR protein controls sweat gland chloride ion
transport as well as regulating other chloride secretory
channels. This abnormality of chloride transport, which
has been observed with almost all mutations, is an
increased excretion of salt in the sweat. This elevation of
chloride in sweat is seen in > 98% of Caucasian CF
patients. The clinical heterogeneity of CFTR expression
is less obvious in the lung and other organs producing the
diversity of clinical expression (phenotypes) of CF (3).

The reduced salt absorption in cystic fibrosis sweat
glands is due primarily to poor chloride absorption with
secondarily poor sodium absorption (4). A cyclic adenosine
monophosphate (cAMP)-mediated sweating rate test has
been developed that demonstrates a quantitative discrimi-
nation of CFTR function. This function may help distin-
guish between homozygous CF, CF carrier, and non-CF (5).

The measurement of the increased chloride in the sweat
is the most reliable diagnostic test for the presence of two
mutations of the CFTR mutation. This excessive sweat
chloride is found in > 98% of patients with the genetic
potential to develop the clinical diseases associated with
these CFTR mutations.

HISTORY

Although the folklore of many Caucasian peoples record that
an infant who tastes salty will die young, the first modern
confirmation of the excessive amount of salt in the sweat of
children with CF was of seven patients with cystic fibrosis
admitted to a New York City hospital with heat prostration
(6). Although five other children also had heat prostration
the unusual association with cystic fibrosis of the pancreas
was investigated by di SantAgnese et al. (7) who found
abnormal levels of sodium, chloride, and potassium in the
sweat of these children. Their crude techniques for collection
of sweat were inconsistently applied and produced nonstan-
dard sweat samples for analysis, still all analyses consis-
tently showed an increased amount of ions in the sweat.

Normal values were soon developed for children and
adults without CF and parents of children with CF were
shown to have slight, but significantly elevated, chloride
and sodium in their sweat (8,9). The large amount of sweat
required for these tests was obtained by sweating an arm or
a leg of an adult or large child and required whole body
sweating of small children. Such total body sweating led to
some deaths due to heat exhaustion of some infants with
genetic CF.

DEVELOPMENT OF A GOLD STANDARD

This uniform finding that children with CF of the pancreas
have 10 times the amount of salt in their sweat created the
need for a simple, cheap, rapid, and precise way to deter-
mine the salt content of sweat. Six years later L.C. Gibson,
working in RE Cooke’s laboratory, developed a technology

and technique (10) for sweat stimulation that (1) is simple
and quick, (2) almost always produces a sufficient
(> 70 mg) amount of sweat, (4) has virtually zero risk of
injury with equipment, and (5) could be built by any
electrician associated with a hospital laboratory (11). Soon,
laboratories worldwide adopted this technology and
showed that > 95% of normal patients had sweat chlorides
< 30 mmol/L, whereas almost all patients with CF had
sweat chloride values > 60 mmol/L. This method has been
named the Gibson–Cooke Sweat Test (GCST) honoring the
innovators and the Quantitative Pilocarpine Iontophoresis
Test (QPIT) identifying and focusing on the key elements of
the technology. Both names may be regarded as inter-
changeable and equally appropriate abbreviations of the
excessively long ‘‘Quantitative Gibson–Cooke Pilocarpine
Iontophoresis Sweat Test’’ (GCST/QPIT).

Over the subsequent 40 years the (GCST/QPIT) has
been validated and confirmed as the only to be trusted
sweat test technology for the laboratory diagnosis of CF.
This GOLD Standard label has persisted despite the
extreme care that must be taken to assure accurate results.
The basis for that consensus is founded on three factors; (1)
a known amount of sweat, (2) the chloride concentration
provides the greatest discrimination, and (3) the arithmetic
difference between unit measurements provides the same
visual distance throughout the physiological clinical range
of sweat ion concentrations.

Because of the many sources of technical error that exist
with the GCST/QPIT, efforts have been made to develop
alternative technology that are easier to do, have fewer
risks of errors, and are simple enough to be used in general
hospitals, clinics, and even physicians offices. So far,
because of the potential for missed diagnoses, the best of
these have only reached approval and are recommended for
use only as screening tests (12).

The GCST/QPIT is the most valuable laboratory test for
the diagnosis of CF. The primary indication for the GCST/
QPIT is the presence of one or more of the common CF
associated diseases, which include malabsorption, failure
to thrive, recurrent pulmonary infection, chronic obstruc-
tive lung disease, nasal polyps, chronic sinusitis, male
infertility, gallstones, unexplained cirrhosis, arthritis, dia-
betes, bleeding due to vitamin K deficiency, asthma, rectal
prolapse, intussusception, meconium ileus, night blindness
due to vitamin A deficiency, hyponatremia, bowel obstruc-
tion, volvulus, acute pancreatitis, and the child who tastes
salty. Other required reasons for performing the sweat test
include immediate family history (to include first cousins)
of a patient having CF, a positive or suspicious newborn
screening for cystic fibrosis, and the request of the parent
for a sweat test.

The purity of the GCST/QPIT technology has been and
continues to be maintained (13) by many CF Center Direc-
tors, national and international organizations, including
Cystic Fibrosis Foundations, Directors of Clinical Labora-
tories, Cystic Fibrosis Center Directors, medical specialties
including Pediatricians, Pulmonologists, Gastroenterolo-
gists, Clinical Biochemists and Pathologists. Their con-
cerns to keep the GCST/QPIT technology pure and
accurate have been the object of many papers and publica-
tions with the most complete being the 97 page Guidelines
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for the Performance of the Sweat Test for the Investigation
of Cystic Fibrosis in the UK, Report from the Multi-Dis-
ciplinary Working Group with Representation from the
Association of Clinical Biochemists, British Paediatric
Respiratory Society, British Thoracic Society, Cystic Fibro-
sis Trust, Royal College of Paediatrics & Child Health,
Royal College of Pathologists. UK National External Qual-
ity Assessment Schemes. This guideline has been formally
appraised and endorsed by The Royal College of Paediatric
and Child Health (http://www.acb.org.uk/Guidelines/
sweat.htm) November 2003.

THE STATE OF THE ART OF SWEAT TESTS

While CF Center Directors are focusing on the precision of
this test, as it is the most constant abnormality identifying
CF, there have been many attempts to help the physician
in practice to screen patients with some of the classic CF
symptoms, and so to avoid the need, cost, and inconveni-
ence of referring such patients to CF Centers for the
approved GCST/QPIT best test.

Harry Shwachman, doyen of CF Center Directors, made
the first screening test using agar plates filled with silver
chromate (14). He used these agar plates on ward rounds
and in clinics by placing the child’s hand firmly on the
silver chromate filled agar. Any salt on the hands would
produce a strong white silver chloride image of the hand.
This dramatic and immediately apparent test could give a
false negative test if a CF patient had newly washed hands
and could give a false positive test when a non-CF patient
had been eating salty hand food such as potato chips.
Because patients with positive screening tests and nega-
tive screening tests in patients who had classic CF related
diseases still needed to be referred to the sweat test
laboratory for the GCST/QPIT, this screening test is no
longer used.

Over the 40 years the physiological basis for the GCST/
QPIT has been known, efforts to develop a screening test
that might be accepted as being as accurate as the GCST/
QPIT, which might be done in a non-CF Center Labora-
tory, have received little support from CF physicians and
Foundations.

Never-the-less three such tests have reached the atten-
tion of enough CF Center Directors to warrant a multi-CF
Center study of their efficiency. These tests were (1) the CF
Indicator System (15) a compact configuration of manu-
factured electrodes that dispense pilocarpine and a man-
ufactured chloride sensor patch that collected a standard
amount of sweat and was read as ‘‘normal’’, ‘‘CF’’ or ‘‘ques-
tionable’’ (16); (2) the chloride electrode in situ measure-
ment of pCl after sweat stimulation by pilocarpine
iontophoresis (17); and (3) the Macroduct system that used
pilocarpine iontophoresis with visible collection of sweat in
a plastic tube followed with conductivity or osmolarity
measurements to match with a comparable concentration
of sodium chloride (17).

The conclusions of the Cystic Foundation were that in
the hands of community laboratories the potential for
errors was so large that these tests should be considered
only as screening sweat tests and that diagnostic GCST/

QPIT tests for diagnosis should be done only at CF Center
sweat testing laboratories.

Never-the-less the pressure to generalize sweat testing
so CF diagnosis could be done before referral to CF Centers
continued to be a powerful pressure for improving these
three technologies. The CF Indicator was redesigned into a
new integrated system that has been built, patented, and
tested in one study (18). This study showed that compared
to the GCST/QPIT the Quantum Patch (19) had equal
sensitivity (94%) and specificity (99%), but differed in rate
of failed tests, 1% for the Quantum Patch as compared to
15% for the GCST/QPIT. The Quantum test was faster,
calculated the required amounts of sweat (3–10 mg) com-
pared to the extra step of weighing and the larger amount
of sweat (70 mg) required for the GCST/QPIT, was simpler
to perform, required less equipment, less expensive equip-
ment, and was less operator dependent. As of February
2005 the Quantum Patch technology, which includes a
stimulator with disposable electrode, the Quantum Patch,
and a scanner that simultaneous scans the patch and
calculates the weight of the sweat and the chloride con-
centration, has not yet received FDA approval. The man-
ufacturing standardization of the Quantum Patch test
eliminates the substantial requirements for laboratory
control and supervision and shortens the time for analysis
to < 5 min compared to the GCST/QPIT required time of
> 1 h. The simplification and the brief time needed may
make this a diagnostic sweat test that could be done in a
doctor’s office or clinic. This rapid, simple, and quantitative
pilocarpine iontophoresis sweat test has yet to be vetted by
CF Scientists who have no financial interest in the product.

The chloride electrode (20–23) measures the pCl provid-
ing a true and immediate measurement of the chloride
content of the sweat, but without a measure of the weight of
the sweat. This technique might be resuscitated if an
authoritative organization would mandate strict and invio-
late guidelines for performance. If this could happen and if
the CF Physicians and Organizations would accept such in
situ measurements without knowing the weight of sweat or
the rate of sweating, then diagnostic results could be
known immediately. Given the strictness of the mandated
strict and inviolate guidelines for performance this test
might still be confined to CF Centers and other authorized
Sweat Test Laboratories.

The Macroduct system is able to measure two abnorm-
alities of the mixed-ion content of cystic fibrosis sweat.
Both osmolarity and conductivity measure the ignored
abnormality, the increased amount of all electrolytes in
the sweat, and so have ignored what might be proven as an
equal or better way to discriminate CF from non-CF sub-
jects. Unfortunately, instead of adding new science to the
study of this CF sweat abnormality, the manufacturers
have reported the conductivity, or the osmolarity, of the
sweat chloride concentration of a salt solution with that
amount of conductivity or osmolarity. While such adjusted
sweat chloride values can be used to discriminate between
CF and non-CF subjects (24), the numbers are nonphysio-
logical and so are offensive to and rejected by CF Center
Directors and Sweat Test Laboratory Directors. In addi-
tion, the sweat chloride numbers confuse some practicing
physicians who misdiagnosis some patients as carriers or
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even patients when the MacroDuct pseudosweat chloride
numbers are in the GCST/QPIT intermediate or low CF
ranges. Fortunately, two groups (25,26) have demon-
strated that either conductivity or osmolarity can be used
as new demonstrations of diagnostic alterations of sweat
gland secretion. Such efforts should be encouraged.

THE POTENTIAL FOR A GCST/QPIT SUCCESSOR

The excellent work done so far has not closed the possibility
that an improved sweat test cannot be developed (27). In a
multistep procedure, nonstimulated sweat was collected
for 10 min from the surfaces of either thumb for 10 min,
while the rate of sweating was measured from the other
thumb. The thumb collections are reversed and repeated a
second time. Calculations ‘‘estimate the chloride concen-
tration by dividing the amount of chloride per unit area of
one finger by the amount of sweat per unit area of the other
finger’’. The sweat chloride values were similar to GCST/
QPIT sweat chloride values. Most laboratories will find this
technique more tedious and filled with potential for errors
than the GCST/QPIT method which, because of its relia-
bility, accuracy, and dependability, remains the gold stan-
dard for the diagnosis of CF. The QPIT/GCST is and has
been the worldwide standard because of its accuracy.
However, because of the many sources of potential error
and the detailed steps that are needed to ensure that
accuracy the search will continue to find an equally accu-
rate replacement.

At this time there are three candidates.

1. The Quantum Patch has been designed to have ‘‘all’’
sourcesoferrors fromthepreparationof iontophoresis
solutions, stimulation time, collection quantities, and
computerized measurement of sweat weight and
chloride concentration standardized by the manufac-
turer to give virtually 100% successful tests with
sensitivity and specificity equal to the GCST/QPIT.
Unfortunately, at this time the only published paper
was published by the developers who have a financial
interest in the product and the product is awaiting
FDA 510K approval. If this product is well vetted by
CF Centers and Sweat Test Laboratories it will be
worthy of large scale tests by others. The Quantum
Patch meets all the QPIT standards.

2. The chloride electrode test has had mixed reviews in
the literature. It has the potential to deliver chloride
concentrations within minutes after pilocarpine ion-
tophoresis. However, because of inadequate atten-
tion to the details of performance the technology has
done poorly in many hands. It has one major defect
in that the weight of sweat or the rate of sweating
are unknown. If standards for maintenance of
equipment and of performing the test were to be
simplified and standardized to CF Center and Sweat
Test Laboratories requirements this technology
could supersede the GCST/QPIT. Unfortunately,
at this time there is little interest in such develop-
ment. The chloride electrode test does not meet all of
the QPIT standards.

3. The MacroDuct system is the only system currently
manufactured, supported, and maintained. It is reli-
able and has acquired some supporters among CF
Center Directors despite that it measures only con-
ductivity or osmolarity which, with rare exceptions,
is converted to the chloride content of NaCl solutions
of similar conductivity or osmolarity. The novel col-
lection system is excellent and provides the potential
for quantifying both sweat rate and weight. The
MacroDuct system is the only method that takes
advantage of the initial description of the sweat
abnormality, the increased sweat concentrations of
Na, K, and Cl, but loses that advantage by reporting
the mixed ion content of sweat by specimen, conduc-
tivity, or osmolarity, results equal to a solution of
NaCl. The manufacturers and the CF Centers that
favor this test, with two published exceptions, have
failed to develop ion content as an alternative and as
an equal or more specific abnormality characterizing
CF. The pseudochloride concentration carries the
risk of misdiagnosis, therefore this test will probably
continue to carry the label of screening test in most
CF physician’s minds. New science, study of total ion
content of sweat, might make this method a suitable
replacement for the GCST/QPIT. There is no indica-
tion that the manufacturers are willing to make such
an effort. As marketed and at this writing the Macro-
Duct system does not meet all of the QPIT standards.

BIBLIOGRAPHY

1. Groman JD, Meyer ME, Wilmott RW, Zeitlin PL, Cutting GR.
Variant Cystic Fibrosis Phenotypes in the Absence of CFTR
Mutations. N Eng J Med Aug 8, 2002;347:401–407.

2. Boyle MP. Nonclassic cystic fibrosis and CFTR related dis-
eases. Curr Opin Pulm Med 2003;9(6):498–503.

3. Jiang Q, Engelhardt JF. Cellular heterogeneity of CFTR
expression and function in the lung: implications for gene
therapy of cystic fibrosis. Eur J Hum Genet 1998;6:12–31.

4. Reddy MM, Light MJ, Quinton PM. Activation of the epithelial
Na(þ) channel (ENaC) requires CFTR CI(�) channel function.
Nature (London) 1999;402:301–304.

5. Callen A, Diener-West M, Zeitlin PL, Rubenstein RC. A sim-
plified cyclic adenosine monophosphate-mediated sweat rate
test for quantitative measure of cystic fibrosis transmembrane
regulator (CFTR) function. J Pediat 2000;137:849–855.

6. Kessler WR, Andersen DH. Heat prostration in fibrocystic
disease of the pancreas and other conditions. Pediatrics
1951;8:648–56.

7. di Sant’ Agnese PA, Darling RC, Perera GA, et al. Abnormal
electrolyte composition of sweat in cystic fibrosis of the pan-
creas: clinical implications and relationship to the disease.
Pediatrics 1953;12:549–563.

8. Darling RC, diSant’Agnese PA, Perera GA, Andersen DH.
Electrolyte abnormalities of sweat in fibrocystic disease of
pancreas. J Med Sci 1953;225:67–70.

9. Di Sant’ Agnese PA, Darling RC, Perera GA, et al.Abnormal
electrolyte composition of sweat in cystic fibrosis of the pan-
creas: clinical implications and relationship to the disease.
Pediatrics 1953;12:549–563.

10. Gibson LE, Cooke RE. A test for concentration of electrolytes
in sweat in cystic fibrosis of the pancreas utilizing pilocarpine
electrophoresis. Pediatrics 1959;23:545–549.

CYSTIC FIBROSIS SWEAT TEST 387



11. Gibson LE, Cooke RE. A test for concentration of electrolytes
in sweat in cystic fibrosis of the pancreas utilizing pilocarpine
electrophoresis. Pediatrics 1959;23:545–549.

12. Smalley CA, Addy DP, Anderson CM. Does that child really
have cystic fibrosis? Lancet 1978 Aug. 19; 2(8086):415–417.

13. Baumer JH. Evidence based guidelines for the performance of
the sweat test for the investigation of cystic fibrosis in the UK.
Arch Dis Childhood 2003;88:1126–1127.

14. Shwachman H, Mahmoodian A. Reappraisal of the chloride
plate test as screening test for cystic fibrosis. Arch Dis Child
1981;56(2):137–139.

15. Warwick WJ, Huang NN, Waring WW, Cherian AG, Brown I,
Stejskal-Lorenz E, Yeung WH, Duhon G, Hill JG, Strominger
D. Evaluation of a cystic fibrosis screening system incorporat-
ing a miniature sweat stimulator and disposable chloride
sensor. Clin Chem 1986;32(5):850–853.

16. Warwick WJ, Hansen LG, Werness ME. Quantification of
chloride in sweat with the Cystic Fibrosis Indicator System.
Clin Chem 1990;36(1):96–98.

17. Denning CR, Huang NN, Cuasay LR, Shwachman H, Tocci P,
Warwick WJ, Gibson LE. Cooperative study comparing three
methods of performing sweat tests to diagnose cystic fibrosis.
Pediatrics 1980;66(5):752–757.

18. Warwick WJ, Hansen LG, Brown IV, Laine WC, Hansen KL.
Sweat chloride: quantitative patch for collection and measure-
ment. Clin Lab Sci 2001;14(3):155–159.

19. Warwick WJ, Hansen LG, Brown IV, Laine WC, Hansen KL.
Sweat chloride: quantitative patch for collection and measure-
ment. Clin Lab Sci 2001;14(3):155–159.

20. Hansen L, Buechele M, Koroshec J, Warwick WJ. Sweat
chloride analysis by chloride ionspecific electrode method
using heat stimulation. Am J Clin Pathol 1968;49(6):834–
841.

21. Warwick WJ, Hansen LG. Measurement of chloride in sweat
by use of a selective electrode and strip-chart recorder. Clin
Chem 1978;24(2):381–382.

22. Warwick WJ, Hansen L. Measurement of chloride in sweat
with the chloride-selective electrode. Clin Chem 1978;24(11):
2050–2053.

23. Warwick WJ, Hansen L, Viela I, Matheson J. Comparison of
the chloride electrode and gravimetric chloride titration sweat
tests. Am J Clin Pathol 1979;72(2):142–145.

24. Hammond KB, Turcios NL, Gibson LE. Clinical evaluation of
the macroduct sweat collection system and conductivity
analyzer in the diagnosis of cystic fibrosis. J Pediatr 1994;
124(2): 255–260.

25. Lezana JL, Vargas MH, Karam-Bechara J, Aldana RS, Fur-
uya ME. Sweat conductivity and chloride titration for cystic
fibrosis diagnosis in 3834 subjects. J Cyst Fibros 2003;2(1):
1–7.

26. Barben J, Ammann RA, Metlagel A, Schoeni MH. Conductiv-
ity determined by a new sweat analyzer compared with chlor-
ide concentrations for the diagnosis of cystic fibrosis. J Pediatr
2005;146(2):183–188.

27. Naruse S, Ishiguro H, Suzuki Y, Fujiki K, Ko SB, Mizuno N,
Takemura T, Yamamoto A, Yoshikawa T, Jin C, Suzuki R,
Kitagawa M, Tsuda T, Kondo T, Hayakawa T. A finger sweat
chloride test for the detection of a high-risk group of chronic
pancreatitis. Pancreas 2004;28(3):e80–e85.

Further Reading

Warwick WJ. Cystic fibrosis sweat test for newborns. JAMA 1966
Oct 3; 198(1):177–180.

Warwick WJ, Hansen LG. Measurement of chloride in sweat by
use of a selective electrode and strip-chart recorder. Clin Chem
1978;24(2):381–382.

Warwick WJ, Hansen L, Viela I, Matheson J. Comparison of the
chloride electrode and gravimetric chloride titration sweat
tests. Am J Clin Pathol 1979;72(2):142–145.

Warwick WJ, Viela I, Hansen LG. Comparison of the errors due to
the use of gauze and the use of filter paper in the gravimetric
chloride titration sweat test. Am J Clin Pathol 1979;72(2):211–
215.

Denning CR, Huang NN, Cuasay LR, Shwachman H, Tocci P,
Warwick WJ, Gibson LE. Cooperative study comparing three
methods of performing sweat tests to diagnose cystic fibrosis.
Pediatrics 1980;66(5):752–757.

Warwick WJ, Huang NN, Waring WW, Cherian AG, Brown I,
Stejskal-Lorenz E, Yeung WH, Duhon G, Hill JG, Strominger
D. Evaluation of a cystic fibrosis screening system incorporat-
ing a miniature sweat stimulator and disposable chloride sen-
sor. Clin Chem 1986;32(5):850–853.

Warwick WJ, Hansen LG, Werness ME. Quantification of chloride
in sweat with the Cystic Fibrosis Indicator System. Clin Chem
1990;36(1):96–98.

Warwick WJ, Hansen LG, Brown I. Improved correlation of sweat
chloride quantification by the CF Indicator System and the
Gibson-Cooke Sweat Test. Clin Chem 1993;39(8):1748.

Warwick WJ, Hansen LG, Brown IV, Laine WC, Hansen KL.
Sweat chloride: quantitative patch for collection and measure-
ment. Clin Lab Sci 2001;14(3):155–159.

See also BIOHEAT TRANSFER; FLAME ATOMIC EMISSION SPECTROMETRY AND

ATOMIC ABSORPTION SPECTROMETRY.

CYTOLOGY, AUTOMATED

HARRY W. TYRER

University of Missouri-Columbia
Columbia, Missouri

INTRODUCTION

Cytology is the scientific study of cells, which includes their
origin, structure, and function. Automated cytology arose
from the important medical problem of classifying and enu-
merating cell types using instrumented means primarily for
speed improvements. Automated cytology has also contrib-
uted to elucidating cell origin, structure, and function. It
provides quantitative methodology directed to establishing
relationships between variables to predict cellular behavior.

Understanding automated cytology requires knowledge
of cells, the fundamentals of measurements on cells, and
subsequent processing of these data. Present and future
applications in automated cytology justify the value of auto-
mated cytology as well as define its usefulness and promise.

Cytology (Greek: kytos, hollow vessel; logos, word, rea-
son) as a discipline primarily focuses on cell structure. Cell
structure deals with those factors that define the shape and
spatial distribution of the components within a cell. It is
synonymous with cell morphology, which historically has
been the primary method to describe cells. More generally,
cytology must also encompass cellular function, which
describes a cell’s operational characteristics. For example,
a red blood cell is a bag of hemoglobin that carries oxygen to
all parts of the body, a lymphocyte produces antibodies as a
result of stimulation, and squamous cells, which are on the
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surface of the skin, become leathery to protect the exposed
skin from mechanical assault.

Automated cytology is an area of multidisciplinary
specialization initially oriented toward the automated
identification and classification of cells. The resulting mea-
surement and computational methodologies provide a
database from which relationships between the variables
measured can be expressed. These relationships harbor the
promise of establishing predictive relationships so that
future structural and functional cellular characteristics
can be determined. By extension then, the behavior of
organs and organisms can then be determined.

CELLS

If we examine unstained cells with a microscope it is
apparent that the cell is encased in a membrane. Within
that membrane is a second structure encased within its
own membrane. Thus the cell is subdivided into the
nucleus and the cytoplasm. The nucleus is the control
center and the cytoplasm carries out the function to which
the cell differentiated. The work described here deals with
nucleated or eukaryotic cells; incidentally cells without
nuclei are called prokaryotic.

We now add a nucleophylic dye, such as hematoxylin,
which binds preferentially to the nucleus. The nucleus is
selectively stained and becomes much more apparent than
the cytoplasm (Fig. 1). Note that both the nucleus and
cytoplasm show spatial variation in light intensity. The
cause of these variations can be analyzed by increasing
resolution, which may include the use of electron micro-
scopy. As we increase our ability to see into the cell either
by optical or electron microscopy, we identify inclusions

within the cells, which are called organelles. From Fig. 2,
we consider some well-defined organelles.

The nucleus, usually the largest organelle, consists
almost entirely of nucleic acids. Both deoxyribonucleic
(DNA) and ribonucleic acid (RNA) are present. By far,
the major constituent is DNA. Within the nucleus and
under appropriate conditions DNA molecules replicate
giving rise to DNA synthesis and then to cell division.
An organelle within the nucleus is the nucleolus. In
Fig. 2, it is the darkened mottled body encased in the
nucleus. It consists mostly of RNA. In the initial steps of
transcription to make protein, DNA produces messenger
RNA (mRNA) according to the genetic code. The mRNA
then passes through the nuclear envelope into the cell
cytoplasm.

The cytoplasm is the entity that performs the cell’s
function. These functions are carried out by several orga-
nelles. The same organelle of different cells may be sub-
stantially different so that the cell may focus its energy to
carry out its usually single function.

The mytochondrion (in Fig. 2, the ovoid body with the
complex curved inclusions) is an organelle that is respon-
sible for producing the energy required by the cell. It has its
own DNA and is able to replicate itself within the cell.
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Figure 1. A cell, the lighter outside area of which is the cytoplasm
and the darker of which is the nucleus.

Figure 2. Drawing of a cell showing cytoplasmic and nuclear
organelles. Cytoplasm: Drawing an imaginary line starting at 4 and
ending at 10 o’clock, one traverses the following: cytoplasmic mem-
brane, a granulated endoplasmic reticulum body, a single mitochon-
drion, a set of Golgi bodies, the nuclear membrane, and finally the
nucleus. Continuing on simply reverses the order. Nucleus: On a line
from 1 to 7 o’clock, one begins at the nuclear membrane to identify
the nuclear elements: the nuclear membrane (note the infoldings at
irregular intervals), the inner membrane, chromatin structure, nucleo-
lus, the center of the nucleus, and finally the inner nuclear membrane.



The Golgi body complex (the long dark strands) provides
temporary storage of secretory substances and connects to
the endoplasmic reticulum.

The endoplasmic reticulum (light strand) is of two types
in the same cell: with granules (the dots) and without
granules. The granules are ribosomes. In the final stages
of transcription (making protein from DNA), the mRNA
travels from the nucleus to the ribosomes (probably in the
endoplasmic reticulum) and attaches to the ribosome. The
ribosome then binds the transfer RNA (tRNA) correspond-
ing to the genetic code expressed in the mRNA. Each value
of the genetic code has one tRNA, which in turn corre-
sponds to one amino acid. One ribosome houses two tRNAs
that connect the proper amino acids together to the protein
chains. The resulting protein (called a polypeptide) passes
through the Golgi complex to be secreted from the cell.
Thus the function of a particular cell is to produce a parti-
cular protein. Additionally, binding a signal protein will
alter the state of the cell, causing it to produce a different
protein or to divide and function in a different manner.

As just shown, we can identify cell structure by binding
chemicals to the structure to allow its observation. On the
other hand, cellular products are determined by several
methods. First, one can selectively poison a particular func-
tional entity and compare the results that are produced
from nondestroyed entities. Second, one can separate the
entities and selectively return them until the tested func-
tionality has been restored. These techniques are routinely
performed on samples containing many cells. Unfortu-
nately, the average population behavior masks the indivi-
dual cell behavior, which may be of interest as a rare event.

Consequently, automated cytology has evolved to enu-
merate and provide quantitative information on the struc-
tural features as well as the functional capabilities of a
single cell. Work is done on an intact single cell, which may
be viable or nonviable. Viable means that the cell is able to
perform its functional activities, whereas a nonviable cell
cannot. A nonviable cell is preserved in an appropriate
fixative. Such a fixed cell can withstand many of the rigors
of experimental treatment compared to a viable cell. Unfor-
tunately, fixation may alter properties that are to be mea-
sured. Thus, choice of fixation (including no fixation)
requires careful consideration.

CYTOCHEMICAL PROBES

Cytochemistry is the chemical organization and activity of
a cell. Numerous chemical probes have been reported for
use in determining cell structure and function. The probe
binds to the molecule to be detected. If a stochiometric
relationship between the probe and detected molecule is
maintained (i.e., conditions for binding are fixed so that the
relationship between the amount of probe and detected
molecule are fixed), then relative quantities of the detected
molecule can be obtained. Furthermore, if the amount of
detected molecule to quantity of probe molecule can be
established, absolute standardization is achieved.

Biochemical probes are used in automated cytology to
detect a wide range of structural and functional character-
istics of cells. For example, let us consider the steps

involved in measuring DNA in single cells. Specifically
we want to see the activation of DNA synthesis over several
days. White blood cells withdrawn from fresh human blood,
can be stimulated to replicate by placement in an appro-
priate tissue culture system. We can remove several cells
from the tissue culture system every 24 h, and determine
the relative amount of DNA in each cell. A cytochemical
probe specific for DNA is propidium iodide (PI), which
fluoresces in the red when excited by a 488-nm (blue) light.
The fluorescence intensity of each cell is proportional to the
amount of PI bound to the DNA, assuming care has been
taken to minimize non-DNA binding of PI. From this, we
form a histogram of the fluorescence intensity of the cells;
that is, we plot for each value of fluorescence the number of
cells (frequency) expressing that fluorescence value. The
series of histograms in Fig. 3 shows that at first there is a
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Figure 3. Each of the graphs displays the DNA distribution of cells
in tissue culture. Cells were removed from culture and analyzed
every 24 h. The top chart displays the DNA distribution of cells
initially placed in culture. The succeeding charts show increasing
numbers of cells with increasing amounts of DNA over the 4-day
intervals sampled.



single population of cells in the blood with a remarkably
narrow range of DNA value. Within 24 h there is a
barely visible set of cells with twice the normal amount
of DNA; by 48 h and beyond, it is apparent that there are
also cells with values intermediate to the two values. These
distributions demonstrate DNA synthesis and cellular
replication.

It is commonly known that cells replicate by dividing,
creating daughter cells. In the process of division, from
some resting state, the cell synthesizes DNA until two
times the normal amount of DNA is present. At this point,
the two nuclei are formed and the cell subsequently divides
into two presumably identical parts. Figure 4 graphically
illustrates the cycling of the cells. At the portion of the
circle labeled G1 (resting state, Gap 1), a cell has two times
the DNA shown in the lower part of Fig. 4. (Since cell DNA
quantity is variable between species, we list the amount of
DNA as X; furthermore, egg and sperm have 1X DNA, but
most mature cells in the body normally have 2X DNA.) As
time increases, the cell goes into the S phase of the cycle

where it synthesizes DNA. Finally, the cell has 4X DNA
and waits some amount of time at G2 (Gap 2) until it
divides. The cell divides (M, mitosis), generating two
daughter cells in the G1 phase of the cycle.

These observations are based on total DNA of each cell.
Had we also observed a cell in mitosis, under proper
microscope and staining conditions, we would have
observed the nucleolus condensing into well-defined bodies
called chromosomes. Preparation of chromosomes is made
from cells undergoing division. Such preparations are used
to study genetic observations.

The same cytochemical principles are used to classify
human chromosomes. DNA consists of chains of adenosine—
thiamine (AT) or guanine—cytosine (GC) base pairs. A
strategy to increase the information content in measuring
the DNA of chromosomes is to use two dyes simulta-
neously; one with selective affinity to the AT bases the
other with affinity to GC bases. Under proper excitation,
each chromosome will produce a fluorescence intensity
value from each of the two dyes. These two intensities are
each proportional to the number of AT or GC bases of each
chromosome. Histograms of these two parameters are two
dimensional, and each point in the histogram is the
number of chromosomes (or particles) with the same pair
of fluorescence intensity values. For example, Chromo-
mycin A3 (CA3) has an affinity for AT bases, whereas
Hoechst bis-benzimidizole 33258 binds preferentially to
GC bases. The increased information provided by the use
of the second fluorescent stain increased the resolution for
separating the 23 human chromosomes compared to each
stain alone.

We have used DNA quantity as an example of the use of
cytochemical probes. There are a large number of DNA
probes in current use as shown in Table 1. The bibliography
can be consulted for additional information on their proper-
ties and use.

Cytochemical probes are, of course, useful for detec-
tion and quantization of other cellular structures and
functions. Table 2 displays a representative set of such
probes.
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Figure 4. Cell cycle diagram and the corresponding graph of DNA
quantity versus time. The Parameter G1 is gap 1, a resting state; S
is when the cell synthesizes DNA; G2, gap 2, another resting state;
and M is mitosis in which the cell divides.

Table 1. Biochemical Probes with DNA Specificity

Spectrum Maximum, nm

Probea Base-Pair Enhancement Excitation Fluorescence Extinction Coefficient, wavelength, pHb

Acridine Orange None 490 530 50 (492, 7)
Ethidium bromide None 546 610 517 (480, 7)
33258 AT 365 450 4 (338, 7)
Daunomycin AT 500 600 14.8 (480, 7)
EK-4 AT 530 560 36 (570, 7)
LL-585 AT 500 600 32 (510, 7)
Proflavin AT 460 34.9 (454, 7)
Quinacrine AT 436 525 8.9 (424, 7)
VL-772 AT 500 600 32 (510, 7)
7-AAD GC 546 610 21.5 (502, 7)
Chromomycin A3 GC 440 585 8 (490, 7)

aAbbreviations: 33258¼Hoechst bis(benzimidizole) No. 33258; 7-AAD¼7-aminoactinomycin D; A¼adenine; C¼ cytosine; EK-4¼26-diphenyl-4-(4-

dimethylaminophenyl) pyriliumbisulfate; G¼ guanine; LL-585¼ 6-benzothiazolyl-3-ethyl-2-(dimethylamino-stytyl)-benzothiazolium,-p-toluenesulfonate;

T¼ thymine (T); VL-772¼6-(dimethylamino)-2-[2,5-dimethyl-1-pheny-1H-pyrrol-3-yl ethenyll]-1-methyl-quinolinium methosulfate.
bExtinction coefficient� 10�3/(M cm); in parentheses are the values of measurement wavelength (in nanometers) and the pH, respectively.



Finally, the biochemical constituents of the cells have
physical properties that are directly measurable. A well-
known example is the pigment that makes blood cells red,
hemoglobin. Furthermore, it is well known that the
important metabolic constituent reduced nicotinemide
adenine dinucleotide (NADH) fluoresces as does ribofla-
vin, one of the 13 vitamins. These compounds have optical
properties that are useful because of the convenience of
use with existing equipment. This is not true of the
majority of cell constituents whose physical properties
may not be easily detected or measured. For example,
proteins with aromatic amino acids, such as tryptophan,
will fluoresce when excited by 257 nm light. Such a short
wavelength is not conveniently handled because its pro-
pagation attenuation in standard optical materials is so
severe.

MEASUREMENT OF CELLULAR PARAMETERS

Automated cytology implies that cellular parameters are to
be measured. Since the visual quasiquantitative analyses
described in the previous section cannot provide the accu-
racy and discrimination required, technologies have arisen
that measure physical phenomena to describe cellular
parameters. Commercially available instrumentation use
optical or electrical phenomena whereas experimental
devices have been used with acoustic, magnetic, and a
variety of spectroscopic techniques.

Probes for nucleic acids abound. The probe binding
mechanics to the nucleic greatly influences their use and
application. Table 3 shows a list of such probes along with
their excitation and emission wavelengths.

Protein probes tend to be nonspecific and usually stick to
the protein. The stain can be removed by (sometimes)
vigorous rinsing. Table 4 shows the excitation and emission

wavelengths of various probes used for proteins. The probes
are also bound to specific antibodies so that multi wave-
length emission due to multiple antibody binding pro-
vides a multiparametric analysis. Common pairs are
flouresceim isothyocianate (FITC) and Rhodamine (see
Tables 4 and 13).

There are a variety of probes of importance to identify-
ing cell parameters. These require care in their use. The
following three tables (Tables 5–7) list such probes along
with their excitation and fluorescent emission wave-
lengths. Ion probes are listed in Table 5, pH sensitive
indicators appear in Table 6, and probes for oxidation
states along with the oxidant appear in Table 7.

Finally, just as there is a dichromatic display for RNA
and DNA with acridine orange, where AO can be seen to
bind to nucleolus as a red fluorescence and to the nucleus as
green fluorescence, so several probes have an affinity for
specific organelles. Specifically, the Golgi bodies and mito-
chondria can be identified with the appropriate stain as
Table 8 shows. Finally, the lipid stains help to identify the
cell’s membrane and other lipids.

Optical Measurements

By far, most measurements on cells are optical. Spectra
obtained from a multiplicity of physical properties are
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Table 2. Fluorescent Probes to Assay Cell Structure and
Function

Cell structure Probe
RNA content Acridine Orange, pyronin
Total protein Fluorescein isothyocyanate
Cell cytoskeleton NBD-phallacidin
Cell mitochondria Fluorescent tetracyclenes
Cell function
Membrane permeability

(cell viability)
Fluorescein diacetate, propidium

iodide, 33342a

Membrane potential
(cytoplasm and
mitochondria)

3,3
0
-Dihexyloxacarbocyanine

Calcium (Ca2þ)
Membrane bound Chlortetracycline
Cytoplasmic Quin-2
Enzyme activity Fluorescein derivatives,

methylumbelliferyll derivative,
napthol derivatives

Intracellular pH 1,4-Diacetoxy-2,3-dicyanobsenzene,
carboxyfluorescein

Phagocytosis Fluorescent beads, fluorescent-stained
bacteria and other particles

aHoechst bis(benzimidizole) No. 33342.

Table 3. Fluorescent Probes for Nucleic Acids with
Excitation and Emission Wavelengths in nm

Probea Excitation Emission

Hoechst 33342 (AT rich) (UV) 346 460
DAPI (UV) 359 461
POPO-1 434 456
YOYO-1 491 509
Acridine Orange (AO) (RNA) 460 650
Acridine Orange (DNA) 502 536
Thiazole Orange (vis) 509 525
TOTO-1 514 533
Ethidium Bromide 526 604
PI (UV/VIS) 536 620
7-Aminoactinomycin D (7AAD) 555 655

aAbbreviations: DAPI¼4
0
,6-diamidino-2-phenylindole; POPO-1, YOYO-

1,TOTO-1 are cyanine dimers available from Molecular Probes, Inc.; PI:

Propidium Iodide; UV¼ ultraviolet, vis¼ visible.

Table 4. Fluorescent Probes for Proteins with Excitation
and Emission Wavelengths in nm

Probea Excitation Emission

FITC 488 525
PE 488 575
APC 630 650
PerCP 488 680
Cascade Blue 360 450
Coumerin-phalloidin 350 450
Texas Red 610 630
Tetramethylrhodamine-amines 550 575
CY3 (indotrimethinecyanines) 540 575
CY5 (indopentamethinecyanines) 640 670

aAbbreviations: PE¼Phycoerythrin; APC¼ allophycocyanin;

PerCP¼ peridinin chlorophyll.



useful in identifying and quantitating cellular biochemical
and physical parameters. The most popular optical mea-
surements, namely, light scatter, absorption spectroscopy,
and fluorescence spectroscopy, and their use in automated
cytology are discussed.

Light Scattering. Light scattering from a single cell has
been used to characterize cell volume, shape, internal
structures, and other cell properties that produce changes
in index of refraction. Light scattering includes diffrac-
tion, refraction, and reflection of light from a single cell.
From Maxwell’s equations, a series expression was devel-
oped by Mie for plane wave propagation perturbed by a
solid nonconductive homogeneous sphere with a diameter
on the order of the wavelength of illuminating light.
Although some cells are spherical and their diameter
approximates the wavelength of visible light, cells are
not homogeneous. In fact, it may be their optically hetero-
geneous structures that are important and, therefore, can-
not be neglected. There is a large body of literature devoted
to light scattering and some of it is directed to the problem of
aerosol detection.

Measurements have established the relationship
between the amount of light scattered and the size of
the cell. For small-angle scattering (< 28 numerical aper-
ture), the signal intensity is proportional to the diameter
cubed (in agreement with the Mie solutions). This pro-
portionality is linear and monotonically increasing over a
restricted size range. As the numerical aperture increases
the relationship is no longer linear and is not monotonic
over the entire possible range of sizes. Cell shape also
influences scattering. Since most cells are not spherical,

the relative orientation of the cell to the source and
detector can produce different scatter fields. Furthermore
as the numerical aperture of detection increases the inter-
nal structure is increasingly detected. On some instru-
mentation, simultaneous detection of 0 and 908 scattering
is used to discriminate cells based on internal structures.
Light scattering under a highly coherent light source, such
as a laser, is a very sensitive indicator of variations of index
of refraction. Under normal conditions the cell is encapsu-
lated in some medium and the index of refraction between
air and the cellular medium contribute to the entire signal.
Furthermore, under abnormal conditions, local differences
in index of refraction, as a result of improper fluid mixing,
contribute signals that approximate those produced by a
cell.

Measurements of light scattering from particle suspen-
sions provide a single datum from which estimates of total
particles are obtained. Such measurements produce a sig-
nal that is dependent on the number, size, and shape of the
suspended particles. Systems measuring either scattering
or absorption of suspensions cannot provide discriminatory
information for individual particles.

Optical Spectroscopy. When energy interacts with mat-
ter, a sequence of events occurs that is explained in terms of
the atomic or molecular behavior. This interaction provides
quantitative information as well as identification of the
species involved. The well-known proportionality of energy
E to electromagnetic frequency v is related by Planck’s
constant (h), which underscores the discrete nature of
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Table 5. Fluorescent Probes for Ions with Excitation and
Emission Wavelengths in nm

Probea Excitation Emission

INDO-1 350 405/480
QUIN-2 350 490
Fluo-3 488 525
Fura-2 330/360 510

aINDO-1¼1H-Indole-6-carboxylic acid, 2-[4-[bis[2-[(acetyloxy)methoxy]-2-

oxoethyl]amino]-3-[2-[2-[bis[2- [(acetyloxy)methoxy]-2-oxoetyl]amino]-5-

methylphenoxy]ethoxy]phenyl]-, (acetyloxy)methyl ester [C47H51N3O22],

FLUO-3¼Glycine, N-[4-[6-[(acetyloxy)methoxy]-2,7- dichloro-3-oxo-3H-

xanthen-9-yl]-2-[2-[2- [bis[2-[(acetyloxy)methoxy]-2- oxyethyl]amino]-5-

methylphenoxy]ethoxy]phenyl]-N-[2- [(acetyloxy)methoxy]-2-oxyethyl]-,

(acetyloxy)methyl ester.

Table 6. Fluorescent pH Sensitive Indicators with Excita-
tion and Emission Wavelengths in nm

Probea Excitation Emission

SNARF-1 488 575
BCECF 488 525/620
BCECF 440/488 525

aSNARF-1¼Benzenedicarboxylic acid, 2(or 4)-[10-(dimethylamino)-3-oxo-

3H- benzo[c]xanthene-7-yl]-, BCECF¼Spiro(isobenzofuran-1(3H),9
0
-(9H)

xanthene)-2
0
,7
0
-dipropanoic acid, ar-carboxy-3

0
,6
0
-dihydroxy-3-oxo-.

Table 7. Fluorescent Probes for Oxidation States with
Excitation and Emission Wavelengths in nm

Probea Oxidant Excitation Emission

DCFH-DA (H2O2) 488 525
HE (O2

�) 488 590
DHR 123 (H2O2) 488 525

aDCFH-DA¼ dichlorofluorescin diacetate, HE¼ - hydroethidine 3,8-Phe-

nanthridinediamine, 5-ethyl-5,6-dihydro-6-phenyl-, DHR-

123¼dihydrorhodamine 123 Benzoic acid, 2-(3,6-diamino-9H-xanthene-9-yl)-,

methyl ester.

Table 8. Fluorescent Probes for Organelle with Excitation
and Emission Wavelengths in nm

Probea Organelle Excitation Emission

BODIPY Golgi 505 511
NBD Golgi 488 525
DPH Lipid 350 420
TMA-DPH Lipid 350 420
Rhodamine 123 Mitochondria 488 525
DiO Lipid 488 500
diI-Cn-(5) Lipid 550 565
diO-Cn-(3) Lipid 488 500

aBODIPY¼ borate-dipyrromethene complexes; NBD¼nitrobenzoxadia-

zoxadiazole; DPH¼diphenylhexatriene; TMA¼ trimethylammonium;

DiO¼diI-Cn-(5);diO-Cn-(3)¼Carbocyanines (DiI, DiA, DiO), e.g., DiI 1,1
0
-

dioctadecyl-3,3,3
0
,3
0
-tetramethylindocarbocyanine perchlorate.



atomic behavior:

h ¼ 6:6� 10�34 J � s
E ¼ hv ð1Þ

For example, gas discharge tubes supply energy by means
of a high voltage between electrodes onto a sealed container
with small amounts of gas. The resulting arc has an emis-
sion spectrum consisting of lines of light energy at discrete
wavelengths that are characteristic of the electronic struc-
ture of that gas. The first correct explanation of this
phenomenon arose from the Bohr model of the hydrogen
atom. The calculated values of energy from the various
discrete orbits that the electron could have about the
nucleus correspond to the spectral lines obtained from
the gas discharge series.

This characteristic spectrum can be used to identify
and quantitate the amount of element or compound. The
interaction of the constituent atoms of a molecule pro-
duces a spectrum that is substantially different from
that of each atom. The spectrum is characteristic of the
molecule.

The response of the material to light excitation may by
considered to occur in two general steps (Fig. 5). In a
molecule excited by light, an electron is elevated in energy
to an excited state: This results in light absorption. The
relaxation of this excited electron back to a lower energy
state may result in (1) light being emitted (fluorescence
and phosphorescence), (2) heating of the substance, or (3)
some combination of the two. The light is not only
absorbed but may be scattered (Rayleigh scattering) or
be modulated to a different wavelength by the rotational
and vibrational motion of the illuminated molecules
(Raman scattering).

The emitted light frequency is different from the
absorbed frequency n1, except for Rayleigh scattering. In
Raman scattering, it is possible for the emitted frequency
to exceed the exciting (or absorbed) frequency. In the case
of fluorescence or phosphorescence, the loss of energy in
the molecule (due to collisions or vibration) results in a
lower frequency of emission compared to the excitation
(absorbed) frequency. Similarly, because of energy decre-
ase, phosphorescence frequency is less than fluorescence
frequency. For the remainder of this article we will no
longer deal with frequency of light, but with the more
commonly used parameter, wavelength.

Absorption is obtained from the loss of light in a
material at a particular wavelength. A homogenous
material is irradiated by light of intensity Ir (r, reference).
As a result of transmission through the material there is
a loss of light resulting in light intensity Is (s, sample)
emanating from the material (see Fig. 6). The optical
density or absorbance can be defined from these two
quantities, which is

log10ðIr=IsÞ ¼ A ð2Þ

The absorbance A (for this discussion, always an upper
case A) is directly related to the light path thickness d, the
concentration of the material C, and by the proportion-
ality constant e called the extinction coefficient, which is a
property of the material. The resulting equality is the
Beer–Lambert law, which may be expressed as

A ¼ edC ð3Þ

The self-absorption of the sample material reduces the
sensitivity to values 0.1<A< 1.2. Thus the material is
suspended in nonabsorbing solution to disperse it to
satisfy the homogeneity assumption. In practice, the
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Figure 5. An energy diagram of light absorption by an atom. Light (energy) is provided into the
system and is absorbed. It is then scattered (Rayleigh or Raman), dissipated in the system, or
emitted by fluorescence or phosphorescence (h, Plank’s constant; v, frequency of light).



concentration of the material in solution can be obtained
by using a known concentration of the sample (standard)
and determining the ratio of absorbance of the unknown
to the standard:

Aunknown

Astandard
¼ Cunknown

Cstandard
ð4Þ

For species differentiation, a spectrum is usually suffi-
cient to uniquely identify that species.

It is useful to define the quantity ‘‘transmissivity’’ t,
which is

t ¼ Is=Ir ð5Þ

In practice, the input intensity Ir is fixed and the sample
modulates Is. So, if the sample does not absorb light, t¼ 1,
and if the sample completely blocks out the light, t¼ 0.
Thus, it is convenient to speak of the transmission T, which
is a percentage, as

T ¼ 100t ð6Þ

The entire range of intensities is mapped between 0 and
100%.

A homogeneous mixture of particles and solutions can
be expected to arise in conditions in which the measured
geometries are very large compared to the absorbing par-
ticle size. In the microscopic environment, particle sizes are
in the order of the measurement geometries, invalidating
the homogeneous sample assumption. This is referred to as
the distributional error.

The distributional error can be analyzed using Fig. 6 as
follows: We wish to determine the true value of absorbance
of the sample in solution. Assume that only the light
passing through the area [aT¼ (l1þ l2)W] under considera-
tion reaches a detector. Let us begin by assuming that the

entire mass mT is distributed throughout the total volume
(daT). Express Eq. 3 as

AT ¼ ed
mT

dWl

� �

Now, if we assume, as shown in Fig. 6, an amount m2

constitutes most of the absorbing material in the lower part
of the volume and a different amount m1 is in the upper
part, we can substitute and cancel to get

AT ¼ e
m1 þm2

aT

� �

Now, we observe that the dry mass of the dissolved mate-
rial is determined by m¼ (A/)a; that is, the viewing area a
determines the measured dry mass, so that with further
substitution and cancelation,

AT ¼
1

aT
ðA1a1 þ A2a2Þ

We can generalize: First, our derivation deals only with
areas so that any arbitrary area could be used; second, we
can expand the preceding equation to get

AT ¼
1

aT

X
all i

Aiai ð7Þ

Thus, the solution to the distributional error problem
in quantitative microscopy is to measure the absorption
over a small area and sum each measurement so that
the entire object is covered. It is assumed that each area is
so small that it is homogeneous. Thus, the absorption of a cell
at a given wavelength is obtained by measuring the absor-
bance of contiguous areas over the boundaries of the
cell.

Finally, we observe that had we summed the individual
transmittances (see Eq. 2), a different and incorrect value
would have been obtained. Summing the absorbencies is
based on the conservation of mass: total absorbance
depends on total mass regardless of its distribution.

Fluorescence properties, wavelength, and intensity
also provide information on molecular species and con-
centration, respectively. The fluorescence intensity F is
proportional to the absorbed light intensity, Ia (a,
absorbed), which is the difference between incident Ir

and exiting Is light intensity. The constant of propor-
tionality q is related to the efficiency of the conversion of
absorbed energy to emitted energy and is called the quan-
tum efficiency,

q ¼ number of quanta emitted

number of quanta absorbed

So that we get

F ¼ Iaq

Now inserting Eq. (3) into Eq. (2) and solving for Is, we
get

Is ¼ Ir 10�edC

so that

F ¼ qIrð1� 10�edCÞ ð8Þ
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Figure 6. A uniform beam of light passing through a
nonhomgeneous medium in a clear container. A material with
extinction coefficient e is suspended in a nonabsorbing medium.
The material is uniformly distributed in the lower part of the
container so it absorbs light by an amount A2¼dC2 over the
surface l2W. A different amount of the material is also uniformly
distributed over the upper part of the container, absorbing light in
the amount A1¼dC1 over l1W.



Again we have a parameter of material property and
quantity relating to a measurable optical parameter. This
relation using the McLaurin expansion, can be linearized
by which assumes that A< 0.05 (e.g., small values of
absorption). Now we can write

F ¼ qIrð2:3 edCÞ ð9Þ

Again, if we have a standard and an unknown sample, the
following relation holds, since we now assume that
fluorescence is linearly related to concentration

Funknown

Fstandard
¼ Cunknown

Cstandard

where both values of F are measured, and Cstandard is
determined by the experimenter.

We have covered the fundamental issues of absorption
and fluorescence spectroscopy directed to identifying and
quantifying various molecular species. There are numer-
ous other optical techniques that use biochemical probes to
provide mechanistic information of cellular function. We
will discuss only two: fluorescence polarization and reso-
nance energy transfer.

Fluorescence polarization has been used to assess mole-
cular motion with respect to the cell to which the molecule
is bound. In general, the exciting light is polarized in a
given direction and the absorbing probe is polarized in
some other direction making an angle f. The probability
of absorption is proportional to the cos2f, so that maximum
absorption occurs in those probes parallel to the exciting
light. The fluorescence emission is detected in two direc-
tions, parallel and perpendicular to the excitation source.
These intensities can be used to form the quantity called
emission anisotropy R,

R ¼
Ik � I?
Ik þ 2I?

We introduce the notion of an absorption and emission
vector, each an independent directed quantity in space.
In a rigid system, it can be surmized that the relative
motion between the absorption and the emission vector is
very small. However, in nonrigid systems there is motion
between the absorption and emission vectors within
the lifetime of the fluorescence emission. Thus,
material probe motion occurring within the fluorescence
lifetime is detected as an anisotropic increase in
fluorescence.

Resonance energy transfer is used to assess the so-called
nearest-neighbor distance. Energy transfer occurs between
two resonating probes, that is, a donor transfers energy to
an acceptor probe by nonradiative energy transfer. The
prime condition is that there be a reasonable overlap
between the donor emission spectrum and the acceptor
absorption spectra. Obviously, quantum yields and donor–
acceptor orientations must be satisfactory. This technique
is used to determine the separation of the donor and
acceptor probes. A critical parameter is R0, which is defined
as the distance for 50% energy transfer. Table 9 shows
various acceptor and donor combinations and their respective
values of R0 that have been reported in the literature
(4–7).

Electrical Resistance

The Coulter effect is the name given to the phenomenon
(Fig. 7) whereby current through a small aperture in an
aqueous conducting medium is modulated by the passage
of particles through it. This was first used to develop cell
counters; later, it was observed that the change in resis-
tance was related to cell volume. The large amount of
data produced by the many blood cells is easily reduced if
one uses a histogram of cell size, similar to those dis-
cussed previously. The substantially increased number
of cells improved the counting statistics. This along with
the improved speed measurements made such blood cell
counting and sizing instrumentation the methodologies
of choice.
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Table 9. Energy-Transfer Combinationsa

Donor Acceptor Separationb

Fluorescein
isothyocyanate

Rhodamine
isothiocyanate

5.6

Quinacrine Ethidium bromide 2.2
Quinacrine 7-Aminoactinomycin 3.0
33258c Ethidium bromide 3.1
33258c Daunomycin 4.0
33258c Chromomycin A3 8.3
Chromomycin A3 Ethidium bromide 2.0

aFor more information, see Refs. 4–7.
bValue of R0 for 50% energy transfer in nanometers.
cHoechst bis(benzimidizole) No. 33258.

Figure 7. Coulter principle. A conducting physiologic fluid
supports the current i(t), resulting from the potential difference
VB in the immersed conducting plates. A particle passing through
the Coulter aperture interrupts i(t) by an amount depending on
the relative size of the particle the feedback resistor Rf and the
input resistor R convert the current i(t) to the output voltage
waveform v(t). Processing of i(t) provides data for counting and
sizing particles.



Other Measurements

Various physical measurements have been (or should be)
adapted for use in automated cytology. These include
mechanical techniques such as acoustics, electromagnetic
techniques (e.g., nuclear magnetic resonance, NMR), and
other spectroscopic techniques. Acoustic microscopes have
been constructed that are used for identifying cellular
microstructure. On the other hand, NMR has been used
to identify metabolic constituents in cells. Raman spectro-
scopy has been suggested to be useful for identifying
chemical constituents in intact cells if the signal-to-noise
ratio problems can be overcome. Finally, optical rotatory
dispersion and circular dichroism have been used to study
nucleic acids. Table 10 summarizes the measurement sys-
tems in common use and the cell features they measure.

Devices used in Automated Cytology for Cell Measurement
and Isolation

Automated cytology makes use of instrumentation for cell
analysis and for cell isolation. Cell analysis instru-
mentation is classified further into three types according
to the information content obtained from the cell: (1) zero-
resolution instrumentation, which generates a single
datum for each parameter from a cell; (2) high resolution
instrumentation, which generates a very large number of
data from a single parameter measured from a cell; and (3)
low resolution instrumentation, which obtains more infor-
mation than zero-resolution devices from each cell as a
result of a slight increase in resolution.

Instrumentation for isolation is of two general types.
The first type is physical placement of the cell in a desired
location in space. The second type identifies and localizes
the cell with respect to some origin on a fixed medium such

as a microscopic slide; cell identity and position data are
stored in a computer.

Flow Cytometry and Sorting. Flow cytometry and cell
sorting have been developed for the rapid identification
and isolation of cells. By causing cells in a suspending
medium to flow past detection devices, identification is
accomplished. With appropriate electronics and data pro-
cessing devices, cell analysis is effected. Based on the
analysis, cells are isolated by physically moving the sus-
pension medium.

Cell analysis includes detection of the parameter
desired, appropriately converting the detected energy to
some electrical signal, and processing that signal. A cell
riding in the stream passes by the laser beam. The cell
causes light to scatter and depending on its preparation
may fluoresce. If the Coulter effect is implemented, the cell
flows through the Coulter aperture and the modulating
current flow is detected. Each cell causes a signal to appear
at the output of the various detectors. In a sense, the cell
has been identified according to the value of the detected
parameter. This data is in essence real-time data; it can be
used with further treatment for sorting (see below) or
stored in the appropriate form for data reduction. In prac-
tice, all detection schemes have involved optical para-
meters or cellular resistance to measure cell size,
cellular fluorescence, and other properties.

Cell sorting begins with identifying a detected cell as the
one to sort. Essentially the suspending medium or stream
is an electronically conducting fluid jet. Fortunately, the
ions that imbue electronic conduction properties in the
medium also provide the fluid with physiologically useful
properties. The stream breaks up into droplets that contain
the desired cells. The droplets are charged, and in turn are
acted on by an electrostatic field that deflects the charged
droplets containing the cells to appropriate containers.
Sorting the droplets containing the desired cells and no
other plays a major role in determining the purity of the
sorted fraction. This is guaranteed by using acoustic
energy vibrating the nozzle to create instability on the
stream so that the stream breaks into droplets at a pre-
dictable point.

We demonstrate these principles with the aid of Fig. 8.
The conducting physiologic fluid (sheath) flows into the
nozzle and is ejected as a jet through a circular orifice of
�50 mm. A sample consisting of cells in suspension flows
into the nozzle, is injected into the sheath, and is also
ejected with the jet. The nozzle is designed to establish
laminar flow conditions; this enables the sample to be
accurately centered on the stream. If the radius of the
sample in the sheath is on the order of the cell size, the cell
is highly localized in the center of the stream. The acoustic
drive assures the predictability of the location of droplet
separation from the stream.

Table 11 lists lasers and their emission lines in common
use. Argon ion lasers are capable of delivering several
watts of laser energy in the blue-green region of the visible
spectrum. Since they require high power input, and a very
high discharge current, this laser is very bulky and emits a
large amount of heat. Similarly, krypton ion lasers deliver
several watts of laser energy in the visible spectrum, and
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Table 10. Correlation of Selected Cell Measurements and
Features

Measurement Feature

Resistance (Coulter)
orifice

Cell volume

Light scattering
Low angle (2–208) Size and shape
Large angle (to 908) Size, shape, internal structure,

and viability
Polarized Macromolecular conformation
Acoustic energy Cell compressibility and

deformation
Pulse shape analysis
Slit scan Particle shape information;

distribution of stain within the cell
Time of flight Double-cell detection; particle shape

information; particle diameter;
resolution of cell structure

Time Kinetics
Fluorescence intensity Amount of fluoregen
Fluorescence

depolarization
Macromolecular viscosity

Energy transfer Nearest-neighbor detection (spatial
separation); molecular mobility



require high power input and a very high discharge cur-
rent. Mixtures of Argon and Krypton are sometimes
referred to as ‘‘white light’’ lasers because of the coverage
over the visible spectrum the combination of the two gases
produces.

For a zero-resolution device implemented as shown in
Fig. 8, each signal produces a pulse 10 ms wide, whose
height is proportional to the total light energy detected.
Thus, for each cell, the peak of three pulses is obtained:
light scatter and two fluorescence wavelengths. Typically,
50,000 cells can be analyzed in 1 min. With 150,000 data
points, powerful data reduction capability is required. For
sorting, the cell requires �250 ms to arrive at the point in
the stream just prior to breaking up into droplets. This

distance is programmed into the electronics causing the
delay required for the identified cell to reach the end of the
stream. When the cell reaches that point, the entire stream
is charged by the conduction of the ions in the buffer
(investigations indicate that <0.01 M salt solution can
conduct satisfactorily). The drop containing the cell is
separated from the stream and carries the charge imparted
to it. The charged drop traverses between electrostatic
plates; and due to the interaction of the electric field on
the charge, the drop is deflected.

An interesting variation is to replace the electronics
with a computer. The data placed into the computers will
consist of scattered light intensity, two fluorescence inten-
sities, and relative time of detection. The computer is used
to analyze the data and within the 250 ms limit, outputs
the sort word. If the sort word is variable so is the charge
on the stream. Consequently, one can sort the droplets
containing the cells at a defined location on a microscope
slide. If the cell’s data and position are stored in the
computer, that cell can be retrieved by a computerized
microscope (described later). The ability to correlate flow
cytometric data with visual data is important in identify-
ing the properties of rare cells, such as cancer cells.
Analytical studies of the sort trajectory under conditions
of drag show that a ‘‘knee’’ is produced when the horizon-
tal velocity is zero (Fig. 9).

The cytometer just described illuminates and detects
cells orthogonally to their traversing path. A different
implementation is to place the illumination and detection
optical path along the same axis as the path of cell
traversal. In this way, the cell passes through the source
and detector focal plane. After the cell has passed through
the focal point, it is directed away from the optical axis.
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Figure 8. A simplified block diagram of a cell sorter. Mirrors
directing the laser beam, M1, M2, and M3; lens to focus the laser
beam, L1; lenses to image the laser illuminated cell on the
detectors L2 and L3; beam splitters to deflect the light, BS1 and
BS2; filters to separate the laser excitation from the emitted light
of the particle; F1 and F2; photomultipliers to detect fluorescence,
P1 and P2; and diode to detect forward scatter, D1. Courtesy FACS
Division, Becton, Dickinson Electronics Laboratories, Mountain
View, California.

Table 11. Lines of Laser Emissiona

Helium–
Cadmium

Argon
Ion

Krypton
Ion

Violet
Diode

Krypton–
Argon

Helium–
Neon

325 350.7
351.1 356.4
364.8 405

450
457.9
476.4
488.0 488
496.5
514.5

530.9
568.2 568.2

632.8
648.1 648.1
752.5

aWavelengths of light in nanometers.

Figure 9. Trajectories of charged droplets for seven values of
charge. The trajectories were obtained by solving the equations of
motion, assuming that the drag on the droplet was a linear
function of velocity.



Since the cell passes through the focal plane of the optical
system, errors due to focusing and misalignment are
reduced, particularly if the same objective is used for
excitation and detection.

Most fluorescence spectra has uninteresting shape and
the single value obtained by zero resolution systems is
adequate. This limits the usefulness of spectral analysis
of the fluorescent moiety. Nevertheless some effort has
been carried out in this direction. The easiest is the use
of a variable color filter and to select the resulting wave for
shape (see slit scan systems below). Also some have used
white light pulses and processing to identify the spectra.
By far the solution has been to use multiple lasers for
excitation and to detect the different emission on separate
detectors. There are technical limitations as well, the
need for UV light means expensive powerful lasers or
substantial Xenon light sources, furthermore the speed
of processing has now gone up an order of magnitude from
the time between cells to the time that the cell is in the
laser beam.

An interesting application is the use of fluorescence
lifetimes or the so-called phase detection systems. One
selects probes with overlapping spectra and different sing-
let excited states. Using a modulated laser beam and
measuring the phase shift in the fluorescence signals gives
a measure of differential lifetime.

Low Resolution Systems. In the flow system just
described, the cell flowed past a laser beam and the
detected energy resulted in a pulse that was peak detected.
Clearly, any other parameters could be obtained from the
pulse, including pulse area and pulse width, and each
descriptor is a single number. Cells are analyzed and
sorted based on a single value of a descriptor; thus, each
parameter of a zero-resolution system takes a single value
from each cell.

There is potential for greater information available from
the pulse. For example, if the laser is flattened into a ribbon
whose thickness is small compared to the length of the

traversing cell, the resulting pulse will contain information
concerning the shape of the cell. Proper analysis of
the pulse can provide increased information about the
cell because of the slight increase in resolution. This tech-
nology is referred to as ‘‘slit-scan’’. The very narrow laser beam
is 4mm in width and the flow system is slower than the normal
10 m/s.

Figure 10 shows the schematic diagram of a cell traver-
sing through the laser beam. The figure on the left shows a
zero-resolution wave form in which only the peak-detected
value is used to represent the data from the cell. The low
resolution system (right) shows some structure as the cell
traverses through the laser beam: First the cytoplasm (C)
is detected, then the nucleus (N), and then again the
cytoplasm.

The development of automated cytology was largely
motivated by the requirement to diagnose cancer by finding
cancer cells in a sample. Cancer cells can be distinguished
from normal cells based on their DNA content (as distin-
guished by, e.g., AO) and other parameters such as size and
RNA. Patient samples for the purpose of detecting early
cancers contain highly variable and usually very small
numbers of diagnostic cells. Consequently, the problem
is not in distinguishing cancer cells from normal cells,
which is easily accomplished, but in distinguishing parti-
cles whose values fall in the space consistent with cancer
cells, but are in fact not cancer cells. This requires addi-
tional information provided by low resolution systems, but
not by zero-resolution systems.

High Resolution Cytometry. We now consider cell image
analyzers usually implemented as a computer-controlled
microscope. This high resolution instrumentation is char-
acterized by the ability to obtain large amounts of data on a
few cells and to perform complex analyses on those cells.

A microscope is connected to a computer so that data
reduction and control of the object in the microscope can be
performed. These data are used for automating cell
recognition.
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Figure 10. Axial view of a circular
laser beam of diameter D and cylin-
drical laser beam of width B, both
intersected by a cell. The circular
laser beam produces a pulse signal
from which a single parameter of
information, such as peak height,
can be obtained. For example, at time
Td, v(t) has a peak value Vp corres-
onding to the cell in the center of
the laser beam. The cylindrical-
shaped laser beam is a ribbon of light
inter-sectedbyaportionofthecell.The
output signal, which is the convolu-
tion of cell structure with laser light,
allows cell structure information to
be retrieved easily. For example, the
cytoplasm in the laser beam for
time C is easily distinguished from
the nucleus in the laser beam for
time N.



The essential features of a computerized microscope are
shown in Fig. 11. This is a schematic diagram of a modern-
day microscope supporting transmission and reflection
(fluorescence) microscopy. For transmission microscopy,
the light path from the source is treated so that parallel
light is transmitted through the object plane. The objective
and eyepiece lenses function together to provide the
visually detected image at the image plane. Fluorescence
excitation (epi-illumination) is by short-wavelength light
(violet), which is reflected by the dichroic mirror, then
passes through the objective lens onto the object. The
object’s fluorescence emission passes through the dichroic
mirror, which allows the long-wavelength light to pass; it is
then detected in the image plane.

The computer interface provides data exchange
between the computer and the controllers of stage motion,
illumination, and detection. A photodetector at the image
plane measures the intensity of light emanating from the
object and a common implementation passes light through
a pinhole on to the optical access. In this case, the moving
stage controls the object so that its spatial variation of
light intensity is acquired. The entire object is imaged one
point at a time. Each point is a picture element (pixel)
emitting light. Light from each object point produces a
datum point, which is stored in a matrix such that the
value of the ijth element is the intensity of the light at the
ijth pixel.

We abstract the microscope to consist of a light source,
an object plane, and detector. Any one moving with respect
to the other two can produce the scanning required to
image the object. Table 12 shows the characteristics of
the scanning components of a microscope.

These systems have high degrees of flexibility since
performance is controlled by means of software. In such
a system, a cell is located for analysis, appropriately
illuminated, and contiguous absorbance values of the
image are detected. The image is made up of pixels
(say 1� 1 mm squares) and the pixel’s intensities are
digitized and stored. Software controls data acquisition,
performs mathematical operations, and formats the
data to a convenient form. For example, the absorbance
values of a cell are converted to digital values, gray scale
histograms are formed from which cluster analysis in a
multiparameter space is performed. Consequently, sta-
tistical decision rules can be invoked to assess char-
acteristics of a cell within some statistical confidence
interval.

DATA ACQUISITION, PROCESSING, AND MODELING

In the previous section, we described cell measurement
systems. Now, we concern ourselves with the acquisition
and manipulation of the data produced by these systems.
We will begin with data lists produced by zero-resolution
devices and proceed to high resolution images produced by
cell-scanning devices.

Zero-Resolution Systems

In zero-resolution systems, a cell produces a single value
for each parameter measured. If only light scattering is
measured, each cell produces only single values of scat-
tering; if additionally two values of fluorescence are
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Figure 11. Schematic diagram of a microscope. Light from the
transmission source traverses through to the image plane. Epi-
illumination is reflected to the object that in turn emits
fluorescence, which passes through the dichroic mirror onto the
image plane. The computer provides scanning and illumination
control and reads the electronically detected data.

Table 12. Scanning Components on Microscope

Component

Source

Characteristics of Components

Performing Scan Object Detector

Source Point scanner (laser illumination) Stationary Stationary
Object Stationary (uniformly illuminated field) Scanning stage Stationary (pinhole)
Detector Stationary (uniformly illuminated field) Stationary Point detector (television camera)



measured, each cell produces three data points. The
acquired data are listed one point after the other as
———————————————————————————
Cell Number Parameter 1 Parameter 2 Parameter 3

Cell 1 255 10 128

Cell 2 128 210 197

� � � �
� � � �
� � � �

Cell n 37 196 212

———————————————————————————
Such list mode data can be stored and reduced into histo-
grams of the data.

Histograms. A common form of data reduction is the
production of histograms of the data. An n-parameter
histogram is in nþ 1 dimensions, where the additional
dimension is frequency of events.

A single-parameter histogram substantially reduces the
amount of data compared to the list mode. For example, a
256-bin histogram (28) requires 256 words of storage
compared to the 25,000 words required for storing the
50,000 bytes of data obtained from a single run. Examples
of single-parameter histograms are shown in Fig. 3.

Dual-Parameter Histograms. Data from two parameters,
P1 and P2, can be displayed so that each pair (p1, p2)
contains the number of cells that express that pair of
values. For data storage, the multiplicative effect of the
number of dimensions reduces the histogram’s value. A
two-parameter histogram of 256 channels requires 2562

(64 k) locations, which is approximately the number of data
points acquired. Furthermore, the data will not cluster well
when insufficient numbers of cells have been acquired. A
common way around this problem is to reduce the resolu-
tion from 8 bits to 6 bits (256 to 64). Now, only 4096
channels are required for that histogram display. The
increased ability to visually cluster the data is achieved
with a loss in additional information.

Three-Dimensional Histograms. Although this is a four-
dimensional system, a common method of displaying three-
parameter data is to plot each triple for a given frequency.
For example, Gaussian-distributed data in three para-
meters (with equal variances) is displayed as a spherical
cloud in the three-parameter space at each frequency.
Since the storage space for such a histogram is 2563

(16 million), clearly storage of the list data is more efficient
than storing the data in histogram form.

A useful method of analyzing data displays one or more
parameters as a function of a specified set of values of
another parameter. For example, it is convenient to ana-
lyze two fluorescence parameters resulting from the lar-
gest cells. The set of values representing the largest cells is
called a window. For each value in the window, there
corresponds one or more parameters that can be displayed.

The values within the window act as a gate to display the
other parameters.

Finally, a physical interpretation of the histogram
occurs when we consider its mean value. Assume we
acquire data from a multiplicity of cells. Further, we wish
to measure the presence of some molecule by causing a
radioactive tag to bind to it. The resulting measurement of
radioactivity is the sum of the contributions of the indivi-
dual cells. If this is normalized to the number of cells, the
result is a mean value. Now the histogram, of course,
displays the number of cells that contain each value of
data for all the values of data. So it provides substantially
more information than the single mean-value datum.
Furthermore, the mean of the histogram corresponds to
the mean-value result. For example, the distribution
of DNA in a cycling population is very uneven, a fact
that would not be elucidated from mean values over the
population.

Histogram Analysis. Parametric and Nonparametric Ana-
lysis of Histograms. Parametric analysis assumes a model
or distribution is used to compare, or analyze, the data.
Nonparametric analysis assumes no such model.

Nonparametric Analysis. It is useful to compare histo-
grams so that the effect of different treatments can be
statistically assessed; two techniques are generally used.
The first one requires three or more identical histograms
and sums up the individual channels to obtain a mean and
variance of each channel. Based on this model a channel-
by-channel t test is made of the sample histograms to
decide if statistical significance is valid.

A second technique uses the Kolmogorov–Smirnoff tech-
nique (see Fig. 12). In this case the histogram [Fig. 12a] is
normalized, then summed to a cumulative distribution
[Fig. 12b]. The two cumulative distributions are compared.
The comparison is in the form of the absolute value of the
difference between the two histograms. If this value
exceeds a certain critical value that determines the level
of confidence, the two histograms are statistically signifi-
cantly different.

Parametric Analysis. The majority of work in this area
has been to develop models that will aid in finding the
number of cells in the various compartments of the cell
cycle from DNA histograms. It is assumed that the ‘‘true’’
DNA histogram consists of two impulses with DNA values
at 2n (for G0/G1 cells), the other at 4n (for G2/M), and cells
in S are in between. As a result of the imprecision of mea-
surements, the impulses at 2n and 4n values of DNA have
been broadened. More generally, we write the expression
used to model single-parameter DNA distributions.

FðkÞ ¼ F1ð2ps1Þ�1=2 exp½�ðk� m1Þ2=2s2
1�

þ F2ð2ps2Þ�1=2exp½�ðk� m2Þ2=2s2
2� þ sðkÞ

In parametric analyses of the DNA histograms, the broa-
dened pulses are assumed to be Gaussian with means m1, m2

and variances s1, s2, respectively. The critical issue is
the shape of the s-phase distribution, s(k). In the
earliest modeling systems a second-degree polynomial
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was assumed to be the fit. Other models have assumed
Gaussian curves of various values to try and fit the data to
the s values. The distinction between the cells that are in
G1 and S is not sharp and these populations overlap each
other. Consequently, methods that distinguish between G1
and S without models (e.g., graphical) usually underesti-
mate G1 compared to S by 20%. The number of cells in S is
small compared to the number of cells in G1; furthermore,
the width of the G1 peak is also very small; consequently a
small error in defining the G1 compartment can result in
substantial errors in estimating S and G2.

Unfortunately, these models are good only for well-
behaved populations whose value of DNA does not exceed
4n, such as tissue culture cells. The DNA distribution of
cells from cancer patients are complex due to cell clones
arising with increased amounts of DNA, increased number
of chromosomes (aneuploidy), and the presence of multi-
nucleated cells.

Finally, these models seek only to fit curves to the values
of DNA. They are not intended to elucidate the production
of such distributions from fundamental principles,
although some authors have tried such derivations, and
achieved limited success.

Image Analysis

Cell data acquired by high-resolution systems consist of
a list of photometric values of light intensity and the
corresponding source point address. Scanning is sequen-
tial so the source addresses (or locations of the source
points) need not be explicit. Each source point (pixel) on
the cell is really an area of the cell that produces a uniform
intensity. The pixel size determines the resolution of the
image.

The light-intensity list can be manipulated, resulting in
classification of the object by techniques referred to as
pattern recognition. This is distinct from other operations
on the image such as restoration. Image restoration uses
the mathematical properties of the image generation sys-
tem to obtain an inversion that will remove the errors
introduced during image generation. Pattern recognition
uses image features to distinguish between objects and to
express that distinction in statistical terms. The general
sequence of events for pattern recognition is shown in
Fig. 13.

Pattern Recognition. The preprocessor operates on the
digitized image, which is the list of pixel values. In pre-
paration for feature extraction, sections of the image are
defined (automatically or by human interaction) using edge
detection filters to distinguish boundaries.

A second operation is the formation of a gray scale (and
other) histograms. The gray scale histogram lists the
number of pixels for each gray value (intensity value) for
the entire dynamic range of gray values in the system.
Image characteristics cluster about some value of gray in
the histogram. For example, a cell typically displays a
cluster value representing the nucleus and second cluster
about the lesser dense values of the cytoplasm. Thus, a
separation of the nucleus and cytoplasm can be effected
depending on the degree of separation between the two
clusters. The cell shown in Fig. 14 has had all its cytoplas-
mic values truncated to a particular gray value; this gives
prominence to the highly variable but more dense values of
the nucleus.

402 CYTOLOGY, AUTOMATED

Figure 12. (a) Histograms of the size distribution of cells either
infected (�) or not infected (�) with herpes virus. (b) The cumulative
distribution of each of the above histograms.

Figure 13. Sequence of events in
pattern recognition.



A second operation is equalization of the gray scale
histogram. This is a nonlinear transformation resulting
in a histogram with reduced number of gray levels at
approximately equal frequency. Since the frequency of
gray level occurrences contains no information about the
texture of the image, this permits images to be placed into a
consistent format prior to comparisons.

Feature Extraction. After preprocessing the image data
to yield measures based on image data, it is possible to
obtain cell characteristics, called features, that are based
on geometric parameters, texture parameters, optical den-
sity, or gray level parameters.

For example, statistical texture analysis, such as is
typically used in medical imaging, uses conditional prob-
ability matrices to obtain features. Picture analysis
proceeds by forming a transition probability matrix from
the image data. From this matrix the texture features used
for classifying objects in the image are determined. Each
element in the matrix, PL(I/J), is defined as the conditional
probability of gray level occurring L picture points after
gray level J occurs. Each of L matrices is square of dimen-
sion n, where n is also the number of gray values.
Operations on these matrices can be performed to produce
parameters, such as the second moment of the matrix
or the moment of inertia about the diagonal of the matrix,
for all values of I and J. Clearly, a very large number
of parameters can be chosen in this manner. Texture
analysis has been used successfully to classify cytological
samples.

Classifier. The last step in the pattern recognition chain
is classifying the cell based on the measured features. Each
feature is a dimension in feature space. A range of values of
each feature are obtained from a training set, that is, a set
of objects whose classifications are known. This feature
space is sectioned by boundaries defined by the class or

members of the training set. These boundaries separate the
objects into the different classification regions. The fea-
tures of an unclassified or unknown object can then be
compared to the classification obtained from the training
set. The probability of the unknown object belonging to a
particular class as then determined. An interesting pro-
blem is that the vectors produced by the features may not
be orthogonal. If such vectors are correlated, the feature
provides little new information in addition to its correlative
feature. Consequently it is important to have features with
different information content.

CURRENT USAGE

DNA Measurements

In previous examples, we discussed the measurement of
DNA in intact cells, which are now providing new and
useful information in both biology and medicine. We briefly
mention three applications of interest: bacterial analysis,
chromosome analysis, and sperm analysis.

Flow systems can be used to classify bacteria types by
the difference in dye uptake by the DNA base pairs. Fluor-
escent CG- or AT-specific dyes are used to generate a two-
dimensional histogram that can be used to differentiate
bacterial species. This may be useful in a biology laboratory
for rapid identification of bacterial types. In medicine, such
a detection system would be useful in urine samples.
However, with blood its usefulness is limited. First, the
level of infection in blood is produced by very few bacterial
cells. Their small size and the presence of overwhelming
numbers of red blood cells makes detection extremely
difficult. A second major difficulty is that the information
of importance in medical practice is sensitivity: which and
how much antibiotic kills the bacterium, not which bacter-
ial cell is causing the infection.

Chromosome Analysis. As yet neither zero-resolution
systems nor low resolution systems provide adequate
separation between the human chromosomes to completely
perform a human karyotype. It is interesting, though, that
errors in karyotyping due to chromosomal particles pro-
duced by disease are constant and repeatable and thus can
be expected to show exceptions to the normal.

Flow systems have been used to analyze sperm cells,
primarily to measure the DNA of the cell types. Sperma-
tids, which are spherical precursors to the mature sperm,
are easily analyzed by flow cytometry and produce a
separation between the X and Y chromosome. This separa-
tion implies that a distinction can be made between
spermatids whose sperm will give rise to females (X
chromosome) or males (Y chromosomes). These data were
obtained with an axial flow analysis device and with a very
small coefficient of variation (0.9%). Unfortunately,
the mature sperm cells are not well-behaved spheres,
but flattened bags of DNA with a comparatively long tail.
Thus, an orientation artifact blurs the 2% difference in
DNA resulting from the X–Y chromosome mismatch.
However, flow analysis can be used for fertility determina-
tions and where the number of sperm is an important
parameter.

CYTOLOGY, AUTOMATED 403

Figure 14. Display of a digitized cell showing the truncated
values of the cytoplasm.



Hematology

An important area is hematology, the discipline concerned
with the study of blood and its components.

Differential blood cell counters place white blood cells
into five basic classes: lymphocyte, eosinophil, basophil,
monocyte, and neutrophil. Since red blood cells outnumber
the white cells by a thousandfold, they are usually excluded
by preparation. These six-cell types have been classified by
several commercial devices that use pattern recognition
and high resolution image analysis for classification. Such
classifications have occurred with varying levels of relia-
bility. A major problem is a category required for ‘‘others’’,
that is, for cells that cannot be classified into any of the six
classes. This category reflects the fact that at any one time,
blood cells are maturing into the different classes. Further-
more, the body’s reaction to some diseases or insults is to
produce increased numbers of cells from the bone marrow
into the blood stream at various levels of maturation of the
cells. Consequently, some workers have attempted to classify
nucleated blood cells into 17 different types. Efforts at white
blood cell classification using flow systems have not had the
commercial success that scanning systems have had.

Immunology

An important application of flow systems has been to
enumerate and classify the cells in the body that are part
of the immune system. Briefly, the body produces antibo-
dies to antigens. The antigens are usually foreign sub-
stances such as a bacterial cell surface; but in abnormal
situations the body produces antibodies to its own anti-
gens. The covalent binding of antibody to antigen initiates
a set of reactions that results in the destruction of the
foreign substance.

A specific kind of antibody, called a monoclonal anti-
body, reacts only with a single antigenic determinant. This
is in contrast to the multiplicity of antigenic determinants
that produce heteroclonal antibodies, which are usually
produced by the body. Fluorescent stains such as FITC and
PE are covalently bound to the monoclonal antibody of
choice. Thus, simultaneous green and yellow fluorescence
to distinguish the different immunological cell types can be
produced (see Table 13).

One application of this technology is to differentiate the
various classes of lymphocytes. Lymphocytes are divided
into two general classes: B cells and T cells. In general, the B

cells produce antibodies, whereas the T cells are direct
protagonists in the immune response. By the use of mono-
clonal antibodies, T cells have been divided into many
subsets. Some of the most important are T4 (helper cells)
and T8 (suppressor cells). These cells are distinguished by
T4 and T8 monoclonal antibodies. Table 14 shows the
ligand-binding applications, including lymphocyte cell sur-
face characteristics.

In medicine, determining the number of helper and
suppressor cells is valuable in transplantation and cancer.
The ratios of these cells and the changes in ratio as the
patient undergoes treatment is an indicator of the patient’s
ability to respond to the treatment. Indeed the absence of
helper cells due to viral destruction is the primary problem
in acquired immune deficiency syndrome (AIDS).

Oncology

A major application in both flow and cell scanning systems
has been in oncology. The primary thrust has been to
classify cell types and to distinguish the malignant cells
from nonmalignant cells. For example, nuclear texture has
been used to classify uterine cervical cells into cancer cells
and noncancer cells.

Studies involving the four major types of lung cancers
have been performed to determine the ability of flow sys-
tems to first find and then sort the malignant cells. The
criterion for malignancy is based on the morphological
features used by pathologists to diagnose cancer. Cytolo-
gical examination of lung cells begins with the sample
(sputum). The cells in the sample are fixed to minimize
disease contagion and for preservation. After fixation, the
cells are stained with acridine orange, analyzed, and sorted
for the highest value of green and red fluorescence. The
Acridine Orange analysis of cancer cells provides informa-
tion about the relative amount of RNA and DNA in cells.
Cancer cells are found in regions showing the highest green
fluorescence. By sorting, a substantial enrichment (65-fold)
for cancer cells can be obtained. Concomitantly, there is a
sharp reduction in normal cell types, such as lymphocytes
and squamous cells.

A similar technique using acridine orange staining
of cells has been applied to urinary cytology. This has
resulted in a system that is demonstrably superior to
human cytological analysis for earlier detection of recur-
rent cases of bladder cancer. Data on cells are placed in list

Table 13. Excitation and Emission of Selected Fluores-
cence Labels

Excitation, nm Emission, nm

Fluorescein isothyocyanate 488 530
(S)-Phycoerythrin 490 570
(R)-Phycoerythrin 498 575
Bodipy 503 511
Tetramethyl rhodamine 560 580
L-Rhodamine 572 590
B-Phycoerythrin 540 575
Texas Red 590 620

CY-5 649 666

Table 14. Ligand Binding

Immunologic
Cell surface receptor on lymphocytes
Cells identified by surface immunoglobulin
T cells identified by various T receptors including T4 for helper cell

and T8 for killer cells
DNA synthesis: Antibody to bromodeoxyuridine
Indirect immunologic binding
Goat-anti-rabbit antibody with fluorescent tag binds to rabbit–

anti-receptor molecule
Avidin tagged with fluorescent molecule binds to biotin attached to

the antibody against the detected antigen
Hormonal
Estrogen receptor analog (17-fluorescein estradiol)
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mode for scatter, green fluorescence, and red fluores-
cence. The pulse width of scattering is used to find debris
and eliminate it. The resulting ‘‘clean’’ data list then
produces RNA and DNA histograms to find whether the
number of cells in S>20%; if so, a recurrence is said to
have occurred.

Many studies have been made that identify an aneu-
ploid (aberrant number of chromosomes) population of
cells. Such aneuploid cells are considered by some pathol-
ogists to be diagnostic of cancer.

In a clinical setting, a machine approach to cancer
detection has been to analyze a very large number of cells
without false positive indications. This is not possible with
zero-resolution systems; however, low resolution systems
have been developed with sufficient information content to
identify the false alarms. These have been used in clinical
trials and the results have been dramatic. High resolution
instrumentation using cell-scanning techniques and tex-
ture analysis have been used to identify and classify cells
according to cell type and denote the malignant cells. These
systems have had success in identifying various normal as
well as disease cell types.

The medical and biology literature abounds with exam-
ples of applications in flow cytometry and high resolution
image analysis. The bibliography lists samples of this
literature.

FUTURE PROSPECTS

Historically, the motivation for new instrumentation
is the increased information. In automated cytology,
instrumentation has increased information by improved
optical resolution and the increased number of cells for
improved reliability of statistics. Furthermore, the devel-
opment of quantitative techniques to analyze cells makes
possible the basis for a quantitative theory of biological
phenomena.

In one sense these are learning tools; they provide
basic measurements. In another sense, their increased
speed is a basis for economic value since productivity is
improved.

A further advantage is the use of computers. The mea-
surement instrumentation can easily act as an input to a
computer. The data handling power of computers makes
possible analysis of enormous numbers of cells thereby
establishing repeatable quantitative relationships.

The increase in speed and information and objectivity of
this instrumentation makes it an economic force in the
market. The present high expense of illumination equipment
(primarily lasers) limits its economic practicality. Neverthe-
less, the present use of this equipment in diagnosis can be
expected to increase. Furthermore, its use in therapy and
prediction of disease are just now starting. With expected cost
reduction, use of this instrumentation will increase.
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issued in July 1980, it is a forum for automated cytology, with a
thrust to basic measurements in the biology of single cells and
particles. It is now published monthly by Wiley-Liss, Inc.
Clinical Cytometry Started in 1994, and in 1997 produced
the first issue of Current Protocols in Cytometry.

Analytical and Quantitative Cytology and Histology. St. Louis,
MO: Science Printers and Publishers, Inc. This journal is
sponsored by the International Academy of Cytology and the
American Society of Cytology. It focuses primarily on automa-
tion and quantitative aspects of cytology and is also a forum for
automated cytology.
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DEFIBRILLATORS
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INTRODUCTION

Ventricular fibrillation is a lethal malfunction of the heart.
Normally the heart beats about once a second, and is
controlled by electrical signals that occur in a predictable,
periodic way. The heart’s electrical activity, called the
electrocardiogram (ECG), can be measured on the surface
of the body. A normal ECG is shown in Fig. 1a. If the heart
is in a state of ventricular fibrillation, the electrical control
of the heart becomes disorganized and chaotic. Instead of
producing a normal ECG, the fibrillating heart produces an
ECG that looks more like random noise, as shown in Fig.
1b. Rather than contracting in unison, different regions of
the heart contract independently, resulting in a quivering
that is not effective in pumping blood.

Once the ventricles of the heart start to fibrillate, death
follows in minutes. The American Heart Association esti-
mates that in the United States 335,000 people die each
year of sudden cardiac death, with most of the deaths
attributed to ventricular fibrillation (1). The most effective
way to prevent these deaths is to apply a strong electric
shock to the heart within the first few minutes after the
onset fibrillation (Fig. 2) (2,3). Devices that deliver such
shocks are called defibrillators, and come in two types:
external and internal. A physician, a paramedic, or even an
untrained bystander can use an external defibrillator to
apply a shock to an unconscious victim of ventricular
fibrillation. The more sophisticated of these devices are
automated so that the user need do little more than follow
some simple instructions; such devices are called Auto-
mated External Defibrillators (AEDs). Internal defibrilla-
tors are similar to cardiac pacemakers, and are implanted

into patients who are at risk for ventricular fibrillation.
They monitor the electrical activity of the heart and deliver
a shock when necessary. Modern defibrillators can also
function as pacemakers, and are called Implantable Car-
dioverter Defibrillators (ICDs).

EXTERNAL DEFIBRILLATORS

An external defibrillator works by applying a shock
through electrodes on the surface of the body. Automated
external defibrillators are becoming common in schools,
on airplanes, and at other public places. A typical AED is
shown in Fig. 3. Each electrode has an area of at least
50 cm2 and is attached to the skin by a self-adhesive pad.
A conducting gel should always be placed between the skin
and the electrode to reduce the skin resistance. The current
passes from the electrodes through the entire torso, with
only a fraction of it reaching the heart.

A defibrillator works by charging a capacitor to a high
voltage and then discharging it through the patient’s body
(Fig. 4). When the switch S is to the left, a capacitance of
about 200mF is charged to �1500 V, implying a stored
charge of 0.3 C and a stored energy of 225 J. Move the
switch to the right, and the capacitor discharges through
the resistance of the patient’s body (50V or more), gene-
rating a peak current of 30 A that decays exponentially
with a time constant of 10 ms.

An actual defibrillator circuit is more complicated than
shown in Fig. 4. For example, the battery pack used to
power an AED typically has a voltage of �12 V. A high
voltage power supply is needed to raise this voltage to the
level necessary to charge the capacitor. Also, many defi-
brillators use a biphasic, truncated-exponential waveform,
which is more effective for defibrillation than a monophasic
wave form (Fig. 5). The biphasic waveform is produced by
discharging the capacitor part way, then reversing the
polarity of the leads, followed by further discharge. Switch-
ing circuitry that functions at high voltages is required.

0.5 mV

0.5 s

(a)

(b)

Figure 1. (a) A normal electrocardiogram (ECG). (b) The ECG
during fibrillation.
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Figure 2. The percent survival for high risk patients when
treated with conventional drug therapy or with an implanted
defibrillator. [Modified and Reproduced with permission from
Moss et al., Improved survival with an implanted defibrillator
in patients with coronary disease at high risk for ventricular
arrhythmia. N. Engl. J. Med., 335: 1933–1940, 1996. see Ref. 2].
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The word ‘‘automatic’’ in the term Automatic External
Defibrillator means that the device can decide for itself if
defibrillation is necessary. The AED monitors the electro-
cardiogram, and enough memory is included in the machine
to store the ECG data. Also present are electronics that allow
the device to analyze the ECG and decide if the ventricles are
fibrillating. If they are, the AED will tell the caregiver to
shock the patient. Most AEDs provide both written and oral
instructions about how to attach the electrodes and operate
the device. In theory, minimal training is required.

The success rate of defibrillation follows a probability
curve like that shown in Fig. 6: the higher the shock energy,
the higher the probability of defibrillation. A shock strength
corresponding to a 50% success rate is known as ‘‘ED50’’. To
reduce the probability of a failed shock, physicians often use
strengths of about ED90. Unwanted side effects also increase
with shock energy, so an AED usually shocks with a rela-
tively low energy first, say 200 J. If that fails, it delivers
shocks of increasing energy up to a maximum of � 360 J.

External defibrillators used in hospitals and ambu-
lances are similar to AEDs, except that they are not auto-
matic (the physician decides when to shock a patient rather
than the device) and they can often be powered by plugging
into the hospital’s electric power grid instead of, or in
addition to, relying on batteries.

IMPLANTABLE DEFIBRILLATORS

An implantable cardioverter defibrillator resembles a pace-
maker, but its circuitry is similar to that in an AED. The
battery, capacitor, and electronics are enclosed in a metal
case (titanium or stainless steel), which is implanted under
the skin in the chest (Fig. 7). The typical size of the case, or
‘‘can ’’, is � 50� 50� 15 mm. The can often serves as one of
the ICD electrodes.

The capacitors in an ICD are only slightly smaller
(� 125mF) than in an AED, but in an ICD the capacitor
is charged to a voltage of only� 600 V, implying a charge of
0.075 C and an energy of 23 J. An ICD delivers about one-
tenth the energy that an AED does, but in an ICD the shock
is delivered through electrodes placed within the heart
and is therefore just as effective for defibrillation. Tissue
impedance for an ICD is at least 50V, implying a discharge
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Figure 5. A typical biphasic, truncated exponential waveform
used in many defibrillators.
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Figure 6. Defibrillation success follows a sigmoidal probability
curve. The shock strength corresponding to a 50% success rate is
called ED50 (for effective dose, 50%).
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Figure 4. A simplified defibrillator circuit, where V is the voltage
of the power supply, C is the capacitor, R is the resistance of the
body, and S is a switch.

Figure 3. An automated external defibrillator (AED). This figure
appears courtesy of Philips Medical Systems.



time constant of �5 ms. Many ICDs contain two 250mF
capacitors charged in parallel, to give a total capacitance of
500mF. When discharged, the connection of the capacitors
is changed so they are in series, resulting in the capaci-
tance of 125mF mentioned earlier. One advantage of this
technique is that when in parallel each capacitor needs to
be charged to a voltage of only 300 V, which becomes a total
voltage of 600 V when placed in series. Most ICDs have a
maximum shock energy of �30 J.

Lithium-type batteries, often lithium silver vanadium
oxide, power ICDs. Two such batteries in series provide
�6 V. Since the capacitor voltage is �600 V, the batteries
are used to power a high voltage power supply. They are
implanted in the patient’s body, so changing them requires
surgery, implying that battery lifetime is important. Life-
time is often measured in ampere-hours (A �h) (equivalent
to a charge of 3600 C), and a typical battery is rated at
�3 A �h. If each time the capacitor is charged uses 0.075 C,
the battery should be able to deliver thousands of shocks.
However, the battery performance begins to decay before
its total charge is exhausted, and also it must provide
power for continuous monitoring of the ECG and other
functions, so its observed lifetime is �5 years. Another
important property of a battery is the time required to
charge the capacitor. Typically, the battery takes�10–20 s
to generate a full charge. If this time increased significantly, it
would delay the delivery of the shock. The voltage decays
gradually and predictably throughout the lifetime of a lithium
silver vanadium oxide battery, so that the voltage can be used
as an indicator of the battery’s remaining useful life.

The electrodes and their leads are critical components of
an ICD. Unlike the electrodes in an AED, ICD electrodes
are implanted inside a beating heart and must continue to
function there for years. Many ICD malfunctions arise
because of problems with the leads. Like pacemaker leads,
ICD leads are made from coils of wire to make them flexible
and avoid breaks (Fig. 8). They are insulated, except at the

electrodes, by silicone rubber or polyurethane. A typical
lead contains three electrodes: one for pacing and sensing,
and two larger ones for defibrillation. An ICD lead is affixed
to cardiac tissue on the inner (endocardial) surface of the
heart. Often the tissue is damaged (inflammation, followed
by fibrosis) in the area in contact with the lead tip. Steroid
eluting leads minimize the tissue damage by slowly releas-
ing the corticosteroid dexamethasone sodium phosphate.
The ICD lead must be attached to the endocardial surface
to prevent it from becoming dislodged. Some leads use a
‘‘passive’’ fixation technique consisting of plastic tines on the
lead tip that become entangled in the trabeculae on the
endocardial surface of the right ventricle (Fig. 9a). Other
leads use an ‘‘active’’ fixation technique consisting of a metal
helix, similar to a corkscrew, that is screwed into the
endocardium (Fig. 9b). The defibrillation shock is delivered
through a large electrode located many millimeters back
from the lead tip. In some cases, current is passed through
two electrodes (one in the right ventricle and one in the right
atrium, as shown in Fig. 7), and in other cases the shock is
delivered between one electrode and the defibrillator can.

The ICD recording lead senses the several-millivolt
ECG signal within the heart. Two parameters that the
ICD uses to detect abnormal arrhythmias are heart rate
and arrhythmia duration. The ICDs use sophisticated
algorithms to determine from the ECG if an arrhythmia
is present, and these algorithms differ between manufac-
turers. Sufficient memory is included in the ICD to store
ECGs before, during, and after a shock. Figure 1 shows
that the ECG from ventricular fibrillation has a smaller
amplitude than the normal ECG, making detection of
fibrillation challenging. Information about the defibrillator,
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Figure 9. Distal end of a lead. (a) Passive fixation for attaching the
lead to the endocardial surface of the heart using plastic tines. (b)
Activefixation using a metalhelix that is screwed into theheartwall.

Figure 8. The conductor in the lead is often in the form of a coil to
increase its flexibility and reduce mechanical stresses in the metal.

Figure 7. An implantable cardioverter defibrillator (ICD).



e.g., thestatusof thebattery andthe lead impedance,aswell
as ECG traces, can be obtained through telemetry. Modern
ICDsuse themedical implant communications systemradio
frequency band (402–405 MHz). Most ICDs can be repro-
grammed using telemetry.

When implanting an ICD, the physician must choose
between a single-chamber and a dual-chamber defibrillator.
Single-chamber devices have a single lead with the sensing
electrode placed in the right ventricle. Their advantage is
simplicity, longevity, and fewer complications. Dual-chamber
devices have two leads: one sensing the right atrium and one
sensing the right ventricle. Patients who rely on the ICD for
pacing as well as defibrillation may benefit from the dual-
chamber design. For example, a patient with a problem in the
sinus node, which is located in the right atrium and serves as
the heart’s natural pacemaker, may respond best to atrial
pacing. The atrial lead would then be for pacing, and the
ventricular lead for defibrillation.

A cardiologist usually implants an ICD with the patient
under local, not general, anesthesia. Typically, implanta-
tion requires an overnight hospital stay, although some-
times it is performed as an outpatient procedure. The ICD
can is placed in a ‘‘pocket’’ under the skin in the upper
chest, in the pectoral region. The lead is introduced into the
subclavian vein, often by puncturing the vein with a nee-
dle, and then advanced into the right atrium under fluoro-
scopic view. A ventricular lead passes through the
tricuspid valve between the right atrium and the right
ventricle, and then is placed in contact with the endocar-
dium near the apex of the heart (Fig. 7). After the implan-
tation, the cardiologist tests the device by inducing
fibrillation and then shocking the heart to check that
defibrillation is successful.

The ‘‘C’’ in the term ICD stands for ‘‘cardioversion,’’
which is a type of shock therapy for treating any rapid
arrhythmia other than ventricular fibrillation. Typically, a
physician uses cardioversion to treat atrial fibrillation or a
ventricular tachycardia (a rapid but still organized beating
of the ventricles), both serious abnormalities but neither
immediately life threatening. The shock strength used
during cardioversion may be weaker than or similar to
that used for defibrillation, depending on the type of
abnormality. Cardioversion often uses information from
the ECG to time the shock optimally, whereas defibrillation
shocks are delivered without any such timing.

MECHANISMS OF DEFIBRILLATION

Defibrillators have been developed empirically without a
complete understanding of the mechanism of defibrillation.
Many researchers are studying this important problem (4).
The mechanism of defibrillation is closely tied to the
mechanism of arrhythmia induction by an electrical shock.
In order to initiate an arrhythmia, a shock must be given
during the vulnerable period (during the time of repolar-
ization of the ventricular action potential). A very weak
shock during the vulnerable period has little effect. A
stronger shock can induce an arrhythmia; the lowest
strength that induces an arrhythmia is called the ‘‘lower
limit of vulnerability’’. An even stronger shock will not cause

an arrhythmia; the lowest strength above the lower limit of
vulnerability for which an arrhythmia is not induced is
called the ‘‘upper limit of vulnerability’’. In order to defi-
brillate, a shock must be at least as strong as the upper
limit of vulnerability. If not, a shock that would otherwise
successfully defibrillate the heart could restart a new
arrhythmia that might decay quickly into fibrillation.

One of the more difficult issues in defibrillation research
is determining exactly where, when, and how a shock
affects cardiac tissue (5). The crucial question is how the
shock alters the transmembrane potential (the voltage
across the cell membrane), because it is the transmem-
brane potential that opens and closes voltage gated ion
channels, thereby causing an action potential and wave
front propagation. A simple, one-dimensional (1D) model
of current flow through the heart wall suggests that the
transmembrane potential caused by a shock is large only
within a few length constants (�1 mm) of the heart’s
surface. This model cannot be correct, because fibrillation
occurs throughout the heart and the shock must affect a
large fraction of the cardiac tissue—not just a thin surface
layer—if it is to defibrillate. What then is the mechanism
by which a shock alters transmembrane potential deep in
the heart wall? This question has not yet been answered
definitively, but recent evidence suggests that tissue ani-
sotropy and fiber curvature plays a key role (6).

Scientists continue to study defibrillation even as engi-
neers improve defibrillator designs empirically. How
increased fundamental knowledge about defibrillation will
improve defibrillators is an open question. Nevertheless,
defibrillators contribute crucially to the treatment of car-
diac arrhythmias. They represent the best, and often only,
option for patients with ventricular fibrillation.
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INTRODUCTION

Blood is a tissue composed of a fluid medium called serum,
which contains suspended formed elements called blood
cells. These include red blood cells (RBCs), white blood cells
(WBCs), and platelets. The white blood cells are subcate-
gorized as neutrophils, lymphocytes, monocytes, eosino-
phils, and basophils. The relative concentrations of the
white blood cell types, commonly referred to as white blood
cell differential counts, or simply differentials, can provide
important diagnostic information regarding the blood donor.
In fact, the differential is one of the standard diagnostic
tests, ordered by physicians frequently. Originally, differ-
ential counts were obtained by microscopic evaluation of
100 or 200 WBCs at 500- or 1000-fold magnification. In
fact, the microscopic differential counting method remains
the recognized reference method, as per NCCLS H20-A (1).

The first automated hematology analyzer was a cell
counter based on the Coulter Principle, as described in
Ref. 2. According to this principle, a suspension of particles
diluted in an electrolyte-containing aqueous medium is
drawn through minute apertures on either side of which
charged electrodes are positioned. The electrolytic medium
and electrodes are part of an electrical circuit, which can be
direct current (dc) or radio frequency (RF). As a particle
passes through the aperture it raises the impedance of the
circuit because of its insulating properties. The momentary
change in impedance is recorded as a signal pulse in the

form of a voltage. The number of pulses is proportional to
the particle concentration. Additional information about
the particles can be obtained from pulse height analysis.
White blood cell signals may be subcategorized based on
pulse heights as lymphocytesþ basphils, mid-range cells
(monocytesþ other large mononuclear forms), and granu-
locytes (neutrophilsþ eosinophils) (Fig. 1) in order to pro-
vide a so-called three-part differential counting method.
This method is widely used in small laboratories around
the world. Hematology analyzers providing three-part dif-
ferentials are available from all major manufacturers of
hematology instrumentation, and from many small man-
ufacturers.

Since the advent of the Coulter principle, other techni-
ques have been developed that permit the automated
determination of the full five-part differential. Innovative
technology of the current hematology analyzers permits
assessment of the patient’s clinical status through a com-
bination of numeric results, morphology flags, cytograms
and histograms. Significant technological improvements
occurred to the automated analysis of WBCs since the first
edition of the EMD (3). Additional automated information
on abnormal blood cells combined with microscopic smear
review provides an aid in disease diagnosis and patient
monitoring. There is a continuing development of more
sophisticated analysis to perform extended differential
counts that would include differentiation of immature
cells, but methods for standardization are not finalized yet.

This article includes a discussion of the cellular proper-
ties that are used to automatically analyze white blood cells
and describes the techniques used to measure these prop-
erties. Examples are provided of the implementation of
these techniques on commercial hematology analyzers.
Finally, there is a brief discussion of the relative merits
of the analysis methods in terms of result accuracy and
laboratory efficiency.

MEASURABLE PROPERTIES OF WHITE BLOOD CELLS

Morphology

Cell Size. White blood cells are distinguishable from
red blood cells and platelets based on size. In normal
individuals all WBCs are larger than red cells or platelets.
The lymphocytes and basophils are usually smaller than
neutrophils or eosinophils, which are in turn smaller than
monocytes. Cell size is used by all automated hematology
analyzers to distinguish WBCs from other cells in blood
samples, and to further subcategorize WBC types.

Nuclear Size and Shape. White blood cell nuclei may be
classified as mononuclear (single lobed) or polymorphonuclear
(multilobed). Lymphocytes and monocytes are mono-
nuclear; neutrophils, eosinophils, and basophils are poly-
morphonuclear. In normal samples lymphocyte nuclei
are round and monocyte nuclei are kidney shaped and
larger than lymphocyte nuclei. The polymorphonuclear
cells typically have two to five nuclear lobes. The nuclei
of immature neutrophils may be band-shaped instead of
having well-defined lobes. These properties are also used
in all automated hematology analyzers.
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Granule Number and Size. Cytoplasmic granularity is
more pronounced for polymorphonuclear WBCs than
mononuclear WBCs. Also, eosinophil granules are larger
and more numerous than neutrophil or basophil granules.
These properties are used by some automated analyzers to
subcategorize WBC types.

Cytochemistry

RNA/DNA Staining. White blood cell nuclei and gran-
ules contain ribonucleic acid (RNA) and deoxyribonucleic
acid (DNA), which are stained by nucleic acid staining
dyes. These properties are used by some automated ana-
lyzers to subcategorize WBC types.

Enzyme Activity
Peroxidase. Granules in eosinophils, neutrophils, and to

a lesser extent, monocytes, contain peroxidase enzyme,
which catalyzes reactions between peroxide and various
substrates that can result in deposition of dyes on the
granules (4,5). Lymphocyte and basophil granules are per-
oxidase negative. This property is used in some automated
hematology analyzers for subcategorization.

Esterase. Monocytes and neutrophils contain esterase
enzymes, and these enzymes can catalyze reactions that
result in deposition of dyes (6,7). This method can be used
to distinguish monocytes and neutrophils from other cell
types. This property is not currently used in automated
hematology analysis.

Differential Lysis
Basophils. Basophils are more resistant to lysis than the

other WBC types under certain pH conditions (8,9) and this
property is used commercially to distinguish them from the
other WBC types.

Eosinophils. Eosinophils are more resistant to lysis than
other WBC types under certain pH conditions in the pre-
sence of polyoxyethylene nonionic surfactants (10) and this
property is used commercially to distinguish them from the
other WBC types.

Immunocytochemistry

Multidimensional fluorescence flow cytometry uses the
measurement of cell physical properties of cell size and
cytoplasmic complexity, in addition to surface marker
phenotyping using fluorescence-labeled monoclonal anti-
bodies. Monoclonal antibodies have been produced that
are specific to WBC generally, such as, CD45, and to
specific WBC types, such as, CD3 for T-lymphocytes.
These may be labeled with absorbent or fluorescent dyes
for identification.

MEASUREMENT TECHNIQUES

Commercial analyzers use some combination of the follow-
ing six measurement techniques to count WBCs and to
distinguish among their subtypes:

Aperture Impedance

This technique uses the electrical insulation properties of
WBCs in conjunction with the Coulter principle, described
above. As stated, the amplitudes of WBC signals depend on
size and to some extent, intracellular properties. There-
fore, at least three distinct signal amplitude populations
form on impedance signal frequency histograms.

Light Scattering

This technique uses the optical refraction properties of
WBCs. White blood cells, suspended in a medium whose
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refractive index is significantly different (normally lower)
than those of the cells, pass essentially in single file
through a narrow aperture in a clear glass block. The
suspension column is sheathed in a fluid whose refractive
index matches that of the medium. A collimated beam of
typically monochromatic visible light is incident on the
glass cube in a direction that is perpendicular to the
direction of the cell stream. As the cells interrupt the beam
of light, they scatter it in a manner that is characteristic
of their size and refractive index, and to a lesser extent of
their internal properties, including granularity and
nuclear configuration. Each signal pulse corresponds to
an enumerated WBC. Light scattering intensities are a
function of the scattering angle, and intensity measure-
ments are usually made over two, three, or even four
different scattering-angle intervals. The scattering inten-
sity patterns are characteristic of the WBC subtypes. Two-
or higher-dimensional scattering intensity plots form
signal clusters that are associated with different WBC
subtypes. These scatter–scatter plots are called scatter-
grams or cytograms, since they are multidimensional plots
of the scatter signals generated by cells.

Optical Absorption

This technique uses the cytochemical properties of WBCs
that permit the cells to be stained or to accept dye in a
manner characteristic of the cell subtype, in conjunction
with pretreatment of the cells. The measurement process is
similar to that for light scattering, except that a character-
istic decrease in light transmission is measured.

Fluorescence

Fluorescence is the reemission, at a lower frequency, of
light absorbed at a given frequency. Fluorescence signals
are generally larger than absorption signals. This techni-
que uses cytochemical properties, as above, except that the
stain is fluorescent rather than absorptive. This technique
for obtaining WBC differentials should be distinguished
from the immunofluorescence technique that relies on
the lineage-specific expression of cell surface antigens to
produce distinct so-called clusters of designation (CDs).
Although immunofluorescence can be highly specific and
therefore very accurate, it is not used in commercial
hematology analyzers because of the high costs of the
fluorescent-labeled monoclonal antibodies required to spe-
cifically tag the cell surface antigens.

Automatic Pattern Recognition

This method relies upon computerized pattern recognition
algorithms to classify WBCs. Stained blood film slides
are mounted on a microscope stage with motor-driven
advancement of the slide in the plane perpendicular to
the optical axis. Cellular images are captured on CCD
arrays and the images are analyzed by pattern recognition
techniques. A WBC differential can be reported based on
the classifications. The basic technique was developed in
the 1960s by a company called Geometric Data, in a pro-
duct called the Hematrak (11). A current version of this
technology, called Cellavision, is available from a company

called CellaVision, Inc. (1555 Jupiter Park Dr., Suite 6,
Jupiter, FL 33458, www.cellavision.com.

This technique is not widely used because the instru-
mentation, which provides a WBC differential, but not an
absolute count, is expensive. The per-sample cost is also
high. Further, until recently the throughput was low.
Currently, Cellavision claims a throughput of 100 samples
per hour, which is comparable to the throughput of major
automated hematology analyzers.

One advantage of this technique is that the fixed,
stained blood films, which are actual whole blood samples,
can be stored for years. Also, since the positions of the
imaged cells can be recorded, the cells can be recalled for
future manual review. This is not possible with routine
automated hematology analyzers, where the analyzed cell
suspensions are disposed of immediately.

Image-in-Flow

This technology combines flow cytometry and image ana-
lysis. As suspended stained cell flow through a narrow
aperture in an optical flow cell, their images are captured
on CCD arrays. Pattern recognition algorithms analyze the
images and classify the cells. In addition, these instru-
ments act as flow cytometers and provide light scattering
intensities and fluorescence intensities. The scattering
and/or fluorescence data can be displayed on cytograms.
As a result, it is possible to select a point on a cytogram and
display the associated image. The Amnis Corporation Ima-
geStream 100 is an example of such a device (12). Sysmex
Corporation has reported on an experimental version of
such a device, as well (13).

SAMPLE STABILITY

The physical and chemical properties of WBCs are subject
to change in vitro. The extents of these changes depend on
both storage time and temperature. First, WBC swell, then
their membranes become leaky and they release their
granules, and ultimately they autolyse. In addition,
WBC nuclei undergo subtype-dependent configuration
changes in vitro. Degradation is more rapid at ambient
temperatures than under refrigeration. The rate of degra-
dation differs according to the WBC subtype.

Swelling affects both cell size and refractive index. Also,
since the granules are denser than their cytoplasmic med-
ium, the cells become less dense upon granule release, even
without consideration of swelling. Further, granule release
affects the cytochemical properties of WBCs in a subtype-
specific manner.

Generally, cell morphology is less stable over time
in vitro than enzymatic properties, such as peroxidase
and esterase activity. It is also less stable than nucleic acid
staining capability. Therefore, automated analyzers that
use only morphological properties to determine WBC differ-
entials are more limited in terms of the in vitro age of
samples that they can accept for analysis than are analyzers
that use cytochemical properties. For example; automated
analyzers that use light-scattering patterns to distinguish
among WBC subtypes based on differences in morphology,
use either fixed gates based on typical cell patterns to define
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cell populations, or combinations of gates and pattern recog-
nition techniques, such as cluster analysis. Analyzers that
use fixed gates provide inferior discrimination to those that
include cluster analysis, because cell clusters shift as a
result of morphological changes. Even analyzers using clus-
ter analysis cannot distinguish well among cell populations
once these begin to merge due to cell degradation. To the
extent that cell cluster positions can be maintained, these
limitations are overcome. Cytochemical staining based on
enzymatic activity of cells, along with absorption or fluores-
cence measurements, provides added cluster position stability
because of the relative stability of these cellular properties.

SAMPLE PREPARATION

White blood cell concentrations in peripheral blood sam-
ples normally range from 4� 103� 11� 103 per microliter
(mL). Red blood cell concentrations normally range from
4� 106� 5.5� 106 �mL�1, and platelet concentrations from
150� 103� 400� 103 �mL�1. Individually, WBCs, RBCs,
and platelets are mutually distinguishable by size alone.
However, in undiluted whole blood samples the concentra-
tion of RBC is so large that electronic sensors can detect
only a single prolonged signal due to the ever-present red
cells. Given typical signal processing conditions for auto-
mated analyzers, this remains true even at 50-fold sample
dilutions. It is not until approximately a 500-fold dilution
that the signal interference from RBCs in a sample
becomes manageable, but at this dilution only 100 or so
WBCs are counted in a typical cycle in which 50,000 or so
RBCs are counted. This is statistically inadequate for
automated WBC differential determinations. Automated
analyzers deal with this issue by selectively destroying
(lysing) the RBCs in a whole blood sample, by adding
surfactant and/or by reducing the osmolality of the sus-
pension medium. This is usually done at a dilution ratio of
40–100:1 to maintain adequate WBC concentrations for
counting purposes. In the absence of RBCs, at a dilution
ratio of 50:1 as many as 100,000 events can be automatically
analyzed within 10–20 s.

SIGNAL GENERATION

The number of WBC events analyzed by automated hema-
tology systems during a measurement cycle must be con-
trolled. Typically, 5000–10000 WBC events are counted
during the cycle. In addition to controlling the number of
events counted, the systems must control the quality of the
observations made. This is necessary because in both
optical and aperture impedance measurements the signal
generated by a particle in the sensing zone depends on the
position of the particle within the zone. To minimize par-
ticle position variability, the stream of cells in a WBC
suspension is centered within the zone. The cell suspension
is constricted to the center of the zone by enveloping it in a
fluid cladding called a sheath. This constriction is often
referred to as hydrodynamic focusing. Sheathing also
serves to control event frequency.

The signals generated in aperture impedance systems
and in light scatter systems are measures of cellular

properties, such as size, density, granule content, nuclear
size, and shape. The signals in systems using light absorp-
tion or fluorescence measurements are based on the label-
ing of cellular components by various dyes/stains.

Measurement artifacts that can interfere with signal
generation include spurious signals resulting from high
frequency electronic noise; often due to improper electrical
grounding of electrical components. Spurious signals aris-
ing from light output instability, often due to uncontrolled
switching from one laser light emission mode to another.
Truncation of signals or short-term signal intensity varia-
tions associated with either poor hydrodynamic focusing of
cells in the flow stream or misalignment of the stream in the
signal generation path. Signals associated with particulate
matter other than cells. These are often due to impurities in
reagent containers or to precipitation of reagent components
due to mishandling or improper storage.

SIGNAL DETECTION

Aperture Impedance

In both dc current and RF current versions, signals appear
as voltages. Direct currents primarily probe cell size,
whereas RF currents probe cell features, such as granu-
larity, nuclear lobularity, and cell density. Impedance
measurements are by themselves adequate for automated
three-part differentials, but for automated five-part differ-
ential analysis they must be combined with at least one
other measurement.

Light Scattering

Four scatter regions are usually associated with optical
detectors for automated hematology analysis: axial or for-
ward scatter (0–18), low angle scatter (1–58), high angle
scatter (5–458), and very high angle scatter (45–908). The
axial- or forward-scatter detectors are considered to be
sensitive mainly to cell size. Low angle scatter is also
associated mainly with cell size. The higher angle regions
are associated with internal structure, mainly as a result of
multiple scattering from numerous granules and/or from
multilobed nuclei. Although there is an association of low
angle scatter with cell size and high angle scatter with
internal cell properties, both types of scatter depend on
size, refractive index, and internal cell properties. Also, the
angle cutoffs in parentheses are only by way of example
and are not definitive, since smaller segments within these
regions may be selected for optical detection, or the collec-
tion angle range may bridge the regions.

Light Absorption

Light absorption is detected as a loss of transmitted light.
Detectors usually encompass up to �208 of forward light
scatter. The absorption is the difference between the light
transmitted in the absence of and in the presence of a cell.
This measurement technique is use in association with the
selective uptake of an absorptive dye as a result of a
distinguishing chemical feature of a WBC subtype.

Light loss is not identical to light absorption because it
also involves light that is not absorbed, but that is instead
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scattered outside the collection cone of the detector. This is
referred to as pseudoabsorption. In practice, pseudoabsorp-
tion contributes significantly to axial light loss for cells
with large, numerous, and closely spaced granules that
cause multiple light scattering to occur, with subsequent
scatter at relatively large angles.

Light absorption signals are usually smaller than fluor-
escence signals and may also be smaller than low angle
light scattering signals because the combination of dye
extinction coefficient and the short path traversed through
a cell usually results in only minor absorption. Certain
combinations of concentration of granular material and
absorptive dyes, such as eosinophil granules and 4-chloro-
naphthol, provide exceptions. Also, light absorption mea-
surements have low signal/noise ratios because they are
detected as fractional (1% range) reductions in light trans-
mission values, and can have cell-specific pseudoabsorp-
tion contributions.

Fluorescence

Fluorescence detectors are normally placed at 908 to the
incident beam to eliminate the contribution from the light
source. This is not formally required, since the fluorescence
signal is at a longer wavelength than that of the incident
light. Therefore, a wavelength-selective beam splitter may
be placed directly in the transmitted-light optical path,
with the transmitted component following this path and
the fluorescence component a diverted path.

Fluorescence signals are normally larger than absorp-
tion signals by their nature. Also, they have relatively high
signal/noise because they are detected at different wave-
lengths than that of the incident radiation so that there is
no interference from incident radiation. Also, they do not
ride on much larger signals, as in the case of light absorp-
tion (Table 1).

EXAMPLES OF WBC DIFFERENTIAL ANALYSIS ON
HEMATOLOGY SYSTEMS

The systems are listed alphabetically, by manufacturer
name.

Abbott Cell-Dyn 4000 Hematology System and Bayer ADVIA
70 Hematology System

The Cell-Dyn 4000 and ADVIA 70 Systems use similar
methodologies, and will therefore be described under the

same heading. The ADVIA 70 will be described first,
because it is of somewhat simpler design.

The ADVIA 70 Hematology Analyzer (Bayer Health-
Care LLC, Diagnostics Division, Tarrytown, NY) combines
the results of an optical channel and a dc electrical impe-
dance channel to determine the WBC differential count.

In the impedance channel, a blood sample reacts with a
basic reagent that contains a surfactant. The reagent lyses
RBCs while maintaining the integrity of the WBCs. As
stated previously, the WBC types that may be distin-
guished on this basis are lymphocytesþ basophils, which
generate the smallest WBC signals, so-called midsized
cells, which usually contain monocytes, and granulocytes
that include neutrophils and eosinophils. Although mono-
cytes are expected to produce the largest impedance signals
based on their size, they do not do so in this reaction
system. This is because the reagent compromises the cel-
lular integrity of the monocytes more than those of the
neutrophils or eosinophils.

In the optical channel, a whole blood sample is diluted in
a reagent that contains a surfactant to lyse RBCs and a
fixative to maintain the integrity of WBCs. The reaction
mixture is analyzed in the optical flow cell similar in design
to the one described bwlow for the ADVIA 2120 Nuclear
Density Channel. The light source is a laser diode emitting
radiation at 633 nm. The analysis channel includes four
silicon photodetectors, to determine the following: (1) Light
extinction (Ex), which is the loss in transmission along the
axis of incident radiation, (2) small-angle scattering inten-
sity (Sa), (3) wide-angle scattering intensity (Wa), and (4)
Super-wide-angle scattering intensity (Swa).

The analyzer displays two cytograms that are based on
the signals from the four detectors: the Size cytogram is the
graph of the small-angle versus wide-angle signal pairs
and it is used to distinguish among neutrophilsþ eosino-
phils, monocytes, lymphocytes, and basophils. The distinc-
tions are based on a combination of cell size, to which the Y-
axis signals (small-angle) are most sensitive, and refractive
index, to which the Y-axis signals (wide angle) are most
sensitive. The other is called the Structure cytogram and is
used to distinguish eosinophils from the other white cell
types based on the eosinophils’ internal structure. Eosino-
phils have larger, more numerous granules than the other
white cell types. These granules scatter more light into
larger angles than the other white cell types do because of
multiple scattering of incident radiation among the gran-
ules. This diffuses the scattered radiation into larger
angles than would result from single scattering.
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Table 1. Measurement Techniques Used by the Major Manufacturers of Automated Hematology Analyzers for Routine
Five-Part WBC Differential Determinationsa

Hematology System/Manufacturer dc Impedance RF Impedance Scatter Absorption Fluorescence

CD4000/Abbott X X X
Pentra 120/ABX X X X
ADVIA 2120/Bayer X X
ADVIA 70/Bayer (X)a X
LH750/Beckman Coulter X X X
XE-2100/Sysmex X X X X

aTechniques used for other than routine analyses are not included.



The ADVIA 70 optical channel analyzes 10,000 cells for
each sample and it provides the WBC percentages only. In
combination with the absolute WBC count from the impe-
dance channel, the system provides the absolute white cell
type counts. The system also compares the lymphocyte and
granulocyte percentages from the two channels as a cross-
check of results validity and to flag for the presence of
abnormal WBC types.

Figure 2 shows associated Size and Structure cyto-
grams. The populations in each figure are labeled and they
correspond to lymphocyte signals, mid-range cell signals,
and granulocyte signals, respectively. The lymphocyte sig-
nals occupy the region closest to the origin since they are
the smallest cells and have relatively low refractive index
values. The monocyte signals appear higher along the Y-
axis, but only slightly to the right of lymphocytes because
they are the largest cells, but also have the lowest refrac-
tive index values. The Neutrophilþ eosinophil signals
appear highest along the Y-axis and furthest along the
X-axis because they are larger than lymphocytes and have
higher refractive index values than either monocytes or
lymphocytes. The basophil signals occupy the region below
and to the right of monocyte signals, based on a combina-
tion of their sizes and refractive index properties. In the
second panel of Fig. 2, the eosinophil signals are located
higher along the Y-axis, which corresponds to super-wide
angle signal intensity, than signals from the other cell
types because of the multiple-scattering properties of the
eosinophil granules.

The Cell-Dyn 4000 Hematology System (Abbott Labora-
tories, Abbott Park, Ill.), is similar in its routine WBC
differential analysis technology to the ADVIA 70. It uses
both impedance measurements and optical measurements
for counting and differentiating WBC types (14–16).

The system differs from the ADVIA 70 system in two
ways. First, it uses a 488 nm argon-ion laser instead of a
633 nm diode laser. Scattering patterns are sensitive to
wavelength, so that scattering intensity at a given angle is
different for 488 nm illumination than 633 nm illumination
(16). Second, the CD4000 system distinguishes eosinophils
from neutrophils based on 908 depolarized-light scatter
‘‘90D’’ versus 908 polarized-light scatter ‘‘90’’ (Figs. 3–4).

According to the manufacturer, 908D measurement is
especially sensitive to granularity, whereas 908 polarized
light is sensitive to lobularity. Since eosinophil granules
are generally larger and more numerous than those of
neutrophils, they are expected to scatter more light into
90D than neutrophils.

The underlying concept in 90D measurement is the
multiple scattering experienced within eosinophils. As
the initially polarized light scattered from the first granule
encountered is incident on subsequent granules, the polar-
izarion state of the light is progressively scrambled, so that
the depolarized component of light increases at the expense
of the polarized component.

ABX Pentra 120 Hematology System

The Pentra 120 Hematology System (ABX, Montpellier,
France) uses a combination of dc impedance and light
absorbance to determine the routine WBC differential
count (17–21). Two reaction mixtures are prepared by
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Figure 2. Differentiation of WBC
populations based on impedance
measurements—ADVIA 70 cytograms.

Figure 3. Differentiation of WBC populations based on light-
scattering intensity Cell-Dyn 4000 0-degree vs. 10-degree scatter
Cytogram.



the system. In one, the sample is first mixed with a reagent
called Eosinofix, that lyses RBC and stains WBC differen-
tially with chlorazol black, based on cell granularity. The
mixture is subsequently diluted with a reagent that stops
the reaction process in the first mixture. The suspension
passes through a single flow cell that measures both the dc
impedance of the WBC and their absorption of incident
488 nm radiation from the argon–ion laser. The resulting
signals are displayed on a cytogram, where the X-axis
corresponds to cell volume based on dc impedance, and
Y-axis corresponds to light absorption (Fig. 5). On this
cytogram, lymphocyte signals are clustered nearest to
the bottom of the X-axis since they are typically the smal-
lest WBC type. Neutrophil signals are higher along the X-
axis since they are larger than lymphocytes. Monocyte and
eosinophil signals are higher still, and at roughly the same
height, based on their size. Lymphocytess signals are closest
to the bottom of the Y-axis because they effectively do not
stain with chlorazol black. Monocyte signals are slightly
higher because monocytes stain weakly. Neutrophil signals
are higher because they stain more heavily, and eosinophil
signals are the highest because they stain the most.

This cytochemical staining method is similar to that
used on the ADVIA 2120 system. Indeed, this cytogram is
similar in appearance to the Peroxidase Channel cytogram
of the ADVIA 2120 system when rotated through 90 and
viewed in reflection.

In the second reaction mixture RBCs, as well as all
WBCs except for basophils are lysed in a reagent called
Basolyse (Roche Diagnostics). The resultant reaction mix-
ture passes through the same flow cell as used for the first
reaction mixtures and the dc impedance signals of the WBC
are recorded (Fig. 6). The intact basophils produce dis-
tinctly larger signals than the other WBC types, and are
enumerated on this basis. The basophil count is subtracted
from the lymphocyte count obtained from the Eosinofix
reaction mixture. This method of enumerating basophils is
chemically similar to those used in both the Bayer ADVIA
2120 and Sysmex XE-2100 systems.

Bayer ADVIA 2120 Hematology System

In the ADVIA 2120 Hematology System (Bayer Health-
Care LLC, Diagnostics Division, Tarrytown, NY), the
results of two optical channels, the Peroxidase Channel
and the Lobularity/Nuclear Density Channel, are com-
bined to produce the white blood cell differential count
(8,9,22,23).

The Peroxidase Channel measures the peroxidase activ-
ity inherent in the WBC types, along with differences in
cell type size, to distinguish among the cell types. A whole
blood samples is mixed first with a reagent that lyses the
sample’s RBCs and fixes the WBCs, and two additional
reagents that contain hydrogen peroxide and the dye
4-chloronaphthol are added to the mixture. The cells’
native peroxidase enzyme catalyzes the reaction of the
peroxide with the naphthol, resulting in the precipitation
of the dye on the cells’ granules. After a few seconds of
incubation, the cell suspension is then passed through an
optical flow cell for analysis. Two silicon photodetectors
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Figure 4. Differentiation of eosinophils from other WBC popula-
tions based on polarized vs. depolarized light scattering intensity-
Cell-Dyn 4000 polarized light vs. depolarized light Cytogram.

Figure 5. Differentiation of WBC populations based on DC
impedance (to yield volume) and light absorption due to staining
by chlorazol black-ABX Pentra 120 volume vs. light absorption
cytogram.

Figure 6. Differentiation of basophils from other WBC populations
based on DC impedance (to yield volume)- ABX Pentra 120 volume
frequency histogram.



are located such that one collects a component of the
small-angle scattering intensity, and the other senses
the drop in light transmission due to light absorption
by the 4-chloronaphthol deposited on the cells’ granules.
A fixed volume at known dilution passes through the flow
cell, so that an absolute concentration of cells can be
determined. A peroxidase cytogram for a normal blood
sample appears in Fig. 7.

The cell types are labeled, including ‘‘noise’’, which
consists mainly of platelets. The positions of cells in certain
regions of the peroxidase cytogram reflects cell morphol-
ogy. The lymphocytes are typically the smallest cells and
are also peroxidase-negative. Therefore, they appear along
the lower part of the Y-axis, which represents the low angle
scattering intensity and to the left along the X-axis, which
represents light absorption and is sensitive to transmission
loss. The LUCs (large unstained cells) are also peroxidase
negative, but are larger than normal lymphocytes, so that
their signals appear higher along the Y-axis, but at about
the same position along the X-axis. Monocyte signals
appear above and to the right of normal-sized lymphocytes.
They are larger than lymphocytes and slightly peroxidase-
positive. Neutrophil signals appear slightly above mono-
cyte signals and to their right. They are typically smaller
than monocytes but more peroxidase-positive. Finally,
eosinophils, which are typically as large as or larger than
neutrophils, have signals that appear to the right of and
below the neutrophils.

The Lobularity/Nuclear Density Channel, also called
Basophil channel uses the following two WBC features
to distinguish among the cell types:

1. Basophils are significantly more resistant to lysis
under acidic conditions than the other white cell
types.

2. Mononuclear cell nuclei (MNs) scatter light in a
different manner than polymorphonuclear nuclei
(PMNs). The PMN scattering intensity depends on

the number of nuclear lobes; the more lobes per
nuclear volume, the greater the low angle scattering
intensity.

In this channel, a whole blood sample is mixed with a
reagent that is acidic and contains a surfactant. The
reagent lyses RBC and platelets, and strips all white cell
types of their cytoplasm except for basophils. The reaction
mixture is passed through an optical flow cell for analysis.
The measurement includes light scattered at� 2–38 off the
axis of the incident beam, and the other measuring light
scattered at �5–158.

The Lobularity/Nuclear Density Channel cytogram
with cell types labeled is shown in Fig. 8. The basophils,
which remain intact, scatter significantly more light than
the much smaller nuclei of the other white cell types.
Therefore they appear in the upper region of the Y-axis,
which corresponds to 2–38 scattering. The nuclei appear
near the bottom of the Y-axis due to their small size.
However, since the nuclei have a higher refractive index
than that of the intact basophils, at least some of them
appear to the right of the basophils along the X-axis, which
corresponds to 5–158 scatter. As noted above, scattering
intensity is a nonlinear function of both size and refractive
index. Further, it depends on the number of scattering
particles encountered at one time in the sensing zone. The
lobes of MNs are single scatterers, whereas the lobes of
PMNs behave to a first approximation as multiple scat-
terers. The scattering pattern of the MNs is due to a
combination of their single-lobed nature and their rela-
tively low refractive index. The scattering pattern of the
PMNs is due to a combination of their relatively high
refractive index and the number of nuclear lobes.

The ADVIA 2120 system uses the Peroxidase Channel
results to determine the percentages and absolute numbers
of neutrophils, eosinophils, monocytes, lymphocytesþ
basophils, and LUCs, and to provide a WBC count for
comparison with the Nuclear Density Channel WBC count.
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Figure 7. Differentiation of WBC populations based on
cytochemistry – ADVIA 2120 Peroxidase Channel Cytogram.

Figure 8. Differentiation of WBC populations based on scatter
measurements – ADVIA 2120 Nuclear Density Channel Cytogram.



The primary WBC count determined and the number
and percentage of basophils is determined in this channel.
The absolute white cell subtype counts are computed as the
product of the differential percentages and the primary
WBC count. The system uses the additional information
provided by the MN and PMN percentages and counts, and
the Peroxidase Channel WBC count to cross-check the
validity of the results of the two channels and to test for
the presence of abnormal cells.

Beckman Coulter LH 750 Hematology System

The LH 750 Hematology System (Beckman Coulter, Hia-
leah, FL) uses VCS technology for routine WBC differential
analysis (24–27). In the VCS technology (Volume/Conduc-
tivity/Scatter), the RBCs in an aliquot of blood are lysed in
one reagent and then the WBCs are stabilized in a second
reagent. The stabilized WBC suspension passes through a
single quartz flow cell that is used for both electrical and
optical measurements.

Cell volume (V) is determined based on dc impedance
signals. The RF impedance signals provide information
about internal structure, such as nuclear volume and
internal chemistry. Light scattering signals from 10 to
708, called median angle light scattering (MALS) provide
information about cell granularity and lobularity. Since
both RF signals and light scattering signals depend on cell
size as well as on internal structure, whereas dc impedance
is considered to be a function of size only, the RF signals
and scattering signals are corrected for the contribution
due to cell size, based on the dc signals. The resulting RF
signals are called ‘‘opacity’’ because the signals are con-
sidered to be sensitive primarily to the density of internal
components. For example, opacity is used to distinguish
normal lymphocytes from variant lymphocytes, because of
characteristic differences between the two cell subtypes
in nuclear/cytoplasmic ratio. The volume-compensated
MALS signals are called Rotated Light Scatter (RLS)
signals. Volume compensation serves to better separate
eosinophils from neutrophils on the one hand, and mono-
cytes from lymphocytes on the other hand.

The WBC differential data are displayed as V (DC
impedance) signal intensity versus RLS (compensated
MALS) intensity signals (Fig. 9). In this cytogram, lym-
phocytes and monocytes appear to the left along the RLS
axis, since they are mononuclear. Monocytes appear above
lymphocytes along the V axis since they are larger. In fact,
for normal samples they are highest along the V axis since
they are the largest cells. Neutrophils and eosinophils
appear to the right along the RLS axis, since their nuclei
are polymorphonuclear and they have granularity. Eosi-
nophils appear further to the right than neutrophils,
because of their larger, more numerous granules. Baso-
phils appear to the right of and somewhat above lympho-
cytes, based on size, lobularity, and granularity.

Sysmex XE-2100 Hematology System

The XE-2100 Hematology System (Sysmex Corporation,
Kobe, Japan) combines fluorescence, forward and side
scatter, and dc and RF impedance to determine the five-
part WBC differential (Sysmex 28-36). It also provides

absolute and differential counts of immature WBC, includ-
ing bands, metamyelocytes, myelocytes, promyelocytes,
and myeloblasts as part of the routine differential analysis
(28). Three aliquots of whole blood are separately reacted
and analyzed.

One aliquot is diluted with a reagent that lyses RBCs
and compromises the integrity of WBC membranes, except
for basophils. The suspension is passed through an optical
flow cell, the suspended cells interrupt a beam of red light
from a laser diode, and the forward scattering intensity and
side scattering intensity are measured (Fig. 10). The baso-
phils in the suspension produce larger forward scatter and
side scatter signals than the other WBC types because they
are larger, having retained their cellular integrity and
their granules. This method for determining the basophil
differential count is similar to that used by the ADVIA 2120
system.

A second aliquot is first diluted with a reagent that lyses
the red blood cells and permeabilizes the membranes of the
white blood cells to the passage of a red-fluorescent poly-
methine dye that stains RNA/DNA (29,30). A second
reagent containing the dye is then added. As the suspended
cells pass through the optical flow cell and interrupt the red
laser-diode beam, the side fluorescence and side scatter
signal intensities are measured (Fig. 11). Lymphocytes and
monocytes produce larger fluorescence signals than neu-
trophils, basophils, or eosinophils in this reaction channel.
This is presumably because the dye preferentially stains
RNA, and lymphocytes and monocytes contain more cyto-
plasmic RNA than neutrophils, basophils, or eosinophils.
On the other hand, lymphocyte and monocytes produce
smaller side scatter signals than neutrophils and baso-
phils, which in turn produce smaller side scatter signals
than eosinophils. The mononuclear cells scatter least
because they are less refractile than the polymorphonuclear
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Figure 9. Differentiation of WBC populations based on DC
impedance (to yield volume) and light scattering intensity-
Beckman Coulter LH 750 volume vs. RLS cytograms.



cells. Neutrophils and basophils scatter less than eosino-
phils because they lack the side scatter component provided
by eosinophils’ large, numerous granules.

A third aliquot of blood is diluted with a reagent that
lyses RBCs and maintains the cellular integrity of imma-
ture WBC types in preference to that of mature WBC. The
cell suspension is passed through a narrow aperture on
either side of which is an electrode. The electrical circuit,
completed by the electrodes and the conductive reaction
suspension medium, carries both a dc and RF current. The
RF and dc impedance signals are measured for each cell as
it passes through the aperture (Fig. 12). The mature WBCs
and immature white cells produce RF signals of similar
magnitude, but the immature cells produce larger dc sig-
nals. In this reaction mixture their cellular membrane

integrity is superior to that of the mature white cells,
and the conductivity of the mature cells is reduced because
of the compromised cell membrane integrity.

Abbott Cell-Dyn 1700, ABX Micros 60, Bayer ADVIA 60,
Beckman Coulter Ac�T Diff, Sysmex KX-21N

The above are examples of aperture impedance devices
for determining three-part differentials, as described
above.

MEASUREMENT TECHNIQUE VERSUS ACCURACY
OF RESULTS AND LABORATORY EFFICIENCY

All of the automated five-part differential analyzers
described above provide an accurate five-part differential
counts for fresh, normal samples as per the specifications
listed in the respective operator’s manuals. Differences in
performance arise for samples stored in vitro longer than
8 h at room temperature or >24 h at 48 centigrade, as
discussed above. Even larger differences may arise for
samples with abnormal morphological and/or cytochemical
properties. If the cells in the blood samples are morpholo-
gically abnormal, but retain their cytochemical properties,
then analyzers using cytochemistry will provide accurate
enumeration while analyzers using morphological proper-
ties will not. On the other hand, retention of cytochemical
properties may mask an important underlying cause of
abnormal morphology that morphological analysis may
reveal through abnormal cytograms.

Laboratory efficiency can be evaluated in terms of
throughput and cost. All of the major analyzers produce
at least a hundred five-part differential results per hour.
Also, the per-test cost, which includes reagents and instru-
mentation, as well as associated laboratory overhead, such

DIFFERENTIAL COUNTS, AUTOMATED 419

Figure 11. Differentiation of WBC populations based on fluores-
cence intensity and side scatter intensity. Sysmex XE-2100 side
fluorescence vs., side scatter cytogram.

Figure 12. Differentiation of immature WBC populations from
mature WBC populations based on RF and DC impedance Sysmex
XE-2100 RF vs. DC cytogram.

Figure 10. Differentiation of basophils from other WBC popula-
tions based on light scattering intensity. Sysmex XE-2100 forward
scatter vs. side scatter cytogram.



as space and lab personnel, does not vary significantly
among manufacturers. However, throughput is affected
by factors other than analyzer speed. Even though an
analyzer can report 100 results per hour, the laboratory
routinely does not immediately release the results without
review. The reviews invariably trigger a re-analysis of
some fraction of the results. Reanalysis rates, also called
review rates, may vary from 10 to 60% depending on a
number of factors, listed below. Effective management of
review rates optimizes laboratory throughput by creating
the proper balance between throughput and accuracy of
results. This balance in turn bounds the cost of laboratory
operations.

Since the review rate significantly affects laboratory
efficiency, it is important to list the factors affecting the
review rate, in order to compare the performance of dif-
ferent types of analyzers with respect to these factors. The
factors include type of laboratory; donor population; sam-
ple age; review criteria.

If the laboratory is in a hospital, then the samples it
receives will usually be fresh (<8 h postvenipuncture), so
that differences in analyzer performance associated with
sample stability will not be a factor. If it is a reference
laboratory, which typically receives samples that are 4–48
h old, then these differences may significantly impact the
review rate. Analyzers that use cytochemical properties of
cells such as enzyme activity or nuclear staining to deter-
mine differentials may provide more reliable results and
therefore reduce review rates than analyzers that use cell
morphology alone to determine differentials.

If the donor population is comprised of mostly normal
donors, such as occurs in labs that perform screens for
insurance companies and the like, then the review rates
can be expected to be low and any of the automated
analyzers will provide good results. In this donor popula-
tion, differences in the low review rate will depend more on
differences in analyzer reliability than on differences in
method accuracy. If the donors are from a general hospital
population where a wide range of conditions apply, then
technologies that are robust with respect to hematologic
variations can be expected to produce a lower review rate
than technologies that are suited to only narrow ranges of
hematologic conditions. Hematologic variations may
include wide swings in WBC concentration, wide swings
in differential ratios, cell morphology abnormalities includ-
ing size variations, changes to nuclear properties and
changes to cytochemical properties. If the donor popula-
tions are well defined, such as oncology patients, newborns,
end-stage-renal dialysis patients, thalassemics, sickle cell
disease sufferers and so on, then analyzers whose measure-
ment techniques are best suited to the given population
should be selected, in order to optimize review rate.
Although sample age correlates strongly to laboratory
type, it also comes into play when samples that are
normally run fresh must be stored for extended periods
before being analyzed. In this case, analyzers that use
more stable cellular properties for analysis and that are
also accurate over a wide range of hematologic conditions
are preferred.

Although review criteria are expected to vary widely
based on differences in sample age and donor population,

they can still vary widely even among laboratories of like
type and among laboratories that handle the same types of
patient populations. The reason is that there is wide
latitude among laboratories in what is considered an
accurate result and in what is considered an abnormal
result. Therefore, variability in review rate is probably
attributable more to the lab’s choice of criteria than to
any methodology-related factors.
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INTRODUCTION

The term ‘‘angiography’’ is derived from the Greek angeio-,
meaning blood vessel, and graphein, meaning representa-
tion of a specified object (1). Thus, a very general definition

of angiography would be ‘‘the representation of blood ves-
sels’’. Angiography is a technique that allows visualization
of any aspect of the human circulatory system. The prin-
ciple of angiography is to increase the conspicuity of blood
vessels during imaging by displacing the blood within the
vessels of interest with a contrast medium, although this
definition does not necessarily hold true for all imaging
modalities. Whether it is the venous system, cardiac
arteries, or the abdominal aorta, whenever diagnostic
information is needed on a patient’s vasculature, some
form of angiography is likely to be employed. This article
will be structured as follows: a brief history of angiography,
the advent of digital subtraction angiography (DSA), non-
catheter/noninvasive angiographic techniques, and finally
a discussion on the future of vascular imaging.

A BRIEF HISTORY AND OVERVIEW

The first angiography was performed shortly after Wilhelm
Roentgen’s discovery of the X ray. In January of 1896,
Mr. Hascheck and Dr. Lindenthal, of the Physicochemical
Institute in Vienna, produced the first angiogram by inject-
ing Teichmann’s mixture into the arteries of a cadaver’s
hand and imaging the hand using X rays, shown in Fig. 1 (2).
Born from this experiment was the field of vascular imaging,
and for the next 90 years, angiography was the field’s
principal technique. In this section, the explanation of
angiography are described in terms of X-ray imaging for
the sake of simplicity. The overall principles of X-ray angio-
graphy generally hold true for all modalities. Yet, there are
important deviations when utilizing other imaging technol-
ogy, which are noted and explained in subsequent sections.

The principle behind all radiographic imaging is differ-
ential X-ray attenuation. As an X-ray beam passes through
an object, the intensity of the beam is attenuated, or
diminished, in proportion to the density and thickness of
the object. This attenuation can be modeled by the follow-
ing equation:

I ¼ I0e�mt

where I is the X-ray intensity after the original X-ray beam,
with intensity I0, passes through an object with a thickness
of t and a linear attenuation coefficient ofm. For this article,
assume that beam attenuation is logarithmically propor-
tional to the attenuation coefficient, which in turn is lin-
early proportional to the material density.

Returning to radiographic imaging, materials with dif-
ferent density attenuate X-rays to differing degrees. Thus,
a radiographic image is formed when an X-ray beam passes
through an object, and is then captured on the other side by
a radiosensitive fluorescent screen. The screen changes
based on the X-ray intensity: The more intense the
X-ray beam is, the greater the screen fluoresces and visa
versa. However, there must be significant differences in
material density to produce an image. For example, the
femur (bone) is easily identified in an X-ray study of the leg,
but differentiation between skin and muscle is nearly
impossible. This is due to the fact that bone is significantly
denser than the surrounding tissue: Skin and muscle have
similar densities, and therefore attenuate X rays in a
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nearly identical fashion. This attenuation homogeneity
is true for many tissues in the body, including blood and
blood vessels; hence the need for a dense contrast medium
to discriminate the blood vessels from the adjacent
tissues.

In Fig. 1, Teichmann’s mixture was used as a contrast
medium to image the blood vessels of a cadaver’s hand.
Teichmann’s mixture is a dense liquid containing lime,
mercury, and petroleum (2). Injection of the mixture dis-
placed the blood within the vessels; as the X-ray beam
passes through the hand, the material within the vessels
significantly attenuates the beam, and results in the visua-
lization of the vessels in the resultant image. For the next
90 years, the main changes to this technique would be the
contrast material and its delivery technique. Iodinated
agents have become the main contrast medium for X-ray
angiography. Furthermore, catheter guided injections
became the predominate means to deliver a contrast injec-
tion in a localized region of interest (ROI). This technique
utilizes a small puncture to a main artery, where a guide
wire is inserted and routed through the arterial system and
parked at a location proximal (upstream) of the ROI, where
the contrast agent is delivered. This technique will be
explored further in the subsequent section.

The field of radiology has arguably incurred the greatest
paradigm shift of any medical field resulting from the

introduction of practical computing technology. Research
in digital imaging began in the late 1960s and early 1970s
and clinical applications were realized in the 1980s. Two-
dimensional (2D) X-ray imaging was the first digital appli-
cation on the clinical radiology scene. In a general sense,
film was replaced with the digital capture of X-ray images.
This change to digital imaging brought vast and immedi-
ately benefits, essentially falling into three categories:
time, money, and quality. Digital imaging created near
instantaneous X-ray images, eliminating the costly and
time consuming process of developing film. Relative to
angiography, this allowed radiologists to immediately
ascertain whether or not the contrast injection was ade-
quately captured during imaging, which was previously
delayed by the lengthy film developing process. Postpro-
cessing of the digital images had a revolutionary effect on
image quality. Although the resolution of the digital
images was about a fivefold decrease relative to film, the
ability to digitally manipulate images far outweighed this
loss in resolution. Radiologists could instantly adjust the
contrast and brightness of an image, yet the most signifi-
cant gain in the quality of angiographic imaging was the
advent of digital subtraction angiography.

DIGITAL SUBTRACTION ANGIOGRAPHY

Digital subtraction angiography (DSA) undoubtedly
revolutionized angiography and the field of vascular ima-
ging as a whole. This is currently the gold standard
against which all emerging vascular imaging techniques
are compared, however, subtraction imaging is not a new
technique to the field of radiology. It was first theorized in
the 1930s that if a radiograph were taken before a con-
trast injection and another as the contrast passes through
the imaging window, it would be possible to subtract out
everything but the contrast within the vessels (3). The
goal of subtraction is to remove the nondiagnostic arti-
facts in the X-ray image; organs, bones, surgical staples,
metallic implants, and other fairly dense objects that
can overshadow the contrast enhanced vessels as they
intersect within the imaging plane. Essentially, when
the enhanced vessel crosses a dense object, it becomes
indistinguishable from the artifact on the radiographic
image and can significantly impede interpretation. Man-
ual film-subtraction angiography proved to be extremely
valuable to the field of vascular imaging. Yet this process
is expensive and time consuming: a single subtracted
image involves complicated film development that usually
requires multiple attempts before a usable image is
produced.

The key principle behind image subtraction is the acqui-
sition of a preinjection image, or mask image. Essentially,
if two images are taken of the same motionless object, and
the first image is subtracted from the second, the resultant
image should be blank. If, however, there is any change to
the object between the two image captures, only the dif-
ference will be visible when the first image is subtracted
from the second. For example, in Fig. 2a, there is an image
of an apple. Figure 2b represents the same apple, taken
with the same camera in the same position, but with an
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Figure 1. Radiograph of cadaver hand with contrast injection.
(Copyrighted # by Radiology Centennial, Inc.)



interval of several days in between the two images. Within
this time interval, the apple became spotted, while its
shape did not change. Each image is a grayscale matrix
of 200� 200 pixels; each pixel has a grayscale value from
0 to 255. The first image matrix, or mask matrix, will be
denoted by M and the second image will be denoted by I. To
subtract the two images, it is necessary to subtract each
matrix entry in the second image from its corresponding
entry in the mask image, giving the subtracted image
matrix, S, represented by this formula:

S ¼ I �M

The resultant image, S, displays only the spots on the apple,
while everything else in the image is black. Black repre-
sents zero on the grayscale image, thus all points in the two
image matrices that did not become zero when the images
are subtracted. The next step is to equalize the histogram
of the resultant image.

A histogram is a plot representing the relative occur-
rence of pixel values in an image; the x axis contains the
pixel values, 0–255, and the y axis contains the number of
times that pixel value occurs in the image. An image that is
very dark will have a histogram that is weighted toward
the origin, as black would be the predominant pixel value
and is represented by zero on grayscale images. Very light
images are weighted toward the outer boundary because
white is represented by 255. Upon close examination, the
subtracted image in Fig. 2c does not exactly match the
change in the two previous images. White spots were added
to the second image and the subtracted image shows
similar spots, but not perfectly white spots. It is necessary
to adjust the histogram of the image after subtraction of the
two images, due to the fact that subtraction does not result

in an image with an equalized histogram. An image with an
equalized histogram has pixel values that are spread
throughout the histogram. Figure 3a represents the histo-
gram of the original apple image (Fig. 2a). The background
of the image is white, and therefore the histogram is
weighted toward the outer boundary. However, there is
also a fairly equal spread of pixel values throughout the
entire range. In comparison, Fig. 3b shows the histogram of
the subtracted apple image (Fig. 2c). This histogram
weighted heavily toward the origin and does not have pixel
values throughout the entire range. The reason for this
compressed histogram is beyond the scope of this article,
but it is a general rule that the resultant image from
subtraction will have a compressed histogram. The next
step is to utilize an algorithm that equalizes the histogram
by spreading the pixel values out over the entire range.
Figure 3d shows the subtracted image after its histogram
(Fig. 3c) was equalized. Now, the subtracted image is a true
representation of the change in the original image.

Digital subtraction works well in optimal conditions
where the camera and object do not move within the
interval that the two images are taken. However, real-
world implementation presents a host of issues, the most
prevalent being patient motion. Imaging equipment is
generally very precise in its positioning, that is, it does
not deviate from its expected location. Patients tend to shift
position in between the contrast and mask image capture,
the side effect of which is the introduction of artificial
artifacts in the subtracted image. An example of such
artifact introduction is given in Fig. 4, where one of the
two images has been shifted to the upper right quadrant. In
some cases, the patient motion is due to discomfort, as the
contrast medium tends to displace oxygenated blood within
the vessels that may result in a burning sensation. Another
source of patient motion can be organ movement, which can
similarly introduce motion. In either case, motion results
in image artifacts that can impede diagnostic interpreta-
tion. It is possible to compensate for these movements,
given that the movement is a linear translation within the
imaging plane. Simply shifting the contrast and mask
images can realign the objects within the image, which
will minimize the induced artifacts. In film-based image
subtraction, this shifting can require multiple attempts
before a usable image is produced because there is much
time involved with developing the subtracted image. How-
ever, with digital imaging, it is possible to instantly manip-
ulate the position of the two images. This technique is
termed pixel shifting, as one generally shifts the images,
pixel by pixel, until the objects are aligned within the
images. Unfortunately, a significant amount of patient
movement does not occur linearly within the imaging
plane. Movement is nonlinear if the patient rolls their
body, extends their limb, or any movement that is not
translational within the imaging plane (the patient table
can be representative of the imaging plane in most cases). A
technique has recently been developed to adjust for such
nontranslation movement. Although the details are beyond
the scope of this article, essentially a map is created of
objects both within the mask and contrast images. An
algorithm compares the two maps and adjusts, or
stretches, the images based on differences within the maps.
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Figure 2. (a) Original picture of apple. (b). Apple after time
elapsed and became spotted. (c) Digital subtraction of Fig. 2a
from 2b.



Now that digital subtraction imaging has been covered,
a brief explanation of DSA follows. A typical DSA proce-
dure begins with the insertion of a catheter in the femoral
artery, as shown in Fig. 5. A guidewire is inserted through
the catheter and routed to a position proximal (upstream)
to the vessels of interest, through which a contrast delivery
sheath is inserted. The next step depends on the purpose of
the study: if the clinician solely wishes to view one parti-
cular area, for example, the abdominal aorta, they will take
a single mask image, inject and image the contrast, and
then perform digital subtraction. If, however, the clinician
wishes to perform a runoff sequence, where the peripheral
vasculature isstudied, theywillprogramtheimagingequip-
ment to follow a series of imaging stations. These stations
are required because the desired image is significantly
larger than the actual imaging window. Thus, many frames,
or stations, overlap each other and follow the vessels of
interest until their termination at the extremities. Once

the stations are programmed, the imaging apparatus steps
through the programmed sequence and captures a mask
image at each station. Next, the machine returns to the first
station,andwhentheclinicianisreadyto inject thecontrast,
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Figure 3. Histogram of Fig. 2a. (b) Histogram of Fig. 2c. (c) Histogram of Fig. 3d. (d) Figure 2c after
histogram equalization algorithm applied.

Figure 4. Example of digital subtraction when object shifts
between original and mask frame.

Contrast
injector

Catheter
access
puncture

Figure 5. Diagram of DSA contrast delivery technique.



the machine begins imaging the first station at a set capture
rate (typically 3–5 frames � s). The clinician injects the con-
trast and watches the viewing monitor for the contrast
arrival at the first station. When the contrast reaches the
lowerportionofthefirststation, theytriggersthemachineto
advance to the next station, which is always distal (down-
stream) to the previous station. Once the contrast passes
through the second station, the clinician triggers the
machine to the next station, and this process is repeated
until the contrast reaches the final station. Digital subtrac-
tion is performed at each station, and the final step is
merging the subtracted images from each station into a
single image of the patient’s peripheral vasculature. One
of the most recent advances in DSA has come through flat
panel technology. In traditional X-ray imaging systems, the
X-ray beam is passed through the patient and captured with
a scintillator, which is a screen that fluoresces in proportion
to X-ray intensity. Typically, a camera captures the lumi-
nescence from the screen and transfers this image digitally
to a computer. Flat panel technology replaces this system
with complementary metal oxide semiconductor (CMOS)
detector panels, which can be thought of as radiosensitive
charge coupled device (CCD) chips. Essentially, the panel
is a matrix of radiosensitive pixels, which monitor the
X-ray beam intensity at each pixel. The intensity level from
each pixel is converted to a digital signal, which is then
reconstructed to form an X-ray image. This system
bypasses the need for the scintillator screen and camera
setup by capturing the X-ray beam directly. The benefits of
flat panel technology are an increase in resolution and
elimination of geometric distortion resulting from the nat-
ure of the optical camera system. Another advance in DSA
technology is three-dimensional (3D) imaging, where the
imaging system rotates around the patient table, capturing
images at different angles, from which 3D images are recon-
structed.

NON-CATHETER/NONINVASIVE ANGIOGRAPHY

Non-catheter/noninvasive imaging technologies, especially
3D technologies, have created the next paradigm shift in
vascular imaging. The principles of such imaging technol-
ogies will not be discussed in this article, as such informa-
tion can be found in this Encyclopedia within the respective
modality articles. This section will begin with single detec-
tor-row computed tomography (CT) X-ray imaging, which
became commercially available in the 1980s. This technol-
ogy was able to reconstruct 2D axial slices (images) of the
patient. In a similar technique to DSA, iodinated contrast
agents were injected into the vasculature during CT ima-
ging, which produced basic 2D contrast enhanced vascular
images. This technique could be considered fairly rudimen-
tary as compared to today’s standards. Yet, it did allow
clinicians to view patient’s vasculature in relation to the
rest of the body, instead of the enhanced vasculature being
superimposed upon the rest of the body, as in DSA. As CT
advanced, so did CT technology. Soon, multirow detector
arrays were introduced to CT, which revolutionized vas-
cular imaging. Multirow detectors increased longitudinal
coverage and image resolution. It allowed for 3D images to

be produced, along with increased visualization of small
vessels. However, the greatest contribution of multirow
detectors was the increased scanning speed. As scan time
decreased, conspicuity increased because patient motion,
and therefore the resulting artifacts, was less prevalent.
Further benefits resulted from the noninvasive nature of
this technique. Instead of catheter based contrast delivery
in DSA, the iodinated contrast is injected intravenously, as
shown in Fig. 6. The contrast travels from the venous
system to the right side of the heart, through the pulmon-
ary system, and then back to the left side of the heart where
it is pumped throughout the arterial system. The contrast
can be imaged wherever diagnostic information of vessels
is needed. This technology greatly decreased the time and
cost associated with an angiographic study, along with
providing superior vascular images. There are several
drawbacks associated with CT imaging. It requires an
increased amount of radiation and iodinated contrast dose
when compared with 2D angiography. The U.S. Food and
Drug Administration (FDA) has recently classified ionizing
radiation, used to create X-ray images, as a carcinogen.
Computed tomography imaging delivers a substantial dose
of ionizing radiation, especially in a full-body scan. The
iodinated contrast material is nephrotoxic. In cases where
a patient has borderline kidney function, the toxicity of a
large dose of iodinated contrast may induce renal failure.
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Figure 6. Diagram of computed tomography angiography (CTA)
and gadolinium enhanced magnetic resonance angiography (MRA)
contrast delivery technique.



Another drawback to CT imaging is that metallic implants,
such as hip prostheses, create artifacts in the images.
Finally, calcium within the vasculature can limit evalua-
tion of vessel patency (openness).

Magnetic resonance (MR) imaging can also be used
to perform diagnostic imaging of blood vessels. To fully
comprehend the nature of this modality, and therefore MR
angiography, it would be recommended to review the arti-
cle on MR imaging in this Encyclopedia. There are many
methods for imaging the vasculature with this modality:
time of flight (tof) angiography, phase-contrast (PC) angio-
graphy, and gadolinium enhanced angiography. In this
section, tof and gadolinium enhanced MR angiography will
be discussed, as they are the most prevalent in clinical use.
Time of flight angiography utilizes constant radio fre-
quency (RF) pulses within a presaturation slab. The RF
pulses do not allow the atomic spins within that slab to
realign with the magnetic field. Thus, these saturated
atoms give off a very weak signal. However, when fresh
blood from the arteries enters the imaging slice, the RF
pulses have not saturated the spins, and therefore it gives
off a much stronger signal when passing through the
imaging slice. This technique works well for arterial visua-
lization, the only drawback is that this technique does not
work when the vessel, and therefore blood flow, is parallel
with the imaging slice or if the blood flow is slow or
turbulent. This is due to the fact that the blood becomes
saturated as it travels within the saturation slab, and
therefore does not give a strong signal, unlike the fresh
blood (4). Gadolinium enhanced MRA does not have
any of these drawbacks associated with tof angiography.
Gadolinium enhanced MRA works in a similar fashion as
DSA or CTA; however, the physics behind its principles
are quite dissimilar. Gadolinium contrast agents work by
shortening the T1 time of the blood and blood vessels (4).
This enhances the blood and blood vessel visualization as
the contrast enhanced blood passes through the imaging
slice. Recently, there has been an emergence of advanced
MRA techniques, such as fresh blood imaging and time-
resolved MRA, which are well beyond the scope of this
article. Magnetic resonance angiography overcomes many
of the drawbacks associated with CTA; however, it is not
without its own issues. Patients with pacemakers, surgi-
cal clips, metallic prostheses, or foreign bodies cannot
undergo an MRA examination. Also, patients with claus-
trophobia cannot undergo MR imaging. It has a longer
scan time as compared to CT imaging, and finally it does
not produce images with adequate vessel wall definition.

Ultrasound (US) plays an important role in vascular
imaging. Although most applications of this technique
would not generally be classified as angiography, it is an
extremely important tool nonetheless. The latest wide-
scale medical application of ultrasound is termed triplex
imaging. Triplex imaging combines grayscale, color, and
Doppler information to form images of the vasculature with
color coded Doppler blood flow data overlaid on the grays-
cale image. One of many recent developments in US imag-
ing is intravascular ultrasound (IVUS). This technique
works by inserting an extremely small US transducer into
the blood vessel of interest via a catheter. The IVUS pro-
duces the most accurate vessel wall characterization of any

currently available modality. Another recently developed
technique involves injecting microbubbles into the blood-
stream. This US technique would be the most likely to be
classified as angiography. The principle behind microbub-
ble US is that these tiny bubbles will create differences in
density in the blood, which can be easily detected by a US
transducer. Both IVUS and the microbubble technique are
currently in their infantile stages, but have vast potential
to improve vascular imaging. There are many advantages
utilizing US as a vascular imaging modality, including the
low cost and portability relative to MR and CT scanners.
Also, vascular US imaging does not involve any harmful
contrast medium or ionizing radiation.

FUTURE OF VASCULAR IMAGING

The need for vascular imaging will not diminish in the
foreseeable future. The United States alone has seen obe-
sity and diabetes climb to a near epidemic scale, factors
that can significantly increase the incidence of circulatory
disease. According to the World Health Organization, in
1997 there were 15.3 million deaths due to circulatory
disease worldwide. It is unknown whether these deaths
could have been prevented with medical intervention, but
the main point is that circulatory disease will not be
subsiding in the near future. Thus, it is probable that there
will be an increasing need for diagnostic vascular imaging.
There are many promising emergent modalities and tech-
niques that will be included in the next generation of
vascular imaging. Improvements such as 3D dimensional
ultrasound and 256-row CT scanners are not far from
implementation. One improvement that could have a vast
impact on vascular imaging would be a nonnephrotoxic
radioopaque contrast agent. The optimal solution would be
a modality that combines the resolution and detail pro-
vided with CTA with the relatively risk-free imaging found
in ultrasound and MRA.
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INTRODUCTION

The DNA molecule is one of the most important molecular
structures in our planet. As an information carrier mole-
cule it is used to encode the role and function of proteins
that are later used to create complex organic structures
(e.g., human cells).

Information is encoded using four nucleotides adenine,
guanine, thymine,andcytosine,abbreviated,respectively,as
A, G, T, and C. Nucleotides are joined together to form
sequences, which encode certain functions. These sequences
are translated into proteins, which dictate certain actions. It
is therefore critical when examining those sequences to
directly determine the exact sequence of nucleotides. Such
an effort has been more publicly acknowledged with the
Human Genome Project. The goal of this national effort
was to extract deoxyribonucleic acid (DNA) sequences from
human cells and decode the exact nucleotide sequence.

This process is called DNA sequencing and is commonly
used in major research laboratories. There are many com-
mercially available automated machines that can sequence
DNA and output in a human readable format, usually
through a computer, the exact nucleotide sequence of DNA.

Understanding how DNA sequencing works is the objec-
tive of this article, which is organized as follows. First, a
very short introduction into the chemistry of the DNA
molecule is provided. Subsequently, some of the basic
principles used by common sequencing techniques are
presented. This analysis is followed by a presentation of
the most commonly available techniques and equipment.
This article conclude with the presention of some of the most
promising techniques for DNA sequencing in the future.

THE DNA MOLECULE

A double helix of DNA is made from two single strands of
DNA, each of which is a chain of nucleotides (1). A nucleo-
tide is an organic molecule made up of three basic parts: a
phosphate group, a five-carbon sugar group, and a nitro-
genous side group, which is more commonly called a base.
Four different nucleotides occur in DNA: adenine, guanine,
thymine, and cytosine. Nucleotides can be joined together
in a linear chain to form a single strand of DNA.

A short single strand of DNA consisting of up to 100 or so
nucleotides is called an oligonucleotide or oligo. It has a
backbone of alternating sugar and phosphate groups with
one of the four bases bound to each sugar group. The
backbone gives an oligonucleotide a polarity, that is, it
has two distinct ends, the 50 and the 30 end.

The chemical structure of the bases allows for the
unique pairing between A-T (double hydrogen bond) and

G-C (triple hydrogen bond). Each base in DNA has its
unique Watson–Crick complement, which is formed by
replacing every A with a T and vice versa, and every G
with a C, and vice versa. Every oligonucleotide has a
complementary sequence with opposite polarity (e.g., the
complementary sequence of 50-ATG-30 is 30-TAC-50).

If two complementary sequences meet in a solution
under appropriate conditions (temperature, pH, sequence
length), they will attract each other and form a double-
stranded structure. This process is called hybridization
or annealing. Through hydrogen bonds and Van der Waals
forces, these pairings are the basis for the exquisite mole-
cular recognition, which allows DNA to act as an informa-
tion-carrying molecule. There are two types of hybridization:
(1) specific hybridization, which refers to cases where the
two single strands are perfectly complementary at every
position and the double-stranded molecule that is formed
is perfect; and (2) nonspecific hybridization, for which the
sequence may not be completely complementary, and thus
it may contain mismatched base pairs. DNA melting or
denaturation is the opposite of hybridization. When the
temperature is raised, the chemical bonds break and the
duplex breaks into the two single-stranded parts.

Ligation is the process of joining together double-
stranded DNA with compatible sticky ends with the use
of DNA ligase. A double-stranded DNA molecule can either
have blunt ends or it can have single-stranded overhanging
ends (called sticky ends) at one or both of its extremities.
The enzyme DNA ligase, joins together, or ligates, the end
of a DNA molecule to another molecule.

Restriction enzymes (endonucleases), recognize a speci-
ficshortsequenceofDNA,knownasarestrictionsiteandcut
any double-stranded DNA at that location. Using enzymes
called exonucleases, either double- or single-stranded
DNA molecules may be selectively degraded from the
ends in.

GEL ELECTROPHORESIS GENERICS

Gel electrophoresis is a technique used for the separation of
nucleic acids and proteins (1). Separation of large (macro)
molecules depends on two elements: charge and mass.
When a biological sample (e.g., proteins or DNA) is mixed
in a buffer solution and applied to a gel, these two factors
act together. The electrical current from one electrode
repels the molecules while the other electrode simulta-
neously attracts the molecules. The frictional force of the
gel material acts as a molecular sieve, separating the
molecules by size. During electrophoresis, macromolecules
are forced to move through the pores when the electrical
current is applied. Their rate of migration through the
electric field depends on the strength of the field, size, and
shape of the molecules, the relative hydrophobicity of the
samples, and the ionic strength and temperature of the
buffer in which the molecules are moving. After staining,
the separated macromolecules in each lane can be seen in a
series of bands spread from one end of the gel to the other,
as seen, for example, in Fig. 1.

Some of the concepts of gel electrophoresis are used even
in some of the most advanced commercially available
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techniques for DNA sequencing. The role of gel electro-
phoresis will be made clear in describing later Sanger’s
method.

TYPES OF DNA SEQUENCING

The inherent meaning of the word sequencing translates
into finding the sequence of nucleotides of an unknown
DNA strand. This type of DNA sequencing is usually
referred to as de novo sequencing (de novo in Latin means
from the beginning).

On the other hand DNA detection refers to the process of
identifying known sequences of DNA within a sample.
There are many laboratory techniques commonly used to
perform such a task. Polymerase Chain Reaction (PCR) is
used in amplifying (multiplying the concentration of) DNA
sequences that contain certain primers (1). DNA micro-
arrays is a technology used in gene expression profiling; it
is a high throughput DNA detection mechanism where
multiple DNA probes are simultaneously detected. These
microarrays will be further analyzed in the following
paragraphs. Biotin–streptavidin bead-based detection is
a process that permits single-stranded DNA molecules
containing a given subsequence to be filtered out from a
heterogeneous pool of other DNA molecules (1). Strands

complementary to the subsequence are attached with
biotin to streptavidin coated magnetic beads. The hetero-
geneous solution is passed over the beads and strands
containing the subsequence anneal to the complementary
sequence and are retained, while strands not containing
it, pass through.

In many cases the DNA sequence under examination is
largely known, but only small regions are of interest. This
is the case in genotyping when it is desired to detect small
variations in a whole genome (or gene) when compared
with a known DNA sequence. Much of the variation in
organisms originates from single-base changes in genes.
These small changes can significantly affect the transla-
tion, and hence the role of the gene. This type of variation
termed single nucleotide polymorphism (SNP, pronounced
‘‘snips’’) is of extreme interest in molecular biology. When a
genome is examined for certain SNPs usually it is desired
to detect subsequences of the form xxx. . .xYxxx. . .x, where
xxx. . .x indicates known DNA bases and Y can be any base
of A,T, G, or C. For a variation to be considered a SNP, it
must occur in at least 1% of the population. The SNPs,
which make up�90% of all human genetic variation, occur
every 100–300 bases along the 3-billion-base human gen-
ome. There exist >100 techniques for detecting known
forms of SNPs. Many SNPs have no effect on cell function,
but scientists believe others could predispose people to
disease or influence their response to a drug. For more
information on SNPs their significance and detection meth-
ods interested readers are directed to (3).

DNA SEQUENCING PRINCIPLES: THE SANGER METHOD

The foundations of DNA sequencing were laid in 1974. Two
groups, a British headed by Sanger et al. (4) and an
American lead by Maxam and Gilbert (5), independently
discovered a technique that enables to break a fragment of
DNA into smaller nested subfragments. Both groups
shared the 1980 Nobel Prize in chemistry for their discov-
ery. The method from the American team was based on a
chemical cleavage protocol and used toxic chemicals and
large amounts of radioactivity, whereas Sanger’s method
essentially mimics DNA replication as it takes place in
cells. Sanger’s method was eventually adopted by the
industry and a form of it is still used today since it was
simpler to implement in large-scale production sequencing.

For the Sanger method the following items are needed:
(1) the unknown DNA; (2) a primer; (3) DNA polymerase;
(4) a mixture of dNTPs (deoxynucleotide triphospates) and
ddNTPs (di-deoxynucleotide triphosphates).

The unknown DNA, termed here template, is the frag-
ment of DNA that needs to be sequenced. The fragment
needs to be in a single-stranded form in the 30-50 direction.
If in double-stranded form a single-stranded sequence can
be obtained by melting (denaturing) the duplex. We also
assume that the unknown template contains a known
subsequence usually �12–24 bases long. The complement
of this subsequence in the 50-30 direction is called the
primer. The primer is chemically synthesized. Once the
primer is inserted in the solution containing the unknown
DNA it will anneal (bind) to its complementary sequence
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Figure 1. A photograph of a gel from an electrophoresis
experiment. Spots higher on columns represent lighter
molecules. The lanes at the left and right end are control lanes
where the DNA used had known length.



with hydrogen bonds (Fig. 2). The primer needs to be long
enough to ensure that the annealing site is unique, but not
very long such that the annealing is unstable.

Once the primer and the template have annealed the
DNA polymerase starts reacting and catalyzes the DNA
and extending from the 30 end of the primer starts filling-in
nucleotides (dNTPs) that are complementary to the tem-
plate at each position. This serial addition of nucleotides is
dependent on the bases of the template. The incoming
nucleotide forms a covalent bond with the 30 end of the
previous sugar using its 50 end. Under normal conditions,
nucleotides are filled-in till the end of the template is
reached, that is, the strand is fully extended. Sanger’s idea
was to modify this process such that it ceases before it
reaches the end of the template.

By using a simple chemical modification, nucleotides
can be transformed such that they prohibit the addition of
another nucleotide in their 30 end. The necessary chemical
alteration is the substitution of the hydroxyl (OH) group on
the 30 end of the nucleotide with a hydrogen (H). Such
modified nucleotides are called ddNTPs or dideoxynucleo-
tide triphosphates and are usually termed as terminators.
When such terminators are incorporated in the extension
the replication stops, as shown in Fig. 3.

The DNA polymerase will stop extending when a ddNTP
is incorporated. Now, if in the solution a certain mixture of
dNTPs and ddNTPs is present at the end, DNA polymerase
will create a mixture of strands of various lengths termi-
nated by ddNTPs. To distinguish between the different
ddNTPs (A,T,G, or C) a unique fluorescent label is attached
to each one of them. In some implementations the label is
attached to the primer, but assumes that the reaction is
run in parallel in four tubes where each tube contains only
one type of ddNTP. The relative concentrations of the
dNTPs and ddNTPs are adjusted in such a way that we
end up with about the same number of copies of fragments
between 100 bp and 500 bp long, and a smaller number of
shorter and longer fragments.

At the end the solution contains a random mixture of
partially terminated double-stranded sequences. If the
ddNTPs were labeled, and hence only one test tube was
used, the sequences are denatured into single-stranded DNA
molecules and are run on a polyacrylamide–urea gel in a
single lane. The gel is dried onto chromatography paper (to
reduce its thickness and keep it from cracking) and exposed
to X-ray film. Since the template strand is not radioactively
labeled, it does not generate a band on the X-ray film.

The fragments will be ordered on the gel lane according
to length. A laser (for stimulating the emission of radiation)
and a detector (for collecting the stimulated radiation) are
placed at a certain distance away from the initial position.
When a fragment is scanned by the laser, the fluorescent
label attached to the terminator is excited, and a signal at a
certain wavelength depending on the label will be emitted
and sensed by the detector, as shown in Fig. 4. Multiple
copies of each fragment will ensure high signal strength,
which will hopefully be strong enough to be detected. By
examining the peaks of the time sequence of the fluores-
cence intensity at different wavelengths, the bases of the
unknown sequence can be determined.

The above procedure is similar if the label was attached
on the primer or in the dNTPs and four tubes and separate
reactions were run. In this case, the results of each tube
correspond to a specific ddNTP. Each tube’s contents are
placed in a different lane (four in total) as seen in Fig. 5.
With this setup only one fluorescent label is used, hence the
excitation and detection mechanism is much more simpli-
fied. By examining the peaks of the intensity at each lane
and working from bottom to top the base path or the ‘‘base
ladder’’ can be determined.

It is evident that the resolution of the gel electrophoresis
is rather critical and a single base resolution is usually a
prerequisite. To improve the resolution of gel assays, the
gels must be much large so that the molecules migrate
further and are better resolved. They must contain a high
concentration of urea (7–8 m) to prevent folding of the
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5'-GAATGTCCTTTCTCTAAG-3’ 
3'-GGAGACTTACAGGAAAGAGATTCAGGATTCAGGAGGCCTACCATGAAGATCAAG-5'

Figure 2. The primer (in red) is annealed
to the template at the primer binding site.

     5'-GAATGTCCTTTCTCTAAGTCCTAAG
3'-GGAGACTTACAGGAAAGAGATTCAGGATTCAGGAGGCCTACCATGAAGATCAAG-5'

     5'-GAATGTCCTTTCTCTAAGTCCTAAGTCCTCCG
3'-GGAGACTTACAGGAAAGAGATTCAGGATTCAGGAGGCCTACCATGAAGATCAAG-5'

     5'-GAATGTCCTTTCTCTAAGTCCTAAGTCCTCCGG
3'-GGAGACTTACAGGAAAGAGATTCAGGATTCAGGAGGCCTACCATGAAGATCAAG-5'

     5'-GAATGTCCTTTCTCTAAGTCCTAAGTCCTCCGGATG
3'-GGAGACTTACAGGAAAGAGATTCAGGATTCAGGAGGCCTACCATGAAGATCAAG-5'

    5'-GAATGTCCTTTCTCTAAGTCCTAAGTCCTCCGGATGG
3'-GGAGACTTACAGGAAAGAGATTCAGGATTCAGGAGGCCTACCATGAAGATCAAG-5'

     5'-GAATGTCCTTTCTCTAAGTCCTAAGTCCTCCGGATGGTACTTCTAG
3'-GGAGACTTACAGGAAAGAGATTCAGGATTCAGGAGGCCTACCATGAAGATCAAG-5'

Figure 3. A mixture of the products of
synthesis for the G ddNTP reaction.



molecules and formation of DNA secondary structures by
hydrogen bonding that would alter the mobility of the
molecule. Similarly, the samples are denatured before they
are loaded. The gels must run at higher temperature
(�50 8C), to prevent hydrogen- bond formation.

From the above analysis, it is clear that in order to
extract the bases from the gel reactions the peaks have to
be identified. Traditionally the laser scanners output the
fluorescence intensity into chromatograms (Fig. 6). Prior to
the development of computers the chromatograms were
interpreted by humans. The peaks were assigned to bases
in a procedure known as base calling (Fig. 7). Ideally a
periodic peak detection scheme would have been adequate
if the signal was noiseless and perfect. There are certain

errors and limitations that make the base calling aspect of
DNA sequencing a rather challenging task. Some of the
sources of error are

1. Errors in fragment formation: (a) Abnormalities in
primer extension (false stops, terminator is not incor-
porated, or conversely, several terminators accumu-
late at the same position). (b) Poor choice of relative
concentrations of ddNTPs and dNTPs resulting in too
many short or long fragments. (c) While DNA moves
down the gel, secondary (e.g., hairpin) structures
may form and change the mobility properties of
the DNA fragments.

2. Convolution: Due to the stochastic nature of the DNA
migration in the gel, the time scale of the chromato-
grams changes resulting in more elongated and less
discreet peaks.
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Figure 4. An example of a gel where labels are attached on the
ddNTPs, and hence a single-lane gel is only used.

G C A T

Figure 5. An example of a gel where labels are attached on the
primer, and hence four lanes are used.

Scan

In
te

ns
it

y
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A ddNTP reaction

G ddNTP reaction

C ddNTP reaction

Figure 6. A chromatogram example from an experiment with
four dyes. The curves correspond to intensity measurements of
fluorescent emission at different wavelengths corresponding to the
dyes used for each ddNTP reaction.
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Figure 7. A decoded sequence from the chromatogram example of
Fig. 6.



3. Intensity cross-talk: Due to the overlapping of the
fluorescent response spectra of the fluorophores
employed in the four-dye sequencing strategy
there is a need for a transformation to recover the
relative concentrations of the four dyes from the
fluorescence intensities measured at four different
wavelengths.

4. Measurement errors: White noise can originate from
several sources, including background, detector, and
other noise from the operating environment. Another
type of noise encountered is low frequency variation
due to slow changes in the background light level
during collection. Such variations may be caused by
deformation of the gel due to heating, the formation
of bubbles in the path of the laser, variations in laser
output power and other systematic changes in the
environment.

Nowadays advances in statistics, signal processing,
electronics, laser optics and software have lead to auto-
mated DNA sequencing and base calling capable of sequen-
cing many different DNA templates.

EVALUATING DNA SEQUENCING TECHNIQUES

When deciding on DNA sequencing equipment, a prospec-
tive buyer has to evaluate certain aspects of the DNA
sequencing scheme offered by the vendor. The buyer has
to consider the traits shown in Table 1. All these para-
meters are critical, but their importance is weighted dif-
ferently according to the application sought after by the
buyer.

CURRENT COMMERCIAL STATE OF THE ART

Since the development of the early DNA sequencing meth-
ods the capabilities of the DNA sequencing equipment have
improved dramatically. This change can be attributed to
the radical advances in the fields of DNA chemistry, laser
and optics, statistics, robotics, automation, and software.
In many of the laboratories involved in the human genome

project, the high throughput DNA sequencing machines
that were employed used robotic arms to move samples in
and out of the machines and heavy automation to perform
those tasks with minimal human intervention. Advances
in laser optics led to even finer scanning and detection
resolution with lower error rates. As seen in the previous
section, one of the most critical aspect in DNA sequencing
is the analysis of the chromatograms to determine the
bases. Nowadays this task is performed by sophisticated
software packages that employ statistics, digital signal
processing, and adaptive algorithms that can identify
the bases from the fluorescence graphs. A comparison of
some of the most commonly used packages can be found in
Table 2.

In the following section, sequencing devices are first
presented that rely on electrophoretic principles followed
by those that do not.

Electrophoretic-Based Methods

Slab-Gel. It was expected that the first automated DNA
sequencers would be based on the Sanger method. Acry-
lamide slab gel electrophoresis until recently was the most
widespread method of de novo sequencing (6). The Prism
373 by Applied Biosystems (ABI) Prism (Foster City, CA)
was the first sequencer that could scan and detect such gels
using a procedure very similar to the one described in
the previous sections. Some of the drawbacks of slab gel
instruments are gel casting (preparing the gel), gel load-
ing (loading the gel into the device), and lane tracking
(detecting lanes on the gel).

The Prism 373 underwent many changes in order to
increase throughput and read length before it was replaced
by ABI PRISM 377. The PRISM 377 is based on a four dye
chemistry coupled with a CCD (charged couple device)
imaging detector and can process up to 96 samples per
cycle (9–11 h) with read lengths of 650–750 bases. Despite
their drawbacks, slab gel systems are still preferred for
applications with low throughput requirements but large
read lengths. Reviews of experimental and commercial
systems based on slab gels can be found in (7,8). Of such
systems the following are worth noting since they are still
used due to their unique properties.
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Table 1. Common Parameters Used when Evaluating DNA Sequencing Equipment

Parameter Explanation

Technology used Electrophoretic or nonelectrophoretic, capillary, and so on affects many of the other parameters
in a DNA sequencing system

Length of the gel Applies only to electrophoretic systems and refers to the length of the gel material. The longer
the better since it increases resolution

Throughput Measured in bases per cycle (or per day), illustrates the processing capability of the system
Cycle speed The equipment may need replenishing of reagents after a run. The number of runs per day

define the cycle speed
Read length Maximum length of the DNA template that can be sequenced
Capacity Number of different DNA templates that can be sequenced simultaneously
Sample volume Defined as the volume of the template needed for a certain outcome quality (the less the better)
Error rates Number of bases in error out of 1000 usually defines the error rate. Error rates are tightly bound

to base calling quality assessment
Maintenance and operation cost Number of dyes and labeling method used, have a direct impact on maintenance and operation cost



The DNA 4300 System by LI-COR Inc (Lincoln, NE)
uses two dyes at near-(IR) frequencies. Based on this
innovation, the ability to operate and sequence from
both ends of the template in parallel and coupled with
an excellent software suite, the higher end version of
the 4300 has read length of up to 1250 bases thus
making it ideal for applications with large read length
requirements.

The BaseStation from MJ Research Inc (Waltham, MA)
uses a 75mm thick polyacrylamide gel to improve heat
dissipation in the gel thus reducing significantly the run
time. Armed with robotic gel loading, a four-color photo-
multiplier with high sensitivity and a 100 sample capacity,
the instrument offers a nice alternative to capillary sys-
tems when long read lengths are needed.

Capillary Systems. The persistent drawbacks of slab gel
electrophoresis and the desire for faster sequencing runs
and higher throughput led to the development of capillary
array electrophoresis (CAE). Electrophoresis works in a
way similar to slab gels, except that each capillary contains
a single sample, and therefore tracking problems are
eliminated. Furthermore, the high surface/volume ratio
of a capillary allows for more rapid heat dissipation than
is possible in slab gels, thus allowing higher operating
voltages and faster run times.

Capillary electrophoresis uses capillaries usually 50mm
in diameter. Capillaries are very narrow tubes that based
on the capillary action can draw liquid against gravity.
Similarly to the technique used for manufacturing fiber
optics, the capillaries are made from highly pure fused
silica.

As seen in Fig. 8 the instrumentation is rather simple.
The sample is injected into the capillary and high electrical
field is applied to advance the sample into the capillary.
Subsequently, the sample is replaced by a buffer solution
and the field is reapplied to migrate the samples through the
capillary. Since the capillary is filled with a sieving medium
it allows for the separation of the DNA sequences according
to length. The fragments pass through a laser-induced

fluorescence detector, which canrecord atdifferent frequen-
cies the fluorescence response of the four dyes similar to the
slab gel techniques.

High voltage (double compared to slab gel techniques)
allows for rapid separation, but certain phenomena limit
the resolution at high read lengths (9). Although the ability
to use high voltages is rather attractive, the most inter-
esting aspect of capillaries is their flexibility, allowing
them to be incorporated easily into automated systems.

Capillary array electrophoresis uses a collection of capil-
laries each of which is injected with a different sample. In
some instruments the detector sequentially moves from
capillary to capillary while in most advanced ones each
capillary is scanned simultaneously using detectors
attached to each one (10,20–22).

Some of the sequencers currently available in the mar-
ket are Applied Biosystems PRISM 310 and 3730, Hitachi,
BioRad/MJ Research (Hercules, CA) BaseStation, GE
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Table 2. A Comparison of Base Calling and Sequence Analysis Softwarea

Name Publisher License Short Description

Phred University of Washington,
Phil Green Laboratory

Free, Open Source The phred software reads DNA
sequencing trace files, calls bases,
and assigns a quality value to
each called base (1,3,4)

Autoseq Reece Hart Free, Open Source Autoseq is a small package of
base-calling software for ABI
automated DNA sequencers (5)

Sequence Analyzer GE Healthcare Commercial Usually bundled with MegaBASE
sequencers (6)

Lasergene DNAstar Commercial Comprehensive suite of easy-to-use
sequence analysis software (7)

Sequencher Gene Codes Corp Commercial Allows SNP detection (8)
Staden R. Staden and other

contributors
Free, Open Source A suite of sequence assembly,

editing, etc. (9)
Sequencing Analysis Software Applied Biosystems Commercial Usually accompanies ABI Prism

sequencers (10)
TraceTuner Paracel Discontinued Another base calling application

Sample

Detector

Buffer

Figure 8. A single capillary electrophoresis device where a fused-
silica capillary is used for the separation. The left end of the
capillary is submerged into the sample solution while the other
is dipped into a buffer-filled holding tank. At some point the
capillary goes through a detection apparatus. High voltage is
applied at each end using platinum electrodes.



Healthcare (Piscataway, NJ) MegaBASE 4000, Beckman
Coulter (Fullerton, CA) CEQ 8000, SpectruMedix (State
College, PA) Aurora, and RIKEN (Tsukuba and Wako,
Japan) RISA.

Nonelectrophoretic-Based Methods

During the last 20 years, several techniques for sequencing
have been discovered that do not rely on electrophoretic
principles. Although these techniques have now reached
the performance of CAEs for de novo sequencing they are
mostly used for other types of sequencing described in a
previous section.

Pyrosequencing. Pyrosequencing is a sequencing tech-
nique developed around real-time monitoring of the release
of pyrophosphate (PPi) during polymerase assisted DNA
synthesis (23). Similarly to electrophoretic methods a
sequencing primer is hybridized to a single-stranded
DNA template, and incubated with the enzymes, DNA
polymerase, ATP sulfurylase, luciferase, and apyrase,
and the substrates, adenosine 50-phosphosulfate (APS)
and luciferin. One of the four dNTPs is added to the
solution. Assisted by polymerase the correct dNTP will
be incorporated in the chain resulting in the release of
PPi at a concentration analogous to the amount of incor-
porated nucleotides. The amount of PPi is constantly mon-
itored by a coupled enzymatic reaction where PPi is
converted to ATP by ATP sulfurylase. The ATP subse-
quently assists in the conversion of luciferin to oxyluciferin
by firefly luciferase, which results in light emission. The
process is repeated iteratively for the other dNTPs. A
critical component for the success of the method is the
removal of excess dNTP and ATP prior to a new dNTP
addition. These can be achieved by attaching the template
sequence on solid support that is washed prior to a new
dNTP addition or by solution enzymatic reaction where
apyrase is added to catalyze the remaining dNTPs.

The read length of pyrosequencing is smaller when
compared to electrophoretic methods thus making pyrose-
quencing less advantageous for de novo sequencing. This is
not true, however, for applications, such as genotyping of
SNPs, resequencing, tag sequencing, microbial typing, and
many others where pyrosequencing shines.

The technique, although in its infancy, can claim the
first automated sequencer, the PSQ HS 96 from Pyrose-
quencing/Biotage (Uppsala, Sweden). It uses a disposable
inkjet cartridge for precise delivery of small volume
(200 nL) of six different reagents into a temperature-
controlled microtiter plate and is widely used for SNP
detection with a throughput of 96 samples per hour.

Sequencing by Hybridization: DNA Arrays, Microarrays.
Hybridization arrays or microarrays or DNA arrays were
originally developed for de novo sequencing. Sequencing by
Hybridization (SBH) requires annealing a labeled
unknown DNA fragment to a complete array of short
oligonucleotides (e.g., all 65,336 combinations of 8-mers)
and decoding the unknown sequence from the annealing
pattern (24). The array could be imaged using laser
scanners and CCD devices or photomultiplier tubes. The

computational complexity of decoding the annealed pat-
tern limited the popularity of such systems for de novo
sequencing. Nowadays, the key applications of DNA arrays
are SNP and expression analysis (25).

The DNA microarrays are small, solid supports onto
which the sequences from thousands of different genes are
immobilized, or attached, at fixed locations. The supports
themselves are usually glass microscope slides, of various
sizes, but can also be silicon chips or nylon membranes. The
DNA can be printed, spotted, or actually synthesized
directly onto the support. It is important that the gene
sequences in a microarray are attached to their support in
an orderly or fixed way, because the location of each spot in
the array identifies a particular gene sequence. The spots
themselves can be DNA, cDNA, or oligonucleotides. In each
microarray experiment two samples are tested simulta-
neously, each labeled with a different fluorescent dye. The
control sample is labeled by the Cy5 dye and the test
sample by the Cy3. Both samples are introduced in the
microarray simultaneously and when excited by different
laser frequencies each dye returns a distinct response,
which can be recorded as intensity measurements. This
process produces two images; the green image, which
corresponds to intensity measurements of the Cy5 dye,
and the red image, which corresponds to intensity mea-
surements of the Cy3. These fluorescence intensities cor-
respond to the levels of hybridization of the two samples to
the DNA sequences spotted on the slide. An example of a
microarray image is shown in Fig. 9.

The list of manufacturers of DNA arrays is rather
exhaustive with >30 entries. Of those, the pioneer and
first in market Affymetrix (Santa Clara, CA), Agilent (Palo
Alto, CA), and Nimblegen (Madison, WI) should be men-
tioned. The war on density and throughput of microarrays
is everlasting. Nimblegen, for example, can produce micro-
arrays with >40,000 genes, with each spot being�80mm in
diameter.

GENOME SEQUENCING

As of now, the maximum read length permitted by today’s
commercial and experimental techniques does not exceed
2000 bases. The human genome is currently estimated
to be >3 billion bases with 20,000–25,000 genes, while
organisms such as the Escheuchia coli bacterium has
�4.6 million bases. It is clear that in order to sequence
whole genomes of organisms with the currently available
techniques a method for combining sequencing results of
smaller reads is needed (26).

Most of the techniques rely on shotgun sequencing,
which is based on the idea of sequencing overlapping
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Figure 9. An example of a microarray image.



fragments of DNA (27). The genomic segment is sheared
into overlapping fragments of DNA � 500 bases long and
each fragment is then sequenced. The fragments are
assembled into continuous sequences called contigs using
complicated computer algorithms where they examine the
overlappingsequencesandtrytoorderthefragments.There
aretwoissueswiththistechnique:gapsanderrors.Sincethe
shearing technique is random, and to avoid laboratory
errors usually multiple shearing experiments are per-
formed and the fragments are sequenced to assemble con-
tigs. Another source of errors are repeats. If sequences
appear in multiple positions throughout the genomic
segment it will lead to errors when the fragments are over-
lapped. In some cases during contig assembly nonoverlap-
ping sequences are formed that create gaps. Gaps are
resolved with directed sequencing experiments with pri-
mers derived from the contigs that surround the gap.

The difference between the Human Genome Project
(HGP) and Celera Corp was the origin of the target
sequence. Human Genome Project used a directed sequen-
cing method (also seen as hierarchical shotgun sequencing)
for which the whole genome is first broken into long frag-
ments. The fragments are then mapped into the genome,
which is equivalent to finding their order (location) within
the genome. Each fragment then is sequenced using shot-
gun sequencing. The advantage of this approach is the
relatively easy assembly, while the disadvantages are the
difficulty of building the library, mapping the long frag-
ments, and the need for redundant sequencing.

Celera Corp relied on whole genome shotgun sequen-
cing, which is essentially shotgun sequencing applied
directly on the whole genome. The challenge is to assemble
the whole genome from small 500 base fragments. While
this technique overcomes the shortcomings of hierarchical
sequencing and is faster and less expensive, the assembly
is rather complicated and resolving the repeats requires
sequencing of many clones.

THE FUTURE OF DNA SEQUENCING

Microscale Systems

Micro capillary Systems are microfabricated systems that
in principle work similarly to CAE systems. Such systems
have the potential of reducing cost while increasing speed
and throughput. Due to their small size, lab-on-chip
solutions are even considered where most of the sample
preparation, amplification, and sequencing is all taking
place on a single glass surface (chip). Their unique man-
ufacturing methods allow for a large number of capillaries
at low cost with arbitrary geometries, which are not pos-
sible with standard capillaries.

The Mathies group at University of California at
Berkeley (28) published a method for fabricating capillary
systems with complex architecture and layout on glass
substrates using photolithography. One of their systems
can achieve a read length of 500 bases with 99% accuracy
and a cycle speed of 20 min (29).

A rather interesting technique is Massive Parallel Sig-
nature Sequencing (MPSS) (30). Using a microarray struc-
ture and beads, targets are sequenced iteratively at each

cycle using a type IIs restriction enzyme that cleaves
(cuts) within a target sequence, exposing a four-base-pair
overhang. The overhang is identified using a sequence-
specific ligation of a fluorescent linker. The method can
read up to 20 bases (in 4–5 cycles) making it well suited for
expression analysis.

Mass Spectrometry Based DNA Sequencing

Matrix Assisted Laser Desorption Ionization Time-of-
Flight Mass Spectrometry (MALDITOF–MS) is the first
MS based DNA sequencing technique (31). The method can
replace the electrophoretic molecule separation step in
DNA sequencing by a MS component. The mass of the
molecule is estimated by measuring the time to travel of
gas-phase DNA molecules within a flight tube that con-
nects an excitation source (ultraviolet, UV laser) and an
ion-to-electron conversion detector. The molecules collide
at the detector thus registering the time to travel, which is
analogous to molecular mass. The technique has the
advantages of allowing the fast and parallel separation
of a heterogeneous mixture of molecules without being
affected by possible secondary structures that the DNA
molecules have fallen into. Although the read lengths
remain small, the availability of fast and autonomous
MALDITOF–MS DNA sequencers (Sequenom Corporation
in San Diego, CA) makes them good candidates for precise
resequencing of small fragments useful in SNP detection.

DNA Sequencing at the Nanoscale

Most of the methods described below are based on manip-
ulating properties of DNA at the nanoscale or utilizing
properties of other materials at the nanoscale. Since such
methods work with very low concentrations they can also
be viewed as single-molecule sequencing methods and are
suitable for applications when the template DNA is in very
low concentration and amplification techniques could not
be applied efficiently.

DNA Detection with Nanoparticles. Nanosphere Inc.
(Northbrook, IL) has developed a method for rapid and
low concentration detection of proteins and nucleic
acids (32). Their technology is based on attaching oligonu-
cleotide probes on nanoparticles. The probes attach to the
target DNA and due to the unique properties of the used
nanoparticles the event can be detected electrically, opti-
cally, or magnetically without amplification of the target
sequence. The concentrations needed are below the opera-
tional threshold of PCR reactions. Although the techniques
have not been extended to de novo sequencing the unique
detection characteristics are proving very useful in detec-
tion scenarios.

In another effort from the founder of Nanosphere, Dr.
Mirkin at Northwestern University (Evanston, IL), the
electrical detection of DNA was first proposed (33). With
this protocol the imaging aspect of microarray applications
can be eliminated using gold nanoparticles that once hybri-
dized onto the DNA probes and deposited with silver can
close an electric circuit thus enabling detection of the
hybridization event with electrical signals.
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Sequencing with Atomic Force Microscopy. Atomic
Force Microscopy (AFM) was invented at IBM Zurich Labs
in 1986 and has completely revolutionized research at the
nanoscale (34).Ananoscopic tip that isattached at theendof
the cantilever interacts with the surface of the target mate-
rial and records the tips deflections to create a topographic
mapof thesurface.TheAFMcanbeusedtostudythesurface
of duplex DNA and detect mismatches or it can be used as
force measuring tool to study the mechanical properties of
DNA. One application of particular interest is the AFM
assisted unzipping of the DNA duplex, where a DNA duplex
is suspended between a solid support and the AFM tip.
Pulling the AFM tip further causes the duplex to unzip.
The force needed to unzip depends on the percentage of the
GasChromatography(GC)content,andhencecanbeusedto
estimate the GC content of an unknown target if needed in a
more large-scale sequencing function (35). A very similar
idea was proposed in Ref. 36 where optical traps are used to
stretch DNA molecules and to measure force.

Nanopore Sequencing. Another interesting technique
that uses features at the nanoscale is nanopore sequencing.
As DNA passes through an 1.5 nm nanopore, different base
pairs hinder the pore to different degrees, altering the
electric conductivity of the pore (37). The pore conductance
can be measured and monitored to identify the DNA
sequence. The accuracy of base calling ranges from 60%
for single events to 99.9% for 15 events. The technique has
only been shown to work experimentally on certain
sequences but exhibits a big potential for super fast
sequencing without amplification of the target. It is evident
that the evolution of this technique depends on nanopore
engineering. To break apart from this restriction Visigen
(Houston, TX) and Li-cor (Lincoln, NE: U.S. Patent
6,306,607) are in the process of engineering DNA poly-
merases or fluorescent labeled nucleotides that can provide
real-time, base-dependent signals during the natural DNA
synthesis process.

Sequencing by Fluorescence Microscopy. This is a new
class of DNA sequencing methodologies, for which the fluor-
escence emitted during single molecule interactions is
detected (38). The interactions most commonly referred to
are single nucleotide incorporation during DNA polymerase
replication ornucleotide digestion from anexonuclease. The
change in fluorescence emission is detected using micro-
scopes and CCDs. An enabling technology is fluorescence
resonance electron transfer (FRET), where the fluorescence
emission of two molecular dyes can be affected by their
proximity. Theresearch in the area isvastandalready three
companies, Nanofluidics (Menlo Park, California), Solexa
(Essex, UK), and GenoVoxx (Lubeck, Germany), are devel-
opingproductsbased onthis technology for highthroughput
DNA detection and genotyping.

DNA Computing Based DNA Sequencing

Up to this point instruments and electronic computers
were assigned the task of analyzing and processing DNA
sequences. In 1994, the roles were reversed by the first
proof of concept experiment by Adleman of using DNA to

perform computations (39). This development led to the
birth of the field of DNA computing [for a short introduc-
tion see (40)].

Landweber and Lipton were the first to suggest that
DNA computing can be used to improve the performance
of DNA sequencing (41). Their approach is based on
DNA2DNA computations, where nucleotides of an
unknown sequence are translated into a new DNA
sequence using a unique mapping transformation. A
library of DNA oligonucleotides is synthesized and mixed
in the solution containing the template DNA. The oligo-
nucleotides then anneal to complementary parts. The par-
tially double-stranded sequences are ligated and
hybridized on a DNA chip. The reconstruction of the
encoded sequence is achieved by analyzing the DNA array
image. Although the technique was never implemented in
large scale it points to potential future applications where
instruments can be assisted by DNA computers.

The first proof of such development came a few years
later in an announcement by Dr. Suyama from the
University of Tokyo and Olympus Corp. (Japan), where
they developed the first DNA-computer-assisted gene
expression instrument (42). The instrument is a hybrid
of a molecular computer and an electronic–digital compu-
ter. The molecular computer is in charge of DNA input–
output, DNA reactions, capture of DNA results, and DNA
detection while the electronic is responsible for information
processing by means of DNA reaction calculations and
result analysis.

In Ref. 43, a new laboratory protocol is proposed that
assists in the faster sequencing of genomes. The distance
between primers (probes) that have annealed on a target
sequence can be estimated by measuring the intensity and
color of light emission of specialized hybridization array.
Although the method is not intended for de novo sequen-
cing it is proposed as an alternative method of comparing
genomes.

Bio-informatics, a subfield of computational biology,
refers to processing, analyzing or storing DNA sequencing
data with computers. The field of analyzing DNA sequen-
ces using digital signal processing theory has been known
as genomic signal processing (44). The idea is to process the
sequence of DNA as a digital signal and find certain
characteristics. Recently, the application of DNA comput-
ing in digital signal processing, termed as DNA-based
Digital Signal Processing, has been suggested (45). A
future is envisioned where a DNA based digital signal
processor can process DNA sequences and output certain
characteristics in the form of DNA sequences that can be
subsequently detected (or sequenced). This will allow
researchers to process a vast amount of DNA sequences
without prior sequencing.
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Further Reading

The following two articles provide a well-rounded review of com-
mercially available and experimental sequencing techniques.

Marziali A, Akeson M. New DNA sequencing methods. Annu Rev
Biomed Eng 2001;3:195–223.

and

Shendure J, Mitra RD, Varma C, Church GM. Advanced sequen-
cing technologies: methods and goals. Nature Rev Genet
2004;5(5):335–344.

The reader is suggested to study the projections into the future of
sequencing technology of the first article and compare it to the
presentation of the current status of the second article. The
advancement in technology is rather interesting given that the
papers are only three years apart.

436 DNA SEQUENCING



A very informative presentation of the development of capillary
array electrophoresis can be found in the following references.

Dovichi NJ, Zhang J. How capillary electrophoresis sequenced the
human genome. Angew Chem Int Ed Engl 2000;39(24):4463–
4468.

For a review of lab-on-chip methods for sequencing and genotyping
please see the following reference.

Kan CW, Fredlake CP, Doherty EA, Barron AE. DNA sequencing
and genotyping in miniaturized electrophoresis systems. Elec-
trophoresis Nov. 2004;25(21–22):3564–3588.

An excellent review paper on DNA microarray technology is by the
following references.

Venkatasubbarao S. Microarrays—status and prospects. Trends
in Biotechnology 2004;22 (12):630–637.
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PRINCIPLES OF CONTROLLED DRUG DELIVERY

A perspective drug delivery systems can be defined as
mechanisms to introduce therapeutic agents into the body.
Chewing leaves and roots of medical plants and inhalation
of soot from the burning of medical substances are exam-
ples of drug delivery from the earliest times. However,
these primitive approaches of delivering drugs lacked a
very basic need in drug delivery; that is, consistency and

uniformity (a required drug dose). This led to the develop-
ment of different drug delivery methods in the later part of
the eighteenth and early nineteenth century. Those meth-
ods included pills, syrups, capsules, tablets, elixirs, solu-
tions, extracts, emulsions, suspension, cachets, troches,
lozenges, nebulizers, and many other traditional delivery
mechanisms. Many of these delivery mechanisms use the
drugs derived from plant extracts.

The modern era of medicine development started with
the discovery of vaccines in 1885 and techniques for pur-
ification of drugs from plant sources in the late nineteenth
century, followed by the introduction of penicillin after its
discovery in 1929, and a subsequent era of prolific drug
discovery. The development and production of many phar-
maceuticals involves the genetic modification of microorga-
nisms to transform them into drug-producing factories.
Examples are recombinant deoxyribonucleic acid (DNA),
human insulin, interferon [for the treatment of acquired
immunodeficiency syndrome (AIDS) related Kaposi’s
sarcoma, Hairy cell leukemia, Hepatitis B and C, etc.],
interleukin-2 (Renal cell and other carcinomas), erythro-
poietin (for the treatment of anemia associated with chronic
renal failure/AIDS/antiretroviral agents, chemotherapy-
associated anemia in nomnyloid malignancy patient), and
tissue plasminogen activator (1). It is now possible to pro-
duce oligonucleotide, peptide, and protein drugs in large
quantities, while gene therapies also appear to be clinically
feasible. Each of these therapeutic agents, by virtue of size,
stability,ortheneedfortargeting,requiresaspecializeddrug
delivery system (2). While the conventional drug delivery
forms are simple oral, topical, inhaled, or injections, more
sophisticated delivery systems need to take into account
pharmacokinetic principles, specific drug characteristics,
and variability of response from one person to another and
within the same person under different conditions.

The efficacy of many therapeutic agents depends on
their action on target macromolecules located either within
or on the surface of particular cells types. Many drugs
interact with enzymes or other macromolecules that are
shared by a large number of cell types, while most often a
drug exerts its action on one cell type for the desired
therapeutic effect. Certain hormones, for example, interact
with receptor mechanisms that are present in only one or a
few cell types. An ideal gene delivery system should allow
the gene to find its target cell, penetrate the cell membrane,
and enter into the nucleus. Further, genes should not be
released until they find their target and one has to decide
whether to release the genes only once or repeatedly
through a predetermined way (2). Thus, the therapeutic
efficacy of a drug can be improved and toxic effects can be
reduced by augmenting the amount and persistence of
drugs in the vicinity of the target cells, while reducing
the drug exposure to the nontarget cells.

This basic rationale is behind controlled drug delivery.
A controlled drug delivery system requires simultaneous
consideration of several factors, such as the drug property,
route of administration, nature of delivery vehicle,
mechanism of drug release, ability of targeting, and bio-
compatibility. These have been summarized in Fig. 1.

It is not easy to achieve all these in one system because
of extensive independency of these factors. Further,
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reliability and reproducibility of any drug delivery systems
is the most important factor while designing such a system.
The emphasis here is on the need for precision of control
and to minimize any contribution to intraand intersubject
variability associated with the drug delivery system. There
are many different approaches for controlled drug delivery
applications (3). They are summarized in the following
section.

Overview of the Development of Drug Delivery Systems

To obtain a given therapeutic response, the suitable
amount of the active drug must be absorbed and trans-
ported to the site of action at the right time and the rate of
input can then be adjusted to produce the concentrations
required to maintain the level of the effect for as long as
necessary. The distribution of the drug-to-tissues other
than the sites of action and organs of elimination is
unnecessary, wasteful, and a potential cause of toxicity.
The modification of the means of delivering the drug by
projecting and preparing new advanced drug delivery
devices can improve therapy. Since the 1960s, when
silicone rubber was proposed as an implantable carrier
for sustained delivery of low molecular weight drugs in
animal tissues, various drug delivery systems have been
developed.

At the beginning of the era of controlled drug delivery
systems, a controlled release system utilizes a polymer
matrix or pump as a rate-controlling device to deliver
the drug in a fixed, predetermined pattern for a desired
time period (4). These systems offered the following advan-
tages compared to other methods of administration: (1) the
possibility to maintain plasma drug levels a therapeuti-
cally desirable range, (2) the possibility to eliminate or
reduce harmful side effects from systemic administration
by local administration from a controlled release system,
(3) drug administration may be improved and facilitated in
underpriviledged areas where good medical supervision is
not available, (4) the administration of drugs with a short
in vivo half-life may be greatly facilitated, (5) continuous
small amounts of drug may be less painful than several
large doses, (6) improvement of patient compliance, and (7)
the use of drug delivery systems may result in a relatively
less expensive product and less waste of the drug. The first
generation of controlled delivery systems presented some
disadvantages, that is possible toxicity, need for surgery to

implant the system, possible pain, and difficulty in shutting
off release if necessary. Two types of diffusion-controlled
systems have been developed. The reservoir is a core of drug
surrounded with a polymer film. The matrix system is a
polymeric bulk in which the drug is more or less uniformly
distributed.

Pharmaceutical applications have been made in ocular
disease with the Ocusert, a reservoir system for glaucoma
therapy that is not widely used, and in contraception with
four systems: (1) subdermal implants of nonbiodegradable
polymers, such as Norplant (6 capsules of 36 mg levonor-
gestrel); (2) subdermal implant of biodegradable poly-
mers; (3) steroid releasing intrauterine device (IUD);
and (4) vaginal rings, which are silicone coated. Other
applications have been made in the areas of dentistry,
immunization, anticoagulation, cancer, narcotic antogo-
nists, and insulin delivery. Transdermal delivery involves
placing a polymeric system containing a contact adhesive
on the skin.

Since the pioneering work in controlled drug delivery, it
was demonstrated that when a pharmaceutical agent is
encapsulated within, or attached to, a polymer or lipid,
drug safety and efficacy may be greatly improved and new
therapies are possible (5). This concept prompted active
and intensive investigations for the design of degradable
materials, intelligent delivery systems, and approaches for
delivery through different portals in the body. Recent
efforts have led to development of a new approach in the
field of controlled drug delivery with the creation of
responsive polymeric drug delivery systems (6). Such
systems are capable of adjusting drug release rates in
response to a physiological need. The release rate of these
systems can be modulated by external stimuli or self-
regulation process.

Different Approach for Controlled Drug Delivery

Localized Drug Delivery. In many cases, it would be
desired to deliver drugs at a specific site inside the
body to a particular diseased tissue or organ. This
kind of regional therapy mechanism would reduce
systemic toxicity and achieve peak drug level directly
at the target site. A few examples of drugs that
require this kind of therapy are anticancer drugs,
antifertility agents, and antiinflammatory steroids.
These drugs have many severe unintended side
effects in addition to their therapeutic effects.

Targeted Drug Delivery. The best controlled mechanism
would be delivery of drug exclusively to the targeted
cells or cellular components. That means the devel-
opment of delivery mechanisms that would equal or
surpass the selectivity of naturally occurring effec-
tors (e.g., peptide hormones). As in the case of hor-
mone action, drug targeting would probably involve a
recognition event between the drug carrier mechan-
ism and specific receptors at the cell surface. The
most obvious candidates for the targetable drug car-
riers are cell-type specific immunoglobulins. The
concept of targeted drug delivery is different than
localized drug delivery. The latter simply implies
localization of the therapeutic agent at an organ or
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tissue site, while the former implies more subtle
delivery to specific cell types.

Sustained Drug Delivery (Zero Order Release Profile).
Injected or ingested drugs follow first-order kinetics,
with initial high blood levels of the drug after initial
administration, followed by an exponential fall in
blood concentration. Toxicity often occurs when blood
levels peak, while efficacy of the drug diminishes
as the drug levels fall below the therapeutic range.
This profile is shown in Fig. 2. and the drug kinetics
is undesirable, especially in the case where the
margin between toxicity and required therapeutic
concentration levels is small. The importance of
controlled-release drug delivery systems may be
argued with reference to the goal of achieving a
continuous drug release profile consistent with
zero-order kinetics, wherein blood levels of drugs
would remain constant throughout the delivery
period. The therapeutic advantages of continuous-
release drug delivery systems are thus significant,
and encompass: in vivo predictability of release rates
on the basis of in vitro data; minimized peak plasma
levels, and thereby reduced risk of toxic effects; pre-
dictable and extended duration of action; reduced
inconvenience of frequent dosing, thereby improving
patient compliance (7,8).

Figure 3 illustrates the constant plasma concen-
tration that is desired for many therapeutic agents.

The controlled release aspect of sustained drug deliv-
ery systems pertain to a reliable and reproducible
system whose rate of drug delivery is independent of
the environment in which it is placed. This require-
ment emphasizes the need for precision of control
and elimination of undesired contribution associated
with the drug delivery system.

Modulated Drug Delivery (Nonzero-Order Release
Profile). A significant challenge in drug delivery
is to create a delivery system that can achieve mani-
pulable nonzero-order release profile. This could be
pulsatile or ramp or some other pattern. In some
cases it is also required that the release should
be immediate. A pulsatile release profile within the
therapeutic window is shown in Fig. 3.

Feedback Controlled Drug Delivery. The ideal drug
delivery system is the feedback controlled drug deli-
very system that releases drug in response to a
therapeutic marker. This can be classified into two
classes: modulated and triggered device. A modu-
lated device involves the ability to monitor the che-
mical environment and changes drug delivery rate
continuously in response to the specific external
marker, while in a triggered device no drug release
takes place until it is triggered by a marker.

These different approaches of drug delivery can
have different routes of administration. Some of the
most preferred routes are oral, pulmonary inhala-
tion, transdermal, transmucosal, and implantable
systems.

Implantable Controlled Drug Delivery Devices.
Although most controlled drug delivery systems
are designed for transdermal, subcutaneous, or
intramuscular uses, implantable devices are very
attractive for a number of classes of drugs, particu-
larly those that cannot be delivered via the oral route
or are irregularly absorbed via the gastrointestinal
(GI) tract (9). Implantable systems are designed to
deliver therapeutic agents into the bloodstream. This
replaces the repeated insertion of IV catheters. The
basic idea behind this device is simple: The treatment
of certain diseases that require the chronic admin-
istration of drug could benefit from the presence of
implantable devices. These systems can also be used
to deliver drug to the optimum physiological site.
These systems are particularly suited for drug
delivery requirements of insulin, steroids, che-
motherapeutics, antibiotics, analgesics, contracep-
tives, and heparin. Implantable systems are placed
completely under the skin (usually in a convenient,
but inconspicuous location). Benefits include the
reduction of side effect (drug delivery rate within
the therapeutic window) caused by traditional
administration techniques, and better control.
Ideally an implantable system will have a feedback
controlled release mechanism and will be controlled
by electronics with a long-life power source to
achieve zero-order or manipulable nonzero-order
release profiles in a manner similar to a physiolo-
gical release profile.
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The focus of this research is on two major requirements
of an implantable controlled drug delivery device:

1. One of the major requirements for implantable drug
delivery devices is to allow controlled-release of ther-
apeutic agents, especially biological molecules, con-
tinuously over an extended period of time. The goal
here is to achieve a continuous drug release profile
consistent with zero-order kinetics where the con-
centration of drug in the blood remains constant
throughout the delivery period. As mentioned ear-
lier, the therapeutic advantages of continuous
release of drug by implantable delivery devices are
significant: minimized adverse reactions by reducing
the peak levels, predictable and extended duration of
action, reduced inconvenience of frequent dosing and
thereby improved patient compliance.

2. The second, and more important requirement, is to
achieve a manipulable nonzero-order release profile,
such as pulsatile or any other pattern required for
applications in therapeutic medicine. Vaccines and
hormones are examples that require pulsatile deliv-
ery (10,11). Gonadotropin releasing hormone, for
example, is most effective when delivered in a pul-
satile manner to female patients undergoing treat-
ment for infertility.

A sequence of two implantable systems was developed to
achieve the above mentioned goals. The first device that
addresses the first goal is named nanochannel delivery
system I (or nDSI), while the device that addresses the
second goal is called nanochannel delivery system 2 (or
nDS2).

The Economics of Drug Delivery Devices

The fact that drug delivery technology can bring both
therapeutic and commercial value to healthcare products
cannot be neglected. Big pharmaceutical companies have
recently started losing their market share to generic
competitors after their patents expired, and therefore they
have started recognizing the importance of drug delivery
companies. Pharmaceutical companies are looking to
extend their patents lifetimes by making strategic alli-
ances with drug delivery technology companies, by pre-
senting old drugs in new forms. Most of the drug delivery
products therefore reach the market as a result of strategic
alliance between drug delivery companies and pharmaceu-
tical companies. Pharmaceutical companies provide the
drug that may not be delivered efficaciously with a con-
ventional delivery mechanism, while the drug delivery
companies provide the cutting edge technology to admin-
ister the drug more effectively. The joint venture not only
offers considerable advantages over the R&D efforts to
bring new drug into the market as drug delivery systems
provide means to reformulate existing products, but it
also protects the drugs from erosion by generics in the
case of patented drugs. As a result, drug delivery tech-
nology companies seem to enjoy a good return on their
investments in the form of increased revenues and market
share (9,12).

The global drug delivery market grew between 1998
and 2002, with a compound annual growth rate (CAGR)
of 13.7%, increasing from $39.6 billion to slightly
> $66 billion. The market is expected to grow at a slightly
lower CACR of 11.6% between 2002 and 2007 correspond-
ing to a market value of $114.3 billion by 2007. One of the
contributing factors in this growth is the use of drug
delivery systems as strategy to expand the shelf-life of
products (particularly blockbusters), enabling pharmaceu-
tical companies to sustain the revenue streams from their
best sellers.

The largest market for drug delivery systems in the
world is in the United States, having captured 47.9% of the
global market’s revenue generation in 2002. This figure is
forecast to fall to 41.9% by 2007 although the U.S. market
will retain its position as the leading market. The U.S.
market for drug delivery systems was worth $31.7 million
in 2002, having experienced a CAGR of 12.6% during 1998–
2002. Oral drug delivery systems had the largest market
share, taking 47.7vo of the total market share. Transmu-
cosal, injectable, and implantable systems together had
8.8% of the market share in 2002. The U.S. market value
for drug delivery systems is expected to grow at a rate of
8.5% annually, reaching a value of $48 billion by 2007.

MICROELECTRO-MECHANICAL SYSTEMS

A number of devices have been developed to achieve con-
trolled drug delivery. These devices utilize a different route
of administration and different materials for device fabri-
cation. Typically, each of these devices is targeted toward
delivering one or a few of the therapeutics. The factors that
need to be considered when designing a drug delivery
device were previously discussed in great details (Fig. 1).
This article begins with a brief history of implantable drug
delivery devices. These include polymeric devices, osmotic
pumps, micropumps, and microelectro-mechanical sys-
tems (MEMS) based devices. Since the drug delivery
devices developed in this research are based upon MEMS
technology, a good understanding of MEMS fabrication
technology is needed, and therefore under the section
MEMS for drug delivery devices, it is digressed from the
topic implantable drug delivery devices and a more in-
depth description on the use of MEMS for different drug
delivery devices is presented. This includes MEMS for
transdermal, oral, injectable, and implantable drug deliv-
ery. This article concludes with a critical analysis of
implantable drug delivery devices.

A History of Implantable Drug Delivery Devices

The history of implantable devices goes back to May 1958
when the first implantable cardiac pacemaker was placed
in an experimental animal (13). Later that year the first
pacemaker was implanted in a human that operated for 3 h
and then failed (14). The second unit operated for 8 h before
failing, and the patient went unstimulated for 3 years
before receiving a satisfactory implantable unit. The record
shows that this patient was alive in 1991 and was using a
pacemaker (15). The development of an implantable pace-
maker revolutionized the field of biomedical science and
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engineering over the last 30 years providing many differ-
ent implantable biomedical devices to the medical pro-
fessionals for therapeutic and diagnostic use. Today,
implantable cardioverter–defibrillators, drug delivery sys-
tems, neurological stimulators, bone growth stimulators,
and other implantable devices make possible the treat-
ment, of a variety of diseases.

Extensive research has been done on implantable drug
delivery devices over the last 30 years. Different technol-
ogies have been developed with many breakthroughs in
clinical medicine. The first such device that saw extensive
clinical use was reported in the 1970s (15–18). This system
used a bellows-type pump activated by partially liquefied
Freon. The Freon was reliquefied with each transcuta-
neous refill of the implantable device, and the administra-
tion was constant. Later, extensive research started to
develop more sophisticated devices that could offer better
control and more clinical options. Another device was
developed by Medtronic Company that has a peristaltic
pump to deliver the drugs (19). The device was controlled
by electronics. Another system developed by MimiMed
Technologies employs a solenoid pump, a reservoir, and
advanced electronic control (20). The Infusaid Company
developed an advanced programmable implantable pump
that employed a bellows-type pump and a solenoid valve
set to control drug flow (21). Other technologies developed
to achieve this goal are summarized in the following
sections.

Polymeric Implants. Polymers have been used exten-
sively in controlled drug delivery systems. These can be
classified as (1) nondegradable polymeric reservoirs and
matrices, and (2) biodegradable polymeric devices. The
first kind of polymeric devices are basically silicone elas-
tomers. This kind of drug delivery system is based upon the
research conducted in the 1960s, when researchers recog-
nized that certain dye molecules could penetrate through
the walls of silicone tubing (22–24). This lead to the devel-
opment of reservoir-based drug delivery system, which
consisted of hollow polymer tubes filled with a drug
suspension. The drug is released by dissolution into the
polymer and then diffusion through the walls of the poly-
meric device. The two most commonly used nondegradable
polymers are silicone and poly(ethylene-covinyl acetate)
(EVAc). The Norplant 5 year contraceptive drug delivery
system is based upon this technology. Some of the implan-
table reservoir systems are simple cylindrical reservoir
surrounded by a polymeric membrane. The other variety
in this first category is constructed of a solid matrix of
nondegradable polymers. These systems are prepared by
homogeneous dispersement of drug particles throughout
the matrix (25). Drug release occurs by diffusion through
the polymer matrix or by leaching or a combination of both
(26). The matrix may be composed of either a lipophilic or
hydrophilic polymer depending on the properties of the
drug and the rate of release desired. However, it is difficult
to achieve constant rates of drug release with nondegrad-
able matrix systems, for example, the rate of release of
carmustine from an EVAc matrix device drops continu-
ously during incubation in buffered water (27). Constant
release can sometimes be achieved by making the matrix as

a reservoir surrounded by a shell of rate-limiting polymeric
membrane. In some cases, water soluble, cross-linked poly-
mers can be used as matrices. Release is then activated by
swelling of the polymer matrix after exposure to water (28).
One other kind is a magnetically controlled system where
magnetic beads are dispersed within the matrix (25). Drug
is released by diffusion with a concentration gradient. The
addition of an externally oscillating magnetic field causes
the physical structure of the polymer to alter, creating new
channels, and thus leading to further drug release.

Biodegradable polymeric devices are formed by physi-
cally entrapping drug molecules into matrices or micro-
spheres. These polymers dissolve when implanted
(injected) and release drugs. Examples of biodegradable
polymers are poly(lactide-co-glycolide) (PLGA), and poly
(p-carboxyphenoxypropane-co-sebacic acid) (PCPP-SA)
(24). Some of the commercially available polymeric devices
are Decapeptyl, Lupron Depot (microspheres), and Zoladex
(cylindrical implants) for prostate cancer and Gliadel for
recurrent malignant glioma. The half-life of therapeutics
administered by microspheres is much longer than free
drug injection. Polymers are also being investigated for
treating brain tumors (29), and delivery of proteins and
other macromolecules (30).

The above mentioned polymeric implants are utilized
for sustained drug delivery. Methods have been developed
to achieve controlled drug delivery profiles with implan-
table polymeric systems (31,32). These technologies
include preprogrammed systems, as well as systems that
are sensitive to (triggered or modulated by) modulated
enzymatic or hydrolytic degradation, pH, magnetic fields,
ultrasound, electric fields, temperature, light, and mechan-
ical simulation. Researchers are also exploring the use of
nontraditional MEMS fabrication techniques and materi-
als that could be used to form microwell- or microreservoir-
based drug delivery devices. For example, microwells of
varying sizes (as small as 3fL/well) have been fabricated by
micromolding of poly(dimethylsiloxane) (PDMS) on a
photoresist-coated silicon wafer that is photolithographi-
cally patterned (33).

Osmotic Pumps. Osmotic pumps are energy modulated
devices (9). These are usually capsular in shape. When the
system is exposed to an aqueous environment, such as that
after subcutaneous implantation, water is drawn to the
osmotically active agent through a semipermeable mem-
brane and pressure is supplied to the collapsible drug
reservoir and drug is released through an orifice with
precise dimension. The delivery mechanism is dependent
on the pressure created and is independent of drug proper-
ties. The ALZET pumps (only for investigational purpose at
this time, not for humans) have been used in thousands of
studies on the effects of controlled delivery of a wide range
of experimental agents, including peptides, growth factors,
cytokines, chemotherapeutic drugs, addictive drugs, hor-
mones, steroids, and antibodies (34). The ALZA Corpora-
tion built the DUROS implant based upon the foundation of
the ALZET osmotic pump, the system of choice for implant
drug delivery in research laboratories around the world for
> 20 years. Viadur, a once-yearly implant for the palliative
treatment of advanced prostate cancer, is the first
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approved product to incorporate ALZAs proprietary
DUROS implant technology. A single Viadur implant con-
tinuously delivers precise levels of the peptide leuprolide
for a period of 1 full year, providing an alternative to
frequent leuprolide injections. Although most of the osmo-
tic pumps are designed for sustained release profile,
research is being conducted to modify this design for
different patterns (9). Further, a catheter was attached
to the exit port of an implantable osmotic pump to achieve
site specific drug delivery at a location distant from site of
implantation (35).

Micropumps. Micropumps have been actively investi-
gated for drug delivery applications. Some micropumps are
nonmechanical that utilizes electrohydrodynamic, electro-
osmotic, ultrasonic, or thermocapillary forces (36). How-
ever, most of the micropumps are mechanical, composed of
mechanically moving membranes. A number of mechanical
micropumps have been developed using various mechan-
isms, including piezoelectric (37), electrostatic (38), ther-
mopneumatic (39), electromagnetic (40), bimettalic (41),
shape memory alloy (SMA) (42), ionic conducting polymer
films JCPF (43), and surface tension driven actuators (36).
One example is the silicon piezoelectric micropump based
on silicon bulk micromachining, silicon pyrex anodic bond-
ing, and piezoelectric actuation (37). This can be used for
application requiring low (typically 1mL �min�1), precisely
controlled flow rate. The whole system includes the refill-
able reservoir, control, and telemetry electronics and
battery. This can be implanted in the abdomen and a
catheter can be brought to the specific site. The Synchro-
Med pump is an implantable, programable, battery-
powered device commercially available by Medtronics
(44). A large number of other implantable drug delivery
devices have been developed in last decade utilizing the
silicon microfabrication technology that was developed in
integrated circuits (ICs) industries.

MEMS for Drug Delivery

Since the invention of silicon microfabrication technology
in early 1960s, the IC has changed our world. During last
40 years, the semiconductor industry has come up with a
fastest growing industry in our history. From a modest
beginning, which allowed few transistors on a chip, we have
reached an integration level of tens of millions of compo-
nents in a square centimeter of silicon. The minimum fea-
ture size on silicon is reducing and thus the number of
devices per square centimeter is increasing. Since the obser-
vation made in 1965 by Gordon Moore (45), co-founder of
Intel, the number of transistors per square inch on inte-
grated circuits had doubled every year since the integrated
circuit was invented. Moore predicted that this trend would
continue for the foreseeable future. Insubsequent years, the
pace slowed down a bit, but data density has doubled
approximately every IS months, and this is the current
definition of Moore’s law.

This silicon fabrication technology was later extended to
machining mechanical microdevices, which was later called
MEMS. The pioneer work was done by Nathanson et al. in
1965 when they demonstrated the first micromachined
structure to fabricate a free-standing gold beam electrode

used in a resonant gate transistor (46). By late 1970s, there
was an immense interest in silicon as a mechanical mate-
rial (47,48). During 1980s and 1990s, many MEMS devices
were fabricated, for example, micrometers (49–51), deform-
able mirrors (52,53), accelerometers (54–58), and comb-
drive actuators (59).

In recent years, this fabrication technology has been
extensively used for the development of microfluidic
devices for biological and biochemical applications (these
are called bio-MEMS) (60,61). Further, the integration of
microfluidic devices and integrated circuits over the last
decade has revolutionized the chemical and biological ana-
lysis systems, and has opened the possibility of fabricating
devices with increased functionality and complexity for
these applications (62–64). These tiny devices hold promise
for precision surgery with micrometer control, rapid
screening of common diseases and genetic predispositions,
and autonomous therapeutic management of allergies,
pain and neurodegenerative diseases (7). The development
of retinal implants to treat blindness (65), neural implants
for stimulation and recording from the central nervous
system (CNS) (66), and microneedles for painless vaccina-
tion (67), are examples in which MEMS technology has
been used. With microfabrication technology it is also
possible to produce the novel drug delivery modalities with
capabilities not present in the current systems. A variety
of microfabricated devices, such as microparticles, micro-
needles, microchips, nanoporous membranes, and
micropumps, have been developed in recent years for drug
delivery applications (68–71). This section reviews various
microfabricated devices. These have been categorized and
described below as microfabricated devices for transder-
mal, oral, IV, and implantable drug delivery devices.

Microneedles for Transdermal Drug Deliver. Transder-
mal drug delivery is probably the most favored way of drug
delivery since it avoids any degradation of molecules in the
GI tract and first-pass effects of the liver, both of which
are associated with the oral drug delivery, and eliminates
the pain associated with IV injection (72–76). However, the
major barrier for the transdermal delivery is the stratum
corneum, the outermost dead layer of the skin. 1n human,
it is 10–20mm thick. A number of different approaches
have been studied with two common goals: first is to
disrupt stratum corneum structure in order to create
‘‘holes’’ big enough for molecules to pass through and the
second goal is to develop microneedles that are long enough
to provide transport pathways across the stratum corneum
and short enough to reach nerves found in deeper tissues.
These approaches include chemical–lipid enhancers
(77,78), electric fields employing iontophoresis and electro-
poration (79), and pressure waves generated by ultrasound
or photoacoustic effects (80,81).

MEMS technology has provided an alternative
approach to transdermal drug delivery. The development
of microneedles for transdermal drug delivery enhances
the poor permeability of the skin by creating microscale
conduits for transport across the stratum corneum (69,76).
Needles of micron dimensions can pierce into the skin
surface to create holes large enough for molecules to enter,
but small enough to avoid pain or significant damage.
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Although the microneedles concept was proposed in the
1970s (82), it was not demonstrated experimentally until
the 1990s (83). Since then, many different kinds of micro-
needles have been fabricated in several materials (e.g.,
silicon, glass, and metal). Further, these microneedles
can be fabricated in-plane, where the needle lumen (flow
channel) is parallel to the substrate surface, or out-of-
plane, where the lumen is normal to the substrate. Some
of these are summarized below.

Lin and Pisano (84) fabricated microneedles in silicon
(Figs. 4 and 5). The primary structural material of these
microneedles was silicon nitride, forming the top, and a bulk
micromachined boron doped silicon base defined by etching
the substrate in ethylenediamine pyrocatechol (EDP). This
layer of silicon, which varied in thickness from � 50mm at
the shank to 12mm near the tip improved the structural
strength. The lumen was defined by a sacrificial layer of
phosphorous doped glass. These microneedles were 1–6 mm
in length with lumens 9mm high and 30–50mm wide.

The proximal ends of the microstructures had inte-
grated polycrystalline silicon heater strips. The heater
could generate bubbles, which were useful in pumping
fluid down the lumen. Authors suggested that electrodes
could also be patterned along the length of the needle by a
slight process modification for the measurement of neural
activity.

Other microneedles made out of polysilicon molding
process were reported by Talbot and Pisano (85) (Fig. 6).
The two halves of the mold are produced by bulk micro-
machining of silicon wafers followed by deposition of a 2mm
phosphosilicate glass (PSG) release layer. The two halves
are temporarily bonded together under nitrogen ambiance
at 1000 8C. After bonding, a 3mm layer of amorphous silicon
is deposited by LPCVD through access holes in the top mold
wafer. The mold along with the deposited film was then
annealed at 1000 8C. Deposition and annealing steps were
repeated until the desired thickness of 12–18mm was

obtained. Plasma etching was used to remove the polysi-
licon coating the funnel-shaped access holes in the top mold
layer. The devices were released from the mold by etching in
concentrated hydrofluoric acid, which selectively attacks
the PSG. The mold could be used repeatedly by redeposit-
ing PSG, the release layer in order to minimize the cost.
The resulting polysilicon microneedles are 1–7mm long,
110–200mm rectangular cross-section, and submicrometer
tip radii.

Brazzle et al. (86–88) fabricated metal microneedles
using a micromolding process. The fabrication process of
the microneedles developed by Papautsky is shown in Fig. 7.
A Pþ etch stop layer was formed and backside anisotropic
etching in KOH was performed to define a thin membrane.
The lower wall of the microneedles consisted of deposited
and patterned metal layers. A thick layer (5–50mm) of
positive photoresist was then spin coated and lithographi-
cally patterned on the top of the lower metal walls.

The dimensions of this sacrificial layer precisely defined
the cross-section of the lumen. After sputter deposition of a
Pd seed layer, the thick metal structure walls and top of the
microneedles were formed by electrodeposition. The sacri-
ficial photoresist was removed with acetone and the Pþ
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by Lin and Pisano (84).

Polysilicon
resistor

Si substrate

Silicon nitride

Thick PSG/LTO
(a) Microchannel

Thermal oxide

Si substrate

Si substrate

Etch hole
(b)

(c)

(d)

(e)

Silicon nitride
Etch
channel

Separation

Si substrate

EDP-etch
open

Figure 5. Process sequences of a silicon processed microneedles
by Lin and Pissano (84).



membrane was etched away in an S176 plasma, resulting
in a one-dimensional (1D) array of hollow microneedles
released from the substrate.

Out-of-plane array of microneedles were fabricated by
Stoeber and Liepmann (89,90). The fabrication process is
summarized in Fig. 8. A double-sided polished wafer was
oxidized. The lumen was etched through the wafer by
plasma etching following a mask patterned at the backside.
A silicon nitride film was then deposited across the back-
side and into the etched holes. Needle locations were
photolithographically defined on the top surface on the
wafer. The microneedle shaft was created by isotropic
and etching on the silicon substrate. The isotropic etching
forms a microneedle with a gradually increasing diameter
along the shaft. By displacing the circular pattern for
isotropic etching from the center of the lumen, a pointed
needle shape was obtained. These microneedles were
200mm tall, with a base diameter of 425mm tapering to
a 40mm lumen. Individual needles were 750mm apart.
Fluid injection was demonstrated by delivering under
the skin of a chicken thigh, a depth of �100mm.

Solid microneedles with no lumen were demonstrated
by Henry et al. (76,91). The fabrication steps are shown in
Fig. 9. A chrome mask was deposited on a silicon wafer and
patterned into dots that have a diameter approximately
equal to that of the base of the desired needles. A deep
reactive ion etching was performed. Etching proceeded
until the mask fell off from undercutting. The region
protected by chromium remained and eventually became
the microneedles. The tapering on the microneedles were
controlled by adjusting the degree of anisotropy in the etch
process. The resulting microneedles were 150mm tall, and
could be fabricated in dense arrays.

Gardeniers et al. (92) fabricated out-of-plane micronee-
dles that employed reactive ion etching from both sides on

a (100) oriented silicon wafer (Fig. 10). A hole (feature a in
Fig. 10), which becomes lumen and a slot (feature b) that
defines the position of the needles tip and needle sidewalls,
was etched at the top surface. These structures were
aligned to the crystallographic planes of silicon so that
anisotropic etching performed later produces the slanted
structure. The connecting lumen (feature c) was etched
from the back side. The substrate, including the sidewalls
of the etched features were coated with the chemically
vapor deposited silicon nitride. The nitride was removed
form the top surface of the wafer and etched in KOH. The
etch left a structure defined by (111) plane in the areas
where the nitride slot walls were concave, but where the
mask was convex, the etch found all of the fast etching
planes. The nitride mask was stripped at the end of the
process.

Microneedles have also been developed for gene deliv-
ery. One such structure was fabricated by Dizon et al. (93).
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Figure 6. Microneedles fabricated from a polysilicon molding
process using two silicon wafers (85).
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Figure 7. Fabrication process of a hollow in-plane microneedles
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This structure was fabricated in dense array using a
silicon bulk micromachining technique (Fig. 11), called
Microprobes. The microprobes were �80mm high topped
by a wedge-shaped tip with a radius of curvature <0.1mm.
The facets of the microstructure were fabricated utilizing
fast etching (411) planes, produced by convex-corner
undercutting in an anisotropic etching solution and a
square mask. These microprobes can be coated with
genes and pressed into cells or tissues. The sharp tips
penetrate into cells and affect the transport of genetic
material. Successful expression of foreign genes using
this technique has been demonstrated in the nematode
Caenorhabditis elegans (94), tobacco leafs (95), and mam-
malians cells (96).

Mikszta et al. (67) used silicon micromachining techno-
logy for DNA and vaccine delivery to the epidermis.
Figure 12 shows the microstructure, which they call micro-
enhancer arrays (MEAs), that was fabricated by isotropic
chemical etching of silicon wafers.

On the whole, existing microneedle-based drug delivery
devices offer several advantages, such as the ability to
inject drugs directly through the stratum corneurn at
reproducible and accurate depth of penetration, minimal
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Figure 8. Out-of-plane array of microneedles. (a) Fabrication
step, (b) Symmetric and asymmetric needles (90).

Figure 9. (a) Scanning electron micrograph (SEM) of microneedles
made by reactive ion etching technique. (b) Micro-needle tips
inserted across the epidermis. The underside of the epidermis is
shown, indicating that the microneedles penetrated across the
tissue and that the tips were not damaged. Arrows indicate some of
the microneedle tips (91).

Figure 10. Out-of-plane microneedles were fabricated that
employed reactive ion etching from both sides on a (100) silicon
wafer (92).

Figure 11. Solid silicon microprobe for gene delivery (93).



pain, and on-board ability to probe or sample the same
device. Nevertheless, local irritation and low mechanical
stability are some of the potential drawbacks that demand
further investigation for alternate fabrication techniques
and materials. Furthermore, improved fluid flow models
that determine the most effective structural. fluidic, and
biological design considerations for a given delivery appli-
cation continue to be required.

Microparticles for Oral Drug Delivery. Oral route is a
preferred method of drug delivery because of its ease of
administration and better patient compliance. However,
oral delivery of peptides and proteins has remained an
illusive goal to date. The two main reasons why it is
currently impossible are (1) destruction or inactivation
due to enzymatic action, and the acidity of the upper GI
tract; and (2) physiological permeation barrier, opposing
penetration of large biological molecules through intestinal
walls (71). These are mucosal layers and the tight junctions
connecting intestinal epithelial cells, which restrict the
possible passageways to be transcellular, and thus expose
the diffusing biomolecule to enzymatic degradation. This
method of drug delivery, therefore, leads to unacceptably
low oral bioavailability. Consequently, various approaches
based on the use of protective coatings (97), targeted
delivery (98), permeation enhancers (99), protease inhibi-
tors (100), and bioadhesive agents (101–103) have been
explored in recent years. While all of these methods have
been shown to increase the oral bioavailability of drug
molecules, none of them offer a complete solution for
adequate and safe oral delivery of peptides and proteins.

Microfabrication technology may address the shortcom-
ings of the current oral drug delivery systems by combining
the aforesmentioned approaches in a single drug delivery
platform. Fabrication of microparticles of silicon and sili-
con dioxide has been conceptualized and demonstrated to
achieve this (104–106). Unlike other spherical drug deliv-
ery particles, microfabricated devices may be designed to
be flat, thin, and disk–shaped to maximize contact area
with the intestinal lining and minimize the side areas
exposed to the constant flow of liquids through the

intestines (107). The size of the particles (within thickness
of 0.1–5 nm and diameters of 1–100mm) can be selected to
have good contact with the undulations of the intestinal
wall and large enough to avoid endocytosis of the entire
particle. Permeation enhancers, such as bile salts and
metal chelating agents, can be added to loosen the tight
junctions of the intestinal epithelium. Aprotinin, or other
enzyme inhibitors, can also be added to protect the macro-
molecule from intestinal degradation. In addition, one can
selectively attach bioadhesive agents onto the device sur-
face using relatively simple surface chemical modification
strategies. By replacing the specific markers attached to
the microparticles, specific cell types and tissues can be
targeted for therapy as well as imaging. This would allow
for the high concentration of drug to be locally delivered
while keeping the systemic concentration at a low level.
Finally, these devices can have multiple reservoirs of
desired size to contain not just one, but also many drugs–
biomolecules of interest (108).

iMEDD Inc. in collaboration with Ferrari et al. (109)
developed Oral MEDDS (Oral Micro-Engineered Delivery
Devices), novel porous silicon particles that can be used as
oral drug delivery vehicles. The microparticle dimensions
ranged from 150� 150� 25–240� 240� 25mm with a pore
distribution of 20–100 nm (Fig. 13). Once prepared, the
particles could be loaded with a liquid drug formulation
through simple capillary action. Interstitial air is removed
by vacuum aspiration, and the formulation is dried com-
pletely using vacuum or freeze-drying. OralMEDDS par-
ticles have been designed to target intestinal epithelial
cells, adhere to the apical cell surface, and deliver a drug
formulation containing a permeation enhancer that would
open the local tight junctions of the paracellular transport
pathway. The absorption of macromolecules and hydrophi-
lic drugs, which are unable to undergo transcellular trans-
port across lipid membranes, is largely restricted to this
paracellular route. Therefore, the intestinal absorption of
orally administered water-soluble drugs can be greatly
enhanced through the utilization of OralMEDDs particles
(110).

Micromachined silicon dioxide and PMMA microparti-
cles designed by Desai and co-workers (70,111) can be best
described as microparticles with reservoirs (Figs. 14 and
15). These microparticles are adaptable for use as a bioad-
hesive controlled release oral drug delivery system. Silicon
dioxide microparticles were created by growing a thermal
oxide under wet conditions followed by low pressure
chemical vapor deposition to deposit a sacrificial layer of
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Figure 12. Silicon microenhancer arrays (MEAs) for DNA and
vaccine delivery (67).

Figure 13. Scanning electron microscopy images of a porous
silicon particle: (a) Demonstrating the thickness. (b) Particle
demonstrating the pore size distribution of �20–100 nm (110).



polycrystalline silicon (111). Next, a layer of low tempera-
ture silicon dioxide (LTO) was deposited to form the device
layer. Positive lithography was carried out to define the
shape of the device reservoir. A reactive ion etch (RIE) with
S176 and 02 was used to fabricate the actual reservoir in
the LTO device layer and any remaining photoresist was

then removed in negative photoresist remover. Negative
lithography was carried out to define the device bodies.
Reservoir features on the mask were aligned to the photo-
mask features using front-side alignment. The unmasked
area of the LTO layer was etched using RIE and the
remaining photoresist was removed. These microdevices
were then released into KOH solution by etching the
sacrificial polysilicon layer. The particles were uniform
and semitransparent due to their polycrystalline nature.
Later, a lectin–biotin–avidin complex suited for binding
these microparticles to the intestinal mucosa was devel-
oped. The Caco-2 cell line was used to examine the bioad-
hesive properties of microparticles in vitro. Bioadhesive
silicon dioxide microparticles demonstrated greater adher-
ence to Caco-2 cells as compared to unmodified particles.

Poly(methyl methacrylate) (PMMA) particles were fab-
ricated by spinning PMMA (device layer) on to a clean
silicon wafer (70). Positive lithography was carried out to
define the device bodies followed by a reactive ion etching
to carve the devices. Then a second mask positive photo-
lithography was carried out to carve the device reservoir.
The process flow of the device fabrication is shown in
Fig. 16. The dimensions of the reservoir can be altered by
changing the masked area and their depth can be modified
by changing the time and/or flow rate of plasma in the RIE.
By creating smaller reservoirs, a series of multiple reser-
voirs can be etched into the particles to create separate
reservoirs for a combination of drugs or permeation enhan-
cers. Since the PMMA is adherent to the surface of silicon by
linkage to the native oxide layer, the wafer was soaked in
basic solution to break this bonding and immediately
release the particles. Bioadhesive properties were intro-
duced to microfabricated PMMA microdevices by attach-
ment of lectins, a group of proteins capable of specifically
targeting cells in the GI tract. In this process, the PMMA
microdevices were chemically modified by aminolysis to
yield amine-terminated surfaces. Avidin molecules were
covalently bound to the surface of the particles using a
hydroxysuccinimide-catalyzed carbodiimide reagent and
then incubated in an aqueous solution of biotinylated
lectin. The bioadhesive characteristics of lectin-modified
microdevices were successfully demonstrated in vitro.
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Figure 14. Process flow of the silicon dioxide microparticles (111).

Figure 15. (a) 50m particles with 25m reservoirs. (b) AFM image
of the particles (25 reservoir, 50 m particles) (111).

Figure 16. Process flow of PMMA microdevices with reservoir for
oral drug delivery (70).



Microparticles for Intravenous Drug Delivery. The same
microfabrication technology that has been used quite
extensively for the fabrication of particles for oral drug
delivery can be employed to develop precisely sized and
shaped microparticles with high specific targeting abilities
for IV delivery, especially for the treatment of diseases
where oral and transdermal delivery are not effective. As
an example, systemic chemotherapy using cytotoxic or
biological treatment is the only treatment available for
many patients with advanced metastatic cancer. While
many tumors respond to initial courses of chemotherapy,
after multiple courses and drugs, cancer cells become
resistant to further therapy. In addition, growth of meta-
static tumors is supported by factors, that are secreted by
tumor cells themselves and cause angiogenic leaky vessels
to grow. One strategy for preventing or treating metastatic
tumors is to intervene in the process of angiogenesis by
destroying the blood vessels that supply tumor cells rather
than the tumor cells themselves (112). In such cases, pre-
cisely sized and shaped microparticles especially designed
for IV delivery of cytotoxic biomolecules–drugs to the
microvasculature of tumors with an improved safety profile
could be employed. These have been described below.

Nonporous Microparticles. First generation of nonpor-
ous (solid) microparticles of silicon and silicon dioxide
suitable for IV drug delivery (16,113), were rectangular
shaped with thickness of 0.9mm, and varied from 1 to 3mm
in length and width (Fig. 17). These microparticles were
treated with amino- and mercaptosilanes, followed by cou-
pling to human antibody (IgG) by using the heterobifunc-
tional cross-linker succinimidyl 4-(N-maleimidolmethyl)-
cyclohexane-l-carboxylate, to demonstrate their capability
toward specific attachment of bioadhesive agents. These
solid microparticles and their next generations are cur-
rently being explored for drug delivery and bioimaging
applications (114).

Nanoporous Microparticles. Currently, porous silicon
has begun to receive significant attention for biomedical
usage. Nano- and microparticulates of this material have
immense potential to be clinically and diagnostically sig-
nificant both in vivo and ex vivo (115,116). Li et al. (113)
demonstrated the incorporation, characterization, and
release of cisplatin [cis-diammine dichloroplatinum(Il)],

carboplatin [cis-diammine (cyclobutane-1,1-dicarboxylato)
platinum(Il)], and Pt(en)C12 [ethylenediamminedichloro
platinum(Il)] within layers of calcium phosphate on porous
Si–Si substrates for bone cancer treatment.

Superior control over particle dimensions, pore size,
pore shape, and loading capacity is critical for microparti-
cles for IR drug delivery (17,117). iMEDD Inc. has devel-
oped nanoporous microparticles (called IV-MEDDS or NK-
MEDDS, where NK denotes the fact that the particles
mimic Natural Killer cells) to treat systemically accessible
solid tumors, specifically the multiple lesion sites asso-
ciated with metastatic disease (71). The approach here is
to kill the circulatory accessible endothelial cells that
support the existing tumor capillaries using microma-
chined asymmetrical particles, that is, the top face of the
particle contains a pore loaded with cytotoxic drugs, which
is plugged with an erodible gelatinous material and layered
with chemically grafted ligand (including growth factors,
e.g., FGF, EGF and VEGF to bind endothelial or tumor cell
receptors or folate and tumor-targeting RGD peptides to
bind avb3 with high affinity) for targeting and protection.
Designed to mimic the behavior of NK cells, a potent
cytolytic agent, such as bee venom-derived melittin, can
be plugged with a material designed to erode in 1–48 h.
After injection, the particles circulate within the blood-
stream for several minutes to several hours after that they
are removed from the body’s immune system. Bound par-
ticles should release their contents in the vicinity of the
tumors and cause lysis and death of the target endothelial
cells. Melittin peptides released by particles elsewhere in
the body and not bound to endothelial target, are inacti-
vated by binding to albumin and thus are not toxic to
normal cells (71).

Based on the above-mentioned concept, Cohen et al.
(118) prepared micron-sized particles with nanometer-
sized pores out of porous silicon and porous silicon dioxide.
The fabrication steps are shown in Figs. 18–20. The par-
ticles were fabricated with precise shapes and sizes. The
size and thickness of these particles could be altered by
changing the dimensions of the photolithography mask,
the anodization time, and the electropolishing time. The
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Figure 17. Scanning electron micrographs of microparticles. (a)
Dimensions are 2.2� 2.1 (�0.1) mm for the larger particles, and
1.2�1.1 (�0.05) mm for the smaller ones. (b) Shows tilted view of
larger microparticles (104).

(a)
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(f)

(e)
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Figure 18. Fabrication details for porous silicon particles. (a)
LPCVD silicon nitride deposition. (b) Photolithography. (c) Dry
etch silicon nitride. (d) Piranha. (e) Anodization of silicon. (f)
Electropolishing. (g) Particle release (118).



porous silicon dioxide particles were 4.7mm squares with a
thickness of 1.0mm. The porosity of silicon dioxide particles
was 52.5%. In order to determine safe particle size and
concentration for IV drug delivery, a safety study was
performed using solid silicon particles with various shapes,
squares and circles, and varying sizes, 2, 5, and 10mm.
Results indicated that at concentrations of 1� 107 particles
per mouse, particles of size 2 and 5mm safely circulate
throughout the vasculature. No mice survived for any
length of time when they were injected with 10mm parti-
cles. Work is underway to demonstrate the coupling of EGF
to porous dioxide particles that will allow for the particles
to bind to the cells that express EGF receptors.

Smith et al. (114) prepared novel, controllably dual-sided,
symmetric particulates of porous silicon from a polysilicon
precursor. These particulates are precisely monodisperse on
the scale of 1mm (diameter and thickness) and may enable

unidirectional flow of transported drugs, proteins–peptides,
nucleic acids, and so on. They may also facilitate control-
lably different intraparticle surface chemistries, and there-
fore potentially different types of antibodies, proteins, and
so on, can be present on the same particle.

MEMS for Implantable Drug Delivery Devices. Implan-
table devices are preferred for the therapies that require
many injections daily or weekly. The requirement and
advantages of an implantable drug delivery device has
been discussed above in greater detail. These devices can
either be implanted into the human body or placed under
the skin, consequently reducing the risk of infection by
eliminating the need for frequent injections. Most of the
implantable microsystems are expected not to cause pain
or tissue trauma owing to their small size and are often
virtually invisible. The advances in microfabricated
implantable drug delivery device have been reviewed
below.

Microreservoirs. Silicon microfabrication technology
has been used to develop drug delivery device consisting
of an array of microreservoirs (68,119,120) (Fig. 21). This
device is currently being developed by MicroCHIPS, Inc.,
for use as external and implantable systems for the
delivery of proteins, hormones, pain medications, and
other pharmaceutical compounds (117). Each dosage is
contained in a separate reservoir that is covered with a
gold membrane. The membrane gets dissolved in the pre-
sence of chloride ions when anodic voltage is applied to the
membrane of interest. This causes the membrane to
weaken and rupture, allowing the drug within the reser-
voir to dissolve and diffuse into the surrounding tissues.
This device allows the release of a potent substance in a
pulsatile manner. Each microreservoir can be individually
filled, so multiple substances can be delivered from a single
MEMS device. Release of fluorescent dye and radiolabeled
compounds has been demonstrated from these microreser-
voir devices in vitro in saline solution and serum (68).
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Figure 19. Process flow of porous SiO2 particle fabrication. (a)
Aluminum deposition. (b) Spun on mesoporous oxide film. (c)
Baked mesoporous oxide film. (d) Photolithography. (f) Particle
release in pirana. (g) Uncapped particles. (h) Particles capped with
photoresist (118).

Figure 20. (a) SEM images of released porous silicon particles:
Top image shows the shape and size of the particles. Bottom image
demonstrates pores in the size range of 20–100 nm. (b) SEM
images of mesoporous silicon oxide particles on wafer: (a) flat.
(b) 45 tilt. (c) SEM images of released porous silicon dioxide
particles. (d) SEM images of released porous silicon particles (118).

Figure 21. A schematic of a silicon microchip for controlled
release. (a) Cut-away section showing anodes, cathodes, and
reservoirs. (b) Shape of an individual reservoir. (c) Photograph
of a prototype microchip: the electrode-containing frontside and
the backside with openings for filling the reservoirs (15).



The release studies from this device demonstrated that
the activation of each reservoir could be controlled indivi-
dually, creating a possibility for achieving many complex
release patterns. Varying amounts of chemical substances
in solid, liquid, or gel form could be released into solution in
either a pulsatile, a continuous, or a combination of both
manners, either sequentially or simultaneously from a
single device. Such a device has additional potential advan-
tages including small size, quick response times, and low
power consumption. In addition, all chemical substances to
be released are stored in the reservoirs of the device itself,
creating a possibility for the future development of auton-
omous devices. A microbattery, multiplexing circuitry, and
memory could be integrated directly onto the device, allow-
ing the entire device to be mounted onto the tip of a small
probe, implanted, swallowed, integrated with microfluidic
components to develop a laboratory-on-a-chip, or incorpo-
rated into a standard electronic package, depending on the
particular application. Proper selection of biocompatible
device materials may result in the development of an
autonomous, controlled-release implant or a highly con-
trollable tablet for drug delivery applications (68).

Nanoporous Silicon Membranes. Silicon nanopore mem-
branes were developed by Ferrari and co-workers for appli-
cation as immunoisolating biocapsules, and for molecular
filtration (121–123). These membranes were shown to be
sufficiently permeable to oxygen, insulin, and glucose,
while at the same time impermeable to larger proteins,
such as immunoglobulin G (IgG), which might lead to
destruction of the transplanted cells (124). Since the diffu-
sion through these membranes is linear, they can also be
used for sustained drug delivery. This is currently being
developed by iMEDD, Inc. (71,109). Over the years, nano-
pore technology has undergone continued improvements.
Nevertheless, the basic structure and fabrication protocol
for the nanopores has remained the same. The membrane
area is made of thin layers of polysilicon, silicon dioxide,
and/or single crystalline silicon depending on the design
employed. The strategy used to make nano-size pores was
based on the use of a sacrificial oxide layer sandwiched
between two structural layers, for the definition of the pore
pathways. The first design of nanoporous membranes con-
sisted of a bilayer of polysilicon with L-shaped pore paths.
The flow path of fluids and particles through the membrane
is shown in (Fig. 22a) (125). As shown, fluid enters the
pores through openings in the top polysilicon layer, travel
laterally through the pores, make a 908 turn, and exit the
pores through the bottom of the pore where both the top
and bottom polysilicon layers lay on the etch stop layer.
While this design performed well for preventing the diffu-
sion of the larger, unwanted immune system molecules, its
L-shaped path slowed down and, in some cases, prevented
the diffusion of the smaller molecules of interest. The pores
in this design were fairly long, which led to the slow
diffusion of the desired molecules. Also, because of the
large area per pore, it was difficult to increase the pore
density and thus the diffusion rate. The next design had an
improvement in the production of short, straight, vertical
pores through a single-crystal base layer (Fig. 22b and c).
This design had the advantage of direct flow paths. This

direct path allows the smaller molecules of interest to
diffuse much quicker through the membrane, while still
size-separating the larger molecules. To further improve
the reliability of the nanoporous membranes, several basic
changes were made in the fabrication protocol from the
previous membrane design to eliminate problems with the
diffused etch stop layer (126). This design also incorporated
a shorter diffusion path length, based on the thicknesses of
the two structural layers. The design of a new membrane
fabrication protocol incorporated several desired improve-
ments: a well-defined etch stop layer, precise control of
pore dimensions, and a lower stress state in the membrane.
The new protocol also increased the exposed pore area of
the membranes. The nanoporous membranes have been
studied extensively for the use of drug delivery and the
results are very encouraging.

Zero-Order Kinetics through Nanoporous Membrane.
In vitro bovine serum albumin (BSA) release data through
13 nm pore is shown in Fig. 23. The experimental results
show zero-order release profile (zero-order kinetics). Note
that the zero-order kinetics does not follow Fick’s law.
Fick’s laws are usually adequate to describe diffusion
kinetics of solutes from a region of higher concentration
to a region of lower concentration through a thin, semi-
permeable membrane. But, when the size of the membrane
pores approaches that of the solute, an unexpected effect
may occur, which deviate substantially from those
predicted by Fick’s laws. Diffusion of molecules in micro-
porous media, such as zeolites, has led to experimental
evidence of such unusual phenomena as molecular traffic
control and single file diffusion (SFD) (127,128). Theore-
tical treatments and simulations suggest that in the case of
SFD, solute molecules of equal size cannot pass each other
in pores that approximate the dimensions of the molecule
itself, regardless of the influence of concentration gradient,
and thus their initial rate of movement (or flux) is under-
estimated by Fick’s law (129–133).

The microfabricated nanopore channels are of molecu-
lar size in 1D, and therefore non-Fickian diffusion kinetics
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Figure 22. (a) Flow path through MI filters, with lateral diffusion
through the nanopores defined by sacrificial oxide. (b) Cross-
section of M2 design showing direct flow path. Scanning
electron micrographs of microfabricated membrane: (c) top view
detail; (d) side view detail (126).



is observed. The observations are consistent with the diffu-
sion reported for colloidal particles confined in closed 1D
channels of micrometer scale where particle self-diffusion
is non-Fickian for long time periods and the distribution of
particle displacements is a Gaussian function (128). Zero-
order flux is observed when a chamber filled with a solute is
separated from a solute-free external medium by channels
that are only several times wider than the hydrodynamic
diameter of the individual molecules. The basic principle of
diffusion as a mixing process with solutes free to undergo
Brownian motion in three dimensions (3D) does not apply
since in at least 1D solute movement within the nanopore is
physically constrained by the channel walls. Experimental
observations of colloidal particles in a density matched
fluid confined between two flat plates reveal that particle
diffusion becomes anisotropic near the interface; in this
case leading to hindered diffusion as a consequence of
constrained Brownian motion and hydrodynamic drag
effects at distances close to the walls (134). In the case
of nanoporous membranes, it is not entirely certain that
the ordering of solutes imposed by the nanopore geometry
will be as strict as true cylindrical pores, nor that the
sequence of particles passing through the nanopores under
the influence of the concentration gradient will remain
unchanged over the time required to travel the 4 m length
of the channel; particles could conceivably pass each other
laterally. Whether a consequence of a SFD-like pheno-
menon or drag effects (or a combination of both), the
nanopore membrane is rate limiting and, if properly tuned,
restricts solute diffusion to a point that flux rates across the
membrane are entirely independent of concentration gra-
dient and follow zero-order kinetics.

In order to achieve further insight in the mechanisms
involved in nanochannel diffusion, an experimental pheno-
menon in mathematical terms, thus yielding to the crea-
tion of a dynamical model, which makes it possible to
simulate the diffusion experiments and fit the related data,

is being investigated. A detailed description of such model
is presented in Ref. 135.

Biocompatibility of Nanoporous Membranes. In vivo
membrane biocompatibility was evaluated using glucose
as a model molecule. Figure 24 shows the ratio of post-
explantation glucose diffusion rate compared to its initial
value. There was no noticeable change in glucose diffusion
rates pre- and postimplantation illustrating that the sili-
con membranes did not foul over a 6-month implantation
period. The membrane was placed on a titanium capsule
and the entire assembly was placed subcutaneously in
mice. The assembly was removed after 7 days and exam-
ined visually. There was no visible evidence of tissue
binding to the surface. Figure 25 shows a photograph of
the implant site after 30 days of implantation. As can be
seen, only a thin vascular capsule forms around the
implant as opposed to the avascular fibrous capsule. This
minimal tissue response is supposed to be responsible for
the comparable pre- and postimplantation glucose diffu-
sion rates observed in this investigation.

Sandwich Design Filter. Nanochannels fabricated
between two directly bonded silicon wafers were also devel-
oped for the applications as immunoisolating biocapsules,
and molecular filtration (125,136–139). These devices pos-
sess high mechanical strength since the filtration occurs at
the interface of two bonded silicon wafers instead of through
a 1–10mm thick membrane (in the case of silicon nano-
pores membrane). Well-developed bulk microfabrication
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technology was used to fabricate these devices. With the use
of a silicon dioxide sacrificial layer, pore sizes as small as
40 nm were fabricated with size variations < 4%. It was
already established in the case of silicon nanopore mem-
branes that the diffusion of molecules though nanopores is
constant, and therefore the sandwich design filter can also
be used for sustained drug delivery applications.

MOLECULAR DRUG DELIVERY SYSTEMS

This type of carrier, including cryptands, calixarenes (140),
cyclophanes (141), spherands, cyclodextrins, and crown
ethers, carry out chemical reactions that involve all intra-
molecular interactions where covalent bonds are not
formed between interacting molecules, ions or radicals.
Most of these reactions are of host–guest type.

Cyclodextrins: General Information

Between the several drug delivery systems, the molecular
carrier have aroused great interest in the scientific world.
Compared to all the molecular hosts mentioned above,
cyclodextrins (CDs) are most important. As a result of
molecular complexation phenomenon CDs are widely used
in many industrial products, technologies, and analytical
methods.

The CDs represent the more important molecular car-
rier today, in fact they are already strongly present in
commerce for various types of drugs. Cyclodextrins have
been discovered in the nineteenth century. They were
produced for the first time by Villiers in 1881 by digesting
the starch with Bacillus amylobacter, but only in 1903 was
the cyclic structure of these compounds demonstrated by
Schardinger.

Chemically, CDs are cyclic oligosaccharides, consisting
of (a-1,4)-linked a-D-glucopyranose units. They are produced
as a result of an intramolecular chain splitting reaction
from degradation of starch by enzymes called cyclodextrins
glucosyltransferases (CGTs) (142). In times past, only
small amounts of CDs were generated and high production
costs prevented their industrial application, but now most
of the CGT genes have been cloned making the large scale
production of this kind of carrier low cost.

The CDs are characterized by the presence of a lipophilic
central cavity and a hydrophilic outer surface. The gluco-
pyranose units are in the form of a chair and, for this
reason, the CDs may be represented as a truncated cone.
The OH groups are oriented with the primary hydroxyl
groups of the various units of glucose on the narrow side of
the cone and the secondary OH groups at the larger edge.
The lipophilic character of the central cavity is determined
by skeletal carbons and ethereal oxygens.

The CDs may contain even >15–16 glucopyranose units,
but the must abundant natural CDs are a-cyclodextrin
(a-CD), b-cyclodextrin (b-CD), and g-cyclodextrin (g-CD)
containing six, seven, and eight glucopyranose units,
respectively.

The CDs are chemically stable in alkaline solutions, but
are susceptible to hydrolytic cleavage under strong acidic
conditions, however, they are more resistant toward

acid-catalyzed hydrolysis than linear dextrins and the
hydrolytic rate decreases with decreasing cavity size (143).
The rate of both the nonenzymatic and enzymatic hydrolysis
is decreased when the cavity is occupied by drug molecule.

Table 1 reports the principal physical–chemical char-
acteristics of natural CDs. Natural CDs, in particular
b-CD, have aqueous solubility much lower with respect
to comparable linear or branched dextrins. This is probably
due to the relatively strong binding of the CDs molecules in
the crystal state (i.e., relatively high crystal lattice energy).
Moreover, b-CD form intramolecular hydrogen bonding
between the secondary hydroxyl groups that reduces the
number of hydroxyl groups capable of forming hydrogen
bonds with the surrounding water molecules (142). This
low aqueous solubility may cause precipitation of solid CDs
complexes.

The most important characteristics of CDs is their
ability to form inclusion complexes both in solution and
in the solid state, in which the guest molecule places its self
in the hydrophobic cavity hiding from the aqueous envir-
onment. This leads to a modification of physical, chemical,
and biological properties of the guest molecules, but prin-
cipally of the aqueous solubility.

The b-CD is the most useful pharmaceutical complexing
agent principally because of its low cost and easy pro-
duction. It contains 21 hydroxyls groups, of which 7 are
primary and 14 are secondary (Fig. 26). All the OH groups
are reactive enough to be used as points of reaction for
structural modifications, allowing the introduction of
several functional groups in to the natural macrocyclic
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Table 1. The Principal Physical Chemical Characteristics
of Natural CDs

a-CDs b-CDs g-CDs

Molecular weight 972 1135 1297
Unites of glucopyranose 6 7 8
Internal diameter, Å 5 6 8
Solubility, mg � 100 mL�1, 25 8C 14.2 1.85 23.2
Melting point, 8C 250–255 250–265 240–245

O

HO OH
OO

CH2OH

O
HO

OH O

CH2OH

O
HO

HO

O
CH2OH

O

OH

HO

O
HOCH2O

OH

HOO

HOCH2

O OH

OH
HOCH2

O

O

OH

OH

HOCH2
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ring. In the past few years, research has led to a great a
number of modified CDs having better characteristics with
respect to natural CDs (Table 2).

To date, �100 different CD derivatives are commer-
cially available, but only few of those derivatives have gone
through toxicological evaluations and are available as
bulk chemicals for pharmaceutical use. In particular, CDs
currently used in drug formulation, derived from natural
CD, include 2-hydroxypropyl-b-CD (HP-b-CD), randomly
methylated bCD (RM-b-CD), sulfobutylether bCD (SBE-
b-CD), maltosyl bCD (ML-b-CD), and (hydroxyethylbCD
(HE-b-CD). The aqueous solubility of all these cited deriva-
tives is >50 g � 100 mL�1.

Inclusion Complex Formation. The most important
feature of CDs is their ability to form solid inclusion com-
plexes (of the host–guest type) with a very wide range of
solid, liquid, and gaseous lipophilic compounds by a phe-
nomenon of molecular complexation (145). In these com-
plexes, a guest molecule is kept within the cavity of the CD.
Complex formation is a dimensional fit between the host
cavity and the guest molecule (146). The lipophilic cavity of
CDs molecules supplies a microenvironment where an
appropriately sized lipophilic moietie can enter to form
an inclusion complex (147). The formation of the complex
never involves the formation or the breaking of covalent
bonds (148). The main driving force for this kind of process
is the replacement of enthalpy-rich water molecules con-
tained in the cavity with more hydrophobic guest molecules
present in the solution to attain an apolar–apolar associa-
tion and decrease of CD ring strain resulting in a more
stable lower energy state (142). The binding of guest mole-
cules within the host CD is not permanent and is
characterized by a dynamic equilibrium, whose strength
depends on how well the host–guest complex fits together
and on specific local interactions between surface atoms.
More specifically, in aqueous solution the CD–drug com-
plexes are constantly being formed and broken.

In particular, considering a 1:1 complexation, the asso-
ciation is usually described by the following equilibrium:

Df þ CDfÐ
K

DCD

The most important parameters that influence the inclu-
sion process are the complexation strength or stability
constant (K) defined by this equilibrium and equation 1,
where (CDf) and (Df) are the concentrations of free CD and
free drug, respectively; the other parameter is the lifetime
(t) of the complex and equation 2, measured when the
equilibrium is perturbed. The constants kf and kr are the
forward and reverse rate constants, respectively, and kobs

is the observed rate constant for the reestablishment of the
equilibrium after its perturbation.

K ¼ kf

kr
¼ ½DCD

½Df 
½CDf 


(1)

Kobs ¼
l

t
¼ kf ð½CDf 
 þ ½Df 
Þ þ kr (2)

The CDs are able to complex the lipophilic substances
both in solution, in this case water is the solvent of choice,
or in the crystalline state. In some particular cases, the
complexation may be performed also in the presence of any
nonaqueous solvent, even if in this case a competition
drug–solvent for the complexation may happen.

The inclusion of a drug in CDs lead to a profound change
of its physicochemical properties as it is temporarily
blocked within the host cavity giving rise to beneficial
modifications of guest molecules, which are not achievable
otherwise (149). In particular, the more influenced proper-
ties are enhanced solubility in water of highly insoluble
guests, stabilization of labile guests against the degrada-
tive effects of oxidation, visible or ultraviolet (UV) light and
heat, control of volatility and sublimation, physical isola-
tion of incompatible compounds, chromatographic separa-
tions, taste modification by masking off flavors, unpleasant
odors, and controlled release of drugs and flavors. There-
fore, cyclodextrins may be used in several field: in food,
pharmaceuticals, cosmetics, environment protection, bio-
conversion, packing, and textile industry.

The substances that may be complexed in CDs are quite
varied and includes such compounds as straight- or
branched-chain aliphatics, aldehydes, ketones, alcohols,
organic acids, fatty acids, aromatics, gases, and polar
compounds (e.g., halogens, oxyacids, and amines) (149).

Main Methods of Preparation of Drug–Cyclodextrins
Complex. The CD complexes may be prepared with various
methods. In solution, the complexes are prepared by addi-
tion of an excess amount of the drug to an aqueous CD
solution. The suspension formed is equilibrated (for periods
of up to 1 week at the desired temperature) and then
filtered or centrifuged to form a clear CD–drug complex
solution. Then, the water is removed from this solution by
evaporation or sublimation, for examples, spray or freeze
drying to obtain a solid complex.

Other methods applied to prepare solid CD–drug com-
plex include kneading and slurry methods, coprecipitaion,
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Table 2. Pharmaceutically Useful b-CD Derivativesa

Derivative
Position of
Substituent Substituent

Hydrophilic Derivatives

Methylated b-CD 2,6-; 2,3,6- –O–CH3

Hydroxyalkylated b-CD Random –O–CH3 –CH(OH)–CH3

Branched b-CD 6- –Glucosyl, –maltosyl

Hydrophobic Derivatives

Ethylated b-CD 2,6-; 2,3,6- –O–C2H5

Peracylated b-CD 2,3,6- –O–CO(CH2)n–CH3

Ionizable Derivatives

Carboxyalkyl b-CD Random –O–(CH2)–COONa
Carboxymethyl; ethyl 2,6-; 3- –O–CH2–COONa;

–O–C2H5

Sulfates Random –O–SO3Na
Alkylsulfonates Random –O–(CH2)n–SO3Na

aObtained by substitution of the OH groups located on the edge of the CD

ring. From Ref. 144.



neutralization, and grinding techniques (150). In some
cases, the complexation efficiency is not very high, and
therefore relatively large amounts of CDs are needed to
complex small amounts of a given drug. Moreover, various
vehicle constituents, such as surfactants, lipids, organic
solvents, buffer salts, and preservatives, often reduce the
efficiency. However, it is possible to enhance the efficiency
through formation of multicomponent complex systems
(151). For example, recent research demonstrated that
water-soluble polymers are able to enhance the complexa-
tion efficacy of a wide variety of guest molecules, through
stabilization of the CD–drug complex, and to increase the
aqueous solubility of the natural cyclodextrins (152).

Analytical Methods Used to Detect the Complex
Formation. Following the preparation of a drug–CD com-
plex, a fundamental step is to verify this complexation, the
stoichiometry of the complex, and its stability constant. All
these parameters may be clarified by mean of several
technique: thin-layer chromatography (TLC) (153), high
performance liquid cromatography (HPLC) (154); gas
chromatography–mass spectrometry (GC–MS) for the
appraisal of the pattern of substitution (155); nuclear
magnetic resonance (NMR) (156); circular dicroism (CD)
(157) differential scanning calorimetry, X-ray diffraction,
ultraviolet (UV) spectrometry (158), capillary zone electro-
phoresis (159); electrokinetic chromatography (160); GC
stationary phase (161); light scattering and cryoelectronic
microscopy (162).

Toxicological Profile. An important limitation for
the pharmaceutical application of a substance (both
drug or excipient) is the appearence of toxicity after its
administration. For this reason, a fervent field of research
has been the evaluation of a toxicological profile of CDs.
Recently, a review has been published showing the
adverse effects from CDs (163).

In general, oral administration of CDs does not show
any toxic effect, due to lack of absorption from the GI tract.

Natural CDs, a- and b-CDs, as well as many of their
alkylated derivatives, show significant renal toxicity, and
for this reason are not used for parenteral use (164). A
number of safety evaluations have shown that HP-b-CD,
SB-E-bCD, ML-b-CD, g-CD, and HP-b-CD appear to be
suitable in parenteral, as well as oral formulations
(164,165). However, the lack of available toxicological data
will, more than anything else, hinder pharmaceutical
applications of CDs.

Cyclodextrins Elimination. Both HP-b-CD and SBE -b-
CD are quantitatively cleared unmodified by renal filtra-
tion. Following IV administration, these cyclodextrins
have an half-life of 1 h (for humans, this value is specie
dependent) with the major amount present in the urine
between 1 and 4 h after administration.

The elimination of an unmodified CD–drug complex may
lead to an increase in renal clearance of unchanged drug.
The drug elimination may occur also following another
mechanism. Water reabsorption physiologically occurs in
the proximal and distal tubules leading to about a 100-fold
increase in the concentration of filtered molecules. In

this process, lipophilic drugs normally undergo passive
reabsorption while polar molecules are only concentrated.
This concentration, encourages the complex formation
between the renal cleared cyclodextrins and any lipophilic
molecule remaining in the kidney tubules. Since the com-
plex is polar, the presence of the CDs is able to inhibit
passive reabsorption of lipophilic drugs physiologically
present resulting in greater renal clearance of lipophilic
molecules.

Cyclodextrins as Drug Delivery Systems

The most classic application of CDs is in drug delivery. The
CDs offer significant advantages over standard formula-
tion. The CD–drug complexes can stabilize, enhance the
solubility, bioavailability, and diminish the adverse effects
of a drug. The bioadaptability and multifunctional char-
acteristics of CDs make them able to minimize the unde-
sirable properties of drugs in various routes of
administration including oral, rectal, nasal, ocular, trans-
dermal, and dermal. In Table 3, the role of CDs in drug
formulation and delivery is reported in detail (166).

Cyclodextrins in Nasal Drug Delivery. Nasal adminis-
tration of drugs is an important route of administration for
several classes of drugs. Unfortunately, mucosa present
both physical and metabolic barriers to drug permeation,
restricting this therapeutically approach. The CDs may be
used to overcome these obstacles. It has been demonstrated
that CDs are able to reduce or to minimize the enzymatic
activity of nasal mucosa (167).

Some morphological studies have shown that the
methylated b-CDs are useful carriers for nasal drug deliv-
ery. Their effects on the mucosa are not significantly
different to that of physiological saline and smaller than
those of benzalkonium chloride, a worldwide used preser-
vative for nasal drug formulations.

After nasal administration of a drug–CD formulation,
only the drug permeates through the nasal epithelium, but
not the highly water-soluble CD or its complex. In humans,
DM-b-CD is hardly absorbed after nasal administration of
a solution containing� 5% of dimethyl-b-CD. Four percent
of the nasally administered dose was recovered in the urine
(168).The fraction of the CD dose that is not absorbed from
the nasal cavity is removed by the nasal mucociliary clear-
ance system.

Moreover, studies of permeation of various lipophilic
drugs complexed in CDs demonstrate that they can largely
improve the permeation through nasal mucosa of these sub-
stances both in the case of polypeptides and proteins (169).

Cyclodextrins in Ophthalmic Drug Delivery. Tear fluid
contains a large variety and amount of enzymes that
influence the permeation of topical applied drugs. Numer-
ous studies have shown that CDs are useful additives in
ophthalmic formulations because they are able to increase
the aqueous solubility, stability of ophthalmic drugs, and to
decrease drug irritation (170).

The CD complexation of water-soluble drugs (in order to
modify an adverse property, e.g., increase their chemical
stability or to decrease ophthalmic drug irritation) generally
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decrease the ophthalmic bioavailability (171); in the case of
water-poor soluble drugs, the bioavailability strongly
depends on the amount of CDs present: It is fundamental
to use only the minimum quantity to form a complex (to
solubilize) of the drug (172). In fact, the amount of CDs in
excess reduces the free drug and, as a result the ocular
permeation will decrease. An example is given in the
research of Jarho et al. 1996 (173), which measured the
permeability of arachidonyl-ethanolamide through iso-
lated rabbit cornea. As reported in Fig. 27 the maximum
value of permeability was found when the minimum
amount of CD was used to maintain the drug in solution.

Moreover, this reduced bioavailability may be attribu-
ted to a too rapid ocular clearance (few minutes), and it has
been demonstrated that by increasing the viscosity of the
ophthalmic formulation, this obstacle may be reduced
(174). In addition, a lot of substances used to increase
the viscosity of aqueous solutions have been shown good
ability to increase the complexation efficacy of CDs and,
thus, the amount of CD needed to obtain adequate drug
solubilitycanbedecreasedsignificantlywhenwater-soluble
polymer is present in the formulation (175).

Cyclodextrins in Dermal and Transdermal Drug Delivery.
The CDs are relatively large molecules, and consequently
both they and their complexes are not able to permeate
through intact skin easily. Only 0.02% of the applied dose
of radiolabeled HP-b-CD permeated through human skin.
The principal barrier to the permeation of CDs is repre-
sented by the stratum corneum, since by stripping it, it is
possible to enhance the percutaneous permeation by 24%
(176). Lipophilic CDs (as DM-b-CD and RM-b-CD) are
absorbed to a greater extent, but this absorption is still
of little significance (0.3% of the applied dose).

The CDs are able to interact with some components of
skin lipids. In particular, it has been demonstrated that pure
aqueous solution of b-CDs and RM-b-CDs ad HPbCD are
able to extract the lipids present in stratum corneum (177).
Various studies (178,179) have shown that excess CDs, more
than needed to complex the lipophilic drug, lead to a decrease
ofdrug permeation throughthe skin (Fig. 28).When the drug
(hydrocortisone) was in suspension, the increase of the
cyclodextrin concentration lead to an increase of the flux
through the skin. When all hydrocortisone was in solution,
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Table 3. Role of Cyclodextrins in Drug Deliverya

Improved Drug Functions by CD Complexation Example Drug Type of CD

Increase in bioavailability (by
increased solubility and stability)

Thalidomide Natural CDs

As above Nimuselide b-CD, 2HP-b-CD
As above Prednisolone SBE-7-b-CD
As above Oteprednol etabonate g-CD
As above Sulfhamethazole b-CD and HP-CD
As above Tacrolimus Natural and hydrophilic CDs
As above Artemisin b- and g-CD
As above Prostaglandin E1 Sulfobutly ether b-CD
Increase in solid-stability of

amorphous drug
Quinapril b-CDs

Increased absorption
Oral delivery Ketoconazole, testosterone b-CD and HPb-CD
Rectal delivery Flurbiprofen, carmafur

biphenyl acetic acid
2 HPb-CD

Nasal delivery Morphine, antiviral drug and
insulin

2HPb-CD

Transdermal delivery Prostagalndin E1 6-O-(carboxymethyl) O-ethylb-CD
Ocular delivery Dexamethasone,

Carbonicanhydrase inhibitors
2HPb-CD b-CD

Protein and peptide delivery Growth hormone, interleukin-2,
aspartame, albumin and MABs

Different modified CDs

Reduction of local irritancy and toxicity Pilocarpine, phenothiazine
euroleptics, all-trans-retenoic
acid

2 HPb-CD (2,6-diOmethyl) b-CD
and b-CD

aModified from Ref. 162.
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isolated rabbit cornea as a function of HP-b-CD concentration.
The vehicle consisted of 0.5 mg �mL�1 suspension or solution of
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the increase of the cyclodextrin content led to a decrease in
flux. In all cases, maximum flux through the skin was
obtained when just enough cyclodextrin was added to the
vehicle to keep all hydrocortisone in solution. The mechan-
ism has been already elucidated in a previous section.

A great number of topical drugs have been complexed
with CDs (Tables 4 and 5). In every case, it has been
demonstrated that CDs can markedly enhance the dermal
delivery of lipophilic drugs (e.g., corticoids and NSAIDS).
In particular, from a comparative evaluation (181) among
the compounds DM-b-CD, b-CD, and HP-b-CD, resulted
in HP-b-CD being more able to increase the percutaneous
permeation (Fig. 29).

The effects of CDs on the permeation rates of drugs
through the skin may be determined by both the increase of
thermodynamic activity of drugs in a vehicle (in particular
it is referred to the escaping tendency of drugs, and it is
supposed that increasing this activity will lead to the
augmentation of the permeation rate of drugs through
the skin; moreover, the thermodynamic activity is propor-
tional to the solubility of drugs in its vehicle and is maximal
just in the saturated solution), the extraction of skin com-
ponent, and the partition coefficient of the drug between
skin and vehicle.

Recently, it has been evaluated for transdermal use in
peracylated CDs with medium alkyl chain length (C4–C6)
and in particular 2,3,6-tri-O-valeryl-b-CD (TV-b-CD). This
particular type of CD shows the property of forming a film,
and for this reason is very promising in transdermal pre-
parations.

Cyclodextrins in Rectal Drug Delivery. The CDs have
been studied to optimize the rectal delivery of drugs
for systemic use. Table 6 reportes the CDs and drugs
investigated for rectal application. The effects of CDs
on the rectal delivery of drugs depends on vehicle type
(hydrophilic or oleaginous), physicochemical properties of
the complexes, and an existence of excipients, such as
viscous polymer. The enhancement of rectal permeation
of lipophilic drugs made by CDs is generally attributed
to the improvement of the release from vehicles and
the dissolution rates in rectal fluids (Fig. 30). In the case
of inabsorbable drugs, such as antibiotics, peptide, and
proteins, the rectal delivery is based on the direct action
of CDs on the rectal epithelial cells.

On the other hand, the prolonging effects of CDs on the
drug levels in blood are caused by several factors: sustained
release from the vehicles, slower dissolution rates in the
rectal fluid, and retardation in the rectal absorption of
drugs by an inabsorbable complex formation.

Another important aspect that has been evaluated is the
stabilization of drugs in rectal delivery. The complexation
of drugs with CDs has been used to improve the chemical
stability in suppository bases according to a stabilizing
effects (principally of b-CD and DM-b-CD) attributable
to a poor solubilization of drugs in the oleaginous suppo-
sitory base; this may lead to a difficult interaction of drugs
with the base.

The CDs may inhibit the bioconversion of drugs in the
rectum (182) leading to the alleviation of the rectal irri-
tancy of the some drugs as NSAIDS (Fig. 31).

Cyclodextrins in Oral Drug Delivery. An important
parameter to be considered for the oral administration of
a drug is its water solubility. For poorly aqueous soluble
drugs, CDs are able to increase the aqueous solubility and
thus enhance its dissolution rate and the biopharma-
ceutical parameters. An example was observed with the
celecoxib (a nonsteroidal antinflammatory drug). The com-
plex celecoxib DM-b-CD showed an increased permeation
respect to the free drug. This observed enhanced permea-
tion was due to the fast dissolution rate of the included
drug and to a destabilizing action exerted by the CD on the
biomembrane (Fig. 32) (183).

The CD derivatives may be used in order to modify drug
release of oral preparations. Table 6 reports some applica-
tion of CDs.

The hydrophilic CDs are able to give an immediate
release of the complexed drug, while hydrophobic CDs
are useful for the prolonged release formulations. The
use of O-carbossimethyl-O-ethyl-b-CD (CM-b-CD) gives a
delayed release formulation.

The immediate release formulation is required in an
emergency situations and in a particular way in the
administration of analgesics, coronaric antipyretics, and
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Figure 28. The effect of the maltosyl-b-cyclodextrin (ML-b-CD)
concentration on the flux (*) of hydrocortisone through hairless
mouse skin. The hydrocortisone concentration was kept constant
at 0.045 M. (a) The flux in relation to the amount of free
hydrocortisone (&) in the donor phase. (b) The flux in relation
to the total amount of dissolved hydrocortisone (&) in the donor
phase. The donor phase consisted of aqueous hydrocortisone
suspension at ML-b-CD concentrations <8% (w/v), but hydrocor-
tisone solution at higher ML-b-CD concentrations (175).



vasodilatators. Hydrophilic CDs have been used in order to
improve the oral bioavailability of the previous mentioned
drugs (184). The improvement is mainly dependent on the
increase of solubility and wettability of drugs through the
formation of inclusion complexes (185).

The oral bioavailability of a lipophilic drug from the
CD complex may be optimized varying several factors,

that influence the equilibrium of dissociation of the
complex (166,186). The maximum improvement of the
absorption is obtained when a sufficient amount of CD is
used to complex all the molecules of the drug present in
suspension, and the further addition of CDs lead to a
reduction the free fraction of the drug and, therefore,
reduces the bioavailability of the drug. Moreover, drug
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Table 5. The Use of Cyclodextrin Derivatives in Transdermal Routea

CD Derivatives Abbreviation Improvment Drugs

Dimethyl-b-cyclodextrin DM-b-CD Release and/or permeation 4-Biphenylacetic acid
Ethyl 4-biphenylyl acetate
Indomethacin
Predonisolene
Sufanilic acid

Local irritation Chlorpromazine
Random methyl-b-cyclodextrin RM-b-CD Release and/or permeation Acitretin

Hydrocortisone
Piribedil
S-9977

Hydroxypropyl-b-cyclodextrin HP-b-CD Release and/or permeation 4-Biphenylacetic acid
Dexamethasone 17b-estradiol
Ethyl 4-biphenylyl acetate
Hydrocortisone
Liarozole
Miconazole

Maltosyl-b-cyclodextrin G2-b-CD Release and/or permeation Hydrocortisone
b-Cyclodextrin polymer b-CD polymer Release and/or permeation Tolnaftate

Indomethacin
Diethyl-b-cyclodextrin DE-b-CD Release and/or permeation Nitroglycerin
Carboxymethyl-b-cyclodextrin CM-b-CD Release and/or permeation Hydrocortisone
Carboxymethyl-ethyl-b-cyclodextrin CME-b-CD Release and/or permeation Prostaglandin

aAdapted from Ref. 180.

Table 4. The Use of Parent Cyclodextrins in Transdermal Routea

CDs Abbreviation Improvement Drugs

a-Cyclodextrin a-CD Release and/or permeation Miconazole
Stability Tixoxortol 17-butyrate 21-propionate

Betamethasone
4-biphenylacetic acid
Chloramphenicol
Ciprofloxacin
Ethyl 4-biphenylyl acetate
Flurbiprofen
Hydrocortisone

b-Cyclodextrin b-CD Release and/or permeation Indomethacin
Nitroglycerin
Norfioxacin
Piroxicam
Prednisolone
Prostaglandin
E1
Sulfanilic acid

Local irritation Chlorpromazine hydrochloride
Tretinoin

g-Cyclodextrin g-CD Release and/or permeation Beclomethazone dipropionate
Betamethasone
Menadione
Predonisolone

aAdapted from Ref. 180.



formulations contain a certain amount of excipients that
may compete with the drug for the cavity of the CD.
Competition may also happen with the endogenous sub-
stances present in the absorption site. The replacement

of the drug from the cavity of the CD from both endo-
genous and exogenous substances lead to an acceleration
of the absorption of the drug (187,188). Early studies
showed that in some cases the improvement of oral
bioavailability is principally due to a stabilizing effect
of CDs on labile drugs (189).
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Figure 29. Total amount of free or complexed papaverine
permeated through abdominal rat skin. Symbols: n free PAP
alone; ~ PAP-HP-b-CyD; l PAP-b-CyD; l PAP-DM-b-CyD (179).

Table 6. The Use of Cyclodextrins in Rectal Deliverya

CDs Improvement Drugs

Stability Morphine hydrochloride
a-CD Release and/or permeation Cefmetazole

G-CSF
Morphine hydrochloride

Stability AD1590
Carmoful
Ethyl 4-biphenylyl acetate

b-CD Release and/or permeation 4-Biphenylacetic acid
Ethyl 4-biphenylyl acetate
Naproxen
Phenobarbital
Piroxicum

g-CD Release and/or permeation Diazepam
Flurbiprofen

Release and/or permeation 4-Biphenylacetic acid
Carmoful
Diazepam

DM-b-CD Ethyl 4-biphenylyl acetate
Flurbiprofen
Insulin

Local irritation 4-Biphenylacetic acid
Ethyl 4-biphenylyl acetate

TM-b-CD Release and/or permeation Carmoful
Diazepam
Flurbiprofen

HP-b-CD Release and/or permeation 4-Biphenylacetic acid
Diazepam
Ethyl 4-biphenylyl acetate

b-CD Polymer Selective transfer into lymphatics Carmofur

aAdapted from Ref. 180.
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Figure 30. Profiles of BPAA permeation through isolated rat
rectum after applications of suppositories containing EBA or its
b-CD complexes in isotonic phosphate buffer (pH 7.4) at 37 8C. l
without b-CDs; * with b-CD;& with DM-b-CD; D with HP-b- CD
(182).



Others positive results may be obtained for the
sublingual administration of drugs, complexed with CD
(190,191). In this application, not only the drug permeates
rapidly giving an immediate response, but it also avoid
hepatic first pass metabolism.

The preparations characterized by a slow release are
planned for having a zero-order release to guarantee a
constant blood level for a long period of time. This type
of formulation has many advantages, like the reduction of
the administration frequency with an extension of the
efficacy of the drug and the reduction of the toxicity asso-
ciated with the administration of a simple dose. Hydro-
phobic CDs, as alkylated and acylated derivatives, are used
as slow-release carriers for hydrophilic drugs. Between the

alkylated CDs, 2,6-di-O-ethyl-b-CD (DE-b-CD) and 2,3,6-
tri-O-ethyl-b-CD (TE-b-CD) were the first used as slow-
release carriers (192).

Another type of CD useful in oral formulation is 2,3,6-
tri-O-butyryle-b-CD (TB-b-CD), whose bioadhesive prop-
erty make it very advantageous in oral and transmucosal
formulations.

Cyclodextrins in Parenteral Administration. Modern
technology is trying to obtain semisynthetic CDs that
have the following characteristics to use as parenteral
drug delivery systems. For this application, the drug toxi-
city at high doses will need to be improved for chronic
treatment; its inability to react with cholesterol, phospho-
lipids, or others members of the cellular membrane, and its
biodegradability in circulation and elimination of small
molecular metabolites.

In general, for this kind of application only hydrophilic
CDs, in particular HP-bCD are used. This has been, care-
fully studied by means of innumerable toxicological experi-
ments and has been the object of numerous clinical tests on
human. One formulation, based on the carrier Sporanox by
Jassen (193) has been approved by the U.S. Food and Drug
Administration (FDA). Another hydrophilic derivative is
used for parenteral use is b-CD sulfobutylether. It is used
under the name of Captisol.

The sulfate CD represent another class of soluble CD in
water with a characteristic biological activity. It shows an
antiangiogenic power that may be useful in new therapies
against cancer. A few studies have demonstrated that the
sulfate CD does not have any hemolytic properties at all,
are not toxic, and protect against the nephrotoxicity
induced by gentamicin without even reducing renal accu-
mulation of this active principle (194).

Cyclodextrins in Anticancer Therapy. Cyclodextrins also
play a vital role in the drug formulation design for cancer
therapy. Bekers et al. (195) in 1991 studied the effect of
cyclodextrins on the chemical stability of mitomycin C, a
clinically useful anticancer drug able to generate severe
dermatological problems after administration. The com-
plexation of this drug with CD reduced the skin necrosis
observed after the treatment with the free drug.

Real advantages were demonstrated in the delivery of
paclitaxel, an anticancer agent used in breast, ovarian,
lung, head and neck cancers, characterized by very low
water solubility. For this reason, it must be formulated as a
micellar solution made up of polyoxyethylated castor oil
and 50% absolute ethanol. This formulation triggers severe
acute adverse effects in both animals and humans. The
complexation of paclitaxel in CDs, b-CD, DM-b-CD, and
TM-b-CD, showed a modulation of the maintainance of the
anticancer activity (196).

Cyclodextrins as Carrier for Biological Drugs. Besides
drugs, different peptides and proteins (197), oligosacchar-
ides, and oligonucleotides (198) are also delivered by the
formation of inclusion complexs with cyclodextrins because
of CDs ability of interacting with cellular membranes and
giving rise to improved cellular uptake. The most recent
usage of cyclodextrins lies in the ability of these agents to
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the CCB-DM-b-CD complex in a different molar ratio. (l) CCB
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deliver agents, such as plasmids, viral vectors, and anti-
sense constructs. The in vitro stability of antisense mole-
cules is increased by binding to CDs, such as hydroxypropyl
b-CD. A two- to threefold increase in the cellular uptake of
antisense constructs by hydroxyalkylated b-CD has been
noted in human T-cell leukemia H9 cells (199). Certain
CDs modulate the intracellular distribution or activity of
antisense molecules and they may be used for reversal of
atherosclerosis (200). Cyclodextrins are also used to for-
mulate the enhancement of the physical stability of viral
vectors for gene therapy by suspending the adenovirus
and adeno-associated virus in blends of CD, complex
carbohydrates, and various surfactants (201). Three native
CDs (a, b, and g) were observed to improve the antiviral
effect of ganciclovir on two human cytomegalovirus strains
(202). Use of CDs as carriers of antiviral drugs appears to
be a good alternative to traditional treatments as it allows
the administration of lower doses and reduces the toxic
effect of drug molecules.

Cyclodextrins in Colon Targeting. Colon targeting may
be classified as a delayed release with a fairly long time
because the time required to reach the colon is � 8 h in
humans (203). When a formulation is administered orally,
it will dissociate in the GI fluid and for this reason CD
complexes are not suitable for colon delivery. For this
reason, it was proposed to use CD–drug conjugates (a
prodrug) that were able to survive the passage through
the stomach and small intestine. In particular, the linkage
of CD to biphelylyacetic acid (BPAA) has been investi-
gated. It is interesting to note that the solubility of this
type of prodrug is strictly related to the cavity size of the
CD. Moreover, in the case of ester-type conjugates, drug
release is the case of ester-type conjugates, drug release is
triggered by the ring opening of CDs, which consequently
provides site-specific drug delivery to the colon. On the
other hand, the amide conjugates do not release the drug
even in the cecum and colon, despite the ring opening of
CDs. The amide linkage of the small saccharide–drug con-
jugates may be resistant to bacterial enzymes and poorly
absorable from the intestinal tract due to high hydrophi-
licity. Therefore, the ester-type conjugate is preferable as a
delayed release-type prodrug that can release a parent
drug selectively in the cecum and colon (204).

SUPRAMOLECULAR AGGREGATES FOR DRUG DELIVERY

General Characteristics of Surfactants

Surfactants are molecules characterized by a polar head
and an apolar tail region, the latter occupies the larger
molecular volume, in a particular way for ionic surfactants.
When dispersed in water, surfactants self-associate into a
variety of equilibrium phases, the nature of which stems
directly from the interplay of the various (forces inter- and
intermolecular), as well as entropy evaluations. Surfac-
tants also self-associate in nonaqueous solvents, particu-
larly apolar liquids, such as alkanes. In this case, the
orientation of the surfactant molecules are reversed com-
pared to those observed in aqueous solution. This reorien-
tation lead to a lowering of the free energy of the system

overall. When surfactants are incorporated into two immis-
cible solvents as oil and water, the surfactant molecules
locate themselves at the oil–water interface. This arrange-
ment is thermodynamically favorable.

Figure 33 reports a number of possible self-association
structures that surfactant may form when placed in a oil
and water (205).

Microemulsions

The microemulsion concept was introduced as early as
the 1940s by Hoar and Schulman, who generated a clear
single-phase solution by titrating a milky emulsion with
hexanol (206). Later, in 1959, Schulman coined the term
microemulsion (207). Today microemulsions are defined as
A mixture of water, oil, and amphiphile substances forming
a single optically, isotropic and thermodynamically stable
liquid solution. The stability is the most important differ-
ence between emulsions and microemulsions. In fact, emul-
sions are fundamentally thermodynamically unstable and,
even if they show an excellent kinetic stability, may
undergo phase separation (208). Another important differ-
ence is related to their appearance. Emulsions are milky
while microemulsions are clear or translucent. In addition,
there is a noticeable difference in their method of prepara-
tion, since emulsions require a large input of energy while
microemulsions do not. Microemulsions are dynamic sys-
tems in which the interface is continuously and sponta-
neously fluctuating (209).

Schematic representations of the three types of micro-
emulsions are most likely formed are reported in Fig. 34.
The structures shown are very different, but in each there
is an interfacial surfactant monolayer separating the oil
and water domains.

Three approaches have been proposed to explain the
spontaneous microemulsion formation and their conse-
quent stability: interfacial or mixed-film theories (210);
solubilization theories (211); and thermodynamic treat-
ments (212). In particular, the free energy of microemul-
sion formation reported in equation 3 is dependent on the
extent to which surfactant is able to lower the surface
tension of the oil–water interface and the change in
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Figure 33. Schematic representation of the most commonly self
association structures in water, oil or a combination thereof
(205).



entropy of the system such that,

DG f ¼ gDA� TDS (3)

where DG is the free energy of formation, g is the surface
tension of the oil–water interface, DA is the change in
interfacial area on microemulsification, DS is the change
in entropy of the system, and T is the temperature.

When a microemulsion is formed, the change inDA is very
large due to the formation of a great number of very small
droplets generated. Originally, it was proposed that to form a
microemulsion a negative value of g was required. It is now
accepted that this value of g is always positive, but it is very
small (of the order of fractions of mN �m�1), and is offset by
the entropic component. The dominant favorable entropic
contribution is the very large dispersion entropy arising from
the mixing of one phase in the other in the form of large
numbers of small droplets. Thus a negative free energy of
formation is achieved when large reductions in surface
tension are accompanied by significant favorable entropic
change. In such cases, microemulsification is spontaneous
and the resulting dispersion is thermodynamically stable.

The phase behavior of simple microemulsion systems
comprising oil, water, and surfactant can be studied with
the aid of a ternary phase diagram in which each corner of
the diagram represents 100% of that particular component.
More commonly, however, and in a special way in the case
of microemulsions for pharmaceutical applications, the
microemulsion contains additional components, such as
a cosurfactant and/or drug. The cosurfactant is also amphi-
philic with an affinity for both the oil and aqueous phases
and partitions to an appreciable extent into the surfactant
interfacial monolayer present at the oil–water interface. It
has three functions: to provide very low interfacial tensions
required for the formation of microemulsions and their
thermodynamic stability; to modify the curvature of the
interface based on the relative importance of their apolar
groups; and to act on the fluidity of the interfacial film. If
the film is too rigid, it prevents the formation of micro-
emulsion and results in a more viscous phase. The exis-
tence of unsaturated bounds on the hydrocarbon chain of
the surfactants equally increases the fluidity of the film.
The cosurfactants used are small molecules, generally
alcohols with the length of the carbon chain ranging from
C2 and C10, or amines with short chains can also be used as
cosurfactants. Moreover, a large number of drug mole-
cules are themselves surface active and influence phase
behavior.

In the case where four or more components are present,
pseudoternary phase diagrams are used where a corner
will typically represent a binary mixture of two compo-
nents, such as surfactant–cosurfactant, water–drug, or oil–
drug. A highly schematic (pseudo) ternary-phase diagram
illustrating various phases is presented in Fig. 35. Not
every combination of various components produce micro-
emulsions over the whole range of possible compositions, in
some instances the extent of microemulsion formation may
be very limited. The procedure most often employed to
construct the phase diagrams is to prepare a series of
(pseudo) binary compositions and titrate with the third
component, evaluating the mixture after each addition.
The temperature must be accurately controlled and the
observations must not be made on metastable systems
(213). Transitions between the various phases pictured
in these phase diagrams can be driven by the further
addition of one of the components, addition of a new
component (drug or electrolyte), or by changing the tem-
perature. Transitions from water/oil (w/o) to oil/water (o/w)
microemulsions may occur via a number of different struc-
tural states including bicontinuous, lamellar, and also
multiphase systems. In particular, microemulsions stabi-
lized by nonionic surfactants are very susceptible to an
increased temperature, leading to the phase inversion
temperatures (PIT). The presence of PIT may cause pro-
blems especially when formulations are for parenteral
application and must be sterilized by means of an auto-
clave. On the other hand, the presence of PIT may be use
for the drug delivery directed to a specific site.

Advantages of Microemulsions as Drug Delivery Systems.
Microemulsions present some important characteristics
that make themselves very versatile carriers. In particular,
they present a thermodynamic stability, optical clarity,
and ease of preparation. The existence of microdomains of
different polarity within the same single-phase solution
allow the solubilization both water soluble and at the same
time if this is so desired. Furthermore it is also possible to
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Figure 34. Schematic representation of three type of micro-
emulsion microstructures: (a) oil-in-water, (b) bicontinuous, and
(c) water-in-oil microemulsion (205).

Lamellar

Water

Micelles

O/W microemulsion
droplets

Surfactant

W/O microemulsion
droplets

Reverse micelles

Oil

1φ

2φ

Figure 35. A hypothetical pseudo-ternary phase diagram of an
oil–surfactant system with emphasis on microemulsion and
emulsion phases. Within the phase diagram, existence fields are
shown where conventional micelles or water–oil microemulsion,
and oil–water microemulsions are formed along with the biconti-
nuous microemulsions. At very high surfactant concentrations
two-phase systems are observed (205).



incorporate amphiphilic drugs into the microemulsion. It
must be emphasized that the use of o/w microemulsions in
drug delivery is more straightforward than it is with w/o
microemulsions.Thereasonisbecausethedroplet structure
ofo/wmicroemulsions isnotbroken following thedilution by
a biological aqueous phase; this aspect make possible the
oral as well as parenteral administration. The process of
dilution will result in the gradual desorption of surfactant
present at the droplet interface. This process is thermody-
namically driven by the requirement of surfactant to main-
tain an aqueous phase concentration equivalent to its
critical micelle concentration while maintaining tempera-
ture, pH, and ionic strength. The use of w/o microemulsions
fororalorparenteraldrugdelivery is complicatedby the fact
that they are destabilized when diluted by biological aqu-
eous fluids.

Applicative Potentialities of Microemulsions
Transdermal Application. Microemulsions represent an

ideal vehicle for the topical administration of drugs
because they combine the emulsion properties with those
of solution. It is well known that surfactants produce
stratum corneum dehydration and barrier compromise
(214,215), and consequently the high levels of surfactant–
cosurfactant present in the microemulsions may cause a
disruption of the stratum corneum. Consequently, there is
an enhancement in the permeation of drugs. However, the
choice of the component is very important to minimize the
alteration of the stratum corneum and the appearance of
toxic effects. The choice of biocompatible components can
guarantee an increased skin tolerability. For this reason,
the potential application of highly biocompatible o/w micro-
emulsions as topical drug carrier systems for the percuta-
neous delivery of antiinflammatory drugs (i.e., ketoprofen)
was investigated (216). The components were triglycerides
as the oil phase, a mixture of lecithin, and n-butanol as a
surfactant–cosurfactant system, and an aqueous solution
as the external phase. The topical carrier potentialities of
lecithin-based o/w microemulsions were compared with
respect to conventional formulationsn (i.e., a w/o emulsion,
a o/w emulsion, and a gel).

The percutaneous adsorption of ketoprofen, evaluated
through healthy adult human skin, delivered with micro-
emulsions, showed an enhancement with respect to conven-
tional formulations. No significant percutaneous enhancer

effect wasobserved forketoprofen-loaded oleic acid–lecithin
microemulsions (Fig.36).Moreovermicroemulsionsshowed
a good human skin tolerability (Table 7).

Several reports have demonstrated that microemulsive
vehicles may increase transdermal delivery of both lipo-
philic and hydrophilic drugs, compared to conventional
formulations, depending on the constituents used for the
microemulsive vehicle (217–219). These research papers
suggested that microemulsion formulations may increase
cutaneous drug delivery by means of the high solubility
potential for both lipophilic and hydrophilic drugs, which
creates an increased concentration gradient toward the
skin and/or by using constituents with penetration enhan-
cer activity (211). The incorporated ratio of the respective
constituents influence inasignificant waythepercutaneous
and transdermal drug delivery potential of the microe-
mulsions. In every case, the enhancement of the drug
delivery mechanism seems to be related to the drug mobility
in the vehicle, and that measurement of self-diffusion
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Figure 36. Permeation profiles of ketoprofen through human
skin from various topical formulations. Each value is the mean
value of three different experiments�S.D (216).

Table 7. Human Skin Irritancy Test of Various Topical Formulations After 24 h of Treatment

Irritation Evidence at 24 h

Sample Number of Casesb Scorea

Vesicles Edema Erythema Flakiness Dryness Wrinkling Glazing No Visible Reaction
OA 1% 3 7 2 18/30 10.17� 2.08
w/o 2 3 25/30 6.20� 2.77
O/W 2 1 27/30 4.67� 2.52
Gel 1 2 27/30 4.33� 1.15
SL-ME 1 1 28/30 3.50� 1.39
OA-SL-ME 2 1 27/30 4.67� 2.08

aNonparametric variable Kruskal–Wallis test provided: P< 0.001 for OA (1% w/w) aqueous dispersion vs. all other samples; P< 0.05 for w/o cream versus all

other samples; P< 0.05 for SL microemulsions versus o/w cream, gel, and OA-SL microemulsion.
bThe value reported in each column represent the number of subjects who showed the skin reaction symptom.



coefficients isvaluable tooptimize the formulation of a given
microemulsion vehicle, in order to maximize drug delivery.

Ophthalmic Application. The drug delivery system used
in the ophthalmic field must overcome the disadvantages
present in traditional formulations (e.g., a very low bioa-
vailability, 1–10% of the drugs, and consequently frequent
administrations are required during the day). Microemul-
sions represent an interesting alternative because their
industrial production and sterilization are relatively sim-
ple and inexpensive; they are thermodynamically stable
and permit us to solubilize both lipophilic and hydrophilic
drugs.

With ophthalmic use, the choice of the various compo-
nents is fundamental more than with any other topical
application. The ionic surfactants are generally too toxic to
be used for this application, therefore, nonionic surfactants
are preferred (220). These surfactants are easily soluble in
water due to the presence of either functional groups. The
most used surfactants in the preparation of microemul-
sions are the poloxamers and polysorbates.

The choice of the oily phase is important because it
conditions both the existance of the microemulsion and
the solubilization of the drug. Polar oils, such as triglycer-
ides with medium or long chains, are preferred instead of
nonpolar oils, based on their solubility. The most often used
consist of vegetable oils, such as soja oil, castor oil, or
triglycerides, for which 95% of the fatty acids are made
up of 8–10 carbon atoms, Myglyol 812s (triesters of gly-
cerol, capric, and caprylic acids), isopropyl myristate, fatty
acids, such as oleic acid, and esters of saccharose, such as
mono-, di-, or tripalmitates of saccharose. As these excipi-
ents are well tolerated by the eye, their degree of purity
must be high in order to prevent any contamination with
potentially irritating substances.

Several additives, such as buffers, antibacterial, and
isotonic agents, contained in the aqueous phase may affect
the area of existence of the microemulsions, and therefore
they must be studied in the presence of other constituents
of the microemulsions. For example salinity influences the
phase diagrams when ionic surfactants are added and
decreases the phase inversion temperature (PIT) of the
nonionic surfactants. Thiomersal and chlorobutanol are
preservatives that are usually used in eye drop formula-
tions, with concentrations of 0.01–0.2%, can be used with-
out altering microemulsions structure (221).

The main advantage of the microemulsions is the
increase in the solubilization of poorly soluble drugs. In
a recent work, different o/w microemulsions containing
indomethacin (an antiinflammatory drug). were evaluated
in vivo by determining both the tolerability (Draize test)
and the ocular drug bioavailability. This investigation
showed that the colloidal carrier has a certain tolerability,
eliciting only a slight irritation at the level of the conjuc-
tiva. A positive effect regarding tolerability was exerted by
jaluronic acid. In fact, by increasing the concentration of
jaluronic acid present in the formulation up to 1% (w/v), an
improved microemulsion ocular tolerability was observed
with a substantial reduction of conjunctiva irritation
(Table 8). In vivo ocular bioavailability of the microemul-
sion formulation containing indomethacin was evaluated

by means of the Draize test. At various time intervals, the
rabbits were killed, aqueous humor samples were collected
and indomethacin content was determined by high per-
formance liquid chromatography (HPLC). Indomethacin-
loaded microemulsion was compared with an aqueous
dispersion of the drug, containing the same drug concentra-
tion. The microemulsion-encapsulated indomethacin for-
mulation showed a significant (P> 0.005) increase of drug
levels compared with the free drug (Fig. 37). High colloidal
properties of microemulsions may achieve a better interac-
tion with the corneal epithelium in terms of paracellular
transport or passage, thus leading to a greater drug trans-
port into the ocular tissues. The microemulsion controlled
drug release showed by ocular pharmacokinetics was prob-
ably elicited by the colloidal carrier mucoadhesion on the
cell surface, thus allowing a prolonged ocular permanence
and a release of the content directly into the cell (222).

Lecithin Organogel

A particular type of self-aggregate is represented from
lecithin organogel. They were seen for the first time in
1988 by Scartazzini and Luisi (223), who noted that an
addition of trace amounts of water into nonaqueous solu-
tions of lecithin caused a sudden increase in the viscosity
(� 100 times) producing a transition of the initial nonvis-
cous solution into a jelly-like state. In succeeding years, it
was demonstrated that lecithin, when dissolved in at non-
polar solvent, forms spherical reversed micelles. The addi-
tion of water induces an uniaxial growth of the micelles. As
a result, at the end of the preparation one will find cylind-
rical aggregates instead of the initial spherical ones. After
reaching threshold length, the extended micelles begin
overlapping, forming a temporal 3D network. This
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Table 8. Effect of Microemulsions on Ocular Structuresa

Ocular Structure
Without Hyaluronic

Acid
With Hyaluronic

Acid

Conjuctiva Irritation 1.8 0.4
Conjuctiva Edema 0.4 0.2
Fluorescein Adsorption 0.8 0.2

aThe scores were calculated awarding a value on scales from 0 to 3 at each

observed reaction. All the assigned values were added and divided for the

number of subjects.
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supramolecular structure from entangled micellar aggre-
gates bears resemblance with that of uncrossed polymers
in semidilute or concentrated solutions. For this reason,
they are often called polymer-like micelles, wormlike, or
threadlike micelles, or spaghetti-like structures.

The transition to polymer-like micelles is accompanied
with a formation of hydrogen bonds between the phosphate
group of a lecithin molecule (Fig. 38) and water.

The lecithin organogel is an optically transparent iso-
tropic phase, appearing as the initial solution before the
addition of water. The only difference between them is in
the increased viscosity. This aspect is strictly dependent on
oil, water, and lecithin concentrations, as well as on tem-
perature (224). The amount of water needed to obtain the
gel-like structure is a peculiar properties of any organic
solvent (225). An important parameter for the organogel
structure formation is the purity of the lecithin solution, in
fact, commercial low purity lecithin is not able to form gels
(226). The last component for the formation of lecithin
organogel is water. This solvent can be substituted by polar
organic solvents, such as glycerol, ethylene glycol, and
formammide, or by a mix of ethanol–water in different
ratios (227). The physical–chemical characteristics of the
incorporated drug noticeably influence its release from
organogel (144).

An important characteristic of this aggregate is its
thermoreversibility, in fact, at 40 8C they become fluid,
but by reducing the temperature they again reassemble
a gel-like structure.

In this kind of carrier, it is possible to load hydrophilic
drugs (localize themselves in aqueous, internal compart-
ment), lipophilic drugs (in the hydrophobic environment),
and amphiphilic substances (at the interface w/o).

The principal application of this carrier is its transder-
mal delivery, as first proposed in the early 1990s by Luisi’s
research group (225,226). Scopolamine, broxaterol, and
propranolol were incorporated into lecithin organogels
(containing cyclohexane, isooctane, or IPM as the oily
phase). The permeation rates increased 10 fold compared
to a solvent drug solution used as a control (180). The
utility of lecithin organogels has been supported by in vivo
human skin tolerability studies by means of a noninvasive
technique as spectrophotometry of reflectance (228).
In vivo percutaneous tolerability results showed no appear-
ance of erythema even after 48 h of application. Certain
amphiphilic lipids are characterized by lyotropic and
thermotropic aggregation-phase transition. These supra-
molecular aggregates are under investigation to evaluate
their potentialities as drug delivery systems (229).

COLLOIDAL DRUG DELIVERY DEVICES

The main scope of colloidal drug delivery systems is the
modulation of the phamacokinetics and/or the tissue dis-
tribution of a drug in a beneficial way. The properties of
colloidal drug delivery systems to target specific sites of
action (organs or tissues) are related to the physicochem-
ical and morphological properties of the carriers, namely,
these parameters determine the destination and the fate of
the drug entrapped within the carrier system, provided
that a drug is released from the system at a suitably
controlled rate (230,231). By using colloidal carriers, drugs
can be selectively directed to specific sites by applying
passive or active strategies of delivery, rather than allow-
ing a free drug diffusion throughout the body by using
conventional dosage forms. The carrier physicochemical
properties (i.e., size and surface properties) are the main
determining factors in passive targeting of colloidal drug
carriers. On the other hand, the possibility to achieve a
colloidal carrier with active targeting capacity is related to
the possibility of inserting specific ligands on the carrier
surface so as to achieve a specific receptor-mediated inter-
actions with target cells (232,233).

The potential use of colloidal drug carriers in clinical
therapy is strongly related to their in vivo fate. In parti-
cular, the rapid uptake (following a phagocytosis mechan-
ism) of these carriers by the reticulum endothelial systems
(RES), that is abundantly present at the level of the liver,
spleen bone marrow, and lungs, is the only fate after their
IV administration, thus leading to rapid removal from
blood circulation. The phenomenon of opsonization, that
is based on binding of some plasma proteins (opsonines)
onto the surface of colloidal carriers, is the first step
allowing the carrier recognition and binding promotion
by phagocytes (234). Therefore, the opportunity to avoid
the carrier opsonization is often translated into a deep
change of the carrier biodistribution patterns.

In this attempt, colloidal carriers with the ability to
avoid RES uptake have been developed, thus achieving
long circulating properties (235). The so-called Stealth
colloidal carriers are obtained by grafting their surface
with hydrophilic macromolecules, mainly poly(ethylene
glycols), that hamper the opsonization.

Colloidal drug delivery systems are not able to extra-
vasate, except in tissues and/or organs in which the
endothelium is discontinuous (i.e., liver, spleen, and bone
marrow) or defective, such as in the case of tumors or in
the sites of infection and/or inflammation. Therefore, the
therapeutic uses of IV administered colloidal drug delivery
devices can be grouped into three cases (235,236): (1) drug
accumulation in macrophages; (2) in vivo drug distribution
away from the sites of toxicity; (3) circulating reservoirs of
labile or short blood half-life drugs.

The use of colloidal drug delivery systems has the
following advantages: protection, duration, direction,
internalization, and amplification.

Protection. Drugs entrapped within colloidal carriers
can be protected against both environmental factors
(i.e., temperature, UV radiation, moisture) and the
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action of detrimental factors of the host (i.e., degra-
dative enzymes). Also, the patient can be protected
against toxic effects of administered drugs.

Duration. These carriers can be suitably projected and
prepared to achieve a perfectly controlled drug
release to fulfill the therapeutic requirements, thus
allowing the maintenances of therapeutic (but non-
toxic) drug levels in the bloodstream or at the level of
local administration sites for a prolonged time. This
situation leads to a reduction of administration fre-
quency, and hence to enhanced clinical safety and
increased patient compliance.

Direction. As mentioned above, drugs may be passively
or actively targeted to specific sites of action by
colloidal delivery devices, thus providing an improve-
ment of the drug therapeutic efficacy. These carriers
can also provide a site-avoidance delivery, namely,
the drug delivery away from sites of their toxicity.

Internalization. Colloidal carriers may be able to pro-
mote the intracellular delivery of drugs by ensuring
different interaction pathways with target cells in
comparison with the free drug that may not be able to
reach the inner-cell due to unfavorable physicochem-
ical parameters.

Amplification. In the case of antigen delivery, colloidal
drug delivery systems can act as immunological
adjuvant in vaccine formulations.

General Colloidal Carrier Classification

By considering the carrier features, colloidal drug delivery
devices can be classified into conventional, long circulating
and actively targeted systems (Fig. 39).

Conventional colloidal carriers (liposomes and nanopar-
ticles) can be characterized by a wide differences both in
terms of composition and physicochemical properties (i.e.,
size, size distribution, surface charge, number, and fluidity
of phospholipid bilayers), in the case of liposomes, matrix
compactness, in the case of nanoparticles. The modulation
of these properties can influence technological properties,
such as colloidal stability, drug loading, drug release rate,
and to a certain extent the in vivo behavior of conventional
colloidal carriers (i.e., blood stability, clearance, and dis-
tribution). However, some in vivo features are very con-
sistent among different types of conventional colloidal
carriers, by presenting a short blood circulation time when
parenteraly administered due to a rapid RES uptake. A
consequential successful therapeutic use of conventional
colloidal carriers characterized by the accumulation at the
level of the mononuclear phagocyte system is the delivery
of antimicrobial agents to infected macrophages (237,238).
Conventional colloidal carriers are also very effective as
vaccine adjuvants against viral, bacterial, and parasitic
infections (239).

Long-circulating colloidal delivery systems allow the
therapeutic treatment of a wide range of diseases involving
tissues other than liver and spleen (240). A common char-
acteristic of all long-circulating systems is the presence
along the surface of the colloidal carrier of hydrophilic
macromolecular moieties, such as polyethylene glycol

(PEG). Highly hydrated macromolecular moieties deter-
mine a steric barrier against interactions with molecular
and cellular components in the biological environment,
thus avoiding the opsonization phenomenon, and hence
the RES organ uptake (235,240).

To obtain a certain specificity, actively targeted carriers
can be obtained by conjugation of a colloidal drug delivery
systems to specific antibodies, antibody fragments (e.g.,
Fab or single-chain antibodies), or small targeting agents
(peptides, hormons, specific ligands), thus increasing tar-
get site binding and the delivery of the encapsulated drug.
In the first generation of these kind of colloidal carriers,
the active targeting agent was conjugated directly to
their surface. This strategy led to a successful in vitro
recognition and activity, but to a failure in in vivo appli-
cations due to the RES uptake. The last generation of
actively targeted carriers is represented by long-circulating
colloidal carriers with the PEG moieties conjugated with
the targeting agent, thus presenting suitable in vivo
features.
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Figure 39. Schematic representation of the various kind of
colloidal drug delivery devices. Conventional carriers are made
up of a body matrix (phospholipid bilayers in vesicles or polymeric
network in nanoparticles) with a hydrophilic colloidal surface
(neutral, negatively, or positively charged). Long-circulating
systems (the so-called Stealth devices) are coated by hydrophilic
polymeric moieties (i.e., PEG) that provide a certain steric
stability, and hence reduction of opsonization. Actively targeted
carriers (i.e., antibody targeted) can be of conventional (targeting-
agent conjugated directly to colloidal carrier surface) or sterically
stabilized type (targeting-agent conjugated with a PEG moiety
anchored to the surface of the colloidal carrier).



Colloidal Carrier Characterization

For routine measurements of particle sizes, two techniques
are commonly used. Photon correlation spectroscopy (PCS)
(alsoknowasdynamic lightscattering),which measures the
fluctuation of the intensity of light when it is scattered by
particlesmovements.Theparticlediameterrangegoes from
a few nanometers to�3mm, so PCS is not useful in for lipid
particles >3mm. In these cases, a laser diffraction (LD)
technique is used. This method is based on the relation
between the diffraction angle and the particle radius, so
that smaller particles cause more intense scattering at high
angles compared to the larger ones.

In general, it is recommended to use both techniques
simultaneously in order to obtain precise data. However, it
should be kept in mind that both PCS and LD do not
measure particle sizes directly, they only correlate light
scattering to particle size.

To obtain direct information on particle sizes and
shapes, electron microscopy (EM) is used. Electron micro-
scopy extracts structural information carried by the scat-
tered electrons; the most commonly used EM techniques
are transmission electron microscopy (TEM) and SEM.
Atomic force microscopy (AFM) is another microscopic
technique that is getting increasing attention. This method
is based on the interactive forces between a surface and a
probing tip that leads to the imaging of particles. This
technique has the clear advantage of simplicity of sample
preparation, so that it is possible to conduct analysis
directly on the hydrated, solvent containing samples (241).

The field-flow fractionation (FFF) is a technique
recently used for measurements of solid lipid nanoparticle
sizes. It is based on the different effect of a perpendicular
applied field on particles in a laminar flow (242); the
characterization of particles is based on the different
nature of perpendicular fields, for example, sedimentation
size (cross-flow FFF) or charge (electric field FFF). All these
principles can be used combined together in order to obtain
unique resolution.

The determination of a zeta potential is predictive of the
storage stability of colloidal dispersions (243). In general,
the greater the zeta potential value of a nanoparticulate
system, the better the colloidal suspension stability due to
a repulsion effect between charged nanoparticles. Nano-
particle stability can also be obtained by the addition of
some polymers, such as PEG, which adhere to the particle
surface stabilizing it. Surface characteristics are also
important for the in vivo fate and the interaction with
biological systems of colloidal carriers.

The characterization of the physical state of colloidal
carriers (particularly vesicles and lipid-based particles)
can be efficiently carried out by two techniques, DSC
and X ray. The DSC method is based on the fact that
different material polymorphic form possess different melt-
ing points and melting enthalpies (244) and that changes in
thermotropic parameters of a systems are usually evidence
of different spontaneous and/or induced arrangements.
X-ray techniques allow the characterization of polymorphic
forms and the determination of large and small spaces in
an ordered matrix, such as the lipid grid of a solid lipid
nanoparticle (245). The advantages of these two techniques

are the possibility of particle suspension analysis without
drying the solvent, thus avoiding possible modifications of
the carrier structure.

Also, NMR and electron spin resonance (ESR), are used
for the investigation of dynamic phenomena in colloidal
lipid dispersions. Nuclear magnetic resonance is based
on the different proton relaxation times in the liquid
and semisolid–solid state (246). The NMR technique
can also be used to determine lamellarity in vesicular
carriers (247). The ESR technique uses a paramagnetic
spin probe to give a noninvasive characterization of the
distribution of the spin probe between hydrophilic and
hydrophobic phases. Both NMR and ESR are noninvasive
methods and allow repeated measurements of the same
sample.

Vesicular Drug Carriers

Drug delivery systems composed of lipidic compounds have
gained great importance in medical, pharmaceutical, cos-
metic, and alimentary fields. Formulations based on phos-
pholipids and other excipients represent an interesting field
of application in the novel research for delivery models.

Lipidic materials are characterized by their possibility
to self-organize in different supramolecular arrangements
as a function of some environmental factors (i.e., tempera-
ture, lipid concentration, type of medium, ionic strength,
pH value, and presence of other compounds). Among the
various supramolecular forms of aggregation, the bilayer
structure, and hence the formation of vesicles (defined as a
lipid bilayer surrounding an aqueous space) represents the
most suitable device in terms of drug delivery. In fact,
vesicles are boundary structures (Fig. 40), in which it is
possible to have at the same time vari‘ous microenviron-
ments characterized by different physicochemical proper-
ties, namely, a highly hydrophilic region made up of the
intravesicular aqueous compartment, a highly hydropho-
bic region of the bilayer core made up of the alkyl chains of
the lipid constituent, and an amphipatic region at the level
of the vesicular surface made up of the polar lipid head-
groups. These peculiarities make vesicular systems a very
versatile drug carrier being able to entrap and delivery
hydrophilic (in the intravesicular aqueous compartment),
hydrophobic (in the core of vesicular bilayers), and amphi-
patic (at the level of vesicular boundary zone) drugs.

An important feature that make vesicles a unique drug
delivery system is the biomimetism of having the same
supramolecular lipid organization of natural membrane
living cells.

Therefore, the possibility to create a structure similar to
the biological membrane for carrying out the delivery of
drugs has represented an interesting challenge for a num-
ber of researchers. In particular, liposomes, ethosomes,
transfersomes and niosomes have been extensively inves-
tigated and are up to now the main vesicular systems used
in drug delivery.

Liposomal Carrier. The appearance of Banghman’s
vesicle in the mid-1960s, the so-called Liposome, repre-
sented a milestone in the field of innovative drug delivery.
Liposomes are mostly made up of phospholipids, and for
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this reason they are highly biocompatible and biodegrad-
able. The liposomal carrier has the advantage of also being
able to deliver macromolecules, such as enzymes, proteins,
and genetic material (248).

From the morphological point of view (Table 9), lipo-
some systems can be classified as a function of the number
of bilayers and the mean size of the carrier in unilamellar,
oligolamellar or multilamellar vesicles, and in small
(<100 nm), medium (100–500 nm) and large (>1mm) vesi-
cles, respectively.

Lipid Component Used in Liposomal Formulations.
Lecithins and cholesterol (Chol) are the lipids most
commonly used in the preparation of liposomes. Other
components can be used in the liposome preparation, that
is, steroid molecules, charged phospholipids, ganglioside,

and polymeric material to modulate the carrier properties
as a function of the therapeutic requirements to be
achieved (249). In fact, different components can modify
the biodistribution, the surface charge, the release, and
the clearance rate of the liposomal drug delivery system
(249,250). The circulation lifetime of a liposome is also
altered by the charge of the liposome surface that can
influence the pharmacokinetic of the system (251).

It was demonstrated that the use of negatively charged
lipids [i.e., phosphatic acid (PA), phosphatidylserine (PS),
phosphatydilglycerol (PG)] are able to elicit a rapid clear-
ance of the liposomal system from the blood stream
mediated by the RES uptake (249,252).

Cholesterol plays a fundamental role in liposome for-
mulations being, able to act as a vesicle membrane mod-
ulator as concern membrane fluidity. It has a stabilizing
function on the liposome bilayers both in vitro and in vivo,
allowing the protection of the vesicular structure by the
action of blood high density lipoproteins (HDL) and hence
the possibility of having a prolonged circulation of intact
liposomes (253).

Similarly to cholesterol, some phospholipid components
are also able to influence the physicochemical behaviors
of liposomes to obtain a more rigid vesicular structure
that is much more resistant to the phospholipid extraction
effect mediated by blood HDL. In this attempt, both 1,2-
distearoyl-3-sn-phasphatidylcholine (DSPC) and sphingo-
myelin (SM) have been used to maintain a certain vesi-
cular carrier integrity following IV administration. A rigid
vesicular structure of liposomes hampers an effective
adsorption of opsonine and prolongs the plasmatic level
of the drug carrier, that is, liposomes made-up of 1,2-
distearoyl-3-sn-phasphatidylcholine–cholesterol (DSPE–
Chol) showed higher half-time than liposomes prepared
with phosphatidylcholine (PC) or 1,2-dipalmitoyl-3-sn-
phasphatidylcholine (DPPC) (253). In particular, SM has
an additional stabilizing effect on the liposome formula-
tions when used together with Chol (254). In this case, SM
can interact with cholesterol by forming intermolecular
hydrogen bonds and eliciting an increased compactness of
the liposomal bilayers that leads to an improved serum
stability (249).

Since the appearance of liposomes, positively charged
lipids were introduced in liposome composition to obtain a
vesicular system characterized by a net positive charge
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Table 9. Main Characteristics of the Various Liposome System

Liposome Type Abbreviation Properties

Multi-lamellar vesicles MLVs Vesicles constituted by 7–15 bilayers with a mean size >1.5mm
Multi-vesicular vesicles MVVs Vesicles constituted by 3–5 vesicles contained within a bigger one.

The mean size is > 1.5mm
Oligo lamellar vesicles OLVs Vesicles constituted by 2–5 bilayers with a mean size �1mm
Giant unilamellar vesicles GUVs Vesicles constituted by only one bilayers with mean size  1mm
Large unilamellar vesicles LUVs Vesicles constituted by only one bilayers with mean size ranging

from 400 to 800 nm
Medium unilamellar vesicles MUVs Vesicles constituted by only one bilayers with mean size ranging

from 200 to 400 nm
Small unilamellar vesicles SUVs Vesicles constituted by only one bilayers with mean size ranging

from 30 to 100 nm

Figure 40. Schematic representation of a liposomal structure
with the characteristic microenvironments.



along the liposomal surface. In the last decade, positively
charged liposomes have gained much more interest than
in the past due to their potential application as carriers
for genetic material delivery (255). In this attempt, the
most frequently used cationic lipids are DMRIE,
N-(2-hydroxyethyl)-N,N-dimethyl-2,3-bis(tetradecyloxy)-
1-propanaminium bromide; dioctadecyl amino glycyl sper-
mine (DOGS); dioleoylphosphatidylethanolamine (DOPE);
2,3-dioleyloxy-N-[2(spermine carboxaminino)-ethyl]-N,N-
dimethyl-1-propanaminium trifluoroacetate (DOSPA);
1,2-dioleoyl-3-trimethylammonium propane (DOTAP); 2,3-
bis(oleyl)oxipropyl-trimethylammonium chloride (DOTMA).
Cationic liposomes composed of DOTMA and DOPE became
commercially available as a transfection reagent designated
Lipofectin.

The above mentioned cationic lipid components of this
particular kind of liposomes are able to interact with, and
neutralize, the negatively charged DNA or ribonucleic acid
(RNA). This interaction leads to a genetic material con-
densation into a more compact structure. The resulting
lipid–genetic material complexes (lipoplexes), rather than
DNA or RNA encapsulation within liposomes, provide
protection and promote cellular internalization and
expression of the condensed plasmid (255).

Most recently, amphiphilic polymeric materials have
been introduced in the composition of vesicles to cover
their surface by inserting their hydrophobic domain in
the liposomal bilayers (anchor moiety) and facing the
hydrophilic domain toward the aqueous environment
(shield moiety). This advance allowed a further modularity
of the liposomal carrier by conjugating together the
advances of colloidal drug delivery devices (carrier capa-
city) with those of macromolecules (fine chemical approach
and infinite modulation potentiality) (249). The principal
polymer used to cover the surface of liposome formulation
was polyethylene glycol. This is a flexible-chained hydro-
philic polymer of different molecular weight (i.e., PEG-750,
PEG-2000, PEG-5000) conjugated to phosphatidyleth-
anolamine (PE) or distearoylphosphatidylethanolamine
(DSPE) (256). Liposomes containing PEG in their structure
(the so-called pegylated liposomes) represented an impor-
tant class of vesicular delivery systems that started the
new generation of liposome carriers. The presence of this
hydrophilic polymer on the surface of liposomes not only is
able to reduce the RES uptake and to increase the blood
circulation time (249), but it can also modulate some
pattern of interaction with cultured cells, such as the
intracellular drug delivery (257).

Another important aspect for drug delivery by liposomes
is the possibility to achieve a triggered release of the
encapsulated agent from the carrier following certain sti-
muli. Targeted drug delivery is based on the fact that upon
attachment to the target site, or delivery into the target
cell, the therapeutic agent must be released from the
carrier to exert its action. When liposomes are taken up
by the target cell through endocytosis, they come into con-
tact with acidic conditions. For some drugs and biothecno-
logical products (e.g., peptides and genetic material) it could
be essential to escape from liposomes and endosomes, thus
entering the cytosol before reaching the lysosomal struc-
tures with their highly efficient degradation machinery.

Liposome destabilization under acidic conditions and
bilayer fusogenic properties are required to achieve lyso-
some escape. Besides the pH-dependent liposome release,
other triggered releases may be accomplished for certain
drug selectivity, namely, bilayer composition controlled
release, destabilization by removal of bilayer components,
complement-induced leakage, and temperature-induced
destabilization of the liposomal bilayer structure. Therefore,
to have a triggered liposomal carrier release, some com-
pounds that are stimuli responsive must be introduced in
the liposomal bilayer composition (e.g., DOPE, cholesteryl
hemisuccinate, oleic acid, fusogenic peptides) (258,259).

Main Methods to Prepare Liposomes. As reported in
Table 9, various types of liposomes exist, each of those
with specific peculiarities that make them suitable for
certain therapeutic applications. Although aqueous disper-
sions of phospholipids spontaneously lead to a self-
aggregation into closed bilayers, vesicles, particular pro-
cedures must be carried out if a certain type of liposome has
to be obtained. In fact, this type of liposome is mainly
determined by the preparation procedure, and for these
reason the main preparation methods are reported below.

Thin-Layer Evaporation (TLE). This method allows the
formation of multilamellar vesicles. Basically, a mix-
ture of lipid compounds is dissolved by an organic
solvent (chloroform) or a mixture of two organic
solvents (chloroform–methanol) in a round-bottomed
flask. Other hydrophobic components (e.g., drugs)
can be cosolubilized with the liposome-forming mate-
rials. The complete evaporation of the organic solvent
by a rotavapor lead to the formation of a thin lipid
film along the surface of the glass wall. This lipid film
is then hydrated with an aqueous solution buffered to
the desired pH value and solubilizing any hydrophilic
component that should be entrapped within lipo-
somes (e.g., water-soluble drugs). The hydration tem-
perature is normally higher than the highest
transition temperature (Tm) of lipids used in the film
preparation. In some cases, to increase the surface of
film deposition, and hence the surface undergoing
buffer hydration, glass beads can be added during the
TLE preparation procedures (260).

Reverse-Phase Evaporation Vesicles (REVs). This
method allows us to obtain large unilamellar, oligo-
lamellar, and multilamellar vesicles. A lipid film,
formed as reported in the TLE method, is dissolved
in an organic solvent (diethyl ether) and an aqueous
solution is added. This two-phase mixture is energe-
tically sonicated, thus obtaining an w/o emulsion.
The organic solvent constituting the external phase
of the w/o emulsion is gradually removed by a rota-
vapor up to the reversion of the phases with the
appearance of an external hydrophilic phase. The
total removal of the organic solvent leads to the for-
mation of a gel-like highly concentrated liposome
suspension that can be suitably diluted with a suitable
aqueous buffer solution. This method represents the
first approach used in the attempt to increase the
amount of drug entrapped within vesicles (261,262).
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Freeze and Thawed Multilamellar Vesicles (FAT–
MLVs). A multilamellar liposome formulation
obtained with the TLE method is subjected to a
serious of cycles of freezing in liquid nitrogen and
thawing in warm water (� 40 8C). At the end of the
procedure, liposomes are kept at room temperature
to stabilize the bilayer. This procedure is carried out
to obtain a multilamellar liposomes with a homoge-
neous distribution of solutes throughout the various
multilamellar aqueous compartment (263,264).

Dehydration Rehydration Vesicles (DRVs). Multilamel-
lar liposomes obtained with one of the previous
methods are submitted to a freezing-drying process.
The product of liophylization is resuspended in an
aqueous solution (265). This method leads to the
formation of oligolamellar or multilamellar lipo-
somes with an high drug entrapment efficiency.

Vesicles by Extrusion Technique (VET). The reduction of
the mean size of a colloidal liposomal suspension
characterized also by a narrow size distribution can
be achieved with the extrusion of multilamellar
liposomes through polycarbonate membranes of dif-
ferent sizes (from 400 to 50 nm). Usually, 10 cycles of
extrusion are carried out to obtain an homogeneous
formulation. Both LUV and SUV are obtained fol-
lowing the VET method (266).

pH Gradient Loading Method. This method is used to
increase the loading capacity of liposomes in regard
to ionizable drugs. This method is based on the
formation of a pH gradient between the inner-
liposomal aqueous phase and the external environ-
ment. This situation promotes the protonation or
deprotonation of an entrapped drug thus favoring
its accumulation within the vesicular carrier due to
the incapability of a ionized molecule to freely diffuse
through a lipid bilayer (Fig. 41) (267). Ammonium
sulfate or ammonium citrate are used to obtain an
acid pH environment while calcium acetate to have
basic conditions (250,268). The efficiency of liposome

drug loading using the method of pH gradient is
influenced by the drug partition coefficient between
the aqueous phase and the lipid bilayer (269).

One of the most important parameters for an ideal drug
delivery system is the drug loading capacity. The amount
of drug encapsulated in liposome formulation is influ-
enced by a serious of parameters, such as the preparation
method, the size of the liposome, and the type of lipid used
to form the lipid film (263). Therefore, to have a colloidal
liposome system with particular carrier properties, it is
often necessary to carry out two or more preparation
procedures. Namely, the DRV or FAT procedure can be
carried out to improve the liposome encapsulation capa-
city, and then the VET method to obtain a small mean size
with a narrow size distribution. These two aspects (carrier
capacity and mean size) are very important for liposomes
to be proposed for certain therapeutic application (i.e.,
antitumoral chemotherapy).

The removal of untrapped drug is the last step in the
preparation of a drug-loaded liposome colloidal suspension.
Many lipophilic drugs exhibit a high affinity to the bilayer
and are completely liposome associated. For compounds
with an encapsulation < 100%, the nonencapsulated frac-
tion of the drug may determine unacceptable side effects.
The removal of the untrapped drug can be carried out by
the following techniques: dialysis, ultracentrifugation,
ultrafiltration, gel permeation chromatography, and ion
exchange reactions.

Liposome Stability. An ideal drug delivery system
should maintain its physicochemical characteristics
during storage, that is, mean size, size distribution, ther-
motropic parameters, no lipid degradation (hydrolysis
and/or peroxidation), no appearance of microbial flora, to
be considered for practical applications. Liposomes are self-
assembled colloidal carriers, and hence their stability can
be strongly influenced by the component used for their
preparation, considering that the presence of foreign mole-
cules in the liposomal bilayers deeply influence their mode
and strength of aggregation in a concentration-dependent
manner. For this reason, in the case of drugs to be delivered
by liposomes and characterized by liposomal bilayer
localization, particular attention should be paid to the
drug/lipid ratio. This is a very important parameter
because the payload of the drug can be increased with a
consequential reduction of the system stability. In some
cases, the segregation of the lipid bilayer components in
various microdomains can be observed (270).

The osmolarity of liposomes seems to be a very impor-
tant factor to achieve a stable liposomal system. Some
studies (271) showed that hypertonic conditions triggered
a rapid drug release from Ara-C-loaded liposomes and
that the release kinetic is characterized by a biphasic
profile with a first step of very rapid and massive Ara-C
release followed by a second phase of slow drug release
(249).

The chemical stability of liposome formulations mainly
depends on the chemical characteristics of both drugs and
lipid component used for the carrier preparation (272). The
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Figure 41. A schematic representation of the encapsulation of
Gemcitabine in multilamellar liposomes by using a pH gradient
method in the presence of ammonium sulfate 250 mM (267).



presence in the phospholipid bilayers of polyunsatured
fatty acid moieties, such as arachidonic, linoleic, or lino-
lenic acid, can favor the occurrence of peroxidation pro-
cesses at the level of single or conjugated double bonds. The
membrane lipid peroxidation can destabilize liposomal
bilayers due to the formation of secondary oxidation
products that can change the integrity of the liposome
structure (249).

Main Therapeutic Applications of Liposome. The follow-
ing criteria should be taken into account to evaluate the
possibility of delivering a drug by using the liposomal
carrier: (1) the chosen drug should be sufficiently active;
(2) the drug should be efficiently entrapped within lipo-
somes; (3) the drug must be compatible with the liposomal
carrier.

A basic concept for the success of liposome drug delivery
is the fact that the encapsulated agent may be released at a
suitable rate to become bioavailable upon arrival at the
action site. Liposomes protect drugs from metabolism and
inactivation in plasma and also allow a reduction of the
drug accumulation in healthy tissues and/or organs, due to
size restrictions in the transport of large macromolecules
and carriers across healthy endothelium (271). A number
of pathologies (i.e., cancer, stroke, infections, and some
methabolic diseases) are characterized by direct or
mediated inflammation, which elicits discontinuities in
the endothelium vasculature of the diseased zone. This
thus increases the extravasation of colloidal carriers and,
in combination with an impaired lymphatics and a high
value of interstitial pressure, the accumulation of the
therapeutic agent-loaded liposomes at the level of the
diseased site (passive targeting). This situation, referred
to as enhanced permeation and retention (EPR) phenom-
enon, consequently elicits an increase of the drug thera-
peutic index (249).

A successful therapeutic approach of the liposomal pas-
sive targeting is the efficacious delivery both in vitro and
in vivo of various anticancer drugs (249). As shown in
Fig. 42, the use of pegylated liposomes (Stealth liposomes)
with a mean size of � 100 nm allows the passage of the
carrier in the tumor tissue and a local accumulation of the
encapsulated drug. Furthermore, liposomal chemothera-
peutic agents display distinctive pharmacokinetic charac-

teristics, because they possess longer elimination half-lives,
reduced clearance, and smaller volume of distribution with
respect to corresponding free drugs. Taken together, these
features lead to the highest levels of cytotoxic agents in
tumors, as demonstrated in preclinical models and clinical
trials, whereas healthy tissues are spared from toxicity.
Liposomal anticancer drugs lead to improved clinical effect-
iveness and better toxicity profile with respect to corre-
sponding free drugs when they are used for the
treatment of metastatic tumors (e.g., breast and ovarian
cancers). A successful example of antitumoral agent-loaded
long-circulating liposomes is Doxil, a doxorubicin-loaded
pegylated liposomes with a 100 nm mean size.

This innovative liposomal formulation is currently
approved for use in AIDS-related Kaposi’s sarcoma and
refractory ovarian cancer. It has also shown activity in
other tumors, including metastatic breast cancer. A pre-
clinical toxicology study of IV administered doxorubicin-
loaded stealth liposomes compared to the free drug showed
that the drug liposomal formulation was less toxic (LD50
32 mg �kg�1) than the free doxorubicin (LD50 17 mg �kg�1).
The organ specific toxicities seen with Doxil were qualita-
tively similar to those of free doxorubicin, but less severe
(273). In addition, Doxil accumulates in tumor tissues to a
large extent with respect to the free drug due to its capacity
to escape macrophagic uptake (274). Reduced toxicity and
selectivity are the reasons of the improvement of doxor-
ubicin therapeutic index.

A recent and very active field of research in the liposo-
mal anticancer chemotherapy is the active targeting of
long-circulating liposomes (249,275,276). A high density
of the targeting moiety on the surface of liposomes is very
important to have an efficient binding to the target site, a
specific antigen or receptor expressed on the surface of
target cell. This interaction increases the amount of drug in
the target site and it decreases the systemic side effects
(275).

Antibodies, particularly monoclonal, are the more ver-
satile ligands that can be conjugated on the liposome sur-
face (the so-called immunoliposomes). In the past, an
obstacle in the use of immunoliposomes was the antigeni-
city of murine antibodies that were easily available, how-
ever, the more recent availability of humanized forms
should contribute to overcome this problem. Important
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Figure 42. Schematization of the
accumulation mechanism of long-
circulating small unilamellar lipo-
somes in solid tumor. Extravasation
of liposomes through vascular endo-
thelium of the tumor site (a); behav-
iour of liposomes in a normal tissue
(b).



parameters for immunoliposomes are the ability to become
selectively cell associated and the ability to deliver the
loaded drug within target cells. In the case of immunolipo-
somes endocytosis seems to be the predominant mode of
delivery to the cells, and hence has an efficient intracel-
lular delivery. The mean size of immunoliposomes should
be � 100 nm.

Given a suitable antibody with high specificity and
affinity for the target antigen, the critical factor is the
in vivo accessibility of target cells to the immunoliposomes.
To have an efficient target binding of the injected immu-
noliposomes, target cells should be located in the intravas-
cular compartment and/or in accessible tissues and organs
characterized by leaky vascular structures. Thus, in terms
of targeting drug delivery by immunoliposomes, two ana-
tomical compartments can be considered. One is a readily
accessible intravascular site, such as the vascular endothe-
lial surface, T cells, B cells, or a thrombus. The other is a
much less accessible extravascular site, such as a solid
tumor, an infection site, or an inflammation site, where the
vascular structure is leaky (277).

Antibiotics encapsulation in liposomes is of great
utility in the case of very potent drugs that can be admi-
nistered intravenously and present a certain toxicity (i.e.,
nephro- and neurotoxicity). The toxicity of antibiotics lim-
its their dosing, and hence the drug efficacy. Antimicrobial
agent-loaded liposomes were used for the treatment of
various obligate and facultative bacterial infections
(i.e., Salmonella, Listeria, Brucella, Mycobacterium, Staphy-
lococcus and Escherichia coli) (278). Obligate microbes are
more difficult to eradicate due to the fact that they can
multiply only within host cells, while facultative bacteria
can be reached by the drug in the extracellular compart-
ment. The conventional liposome biodistribution properties
represent a noticeable advantage for treatment of infections
in which bacteria are taken up and/or reside in the cells of
the phagocytic systems. Another advantage of the liposome
carrier is the capability to facilitate the entrance within
infected cells of antimicrobial agents that are not able to
cross cell membranes with a consequential intracellular
drug accumulation (279) (Fig. 43). An intrabacterial anti-
biotic drug accumulation was also observed (280), thus
showing that liposome formulations can contribute to over-
come bacterial resistance phenomena due to drug imperme-
ability (Fig. 44). In particular, in the case of intracellularly
infected phagocytic cells (e.g., Legionella pneumophila,
Mycobacterium tuberculosis, Listeria monocytogenes, and
Staphylococcus aureus) a 10–100 times increased efficacy
has been reported for the antibacterial agent-loaded lipo-
some formulation compared to the free drug (278) both
in vitro and in vivo. The specific macrophage targeting of
liposomes can be further improved by grafting the surface of
liposomes with carbohydrate moieties whose receptors are
expressed along the surface of macrophages. This possibility
may lead to an additional efficacy of the liposome delivery
device in the in vivo treatment of intramacrophagic infections.

Long-circulating liposomes with a reduced size have the
opportunity to accumulate in the infection site according to
the mechanism reported in Fig. 42. In an experimental in
vivo model, a large accumulation of long-circulating lipo-
somes in the infected lung was observed; while no presence
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Figure 43. Accumulation profiles of ofloxacin into McCoy cells as
a function of time. The biological assay was carried out at room
temperature (20 8C) by adding 5.7mg �mL�1 of free (l) or liposome
entrapped (&) ofloxacin into confluent McCoy cells. Each point
represents the average of nine different experiments � standard
deviation. Data from Ref. 279.

Figure 44. Intrabacterial accumulation of ofloxacin-loaded MC-
Chol-DP (4:3:4 M ratio) unilamellar liposomes within E.coli ATCC
25922 (&) and E.coli ATCC 35218 (~) versus the free drug (E.coli
ATCC 35218 accumulation) (l) as a function of time. Free drug
accumulation within both E.coli strains is very similar (data not
reported). The experiments were carried out at 37 8C. Each point
represents the mean value of five different experiments � S.D.
Data from Ref. 280.



of long-circulating liposomes was noted in the noninfected
lung. Interestingly, the accumulation extent seemed to be a
function of the severity of the infection (281). Therefore,
Stealth liposomes offer targeting to the deep tissues, which
can harbor Mycobacterium avium intercellulare. The
chance of using Stealth liposomes containing some new
and potent antibacterial agents, (e.g., fluoroquinolones)
can represent a real improvement in the therapy for the
eradication of infections situated in organs and tissues
other than the RES.

Liposomes can be suitable delivery devices in antiviral
chemotherapy (282) due to their capability of delivering
entrapped drugs across cell membranes (257,279). This
aspect is of fundamental importance in antiviral chemo-
therapy, because the nature of virus action and prolifera-
tion is intracellular. In particular, the liposomal therapy of
viral infections can be accomplished by two different
approaches: (1) the encapsulation of the antiviral drug
having a liposome-mediated antiviral activity; (2) the
encapsulation of immunomodulators, such as lymphokines
(macrophage activation factor, MAF), thus achieving an
activation of the macrophages.

Liposomal antiviral chemotherapy can offer special tar-
geting possibilities due to the natural ability of viruses to
fuse with cellular membranes. In this case, various anti-
viral therapeutic approaches can be achieved by the follow-
ing strategies: (1) the administration of drug-loaded long-
circulating liposomes bearing cellular antigens that attract
and destroy viruses; (2) the saturation of the cell receptor
by binding other antigens delivered with liposomes; (3) the
reconstitution of viral glycoproteins onto liposomes (the so-
called virosomes), which are characterized by a very strong
fusogenic activity depending also on the vesicle lipid com-
position. Such virosomes can bind to and fuse selectively
with the infected cells. Therefore, this particular carrier
can ensure a very effective and specific intracellular anti-
viral therapy.

Liposomal antiviral chemotherapy, for example, can be
efficaciously used for the treatment of HIV infection. The
encapsulation of gelonin (a plant toxin) allowed a selective
killing of human immunodeficiency virus (HIV) infected
cells (283). Another success with respect to HIV therapy
was observed in the case of treatment with liposomes
containing fragment A of diphtheria toxin, which was toxic
to HIV infected cells, but not to uninfected cells (284).

Another application of liposomes in antiinfective che-
motherapy can be the treatment of fungal infection. Inva-
sive fungal infections are among the most important causes
of morbility and mortality in immunocompromised
patients. Amphotericin B and nystatin are the most widely
used drugs in the treatment of systemic fungal infections
(285). These two drugs show some drawbacks when used in
vivo in the treatment of mycosis (i.e., nephrotoxicity and
side effects at the level of the CNS). In this case, liposomes
are a suitable colloidal carriers for amphotericin B, not
being able to accumulate in the kidneys (e.g., of the site
avoidance mode of liposome action) and the nervous sys-
tem and providing a smart system to efficaciously solubi-
lize amphotericin B. As for other pathological situations,
the most important advantage of the liposomal carrier is its
ability to accumulate at the level of the same cells where

fungi are localized (mainly the RES). The improved selec-
tivity and the reduced toxicity determined the noticeable
increase of the amphotericin B therapeutic index. Consid-
ering the consistent therapeutic advantages of amphoter-
icin B-loaded liposomes (286), a new liposomal formulation
was produced and commercialized by Vestar, Inc., with the
name of AmBisome. This pharmaceutical formulation is
made up of phosphatidylcholine, cholesterol, distearoylgly-
cerol, and amphotericin B (2:1:0.8:0.4 molar ration) with a
9.5 lipid/drug ratio. The mean size of these small unila-
mellar liposomes ranges from 45 to 80 nm.

Infective diseases caused by parasites are a great
problem for developing countries. In these particular
infections, especially for those pathologies where the infec-
tion agent is closely associated to the RES, the possibility of
delivering already existing drugs by liposomes can repre-
sent a very attractive strategy. In fact, due to poor drug
membrane penetration, in vivo treatments of these pathol-
ogies are often poorly effective, despite the in vitro effective
activity of the drug. An interesting example of effective
liposome treatment of protozoal diseases is leishmaniasis.

The parasites of leishmaniasis live almost exclusively in
fixed macrophages at the level of the RES (liver, spleen,
and the rest of the visceral). Antimonial derivatives (ther-
apeutic index approaching 1) are the most effective drugs
for this pathology. Liposomal formulations of these drugs
can improve the therapeutic effectiveness up to a thousand
times with respect to the free drug. Experiments showed
that doses close to the lethal level of free potassium anti-
mony tartrate were ineffective, but a single dose (40% of
the previous dose; 20 mg �kg�1) of drug-loaded liposomes
completely eliminated the parasites (287).

Liposomes can also be used as immunoadjuvants for
vaccines (288) and as macrophage activators against
tumoral, viral, and microbial cells. For both applications,
a substance is delivered to macrophages thus triggering
immunization, immunomodulation, or activation by means
of antigens. The presence in the liposome structure of a
nonliposomal adjuvant, that is, muramyl tripeptide cova-
lently coupled to phosphatidylethanolamine, can enhance
the antibody response induced by liposome-associated
antigens.

Liposomes can be efficaciously used to deliver to the
CNS. Under some pathological conditions (i.e., tumors,
ischemia, and traumatic shocks) a hypermeabilization of
the blood–brain barrier can occur, thus allowing the pas-
sage of very small aggregates (< 100 nm). The CDP–choline
loaded very small (50 nm) long circulating liposomes were
used to treat successfully the cerebral ischemia (289,290).
The drug-loaded liposome was able to increase the amount
of drug that reached the brain and the survival rate of
rats submitted to ischemia and reperfusion (Fig. 45). The
liposomal formulation is also able to efficaciously antagonize
the phenomenon of postischemic damage maturation that is
the main reason of a poor neuronal recovery and hence of an
enlargement of the damaged (291).

Liposome formulations resulted effective not only in
systemic administration, but also in topical administration
(e.g., dermal, mucosal, ocular, pulmonary).

The potential application of liposomes as dermal deliv-
ery systems has been extensively investigated, with regard
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to vesicle composition and size (292–294). It was proposed
(295) that the main advantages of using liposomes as
topical drug formulations were due to their demonstrated
ability: (1) to reduce serious drawbacks and incompati-
bilities that may arise from undesirably high systemic
absorption of drugs; (2) to enhance accumulation of drugs
at administration sites due to the high substantivity of
liposomes with biological membranes; and (3) to the pos-
sibility to incorporate both hydrophilc and hydrophobic
drugs. In addition, liposomes can be readily prepared on
a large scale. The requirement of smart drug delivery
systems for skin application comes from the necessity to
have a modulation of both the administration rate and the
skin permeation properties, namely, a sustained drug
release strictly confined at the level of the skin with no
systemic absorption or an enhanced transdermal effect
to deliver the drug to some inner structures (e.g., joints)
or to achieve a systemic effect are required as a function of
the disease to be treated (296). By the use of quantitative
skin autoradiography, it was demonstrated that small
liposomes allowed the localization of a greatest amount
of caffeine (hydrophilic drug) in the epidermis and a lowest
amount in the dermis and appendages (297). In this case,
liposomes ensured a drug skin accumulation three times
greater that that observed for an aqueous drug solution
prepared in the presence of penetration enhancers.

The liposome lipid composition and the thermodynamic
state of the liposomal bilayers play a crucial role in the
effect of this vesicular carrier on drug transport rate across

the skin. In particular, incorporation of drugs in the liquid-
state liposomes provides a higher skin permeation rate
than that observed for drug-loaded gel-state (the so-called
solid) liposomes (298). Liposomes made up of the same
lipids usually present in the skin were prepared and
referred to as skin-lipid liposomes (299). These kind of
liposomes are able to provide a drug dermal delivery of
the highest drug disposition within the deeper skin
layers, that is, in the epidermis and dermis, while avoiding
systemic drug adsorption (299). For example, skin-lipid
liposomes can be a suitable topical carrier for chronic
topical applications of corticosteroids by optimizing drug
concentration at the site of action while minimizing sys-
temic absorption and, as a consequence, possible side
effects (300). In the case of transdermal drug delivery
requirements, the high deformability of vesicular carriers
seems to be a fundamental feature to achieve the intact
vesicles penetration, thus also favoring the delivery of
encapsulated drugs across the skin. Special liposomes
characterized by an high bilayer elasticity have been devel-
oped, namely, ethosomes and transfersomes. Ethosomal
systems are different from transfersomes by their struc-
ture and mechanism of action. As an example of different
behavior, occlusion has no effect on skin permeation of
molecules from ethosomes, while transfersomes are unable
to enhance drug delivery under the occluded conditions.
Ethosomal systems contain vesicles with fluid bilayers (soft
vesicles) in a hydroethanolic milieu. Both components have
a crucial role in the delivery of the active agent (301,302).

Liposomal colloidal carriers also can be applied as
ophthalmic drug delivery devices to increase the bio-
availability and the efficacy of drugs (303). Liposomes
can enhance the ocular drug absorption and prolong the
precorneal retention time (303), thus increasing drug
effectiveness. In particular, the ocular application of posi-
tively charged small oligolamellar liposomes seems to be
promising, considering that positively charged delivery
devices may ensure a suitable bioadhesivity with the nega-
tively charged corneal epithelium. As shown in Fig. 46, the
acyclovir -loaded liposome showed a significant (P< 0.005)
and noticeable increase of drug levels in the aqueous
humor compared to the liposome–acyclovir physical
mixture and the free drug (260). Several mechanisms can
be proposed to elucidate the ocular effects of liposomes, but
adsorption and/or lipid exchange seem to be most probably
involved (303). Cornea permeability alteration due to lipo-
somes may be discarded as a plausible explanation for
enhanced drug penetration, since the presence of empty
lipid vesicles added to drug solutions does not enhance the
availability of the drug. Last, but not least, liposomes pre-
sent a very good ocular tolerability showing no evidence of
ocular inflammation or discomfort (260).

Niosomal Carrier. Niosomes are nonionic surfactant
self-assembled vesicles that presents a structure similar to
liposome (Fig. 47) and hence they can represent alternative
vesicular systems with respect to liposomes, due to the
niosome ability to encapsulate different type of drugs
within their multienvironmental structure (304). The first
application of niosomes was the cosmetic field followed by
their use as drug delivery systems (305).
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Figure 45. Survival rate of postischemic reperfused Wistar rats
(320–350 g). The duration of the ischemic event was 30 min. The
rats were treated with saline l, with the free drug &, or with
CDP–choline loaded liposomes ~. Unloaded liposomes showed no
effect on rat survival (data not reported). The results are
expressed as the percentage of the total number of animals in
each group which survived ischemia as a function of time. Data
from Ref. 290.



Components Used in Niosome Preparation. The main
components of niosomes are nonionic surfactants. Differ-
ent types of self-assembling nonionic surfactant were pro-
posed as starting material to prepare niosomes (i.e., the
SPAN and the Brij series). The type of surfactant can
influence the stability of the vesicular system being
able to influence the fluidity of bilayer structures. In
particular, the nonionic surfactant can influence the
leakiness of the entrapped drug from niosomes with the

following increasing order, SPAN80<SPAN20<SPAN40
< SPAN60.

High niosomal concentration of soluble surfactant
agents can influence the solubility of this vesicular colloidal
carrier and determine the formation of micelles or complex
aggregates. This phenomenon is observed with the pre-
sence of actylglucoside in the niosome formulation. This
compound can destabilize the niosome bilayer and start a
micellization phenomenon (305).

Another fundamental component for the preparation of
niosomes is cholesterol. This molecule is used as an addi-
tive compound both to reduce the temperature of the
vesicular gel to the liquid-crystal phase transition (305)
and to decrease the overall HLB value of the surfactant
mixture used for the preparation (306,307). Thus, choles-
terol allows a more efficient aggregation of the nonionic
surfactant component into a closed bilayer structure, and
then a higher stability of the niosomal vesicles. The inclu-
sion of cholesterol into niosomal formulation can reduce the
leakiness of the membrane. A 1:1 molar ratio of cholesterol
and nonionic surfactant is generally used for niosome
preparation.

A parameter that should be taken into account in the
choice of the niosome component is the physicochemical
property of the encapsulated drug, due to a series of
possible interactions occurring with the nonionic surfac-
tant component leading to the formation of homogeneous
dispersion or aggregate structure (305).

Methods of Niosome Preparation. Niosomes are pre-
pared through the hydration of a mixture of nonionic
surfactant–helper lipid (cholesterol) (1:1 molar ratio) at
a temperature ranging from 40 to 70 8C followed by a
suitable sizing process to obtain the required colloidal
dispersion characteristics. The methods used to reduce
the niosome mean size and to achieve an homogenous size
distribution are similar to those used for liposomes, that
is, extrusion through decreasing pore size polycarbonate
filters, cycles of sonication, and high pressure homogeni-
zation (305,308). Similarly to liposomes, the mean size of
niosome formulations is very important to reduce the RES
uptake (305).

As concern the hydration of the nonionic surfactant–
helper lipid mixture, some procedures reported for lipo-
somes also can be used (e.g., the TLE method). In addition,
other specific preparation methods have been developed for
niosomes (305):

1. Injection of an organic solution (ether) of surfactant
and cholesterol in a drug aqueous solution and
heating of this mixture above the boiling point of
the organic solvent;

2. Formation of an o/w emulsion between a drug aqu-
eous solution and an organic solution of surfactant–
cholesterol. Then, the organic phase is evaporated off
and an aqueous niosomal colloidal dispersion is
obtained;

3. Injection of the melted surfactant–cholesterol mix-
ture in an aqueous heated solution of the drug under
continuous stirring or vice versa injection of a
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Figure 46. Aqueous humor concentrations of acyclovir at 30 min
following topical instillation (50mL) of acyclovir-loaded positively
charged REVs (oligolamellar) liposomes (DPPC-Chol-DDAB 7:4:1
molar ratio), acyclovir–liposomes physical mixture and aqueous
solution. Each bar represents mean values �S.D. of four
experiments. Data from Ref. 260.

Figure 47. Schematic representation of a niosome structure. *,
hydrophilic head group; —, hydrophobic tail (305).



warmed aqueous drug solution into the niosomal
component mixture.

The niosomal formulations obtained with the previous
mentioned methods are generally micro size.

Considering the importance of the drug loading para-
meter, some procedures can be carried out to increase the
amount of the ecapsulated drug within niosomes. There is
evidence (305) that the DRV method, originally developed
for the preparation of multilamellar liposomes with a high
entrapment efficiency of water-soluble drugs (309), can
also be used for niosomes with an increaes of their loading
capacity from 3.3 to 64.4%. Another method successfully
used to increase the amount of drug entrapped in niosomes
is based on the formation of a pH gradient (305).

At the end of the preparation procedures, the excess of
nonencapsulated drug is removed by dialysis, centrifuga-
tion, or filtration.

Toxicological Aspects of Niosomes. Considering that
niosomes are made up of at least 50% synthetic nonionic
surfactant, the toxicological profile of this carrier is very
important for its application as a drug delivery system.
Unfortunately, there are not many studies on niosome
toxicity. An in vitro investigation, made on a model of
ciliotoxicity to evaluate the influence of alkyl polyoxyethy-
lene moiety of niosomes on the nasal mucosa, showed that
increasing of the alkyl chain length of the nonionic surfac-
tant determined a reduction of toxicity while the increase of
the polyoxyethylene chain length pronounced the carrier
ciliotoxicity. These findings seems to be correlated with the
thermotropic state of niosomes, considering that the longer
the alkyl chain the higher the transition temperature from
gel-to-liquid phase, while the longer the polyoxyethylene
chains the lower the transition temperature. This findings
concluded that gel-state niosomes are less ciliotoxic than
the liquid-state vesicles. On the contrary experiments on
human keratinocytes showed on toxic activity related to
both the alkyl chain length and the length of polyoxyethy-
lene chain (310).

For the parenteral administration of niosomes, usually
through the IV route, the evaluation of the vesicular
system hemocompatibility is very important. The incuba-
tion of C16G2 and Span 60 niosomes with rat erythrocytes
showed <5% hemolysis after 5 h. This level of hemolysis is
not significant, considering that <2% of an injected dose of
C16G2 niosomes is still present in the blood stream 5 h
after dosing (305).

In the case of niosomal soluble surfactant components, a
dose-dependent effect was observed. When low concentra-
tions are used, the soluble surfactant is totally incorpo-
rated in the niosome structure and a drastic reduction of its
intrinsic toxicity is achieved. The situation changes when
the amount of soluble surfactants (e.g., Solulan C24) is
increased, because the formation of micelles occurs, and
then the free monomers and/or micelles may exert their
toxic action on cultured cells (311). Therefore, the whole
niosomal carrier should be investigated for potential toxi-
city rather than the single components.

The issue of niosome toxicity is quite complex due to the
fact that the presence of a drug can change the toxicological

profiles of the unloaded carrier. For example, the inclusion
of doxorubicine in C16G2 niosomes produce a severe dose-
dependent inflammatory effect at the level of the lung
within 24 h following intraperitoneal administration
(305). After intraperitoneal administration of empty
C16G2 niosomes or the free drug, such an effect on lungs
is not observed. A possible explanation is the fact that
doxorubicin-loaded niosomes are transported away from
the peritoneum by the lymphatics via the thoracic duct
allowing a higher dose in the main veins emptying into the
heart. This hypothesis can be supported by the fact that
56% of a methotrexate-loaded niosome formulation is
found in the thoracic lymph following intraperitoneal
administration with respect to 12% observed for a free
drug solution (312).

The modulation of drug toxicological effect is an impor-
tant aim of the niosomal carrier. The encapsulation of
vincristine in noisomes can reduce the free drug toxicolo-
gical profile and improve the drug antitumoral activity in
S-180 sarcome and Erlich ascites mouse models (313).

Niosomes in Complex Systems. The need for a more
precise controlled drug release prompted the research of
new and more sophisticated delivery systems. For this
reason, niosomes based on Span surfactants were used
to prepare a v/w/o (vesicle in water in oil system) niosomal
formulation (314). The release rate of carboxyfluorescein,
a hydrophilic fluorescet probe, showed the following
increasing trend: v/w/o <w/o emulsions < niosome disper-
sion. Also, the nature of surfactant can influence the
release of the fluorescent probe according to the following
decreasin order: Span 20>Span 40>Span 60. The pre-
sence of Span 80 in the v/w/o system can drastically
increase the probe release from the system due to its
unsaturation in the alkyl chain, which generate a more
leaky bilayer structure. While, the crystallization of
Span 60 in the oil phase elicit the formation of an oil gel
phase that can noticeable reduce the release rate from this
vesicular system (314). A temperature-dependent release
can be obtained in Span 60 v/w/o by adding Span 20 as a
stabilizer, thus providing a faster probe release at 37 8C
(305).

Niosome colloidal dispersion can be easily viscosized by
the addition of hydrocolloids.

The addition of Solulan C24 in C16G2 niosomes deter-
mined the formation of the discome phase, that is a large
vesicle (� 60mm) able to encapsulate hydrophilic com-
pounds. These giant vesicles were found to be of two types:
large vesicles that appear ellipsoid in shape and large
vesicles that are truly discoid (305). The features of the
discome structure prompt the used of this particular nio-
somal system as an ophthalmic drug delivery.

Therapeutic Applications of Niosomes. Niosomes can be
used as a fine drug delivery systems being able to confer a
certain selectivity to the entrapped drug as a function of
their composition and physicochemical properties. After
IV administration, niosomes show a high liver tropism
(304,305). However, a niosomal formulation containing
doxorubicin, composed of palmitoyl muramic acid, choles-
terol, Solulan C24, can escape from the liver uptake (305).
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At the same time, a iopromide-loaded niosomal formulation
extruded through a 220 nm filter and with the presence of
stearylamine in its composition is able to accumulate in the
kidneys (315). These findings showed that the presence of a
positive charge on the surface of the niosomes can improve
the targeting to the kidneys. The intraperitonel adminis-
tration of niosomes with Span 80 in their formulation (312)
can produce a lymphatics targeting, while C16G2 niosomes
(305) after intraperitoneal administration can act as a
depot system.

The presence in niosomal formulations of surfactant
characterized by ester bonds can support the enzymathic
degradation by esterases present in plasma, thus influen-
cing the biodegradability, the residence time, and the
stability of the system in the plasma. Moreover, the nature
of the entrapped drug can influence the structure of
the niosomal surface and the biodistribution of the system.

The first application of niosomes was as antiparasitic
vesicular system for the treatment of leishmaniasis. The
administration of a niosamal formulation containing sti-
bogluconate was very useful to reduce the parasite disease
because niosomes acted as a drug depot in the liver. In this
case, the antiparasitic activity of niosomes regarding to the
liver leishmania donovani can be correlated to the rapid
uptake of the formulation in the liver after IV administra-
tion. However, this formulation cannot eradicate the para-
site in the spleen and bone marrow. For this reason,
different types of polyoxyethylene niosomes (C16EO2,
C16EO4, C16EO6) are used to suppress the parasite in
the spleen and bone marrow (305).

The IV administration of 100 nm of C16G3 niosomes
containing methotrexate can improve the hepatic levels
of the drug with serum levels of the drug higher than when
it is administered in solution (316). In particular, a 23-fold
increase in the area under the curve of metotrexate plasma
level as a function of time is observed after IV adminis-
tration of niosomes (4.5mm mean size) containing Span 60
to tumor bearing mice (317), this finding is probably due to
the great size of this vesicular system. Span 60 niosomes
can further increase the plasma level of methotrexate if
they are administered following the macrophages activa-
tion with mramyl dipeptide-gelatin derivatives (317). The
oral and IV administration of C16G3 niosomal formulation
encapsulating methotrexate can cross the blood–brain bar-
rier and provide a substained release of this drug at the
level of the CNS (316). However, the delivery of drug to the
brain with niosomes has not been successful.

The administration of doxorubicin-loaded C16G3 nio-
somes (850 nm mean size) in tumor bearing mice deter-
mined a high drug level in the tumor site, serum, and lung,
but not in the liver (305,318). While, doxorubicin-loaded
240 nm niosomes made up of Span 60 increased plasma,
liver, and tumor levels. The reduction of proliferation of the
S-180 sarcoma in NMRI mice after IV administration of
niosomal formulation containing doxorubicin demon-
strated an increased drug anticancer activity after encap-
sulation in niosomes (Fig. 48). At the same time the side
effects, in particular cardiotoxic activity, are reduced
following entrapment in niosomal formulations (314).
Niosomes can improve the antitumoral effect of vincristine
in S-180 sarcoma well as other anticancer drugs (313).

A diclofenac-loaded niosomal formulation composed by
Span 60, cholesterol and DCP (22:73:5) produces a notice-
able reduction of inflammatory processes in rat more effi-
caciously than the free drug. The improved activity of the
drug can be determined by an increase in the area under
the plasma time curve. Similar findings were obtained for
niosomes-containing flurbiprofen, which showed an
improved drug effect and bioavailability with a reduction
of side effects produced by the free drug (305).

Niosomes can be used as agents for diagnostic imaging.
Iopromide radioparque agent encapsulated in niosomes
made up of C16G3, cholesterol, and stearylamine, can be
concentrated in the kidney after IV administration (315).
As mentioned above, the kidney targeting action is
mediated by the positive charge on niosome surface.

Niosomes also can be effectively used for the oral deliv-
ery of drugs. The first application in this field was carried
out with methrotrexate-loaded C16G3 niosomes charac-
terized by a mean size of 100 nm (316). This investigation
showed higher levels of methrotrexate in serum, liver,
and brain after oral delivery using the niosomal formu-
lation with respect to the free drug. A certain interest
is focused on the possibility of using niosomes as carrier
for the oral delivery of peptides and proteins. For example,
ovoalbumine-loaded niosomes are able to increase the
production of specific antibodies after oral administration
(305).

Other successful applications of niosomes as delivery
systems concern the topical administration of drugs and
particularly the transdermal and ophthalmic delivery of
drugs.

Niosomal formulations can increase the amount of drug
permeated through the stratum corneum (319), even if the
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Figure 48. The growth in the mass of implanted tumor as a
function of time after IV injection of (l) phosphate buffered
saline pH 7.4, (&) doxorubicin solution (5 mg �kg�1), (*)
doxorubicin (5 mg �kg�1) C16G3 niosomes, (&) doxorubicin
(5 mg �kg�1) C16G3:cholesterol (50:50) (305).



exact mechanism involved in the drug and/or carrier
passage has to be investigated and elucidated in a more
detailed way. A hypothetical mechanism of skin penetra-
tion is related to a possible reorganization of the niosomal
membrane at the level of the stratum corneum (320).
In vitro data showed an efficacious transdermal delivery
of oestradiol when it is entrapped in C18EO7 and C12EO7

niosomes. The improved drug passage through the outer
skin layer seems to be mediated by the high flexibility of the
bilayer structure of some niosomal formulatons (319).
Similarly, a niosomal formulation made-up of glyceryl
dilaurates (C16EO7) and cholesterol can increase the pas-
sage through the stratum corneum and the penetration of
cyclosporine A into the inner layer of the skin (305). Then,
niosome can be used as a transdermal drug delivery system
for both hydrophobic and hydrophilic drugs.

Niosomes were proposed as a potential ophthalmic drug
delivery system. Cyclopentolate-loaded niosomes made-up
of Span 20 and cholesterol can pass through the cornea in a
pH dependant manner, that is, pH value 5.5 is optimal for
the cyclopentolate penetration, while at pH 7.4 a decreased
permeation was observed. However, the in vivo mydriatic
response is irrespective of the pH of the niosomal formula-
tion. The explanation of the increased corneal adsorption of
cyclopentolate may be due to a niosome-induced modifica-
tion of the permeability characteristics of the conjunctival
and scleral membranes (321).

Similar to liposomes, niosomes can be used as a vaccine
adjuvant. A niosomal formulation composed by 1-mono-
palmitoyl glycerol, cholesterol, diacetyl phosphate can be
used to encapsulate antigenic compounds and this result is
fundamental for the adjuvanticity (305). A v/w/o niosomal
system containing Span 80 and cotton seed oil was eval-
uated as an immunological adjuvant using the antigen
tetanus toxoid (314). An increased secondary response
(level of IgG1) was observed when the v/w/o formulation
was administered by the intramuscular route in compar-
ison with the vesicle formulation and the free antigen.

Ethosomal Carrier. Ethosomes have been invented by
Touitou (322–324). The low toxicity and the property of
ethanol as a permeation enhancer (325) as well as the
possibility to include ethanol in the liposomal formulation,
has brought to the realization of a new vesicular system for
transdermal delivery: ethosome (301).

Ethosomes presents interesting features correlated
with its ability to permeate intact through the human skin
due to its high deformability. In fact, ethosomes are soft,
malleable vesicles tailored for enhanced delivery of active
agents. It has been shown that the physicochemical
characteristics of ethosomes allow this vesicular carrier
to transport active substances more efficaciously through
the stratum corneum into the deeper layers of the skin than
conventional liposomes (326). This aspect is of great impor-
tance for the design of carriers to be applied topically both
for topical and systemic drug administration. Further-
more, the ethosomal carrier is also able to provide an
effective intracellular delivery of both hydrophilic and
lipophilic molecules (327) and also the penetration of an
antibiotic peptide (i.e., bacitracin) within fibroblast cells
was facilitated (328).

Formulative Aspects of Ethosomes. Ethosomes are a
vesicular system made up of a phospholpid component,
ethanol, and water. Phospholpid is the lipid component
that confers the shape of vesicle to the delivery system.
Ethanol is an important component in ethosome due to its
destabilizing action regarding the packed-ordered struc-
ture of conventional liposomes (326), thus conferring the
characteristic elasticity and deformability to this vesicular
carrier. There are a number of methods that can be used to
prepare stable ethosomal formulations depending on drug
and the target of drug delivery (322–324). Among these, a
frequently used method to prepare ethosomes is based on
the dissolution of phospholipids in ethanol (20–50% w/v).
Then, an aqueous solution is added to the lipidic solution
under stirring thus allowing the formation of ethosomes
(327–329).

The ethanol/phospholipid ratio used for the preparation
of ethosomes is a crucial factor influencing the mean size
and size distribution of ethosomes (Fig. 49). Usually, etho-
somes prepared with a great amount of ethanol (� 40% v/v)
show a narrow vesicle size distribution. The size of etho-
somes decreases with increasing ethanol concentration,
while the concentration of phospholpid influenced the
vesicle mean size in a different way, namely, the higher
the phospholpid concentration the larger the ethosome
mean size (301,330). The amount of ethanol used in the
formulation can modify the superficial charge of ethosomes
and the skin interaction (301). Normally, the presence of
drugs have no significant influence on both mean size and
size distribution. Ethosome composition can also influence
the lamellarity as shown by electron transmission micro-
scopy (Fig. 50), since the formation of either unilamellar or
multilamellar ethosomes is a multifactor process.

Ethosomes can entrap hydrophobic and hydrophilic
molecules in their structure. With respect to liposomes,
where hydrophilic drugs are entrapped in the aqueous
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Figure 49. Influence of the amount of ethanol and lecithin used
for the preparation of ethosomes on vesicle suspension mean size
and colloidal polydispersity index. Data from Ref. 330.



compartment and hydrophobic drugs are in the lipid
bilayer core, in ethosomal formulations drugs are homo-
genously present in ethosome structures in spite of drug
physicochemical properties (301,327) (Fig. 51). This finding
can be explained by the multilamellarity of the ethosomal

vesicles as well as by the presence of ethanol in the etho-
some, which allows for better solubility of the lipophilic and
amphiphilic probes (301). The ethosome composition can
also influence the drug entrapment efficiency, that is,
the amounts of ethanol and phospholpid used for ethosome
preparation positively influence the loading capacity of
the colloidal carrier. Namely, the higher the amount of
ethanol and phospholpid the greater the drug entrapment
within ethosomes (301,326,330), the values of drug entrap-
ment efficiency are often higher than those expected for a
conventional vesicle formulations (330). This fact can be
explained by the presence of ethanol, which increases the
drug solubility in the polar phase of ethosomes (301).

Therapeutic Potentialities of Ethosomes. The enhanced
percutaneous permeation capability of ethosomes is due to
the unique feature of this carrier that is able to interact
with the stratum corneum and to elicit a reversible dis-
organization of the stratum corneum lipid packing order,
thus increasing the skin permeability to drugs and vesicles
(329).

An important characteristic to be evaluated before the
proposal of a drug carrier as a potential topical drug
delivery system is its in vivo skin tolerability on human
subjects. In vivo reflectance spectrophotometry data (330)
on volunteers showed that ethosomes elicit no induction of
skin erythema, while a hydroethanolic solution with an
equal water/ethanol ratio of ethosomes induces a remark-
able skin erythema (Fig. 52). These results demonstrate
that ethanol present in the ethosomal formulation is not
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Figure 50. Transmission electron microscopy of ethosomal
vesicles composed of 2% lecithin and 30% ethanol (a) (301).
Freeze-fracture electron micrographs of ethosomes composed of
45% ethanol and 2% lecithin (b) (330).

Figure 51. Entrapment of fluorescent probes by phospholipid
vesicles determined by confocal scanning laser microscopy.
Liposomes (a–c) or ethosomes (prepared with 2% lecithin and
30% ethanol) which (d–f) were prepared with one of three
following fluorescent probes: rhodamine red, a highly lipophilic
molecule (a,d); D-289, an amphiphilic molecule, (b,e); calceine, a
hydrophilic molecule (c,f). White represents the highest
concentration of a probe, followed by yellow, with red being the
lowest probe concentration (301).

Figure 52. In vivo human skin tolerability of various topical
formulations after 6, 24, or 48 h of treatment. Results are
expressed as a mean value of the variation of the erythema
index (n¼ 6)� standard deviation. Legend keys: ethosomes,
formulation containing 2% (w/v) Phospholipon 90 and 45% (v/v)
ethanol; hydroethanolic solution, solution of water, and ethanol at
a volume ratio of 55:45; saline, control saline (0.9% w/v NaCl in
water) solution (330).



able to act as a skin erythema-inducing agent, even though
it is present at a high concentration.

A wide range of drugs have been formulated in ethoso-
mal carriers and tested in vitro, in vivo, and in clinical
studies. These molecules comprise steroid hormones, anti-
virals, antibiotics, vitamins, peptides, and cosmeceutical
agents. Moreover, ethosomes are very efficient carriers for
targeting molecules to the pilosebaceous units and could be
used for acne and alopecia treatment. Carrier consists of
materials approved for pharmaceutical and cosmetic use
(316,327–332).

An interesting example of the ethosome potential appli-
cation as innovative topical carriers is represented by the
transdermal delivery of cannabidiol (333), a new drug
candidate for treatment of rheumatic diseases, that
presents a number of drawbacks when administered orally.
The ethosomal formulation is able to prevent the inflam-
mation and edema induced by subplantar injection of car-
rageenan in ICR mice.

Often, the skin permeation enhancement observed for
all ethosome-based formulations is much greater than that
can be expected from ethanol alone. This behavior can be
due to a synergistic mechanism between ethanol, phospho-
lipid vesicles, and skin lipids (301).

Two different research groups reported an in vivo sus-
tained release effect of ethosomes with a prolongation of
the drug therapeutic activity, which can be related to an
accumulation in the skin (330,333).

Then, recent findings on ethosomes are very encoura-
ging and confirm that this carrier is very promising for the
topical administration due to the enhanced delivery of
drugs through the skin, thus prompting various opportu-
nities for the development of suitable therapeutic strate-
gies through the topical route.

Ultradeformable Vesicular Carrier. It is believed that
liposomes, when administered on the skin, first disinte-
grate their structure, and then diffuse through the barrier
in the form of small fragments or lipid monomers (334).
Conventional rigid liposomes were shown to be unsuitable
vesicular carriers to cross the skin barrier (335). Highly
deformable vesicles were developed, the so-called transfer-
somes or ultradeformable liposomes were invented by Cevc
(336). It was shown that the high deformability of vesicular
carriers could allow them to penetrate intact skin if applied
nonocclusively in vivo (336,337), thus favoring the delivery
of encapsulated drugs across the skin (338,339). Ultrade-
formable vesicles seem to cross the skin without irrever-
sible disruption, probably because they are much more
elastic, and hence more deformable respect to classic lipo-
somes. For the preparation of ultradeformable vesicles, the
so-called edge activators were incorporated into the phos-
pholipid bilayers at suitable amounts, namely, bile salts
were often used for this purpose (340).

Formulative Aspects of Ultradeformable Liposomes.
Lecithins and a bile salt at different molar ratios are the
main components of ultradeformable liposomes that can be
prepared with the TLE method or any other used for
liposome preparation (the section main methods to prepare
liposomes) (336–340). Small amounts of ethanol (� 7% v/v)

are normally used for the preparation of ultradeformable
liposomes.

Similarly to ethosomes, the ratio between the various
components is a crucial factor for the determination of the
physicochemical and drug-loading capacity properties of
ultradeformable liposomes.

The DSC studies have demonstrated that the amount of
the edge activator is related to the increased fluidity of the
vesicular bilayers up to a certain values, beyond this value
the formation of mixed micelles and other kinds of colloidal
aggregates were observed (341). For this reason, large
amounts of edge activator beyond a certain value hinder
the transdermal drug delivery; in fact, mixed micelles and
aggregates are much less effective transdermal carriers
than ultradeformable liposomes. The formation of a coex-
istence region characterized by various phospholipid/bile
salt aggregates (i.e., mixed vesicles, opened vesicles, mixed
micelles, and rod-like mixed micelles) is evidenced by a
reduction of the mean size and a concomitant increase of
the polydispersity index values, thus showing the presence
of a wide size distribution (341). The presence of bile salts
in the composition of ultradeformable liposomes leads to a
negative zeta-potential due to the increase of negative
charge (carboxylate group of bile salts) along the surface
of vesicle bilayers.

The ratios between the components and the type of edge
activator used to prepare ultradeformable liposomes can
influence the amount of drug entrapped within this carrier.
When nonionic surfactants (i.e. Span and Tween) are used
instead of bile salts, a decrease of the drug entrapment
efficiency of the carrier is observed. In any case, a high
concentration of edge activators cause a drastic reduction
of the drug loading capacity due to the presence of other
forms of aggregation than vesicles. The above mentioned
aggregates have a poor drug loading capacity. The higher
hydrophilic form of ultradeformable liposomes than con-
ventional liposomes and their high flexibility avoids the
aggregation and fusion of the transfersomal system pro-
viding a stable vesicular structure (342).

Similarly to other vesicular carriers, ultradeformable
liposomes can entrap different types of molecules (i.e.,
lipophilic, hydrophilic, and amphipatic drugs). The release
rate of entrapped drug from ultradeformable liposomes is
mainly influenced by the carrier composition and the drug
physicochemical properties. Generally, the release of water
soluble drugs from ultradeformable liposomes is modu-
lated by the concentration gradient between the inner
and the outer compartment. The water gradient through
the skin can trigger the release of the entrapped drug. The
release of hydrophobic drug is slower than that of the
hydrophilic drug, and it is confined to the contact and lipid
exchange between ultradeformable liposomes and biologi-
cal membranes (342). The slower release of the hydropho-
bic drugs is due to a strong interaction between drugs and
lipid bilayers (343). Amphipatic drugs have intermediate
release characteristic between hydrophobic and hydrophi-
lic drugs.

Therapeutic Potentialities of Ultradeformable Liposomes.
Ultradeformable liposomes are characterized by a deform-
able structure that can pass intact through the skin using a
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water active gradient, thus favoring the drug delivery
through the skin without modifying the integrity of the
cutaneous barrier (342,343).

In vitro and in vivo tests with ultradeformable lipo-
somes showed that this vesicular system does not produce
any toxic effects after topical application and it is well
tolerated by the skin tissue (342).

Skin is a nanoporosus barrier that permits only the
passage of small (nanometer size molecule) compounds
(334,342). The nonocclusive topical application of ultrade-
formable liposomes undergoes water evaporation from the
formulation and the consequent dying out of the vesicles
(343). The elastic and hydrophilic properties of ultrade-
formable liposomes determine the movement of the vesicle
through the skin pores by following the transdermal water
gradient. The topical application of ultradeformable lipo-
somes can increase the size of skin nanopore (78,344). After
ultradeformable liposome percutaneous permeation, these
vesicles can distribute in cells and after the bypassing
of cutaneous capillary they can reach the subcutaneous
tissue.

The most important example of the application of ultra-
deformable liposomes as transdermal drug delivery is
represented by Transfenac, formulation of diclofenac in
ultradeformable liposomes (338). Transfenac mediates
the agent transport through intact skin and into the target
tissues. Therapeutically meaningful drug concentrations
in the target tissue are reached even when the adminis-
tered drug dose in Transfenac is < 0.5 mg �kg�1 body
weight. Diclofenac association with ultradeformable car-
riers permits it to have a longer effect and to reach 10 times
higher concentrations in the tissues under the skin in
comparison with the drug from a commercial hydrogel.
The relative advantage of diclofenac delivery by means
of ultradeformable liposomes increases with the treated
muscle thickness and with decreasing drug dose, as seen
in mice, rats, and pigs (338); this can be explained by
assuming that the drug associated with carriers is cleared
less efficiently by the dermal capillary plexus.

Transfenac, hence promises to be a useful formulation
for the treatment of diseases of superficial tissues, such as
muscles or joints, having the potentiality to replace com-
bined oral–topical diclofenac administration in humans.

Particle Drug Carriers

Micro- and nanoparticles are solid colloidal suspensions in
which the mean particle size is > 1 or < 1mm, respectively.
Under the morphological point of view, two different types
of particles can be distinguished: capsules and spheres
(Fig. 53). Sphere systems are usually characterized by a
porous matrix in which drugs are contained, while capsule
systems are formed by a core containing drugs surrounded
by a shell.

Polymeric Particles. These colloidal carriers are pre-
pared from natural or synthetic polymers and, in depen-
dence of the preparation method and of the polymer used,
micro- or nanocapsules and micro- or nanospheres can be
distinguished. Polymeric particles have become very
important because of their ability to deliver a variety of

drugs to different areas of the body for sustained periods of
time (345–347). Up to the end of 1980s, microparticles were
extensively investigated. Now great interests are focused
on the much smaller carriers (e.g., nanoparticle) that are
able to ensure fine drug delivery opportunities both in
terms of efficacy and selectivity. For this reason, this
section will be mainly focused on polymeric nanosystems.

Concerning the materials used for the preparation of
these colloidal carriers, natural polymers (i.e., proteins,
polysaccharides, waxes) are not widely used because they
present a huge variability in their purity and defined phy-
sicochemical properties. Furthermore, they often require a
cross-linking procedure that may cause an alteration of the
encapsulated drug. For these reason, mainly synthetic poly-
mers have received attention and have been largely inves-
tigated for potential use in drug delivery devices.

The use of a large series of polymers is restricted and
limited by their bioacceptability, which is also influenced
by colloidal particle mean size. In fact, the diameter of the
smallest blood capillaries is �4mm, thus nanoparticles
should have a smaller diameter than this to traverse all
capillaries. As a general consideration, for the suitable
choice of the appropriate macromolecular polymer to
be used as a nanoparticle matrix, the colloidal particle size
and the preparation method will first depend on the bio-
compatibility of the polymer, second on the physicochem-
ical properties of the drug, as well as on the therapeutic
goal to be reached. In this colloidal carrier, drugs can be
adsorbed, attached, dissolved, entrapped, and/or encapsu-
lated (348). Micro- and nanoparticles can be used to deliver
both hydrophobic and hydrophilic molecules, proteins,
vaccines, biological macromolecules. They can also be
formulated for targeted delivery to all organs or made
for long-term systemic circulation (235). Thus, a lot of
synthesis procedures exists.

Preparation Methods and Formulative Aspects. Drugs can
be incorporated into nanoparticles in a number of ways: (1)
drug can be entrapped in the polymeric matrix; (2) it can be
encapsulated in a nanoparticle core; (3) it can be chemically
conjugated to the polymer; (4) it can be surrounded by a
shell-like polymer membrane; (5) it can be adsorbed on
particle surface.

Polymeric nanoparticles can be prepared using a lot of
different techniques. One of the most used preparation
methods is the emulsification–solvent evaporation techni-
que. The polymer and the drug are solubilized in an organic
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Figure 53. Schematic representation of spheres and capsules as
potential drug delivery devices.



solvent and an emulsion is prepared by adding water and a
surfactant. Liquid nanodroplets are produced by sonication
or homogenization, and then the organic solvent is eva-
porated in order to achieve the nanoprecipitation of the
polymeric material in solid nanoparticles (345,349).
Obviously, this procedures can be used only for hydropho-
bic drugs. To allow the encapsulation of hydrophilic mole-
cules, a modification of this procedure led to the multiple
emulsion technique (350).

Another method is the phase-inversion nanoencapsula-
tion (PIN), which has been used to encapsulate insulin for
oral administration (351). A limitation of these two tech-
niques is the use of toxic and fluorinated solvents, which
may cause drug degradation. For these reasons, other
techniques, that do not compromise drug stability have
been developed.

One of these is the emulsification–diffusion method. In
this case, the polymer and the active compound are dis-
solved in a partially water-soluble solvent. This organic
solution is added, and then emulsified in an aqueous phase
containing a surfactant. To favor the precipitation of nano-
particles, additional water is added to the emulsion under
stirring. At the end of the process, the solvent can be
removed by centrifugation or dialysis.

The nanoprecipitation method involves the dissolution
of the polymer and the drug in a freely water-miscible
organic solvent (e.g., acetone) and then the addition of this
organic solution into a water phase containing a nonionic
surfactant (e.g., Pluronic F68). The organic solvent is then
removed under reduced pressure by a rotavapor (352). This
procedure leads to the formation of nanospheres, but if a
biocompatible oily component is added in the organic solu-
tion nanocapsules are formed (353).

The formation of nanospheres or nanocapsules also can
be achieved by an in situ polymerization process. The
emulsion or micellar polymerization is the most used
approach to achieve nanocapsules and nanospheres by
starting from the polymeric monomer, respectively. In
the case of micellar polymerization, reactions take place
in the solvent phase. The following polymers can be pre-
pared as nanosphere colloidal suspensions following this
preparation procedure: PMMA, poly(ackyl cyanoacrylate),
and acrylic copolymer. When the polymerization is carried
out at the interface (interfacial polymerization) between an
oil phase and an aqueous solution, nanocapsules are
formed (354).

The determination of the loading capacity of nanopar-
ticle colloidal suspensions can be carried out by separation
of the untrapped material with ultracentrifugation fol-
lowed by the drug analysis after dissolution of the pelleted
polymeric matrix. Other reliable separation methods are
ultrafiltration and gel permeation chromatography
(345,346). The drug loading capacity also can be calculated
by determining the drug content in the supernatant or in
the filtrate. In fact, the amount of drug entrapped in
nanoparticle colloidal systems can be obtained by subtrac-
tion of the untrapped drug amount from the total amount of
drug present in the suspension.

The mechanisms of drug release from nanoparticle
colloidal suspensions depends on the characteristics of
the colloidal suspension, as well as on physicochemical

properties of the drug. In particular, the release of a drug
may occur by one of the following mechanisms or a coop-
eration of more than one of them: (1) drug desorption from
the colloidal surface (both for nanospheres and nanocap-
sules); (2) drug diffusion through the polymeric network of
the nanospheres; (3) drug diffusion through the polymeric
shell of nanocapsules; (4) polymeric matrix erosion of
nanoparticles. The drug release rate is dependent on the
release mechanism, the diffusion coefficient, and polymer
biodegradation rate. The nanoparticle drug release is also
greatly influenced by the type of interaction with the
biological substrate (345).

Besides the previous mentioned drug release mech-
anisms, it should be considered that the drug delivery
function of nanoparticles also can be accomplished by a
direct contact with the biological membranes, thus leading
to an enhanced drug delivery through membranes with
respect to a simple drug solution (355). As a consequence of
this behavior, it may happen that the in vitro drug release
profiles are poorly related to the in vivo drug delivery and
release situation (356).

Size and zeta potential are important physicochemical
parameters to be determined to achieve a suitable colloidal
carrier. Nanoparticle size is influenced by the preparation
technique and by the polymer used, that is, low molecular
weight polymers form small-sized nanoparticles, but this
fact reduces the amount of encapsulated drug. An increase
of polymer concentration usually elicits an increase of both
nanoparticle size and encapsulation efficiency (357,358).

The zeta potential is a measure of the surface electrical
charge of the particles. As the zeta potential increases,
the repulsion phenomenon between particles will be
greater, thus leading to a more stable colloidal dispersion.
The minimum zeta potential value to prevent particle
aggregation and to have a stable nanosuspension was
defined to be �30 mV (359).

Therapeutic Applications of Nanoparticles. The oral
administration is one of the promising application of nano-
particles that have been administered either for achieving
a systemic uptake or for having a local residence within the
GI tract. The polymers used for peroral application are
nondegradable polymers (cellulose, acrylate derivatives,
etc.) and are designed not to be adsorbed (359).

Polymer nanoparticles for oral treatment may be for-
mulated as an aqueous suspension or incorporated into
traditional dosage forms. A lot of different nanoparticle
formulations have been incorporated into tablets or cap-
sules, and then compared with traditional dosage forms. In
all cases, nanoparticles maintained the advantages of a
colloidal carrier, such as an enhanced dissolution of lipo-
philic drugs and a prolonged and sustained release (360).

An innovative nanoparticle application in this field is
oral chemotherapy, which can be a valid alternative,
because it allows a continuous exposure of the cancer cells
to anticancer drugs at a lower concentration, thus reducing
or avoiding side effects. In addition, it is more convenient
and better tolerated by the patients, especially for those
with advanced metastatic cancers. Unfortunately, most
anticancer drugs cannot be administered orally because
of their poor solubility, stability, and permeability. It has
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been found that anticancer drug encapsulation into an oral
formulation of nanoparticles has been able to play a key
role in drug adhesion and interaction with cancer cells. For
example, PEG-coated nanoparticles are able to adhere
to intestinal cells and subsequently to escape from the
multidrug resistance pump proteins (361).

Chitosan-coated nanoparticles are used for colon tar-
geted drug delivery of diclofenac. Chitosan nanoparticles
are microencapsulated in Eudragit L-100 or S-100 to form a
gastroresitent reservoir system in which the drug release is
triggered only in the basic (pH 8) environment of colon
(362).

For parenteral delivery, nanoparticles can be formu-
lated as aqueous dispersions or they are converted in
lyophilized powders to be resuspended just before their
administrations (345,359).

Cancer therapy is one of the most important applica-
tions of polymeric nanoparticles. Nowadays, the aim of any
anticancer research is to improve patient survival after
chemo- or radiotherapy. Unfortunately, traditional anti-
cancer therapy is affected by a lot of side effects that
involve healthy cells leading to an unsuitable quality of
life for cancer patients. So the effectiveness of a treatment
is related to the ability to target the cancer cells while
affecting as few healthy cells as possible. Nanoparticles can
provide an alternative solution for the site-specific delivery
of anticancer drugs due to their small size and the possi-
bility to escape RES recognition and uptake, thus leading
to a prolonged blood circulation time.

Biodegradable nanoparticles made of PLGA have been
used to incorporate paclitaxel, a microtubule-stabilizing
agent that causes cell death by promoting the polymeriza-
tion of tubuline during cell division. Paclitaxel was encap-
sulated to a very large extent (� 100% encapsulation
efficiency) and this paclitaxel-loaded colloidal system
showed a 70% loss of viability of human small-cell lung
cancer cells at a drug concentration as low as 0.025mg �mL.
Paclitaxel also has been incorporated in poly(ethylene
oxide) modified poly(b-amino ester) nanoparticles to obtain
a sustained release into most solid tumors (363). Also,
Tamoxifen (364) and verteporfin (365) have been encapsu-
lated into PLGA or poly (e-caprolactone) particles for
in vivo studies against breast cancer. Doxorubicin, a widely
used anticancer drug, has been encapsulated into PLGA
nanoparticles (366) that presented the ability to release the
drug up to 1 month. In addition, this carrier system avoids
a lot of the undesiderable effects of doxorubicin (e.g.,
cardiotoxicity).

If a sustained release of the drug in the tumor site
is required, then the nanoparticle surface must be modi-
fied in order to avoid RES macrophages, which recognize
hydrophobic particles as foreign. To escape RES, the
surface of nanoparticles is modified with hydrophilic
molecules that form a steric barrier on the particle surface.
Polyoxypropylene–polyoxyethylene (POP/POE) surfactants
are suitable macromolecules to prevent nanoparticles from
sticking to the blood vessel endothelium and to inhibit RES
recognition. Indeed, among the various copolymer members,
poloxamine and poloxamer have the best prolonged circula-
tion time of nanoparticles (367). Unfortunately, poloxamer
and poloxamine do not exhibit prolonged circulation times

when nanoparticles are made up of PLGA (368). Recently,
the most common moiety used for nanoparticle surface
coating to obtain the so-called Stealth nanoparticles is
PEG and its derivatives (369,370). Attachment of PEG on
the nanoparticle surface can be performed in different ways:
(1) by adsorption, (2) by incorporation during the prepara-
tion process, (3) by covalent linkage with the nanoparticle
polymeric matrix.

In the passive targeting, as with stealth liposomes, long
circulating nanoparticles escape from the blood circulation
through the fenestrations of capillaries perturbed by
inflammatory processes or by tumors (235). Inflamed ves-
sels present fenestration sized up to 700 nm, so improved
colloidal nanoparticles (< 200 nm) are able to pass across,
thus accumulating and releasing the drug just in the site
of action. These particular characteristic of nanoparticles
leads to an increased therapeutic index of the incorporated
drug. Nowadays, chitosan-based particulate systems are
attracting the most attention as potential long-term drug
delivery systems because of mucoadhesive and long circu-
lating properties of chitosan. Doxorubicin–dextran conju-
gates were encapsulated into chitosan nanoparticles to
minimize the cardiotoxicity of the drug. This system
reduced not only the drug side effects, but also improved
the therapeutic efficacy of doxorubicin in the case of solid
tumors (371).

The strategy of nanoparticle passive targeting is widely
used for cancer therapy, but it presents a limitation due to
a high resistance factor of some solid tumors that cannot be
circumvented by PEG-coated nanoparticles. Therefore, an
alternative approach is the use of temperature-sensitive
nanoparticles, which are able to release its drug content
only in hypertermic zones (235). Other approaches
may involve the use of biochemical triggers, such as the
pH-sensitive lipid-anchored copolymers, to generate fuso-
genic particles (249).

The strategy of active targeting increases the probabil-
ity of having a selective direction of nanoparticles to a
designed site. In this case, ligands that specifically bind
to surface receptors of target sites are coupled to long-
circulating particulates. Among polymers suitable for cou-
pling to specific ligands, poloxamers and PEG have
received the most attention. A derivatization is achieved
between the end group of the poloxamer chains with
pyridyl disulfide. After a disulfide exchange with a thiol-
containing moiety on the peptide or antibody to be attached
on the surface of the nanoparticle, long-circulating actively
targeted particles are obtained (372).

The use of nanoparticles as drug delivery systems can
overcome the barriers to the penetration of antiinfective
drugs into cells, that is, strong protein binding, an unfa-
vorable lipid–water distribution coefficient, an unfavorable
pH gradient between different cellular compartments, and
the existence of active transport pump mechanisms that
prevent the accumulation of sufficient antibiotic concen-
trations in the interior of the infected cells (278). In parti-
cular, a suitable nanoparticle coating can promote the
permeation of hydrophilic drugs through membranes
(Fig. 54). In fact, the free drug, able to freely diffuse
in the aqueous medium and to interact with the outer-
hydrophilic zone of the membrane model, has to pass
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through the lypophilic layer of the same membrane. This
process could represent the limiting step in the diffusion
through the membrane model of a hydrophilic molecule. In
the case of nanoparticles, the outer hydrophilic shell of the
particles (coated with nonionic surfactant) could ensure an
interaction with the hydrophilic layer of the membrane,
while the internal lypophilic core of the particle can ensure
a close interaction with the hydrophobic layer of the
membrane, providing a high permeation of the drug
(354). The nanosphere-mediated increase of drug mem-
brane permeation leads to an improvement of the anti-
bacterial activity (373) and to an intrabacterial drug
accumulation. The entrapment of antibiotics in nano-
spheres may prevent the bacterial resistance to drugs
due to pleiotropic drug resistance and changes in the
bacterial outer membrane leading to a decrease in OmpF
porin, which probably causes decreased drug permeation.

Nanoparticles can be used for the treatment of various
viral infection diseases localized at the level of the RES. For
example, RES cells can be infected by both strains of the
HIV, namely, HIV-1 and HIV-2. Monocytes and macro-
phages seem to have a fundamental role in the immuno-
pathogenesis of the HIV infection, by behaving as virus
reservoirs from which HIV can disseminate throughout the
body and brain. Because nanoparticles can be easily pha-
gocytosed by macrophages, they may represent a suitable
and promising drug delivery system for the treatment of
HIV infection persisting in these cells.

In vitro studies showed that human macrophages are
able to phagocyte different types of polyacrylic and albumin
nanoparticles (374). Interestingly, HIV-infected macro-
phages seem to have a higher phagocytotic activity concern-
ing nanoparticle uptake than noninfected macrophages

(Fig. 55). This phenomenon can be due to an activated state
of these infected cells, leading potentially to a preferential
phagocytosis of drug-loaded nanoparticles, and hence to a
targeted delivery of antiviral drugs to these cells.

The RES tropism of conventional nanoparticles also can
be efficiently used for the treatment of protozoa infection
(i.e., leishmaniasis) (348). Contrary to liposomes, empty
poly(isobutylcyanoacrylate) nanospheres exhibit a certain
in vitro and in vivo antiparasitic activity against (375).
Probably, this action could be attributed to peroxide pro-
duction following nanosphere phagocytosis, which led to a
respiratory burst, more pronounced in infected than unin-
fected macrophages.

One of the major problems connected with ophthalmic
therapy is drug loss after instillation of eyedrops. To
improve ocular bioavailability, mainly nanoparticles have
been used. Colloidal systems have the convenience of a
drop and are able to maintain drug concentration and
activity at its site of action, probably due to an improved
ocular mucoadhesion. In fact, poly(butylcyanoacrylate)
nanospheres were able to improve the amikacin ocular
delivery (376) by increasing the corneal and aqueous
humor concentration of amikacin with respect to the free
drug and to other formulations. The surface coating of
nanospheres can also be used for ophthalmic application
and can be a crucial factor to achieve a well-tailored and
efficient drug delivery. In spite of the nanoparticle polymer
and the method of coating, the presence of PEG on the
surface of nanoparticles improves the ocular drug per-
manence time and increases the drug level in various
ocular structures compared with both conventional ocular
formulations and uncoated nanoparticles (352,377). Ocular
gene therapy is also possible with polymeric nanoparticles
(378).
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Figure 54. A model of the interaction between the aqueous phase
containing a free hydrophilic antibiotic, or the drug-loaded PECA
nanospheres and the biological membrane model. The permeation
driving force is the different drug concentration between phases I
and II (355).

Figure 55. Influence of HIV infection on phagocytosis of
poly(butylcyanoacrylate) nanoparticles by human macrophages.
Cell cultures were infected with HIV-1 at day 1 after start of the
culture. At day 7 or 21, the nanoparticles (200 nm diameter) were
added at a final concentration of 0.5 mg �ml�1 to the infected
cultures and incubated for 6 h. Data from Ref. 374.



In recent years, mucosal surfaces (nasal, pulmonary,
buccal, and ocular) have received much attention as alter-
native routes of systemic administration (379). Chitosan-
coated nanoparticles present mucoadhesive properties that
can be useful to enhance mucosal drug adsorption. An
example is the enhanced nasal absorption of insuline-
loaded chitosan nanoparticles that do not damage the
biological system.

The buccal adsorption of vaccine encapsulated into
nanoparticles is an alternative to the parenteral route of
administration of vaccines. The oral or nasal delivery of
ovalbumine from chitosan microparticles enhances the
systemic and local immune response against diphteria
toxoid vaccine (380).

Lipid-Based Nanoparticles. Lipids instead of polymers
can be used to obtain colloidal drug carriers. Solid lipid
nanoparticles (SLN), nanostructured lipid carriers (NLC),
and lipid drug conjugates (LDC) are nanoparticles with a
solid lipid matrix and present an average diameter in the
nanometer range. These innovative colloidal carriers
have attracted increasing attention in recent years. They
are regarded as an alternative carrier system to traditional
colloidal systems (e.g., polymeric micro- and nanoparti-
cles). General ingredients include solid lipids, emulsifiers,
and water. Lipids include triglycerides, partial glycerides,
fatty acids, steroids, and waxes. All excipients are gene-
rally recognized as safe (GRAS) substances, so a wide
variety of compounds can be used for formulation purposes.

Solid Lipid Nanoparticles. Thse nanoparticles are colloi-
dal systems made up of solid lipids and are stabilized by
surfactants. During the 1950s, lipid nanoemulsions were
introduced for the parenteral nutrition and later they were
used as carriers for lipophilic drugs. The major problem
with nanoemulsions was the loss of drugs related to their
liquid form. The SLN were developed to overcome this
problem. In fact, the use of solid lipids instead of liquid
oils is a very attractive idea to achieve controlled drug
release, because drug mobility is much slower into a solid
lipid than in a liquid oil.

The SLN can be prepared using different procedures.
The main preparation process is the high pressure homo-
genization (HPH) method, in which a dispersion of the drug
in the melted lipid is constricted through a narrow gap (in
the range of few microns) under very high pressure, thus
disrupting lipid particles down to the submicron range.
Other methods are the solvent emulsification–evaporation
method and the microemulsion-based preparation (381).
The first is a method to prepare nanoparticles by precipita-
tion in o/w emulsions. The second production method is
based on the preparation and the subsequent dilution in
cold water (2–3 8C) of a microemulsion made up of a low
melting lipid, an emulsifier, a coemulsifiers, and water.
Following preparation, as for other colloidal carriers, the
determination of the mean size, size distribution, and zeta
potential of SLN is necessary to define their physicochemi-
cal properties.

Formulative Aspects of SLN. Evaluations on the degree of
crystallinity and lipid modifications are very important for

SLN. In fact, the organization of lipids into a crystalline
reticulate is fundamental for the determination of the drug
encapsulation and release rates. In general, if the lipid
matrix is made-up of pure molecules (i.e., tristearin or
tripalmitin), a perfect crystal with few imperfections, is
formed. As incorporated drugs are located between fatty
acid chains, in crystal imperfections, and between the lipid
layers, a highly ordered crystal form cannot accommodate
large amounts of drug (382). Also, the lipid modification
influences theencapsulation andreleasedegreeofadrug. In
fact, glyceridesexist inthreedifferentpolymorphic forms:a,
b0, and b. The degree of reticulate imperfection of the lipid
decreases in this sequence: a<b0<b. Lipid nanoparticles
recrystallize at least partially in the a-form, but with
increasing formation of the more stable b0/b modifications,
the lattice is becoming perfected, the number of imperfec-
tions decreases, and drug is expelled from nanoparticles.

The coexistence of additional colloidal structures, such
as micelles, liposomes, and supercooled melts, has to be
taken into account after the preparation of SLN; the quan-
tification of these additional structures is a serious chal-
lenge because of their size similarities with those of the
SLN. Therefore, it would be desirable to use methods
that are sensitive to the simultaneous presence of different
colloidal species. Both NMR and ESR techniques meet
these requirements.

Physical stability of SLN dispersions is generally
>1 year (383), up to 3 years in the case of SLN made of
glyceryl palmitate. The storage stability of SLN depends on
two factors: (1) the physical modification of lipid structure
(a!b0/b); (2) the presence of additional colloidal structures
(liposomes, micelles, drug nanoparticles).

Gelation phenomena, that is, increase of particle sizes
and drug expulsion from the lipid carrier, are the major
problems of storage stability. Gelation is the transforma-
tion of a low viscosity SLN colloidal dispersion into a
viscous gel. It occurs when SLN is put in contact with
other surfaces and shear forces, and it is connected
with crystallization processes. This destabilizing pheno-
menon can be retarded or prevented by the addition of
coemulsifying surfactants with high dynamic mobility,
such as glycocholate (381).

The increase of particle sizes is a consequence of particle
aggregation and it is less significant when SLN have a zeta
potential value of �25 mV, while it becomes an important
phenomenon when the zeta potential is �15 mV or less
(381).

Drug expulsion is related to crystallization of lipids and
their modification to the b0/b form, in which the lipid lattice
is packed in a more ordered way with a reduction of
imperfections.

To have an optimal storage conditions, SLN can be
lyophilized or spray-dried. During lyophilization, a colloidal
lipid dispersion is deprived of its solvent to guarantee a
better chemical and physical stability. However, two trans-
formations in the formulation occur during and after this
process, which might be the source of additional stability
problems: (1) passage of SLN from an aqueous dispersion
to a powder with possible changes of osmolarity and pH;
(2) resolubilization that favors particle aggregation. To
overcome these problems, a cryoprotector (e.g., trehalose,
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sorbitol, mannose, and glucose) is added to the SLN disper-
sion before lyophilizing. These protective agents are used in
a 10–15% (w/v) concentration and act to decrease the osmo-
tic activity of water and favour a glassy state of the frozen
sample (384).

Spray drying is an alternative method to transform an
aqueous SLN dispersion into a dry product. It is cheaper
and simpler than lyophilization, but has the disadvantage
of needing high temperatures, which can cause particle
aggregation. Therefore, it is recommended to use lipids
with melting points >70 8C for spray drying. Also, in this
case the addition of cryoprotective agents may be useful to
prevent particle aggregation.

Drug incorporation into SLN is related to crystalline
modification of the lipids and is inversely proportional to
the b0/b modification of lipids. Depending on the drug/lipid
ratio and solubility, the drug is located in the core of the
particles, in the shell, or dispersed throughout the matrix,
so that drug loading capacity of conventional SLNs is gen-
erally from 25 up to 50% (381). The drug-loading capacity is
higher for lipid mixtures with different acyl chain lengths
than for lipids that form a perfect crystal with few imperfec-
tions and cannot accommodate large amount of drug.

The release profiles could be modulated showing a burst
release followed by a prolonged release, or generating
systems without any burst release at all. The release
kinetic can be controlled by modification of the preparation
procedures and the type of surfactant and lipid material.

Therapeutic Applications of SLN. Due to their small
sizes, SLN may be administered through every route: oral,
transdermal, and IV administration can be possible.

The SLN for oral administration may include aqueous
dispersions or conventional dosage forms (e.g., tablets,
capsules, and pellets). Camptothecin-loaded particles are
an example of orally administered SLN. This is a stearic
acid/Poloxamer 188 formulation of SLN that present a zeta
potential value of �69 mV and an encapsulation efficiency
of 99.6%. The incorporation of camptothecin into SLN
provided drug protection from hydrolysis (381). A better
bioavailability, prolonged plasma levels, and lack of
nephrotoxicity are observed for orally administered SLN
encapsulating drugs, thus leading to the conclusion that
SLN are a promising sustained release system for the oral
administration of lipophilic drugs (381,385).

The SLN are formulated into creams, hydrogels, or
ointments before their application onto the skin and form
an adhesive film upon the skin, which is able to restore the
protective action of the naturally occurring hydrolipidic
skin film when it is damaged. Many different cosmetic
ingredients have been encapsulated into SLN (i.e., coen-
zyme Q10, vitamin E, and retinal) (386). A modern
approach to an intelligent release of the drug from SLN
to the skin is related to lipid modification from the a to theb
form. An intelligent drug-loaded SLN is a colloidal system
that maintains itself into the more energetic a-form during
storage, while transforming into the b-form after applica-
tion onto the skin, thus releasing its incorporated drug by
expulsion from the lipid crystalline reticule. The SLN per
se also have a sun protective effect (387) that is due to their
particulate nature and their ability to scatter UV light. In

this case, SLN show a synergistic effect if formulated with a
molecular sunscreen, also showing better skin protection
and a reduction in side effects.

It is possible to use SLN for pulmonary drug delivery
since they maintain their particle size and polydispersion
index after nebulization. Only very little aggregation could
be detected, which is of no significance for pulmonary
administration (388). In addition, SLN may be used as a
powder for inhalation. The use of SLN instead of polymeric
nanoparticles has many advantages, such as high toler-
ability, faster degradation, and passive targeting toward
lung macrophages.

The SLN can be injected intravenously and used to
target drugs to particular organs. They also can be
administered intramuscularly or subcutaneously. When
administered subcutaneously, SLN act as a depot of the
drug, while they are cleared from the circulation by RES
(liver and spleen) when administered intravenously. The
incorporated drug is released upon erosion by diffusion
from the particles or by enzyme degradation. Obviously, in
the case of IV administration, the SLN size must be < 5mm
to avoid the possibility of embolism into the fine capillaries.
Similar to any colloidal drug with a small mean size
(� 200 nm), SLN have been coated by polyoxyethylene in
order to achieve long circulating colloidal lipid particles
(389). Stealth SLN can be prepared by using Pluronic F188,
a block poly(oxyethylene/polyoxypropylene) copolymer
that anchors its hydrophobic portion in the SLN lipid
matrix, while the hydrophilic portion forms the hydrophilic
coating of SLN. Stealth SLN can be used in tumor and
antibacterial therapy. Paclitaxel-loaded SLN provided a
higher and prolonged plasma level of the drug with respect
to the cremophor EL-based commercial formulation with a
consistent reduction of side effects (381). In all the inves-
tigated cases, SLN containing an anticancer drug showed
higher blood levels with respect to the relative commercial
drug formulations after IV injection.

The therapy at the level of the brain is always difficult
due to the presence of the blood–brain barrier, and hence
the possibility of having a suitable drug delivery system
that is able to reach the brain can be extremely useful.
Stealth SLN allow brain delivery of drugs that are not
capable of passing through the blood–brain barrier (390).

The potential SLN toxicity has to be considered as a
function of the administration route. Topical and oral
administration are absolutely nonproblematic because
all excipients used in SLN formulations are those currently
employed for the formulation of traditional dosage forms or
cosmetic products. The situation is slightly different for
parenteral administration. In this case, only surfactants
accepted for parenteral administration can be used (e.g.,
lecithin, Tween 80, PVP, Poloxamer 188). Up to now, there
is no SLN product for parenteral use on the market. How-
ever, SLN show a very good tolerability both in vitro and
in vivo (381).

Nanostructured Lipid Carrier. The NLC were introduced
at the end of the 1990s in order to overcome some limita-
tions of SLN: (1) too low payload for a number of drugs, (2)
drug expulsion during storage, (3) high water content of
SLN dispersions.
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The NLC are made up of very different lipid molecules
mixed together, that is, a blend of solid with liquid lipids
(oils). The resulting matrix of the lipid particles shows a
melting point depression compared to the original solid
lipid, but the matrix is still solid at body temperature. There
are three different models of NLC, depending on the way of
production and the composition of the lipid blend (Fig. 56).
In the first model, called the imperfect type, spatially dif-
ferent lipids lead to larger distances between the fatty acid
chains of the glycerides and to general imperfections in the
crystal structure, thus allowing a greater extent of drug
entrapment. The second type of NLC, the so-called amor-
phous type, contains liquid oil nanocompartments within
the lipid particle matrix. In this way, crystallization can be
avoided andthe solid character of NLC can be maintained as
shown by NMR and DSC measurements (391). The third
type of NLC, the so-called multiple type, are produced by
mixing a solid lipid with a high amount of oil. In this way, a
phase separation occurs between solid lipids and oil mole-
cules thus forming nanocompartments. This phenomenon
occurs during the cooling process after the hot homogenisa-
tion method.

The NLC are produced successfully by the high pressure
homogenization method and it is possible to obtain particle
dispersions with a solid content of 50 or 60% (392). The
particle dispersions thus produced have a high consistency
with a cream-like or almost solid appearance.

Becauseof theirhighparticleconcentrations,NCLcanbe
used for granulation or as wetting agents in pellet produc-
tion. In addition, NLC can easier be processed to traditional
oral dosage forms, such as tablets or capsules (393).

These carriers have been used for dermal delivery.
Similarly to SLN, they can be incorporated in to existing
products or formulated in a final product containing only
NLC. When incorporated into an o/w emulsion saturated
with the drug, the NLC disordered structure is preserved
and the drug remains inside the particles. Following
skin application, and then increased temperature, water
loss and NLC lipid transition to a more stable polymorphic
form triggers drug expulsion. The drug expelled from NLC
is supersaturated with the drug already present in the
emulsion. The supersaturation phenomenon can be used to
increase the skin drug permeation as observed for cyclos-
porine (394).

In the future, an area of particular interest can be the
prolonged release of drugs after subcutaneous or intramus-
cular injection (e.g. erythropoietin). Also, NLC dispersions
for IV injection appear feasible (395).

To overcome the important limitation of SLN and NLC
to incorporate only lipophilic drugs or very low concen-
trations of highly potent hydrophilic drugs, lipid drug

conjugates were recently developed with drug loading
capacities of up to 33% (396). In this type of lipid nano-
particle, an insoluble drug–lipid conjugate bulk is prepared
using two different methods: (1) salt formation with a
hydrophobic moiety (e.g., with a fatty acid) and (2) covalent
linking (e.g., to ethers or ester).

FUTURE PRESPECTIVES

Drug delivery technology has had considerable advances,
bringing many clinical products to the market. However,
the major needs for drug delivery devices are still unmet
and important classes of drugs have yet to benefit from
these technological successes. The central focus of any
controlled delivery devices is ‘‘control.’’ This can b achieved
if: (1) the size of the device can be modulated as accurately
as possible; (2) the device can be produced with a certain
reproducibility; (3) the device is stable enough for admin-
istration purpose; (4) the device is biocompatible; (5) the
rate of drug delivery should be independent of the sur-
rounding environment. To date, it is possible to have
recourse to a lot of innovative approachs characterized
by different features as a fucntion of the physicochemical
properties of the delivered drug, the administration route,
and therapeutic aims.

Many aspects of these drug delivery devices require an
improvement to be applied to clinical use, but considering
the in vitro and in vivo results, they seem to be very
interesting.

From the appearance of the first drug delivery device
to date, a constant improvement has been made, that is,
from microtechnology we have passed to nanotechnology,
and from an aspecific drug delivery, we have passed to a
selective drug delivery. New challenges for the future
are the feasibility of scaling-up processes to bring to
the market quickly innovative therapeutic entities and the
possibility of obtaining multifunctional devices that will
be able to fulfill the different biological and therapeutic
requirements.
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177. Vitória M, et al. Characterization of the influence of some
cyclodextrins on the stratum corneum from the hairless
mouse. J Pharm Pharmacol 1997;49:397–402.
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374. Schäfer V, et al. Phagocytosis of nanoparticles by human
immunodeficiency virus (HIV)-infected macrophages: a possi-
bility for antiviral drug targeting. Pharm Res 1992;9:541–
546.

375. Lherm C, et al. Unloaded polyisobutylcyanoacrylate nano-
particles: efficiency against bloodstream trypanosomes. J
Pharm Pharmacol 1987;39:650–652.

376. Losa C, et al. Improvement of ocular penetration of amikacin
sulphate by association to poly(butylcyanoacrylate) nanopar-
ticles. J Pharm Pharmacol 1991;43:548–552.

377. Fresta M, et al. Ocular tolerability and in vivo bioavailability
of PEG-coated polyethyl-2-cyanoacrylate nanosphere-encap-
sulated acyclovir. J Pharm Sci 2001;90:288–297.

378. Gomes Dos Santos AL, Bochot A, Fattal E. Intraocular deliv-
ery of oligonucleotides. Curr Pharm Biotechnol 2005; 6:7–15.

379. Agnihotri SA, Mallikarjuna NN, Aminabhavi TM. Recent
advances on chitosan-based micro- and nanoparticles in drug
delivery. J Control Rel 2004;100:5–28.

380. van der Lubben IM, et al. Chitosan microparticles for mucosal
vaccination against diphtheria: oral and nasal efficacy stu-
dies in mice. Vaccine 2003;21:1400–1408.

494 DRUG DELIVERY SYSTEMS



381. Muller RH, Mader K, Gohla S. Solid lipid nanoparticles (SLN)
for controlled drug delivery—a review of the state of the art.
Eur J Pharm Biopharm 2000;50:161–177.

382. Jenning V, Gohla SH. Encapsulation of retinoids in solid lipid
nanoparticles (SLN). J Microencapsul 2001;18:149–158.

383. Westesen K. Novel lipid-based colloidal dispersions as poten-
tial drug administration systems-expectations and reality.
Coll Polym Sci 2000;278:609–618.

384. Cavalli R, Gasco MR, Barresi AA, Rovero G. Evaporative
drying of aqueous dispersions of solid lipid nanoparticles.
Drug Dev Ind Pharm 2001;27:919–924.

385. Hu L, Tang X, Cui F. Solid lipid nanoparticles (SLNs) to
improve oral bioavailability of poorly soluble drugs. J Pharm
Pharmacol 2004;56:1527–1535.

386. Wissing SA, Muller RH. Cosmetic applications for solid lipid
nanoparticles (SLN). Int J Pharm 2003;254:65–68.

387. Wissing SA, Muller RH. Solid lipid nanoparticles as carrier
for sunscreens: in vitro release and in vivo skin penetration. J
Control Rel 2002;81:225–233.

388. Videira MA, et al. Lymphatic uptake of pulmonary delivered
radiolabelled solid lipid nanoparticles. J Drug Target
2002;10:607–613.

389. Zara GP, et al. Intravenous administration to rabbits of non-
stealth and stealth doxorubicin-loaded solid lipid nanoparti-
cles at increasing concentration of stealth agent: pharmaco-
kinetics and distribution of doxorubicin in brain and other
tissues. J Drug Target 2002;10:327–335.

390. Muller RH, Keck CM. Drug delivery to the brain-realization by
novel drug carriers. J Nanosci Nanotechnol 2004;4:471–483.

391. Jenning V, Thünemann AF, Gohla SH. Characterization of a
novel solid lipid nanoparticle carrier system based on binary
mixtures of liquid and solid lipids. Int J Pharm 2000;199:
166–177.

392. Muller RH, Radtke M, Wissing SA. Solid lipid nanoparticles
(SLN) and nanostructured lipid carriers (NLC) in cosmetic
and dermatological preparations. Adv Drug Deliv Rev 2002;
54:131–155.

393. Bummer PM. Physical chemical considerations of lipid-based
oral drug delivery-solid lipid nanoparticles. Crit Rev Ther
Drug Carrier Syst 2004;21:1–20.

394. Zhang Q, et al. Studies on the cyclosporin A loaded stearic
acid nanoparticles. Int J Pharm 2000;200:153–159.

395. Cavalli R, Caputo O, Gasco MR. Preparation and character-
ization of solid lipid nanospheres containing paclitaxel. Eur J
Pharm Sci 2000;10:305–309.

396. Olbrich C, Geßner A, Kayser O, Müller RH. Lipid-drug con-
jugate (LDC) nanoparticles as novel carrier system for the
hydrophilic antitrypanosomal drug diminazenediaceturate. J
Drug Target 2002;10:387–396.

See also DRUG INFUSION SYSTEMS; PHARMACOKINETICS AND PHARMACO-

DYNAMICS.

DRUG INFUSION SYSTEMS

SELAHATTIN OZCELIK

Texas A&M University
Kingsville, Texas

INTRODUCTION

An infusion system can be described as the process of
delivering fluids and medications in solution to patients
by way of an infusion device. Intravenous route is generally

used for drug delivery; however, subcutaneous, epidural,
and enteral routes are also used for special drug adminis-
tration (1). Administration of medication into the patient
by way of some kind of drug infusion device provides the
desired level of medication in the patient and allows direct
control over pharmacological variables, such as onset of
drug effects and peak serum drug concentrations (1). This
type of drug administration has been the choice especially
for specific conditions, including the use of antibiotics for
severe infection, chemotherapy for malignant conditions,
cardiac medication in critical cases, and analgesics for
relief of severe pain.

When curing all common medical disorders that justify
therapeutic intervention, pharmacological therapy is the
preferred and effective method of treatment. Device-based
drug delivery systems for the administration of effective
pharmacological therapy can be grouped as injection–
infusion, transdermal patch-based, and inhalation systems
(2). Among the established methods of injection and infu-
sion systems are the needle and jet injection, intravascular,
intraspinal, intraoperative site, and intraperitoneal–
transperitoneal infusion systems. Major applications of
drug infusion are anesthesia delivery, antibiotic–antiviral
therapy, nutritional support, pain management, cardio-
vascular disease therapy, chemotherapy, diabetes manage-
ment, hydration therapy, bone marrow and organ
transplant support therapy, and transfusion therapy (2).

The use of powered infusion devices has grown enor-
mously in the last two decades. Infusion pumps together
with an appropriate administration set provide an accurate
flow of fluids over a prescribed time period. The simplest
devices are the gravity controllers, in which the flow of
liquid under the force of gravity is regulated by clamping
action. More complex infusion systems include a positive
pumping action for infusion (3). Volumetric pumps posses a
linear peristaltic pumping mechanism. Syringe pumps
work by pushing the plunger of a disposable syringe along
at a predetermined rate. The type of pump used depends on
the required volume and speed of infusion (3).

Medication errors are a major concern of healthcare
professionals and medical institutions and have been
reported to contribute to between 7000 and 140,000 deaths
only in the United States each year (4–9). The impact of
medication errors was found to be more severe in pediatric
patients (4). There are a wide variety of reasons for med-
ication errors. Reports suggest that the most significant
factor is the user errors; however, the contribution of
device-related problems to medical errors cannot be under-
estimated. Many reports of incidents have also been
received involving infusion pumps. These incidents are
primarily due to over infusions and may result in patient
harm or death (3). In practice, some of the common pro-
blems in drug infusion systems originate from syringe
pumps. Most of the patient morbidity and mortality, being
the most significant among all the problems, has happened
when using syringe pumps. Another common problem with
drug delivery is venous air embolisms, which can be caused
by air ingress due to improper drug delivery technique,
damaged equipment and tubing, leaking or loose tubing
connectors, or failure to stop delivery prior to complete
evacuation of IV bags. Venous air embolisms have been
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observed in central venous cannulation and pressurized
intravenous infusion systems (3).

Today it has been proved that technology is essential in
reducing risk in medication delivery. Computerized phy-
sician order entry (CPOE) and bar code applications for
drug administration are such technologies that are capable
of reducing medication errors. Unfortunately, most hospi-
tals have not yet implemented these systems; therefore,
many errors that otherwise might be eliminated continue
to put patients at risk (10). Computerized intravenous (IV)
infusion devices, so-called smart pumps include software
that incorporates dosage limits established by the medical
institution, warnings when dosage limits are exceeded,
configurable settings by patient type, and access to trans-
action data for quality improvement efforts. Such systems
make it possible to provide an additional verification at the
point of care to help prevent IV medication errors (11). The
Institute for Safe Medication Practices and the Emergency
Care Research Institute recognize safety systems for IV
medication as vital to reducing medication-related errors
(10,12). A couple of examples utilizing a new technology is
MEDLEY from Alaris Medical Systems and COLLEAGUE
CX by Baxter Healthcare Corporation. These infusion
systems allow hospitals to enter various drug infusion
protocols into a drug library with predefined dose limits.
For example, if a dose is outside the programmed range
or clinical parameters, the pump halts or informs the
physician by providing an alarm. Some pumps are even
capable of integrating patient monitoring and other para-
meters, such as patient’s age or clinical condition. More
and more manufacturers are bringing similar devices to
market (10).

The aim of this section is to provide a review on drug
infusion systems, basic operational principles of pumps
used in such systems, new infusion devices that are being
developed, and recent developments for the control of
infusion devices. With this goal in mind, this section is
organized as follows: The section Common Infusion Sys-
tems presents most commonly used infusion systems and
their operational principles. In the section, New Develop-
ments in Drug Infusion Systems, smarter, smaller, reli-
able, and cost effective new infusion devices, which are
currently under development, are reviewed. Since the
performance of any automated system highly depends on
its controller structure, most recent research work on the
control of drug infusion devices is reviewed in the section

Recent Advancements in Controller Design for Drug Infu-
sion Systems.

COMMON INFUSION SYSTEMS

Any drug infusion system requires some kind of control unit
in which necessary parameters are monitored continuously
so that the drug is delivered to the patient in a desired
manner. Infusion devices range from very simple mechan-
ical devices based on elastic containers, springs, and flow
restrictors to sophisticated microprocessor controlled
pumps. The choice of an infusion device depends on both
the type of therapy to be applied and patient characteristics.
Some IV infusions can safely and effectively be delivered via
gravity drip systems, while others require sophisticated
microprocessor controlled pumps for more precise control,
positive pressure, and greater flow rate range. Tradition-
ally, these devices are used in hospitals for the controlled
delivery of drugs and fluids. However, as these devices
become smarter with the use of new technology, more and
more patients are using them for home therapy.

Therefore, the use of infusion pumps is increasing in the
community. To ensure that a patient receives the correct
dose, the appropriate infusion device should be chosen for
the drug. Syringe pumps are commonly used at low rates of
infusion, but may not be suitable for drugs that require
constant blood levels (13). It is required that any infusion
system be able to reliably deliver the prescribed drug dose–
volume to the patient, at pressures that overcome all
baseline and intermittent resistance, while causing no
harm to the patient. Additive resistances, such as the small
bore and kinking potential of connecting tubing, cannula,
needles, and patient vessels, make infusion flow difficult.
Filters, viscous solutions, and syringe stiction can also
adversely affect the infusion flow. Therefore, infusion
pumps are required to overcome these resistances and
accurately deliver prescribed drugs to patients. These
pumps must be capable of delivering infusions at pres-
sures of between 100 and 500 mmHg (2–10 psi or 13.79–
68.95 kPa) (13). Ideally, pumps should also reliably detect
the infusion pressure and the presence of air in the line
close to the patient vessel being infused. Table 1 provides
pressure ranges for IV pump pressure settings. Infusion
devices can be classified according to their power source as
gravity controllers and infusion pumps.
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Table 1. Pressure Ranges for IV Pump Pressure Settinga,b

Pressure, mmHg Example Pressure, psi

2–20 Central venous pressure range 0–0.4
10–30 Peripheral venous pressure range 0.2–0.6
100 Extravasation risk 2
100–150 Systolic arterial pressure range 2–3
75 Gravity pressure of fluid 100 cm above cannulation site 1.5
500 Highest probable pressure required by an infusion pump 10
1000 Maximum modern–Ambulatory pump occlusion pressure setting 20
3000 Common max. pressures form older peristaltic pumps 60

aSee Ref. 14.
b1 mmHg¼1 psi¼ 6.89 kPa.



Gravity Drip Systems

The simplest infusion device is the gravity drip system in
which a bag or bottle is hung on a hook of a pole sufficiently
high from the level of the patient. Figure 1 shows a typical
gravity drip infusion system. The fluid flows by gravita-
tional force down the line and into the catheter. They are
quite suitable for lower risk applications, including fluid
replacement therapy, provided that the required flow rate
is achieved by the delivery pressure of the device (4).
Gravity controllers are based on gravity to provide the
infusion pressure. Therefore, in order to achieve the
desired flow rate, the fluid container is placed sufficiently
high above the patient’s heart. A drop sensor monitoring
the drip rate is attached to the drip chamber of the admin-
istration set. The rate of flow in a simple gravity drip
system is controlled by a special clamp or valve on the line
that can be manually adjusted to permit the prescribed
amount of fluid to flow through (usually described in drops
per minute).

These devices range in complexity and ease of operation
from roller and slide clamps to more sophisticated rotating
valves. Compared with slide and roller clamps, rotating
valves are less awkward to manipulate and provide a more
consistent flow rate. However, even the most sophisticated
manual drip valve cannot offer precise flow control, due the
viscosity of the solution being infused. Another factor to be
taken into account is the second flow control caused by the
size of the needle at the end of the line through which the
fluid flows into the catheter. The smaller the needle is the
slower the maximum rate of flow into the body (15). These
types of devices are quite effective in controlling overinfu-
sion; however, control of underinfusion would not be satis-
factory due to increased resistance to flow. One way to
avoid this problem is to use a drip rate controller with a
visible flow status system (14). The pressure available from
a bag of saline is equal to the height that the bag is above
the patient’s heart. Drip rate controller is a type of gravity
controller, in which the desired flow rate is set in drops per
minute and controlled by occlusion valves powered by
electricity. All models of drip controllers have a drop sen-
sor. More advanced models incorporate a flow status sys-
tem, which gives a visual indication of resistance to flow (4).
The required number of drops delivered by gravity con-
trollers is controlled by the drop counting mechanism that
is quite accurate. However, the actual amount of volume
delivered to patients may vary because of error involved
when converting the number of drops to milliliters (mL).
Conversion chart values for drops �mL�1 are approximate
and a small error made for each drop may result in a large
difference in the entire volume of drug delivered.

The volume of fluid in a drop depends on several factors,
some of which are the fluid’s composition, temperature and

surface tension, the drip rate set, the size, shape, and
condition of the drop-forming orifice (3). Expected nominal
volume for a drop is 20 drops �mL�1. This nominal rate can
easily be achieved for most simple aqueous solutions of
electrolytes, lactates, or dilute sugars. However, due to the
viscosity characteristics of parenteral nutrition mixtures,
fat soluble vitamins and solutions containing alcohol, the
drop volume will be lower than nominal resulting in longer
infusion time (3). Naturally, with all fluids, the drop
volume decreases as the delivery rate increases. These
variations are acceptable for the majority of infusions.
However, if the volumetric accuracy is critical, then an
infusion pump must be used (3).

There is a standard formula for calculating the flow rate
on any type of IV tubing as follows:

ðV � df Þ=t ¼ drops min�1

t¼ time to be infused (in min); V¼ volume of solution to be
infused; df¼drop factor of solution set (drops mL�1); (mL�
drop factor)(min�1)¼drops min�1.

If the result of the calculation includes a decimal point,
round-off to the nearest.

Electronic controllers provide better accuracy for the
regulation of flow by controlling uneven or runaway flow of
fluid in a gravity drip system. These electronic devices are
equipped with a drop sensor to monitor flow rate and can
detect infiltrations and mal-positioning of the catheter or
IV tubing by measuring backflow. An alarm sounds when
flow rate is altered or when backflow is detected.

The gravity drip is conceptually simple, inexpensive,
and requires less equipment than most other infusion
systems. In the home setting, however, it has some limita-
tions. First, it is difficult to maintain a constant infusion
rate in a gravity drip system due to factors, such as the
decreasing volume of fluid in the bag (i.e., the infusion rate
will decrease as the bag empties) and changes in the shape
of the tubing around the clamp. Consequently, a gravity
system may provide insufficient flow control for drugs that
require a very slow, very precise, or very long infusion time.
Second, errors in using the gravity drip that remain unno-
ticed can result in serious complications (15). In addition, a
gravity drip system may be an inappropriate choice for
certain patients due to functional limitations of the
patients or their caregivers. Because the IV bag is sus-
pended well above the catheter site in this system, patients
with decreased mobility may have difficulty changing the
bag. Ambulatory patients on continuous infusion may also
find gravity drip frustrating because the system is not
easily portable. Despite the drawbacks of this traditional
method of IV administration, it does maintain some impor-
tant functional advantages over more expensive electronic
infusion devices discussed below. Because the drugs are
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Figure 1. Common gravity drip infusion device.



forced into the vein under the pressure of gravity alone,
there may be less irritation at the catheter site, especially
peripheral catheter sites. Gravity drip systems may also be
preferred for patients who are confused by and resistant to
learning how to use more complex, computerized drug
delivery systems (15).

Infusion Pumps

An electronically controlled device that could deliver con-
stant and precise amounts of fluid over a specified time
period was a major technological advance in infusion ther-
apy. Although many therapies can be delivered safely and
effectively via gravity drip systems, others require the
highly precise and constant flow rate offered by electronic
infusion devices (15). For example, intraarterial infusions
usually require positive pressure pumps because the back
pressure is higher in arteries than in veins (15). Volumetric
or syringe pumps are the most common. Other methods
include elastomeric, pneumatic, implantable, clockwork, or
spring (3). They are used to accurately administer intra-
vascular drugs, fluids, whole blood, and blood products.
These pumps can administer up to 2000 mL of fluid (nor-
mally from a bag or bottle) at flow rates of 0.1–2000 mL �h�1.

Volumetric Pumps. Most volumetric pumps will
perform satisfactorily at rates as low as 5 mL �h�1.
However, these pumps are generally not used for deliver-
ing drugs at rates <1 mL �h�1, even though the device
can be set to such low rates. The rate is in milliliters per
hour (mL �h�1) or micrograms per kilogram per hour
(mg �kg�1 �h�1) (3).

Most volumetric pumps have the feature of automatic
alarm and shut down in case air enters the system, an
occlusion is detected, or the reservoir is empty. The device
controls the total volume to be infused and provides digital
read-out of volume infused. Some of the other features
include automatic switching to keep the vein open
(KVO) rate at the end of infusion; switch to internal battery
operation automatically if the mains supply fails; micro
and macro delivery modes; computer interface; operator
call alarm; a drop sensor—used for monitoring and alarm
purposes (e.g., as an empty container) rather than as
a control of the delivery rate; primary and secondary
infusion capability; technical memory log for incident ana-
lysis. Features, such as air-in-line detection or a mechan-
ism that cannot pump air and comprehensive alarm
systems, make IV infusion much safer (3).

Most infusion pumps work by peristaltic action, which is
achieved by alternately squeezing and releasing the tube
containing the fluid to force the fluid through at a pre-
determined rate. There are two types of volumetric pumps:
peristaltic and dedicated cassette. Peristaltic mechanisms
can be further classified as linear peristaltic and rotary
peristaltic. Both mechanisms consist of fingers, cams, or
rollers that pinch off a section of the set. In linear peri-
staltic mechanisms as seen in Fig. 2, cams are located on a
camshaft. Required volume is delivered to the patient by
pinching off each section as the shaft rotates. These
mechanisms are commonly used. In rotary peristaltic
mechanisms, as seen in Fig. 3, rollers are placed on a

hub and as it rotates the volume in each pinched off section
is delivered to the patient. The volume delivered varies
according to the size of the cams, rollers, the tube, and the
speed at which they rotate. These mechanisms are usually
designed for a particular administration set (3).

Another mechanism used in infusion pumps is the
dedicated cassette mechanism. Commonly, these types of
pumps consist of a cassette body in which a valve and
cylinder are placed, a piston, valve actuator, and a crank
mechanism. This type of pump is depicted in Fig. 4. Drug is
sucked to the cylinder from a bag or a container as the
piston moves down and it is pumped to the patient through

498 DRUG INFUSION SYSTEMS

Motor Gearbox
Camshaft

Followers

Followers

Anvil plate

Anvil plate

Set

Set

'Pinched off'
volumes

Figure 2. Schematic of a linear peristaltic pump (3) # CROWN
COPYRIGHT.

Set

Hub

Hub

Rollers

Rollers

Set

Motor/gearbox

Pinched off
volumes

Figure 3. Schematic of a rotary peristaltic pump (3) # CROWN
COPYRIGHT.



a valve as the piston moves up (3). Although volumetric
pumps can develop high pressures, they generally have a
preset default value. In determining what pressure level is
to be set, one needs to determine the factors of pressure
raisers and calculate the needed pressure. However, it is
important that the occlusion pressure should be set to the
lowest possible value in order to observe early warning of
occlusions.

A specific type of infusion set is required when using
volumetric infusion pumps in order to achieve satisfactory
drug delivery and to detect occlusion pressure. If an
infusion set other than the required one is considered to
be used, then extra care must be given when configuring
the pump for that infusion set. Although using incorrect
sets might seem to operate satisfactorily, this may be
misleading and the actual performance and accuracy of
drug infusion would be far from the desired level. This
would lead to severe consequences. Air-in-line detectors
use ultrasonic or optics for detecting air bubbles in the line.
Air-in-line and occlusion detectors are designed for use
with a particular infusion set. Therefore, these detectors
may not be working properly if an incorrect set is used.
Some other unwanted results are underinfusion due to
very small inner-diameter of tube; overinfusion due to
tubing material that is not flexible enough; and wear or
rupture of tube from pumping action due to tubing material
that is not strong enough. It is therefore important to use
recommended sets for infusion. Specifications for testing of
pumps at maximum flow rates are currently not given by
the international standard for infusion devices. Therefore

some fall-off in performance at high flow rates should be
expected (3).

Most infusion pumps used today are modern, sophisti-
cated versions of one of these two types of pumps. With the
development of small, portable pumps with specialized
uses for particular types of therapies and adaptations,
these pumps are being used commonly by nonprofessionals
as part of home therapy. Because computerized pumps can
deliver medication at a wide range of dose frequencies and
intensities, they broaden the scope of therapies that can be
safely and effectively administered at home.

Pumps specifically for the infusion of narcotics to treat
cancer-related pain, for example, may have adaptations
that provide a low level of ongoing infusion, but also permit
patients to dose themselves with bursts of medication when
pain becomes intense, up to a preprogrammed number of
such extra doses per day. Other pumps, designed for the
volume of fluid typical of most antibiotic therapy, can be
preprogrammed to deliver infusions at standard intervals
(e.g., four times per day), thus enabling patients to sleep
undisturbed while receiving therapy. Pumps used for long-
term IV nutrition administration, on the other hand, may
be designed to administer the large volume of fluid
required for the overnight infusions typical of patients
receiving this therapy. Infusion pumps currently available
range in complexity and sophistication. These pumps can
range from very simple, single-medication stationary infu-
sion pumps to fully programmable, ambulatory pumps.

Sophisticated pumps can deliver multiple medications
and are equipped with a variety of alarms, bells, and other
warning mechanisms. While stationary pumps may be
appropriate for patients who are bedridden or whose med-
ications are delivered over shorter periods of time, ambu-
latory pumps provide greater independence for patients on
continuous, frequent, or long-term therapy regimens.
Many pumps also have automatic piggyback mechanisms
that control secondary infusions at an independent rate,
decreasing the nursing time required for multiple infusions
(15). Besides these benefits and advancements, infusion
pumps do have certain disadvantages. If patients, care-
givers, or even health professionals find the level of sophis-
tication of these pumps confusing, the patients’ safety
could be jeopardized through misuse of equipment. Many
patients, and the nurses who instruct and care for them,
might prefer simpler models that are easier to operate.
Even many hospital nurses are unfamiliar with or una-
ware of sophisticated features of pumps they use on a
regular basis. Highly sophisticated pumps cost more and
often require considerably more training for both the
health professional and the patient than simpler models.
New types of electronic infusion pumps are constantly
evolving, widening the menu from which providers must
choose and from patients and health professionals must
learn to operate.

Syringe Pumps. In this type of pump, drug is pumped
forward in the tubing by a syringe-type pushing action.
Schematic drawing of a syringe pump is depicted in Fig. 5.
The syringe is placed in a housing of the pump, while
syringe plunger is attached to a moving carriage. The
carriage is attached to the lead screw through a nut,
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and the lead screw is attached to the motor through a
gearbox. As the motor rotates, lead screw forces the car-
riage to slide on the guide, resulting syringe plunger to
move forward in the syringe. This forward action delivers
the drug to patient and empties the syringe. Controlled
rate for the delivery of a drug is ensured by controlling the
motor speed and rotation. This controlled rate may be in
steps or continuous.

Advanced syringe pumps permit the simultaneous
administration of several different therapies at different
intervals, with dosages and administration regimens pre-
programmed on a microchip that fits in the back of the
pump. Syringe pumps can deliver small volumes of drugs
at low flow rates. Single-use syringes are inexpensive and
mass manufactured items, and are not meant to be highly
accurate. When used in a syringe pump at low plunger
speeds, the friction between the syringe plunger and the
barrel causes a jerking effect and the fluid is delivered as a
series of small boluses. The fit between the plunger and the
barrel may vary from batch to batch and, consequently, the
jerking effect may also vary. This problem is commonly
known as stiction. In general, the bigger the syringe and
the lower the flow rate, the more pronounced the stiction.
Stiction may not be a problem with drugs having a long
half-life or that do not require steady blood levels in the
short term, such as heparin or insulin. In contrast, the
delivery of powerful drugs with short half-life, like cate-
cholamines, at rates under 5 mL �h�1 from large syringes
(>30 mL) is not recommended.

Some currently available peristaltic pumps provide
reasonably smooth flows at low delivery rates and should
be considered as an alternative. Occasionally, the dimen-
sions of a particular model of disposable syringe may be
changed by the manufacturer. As a safe practice, only the
syringe recommended by the manufacturer should be used
with a syringe pump. These pumps are suitable for lower
volume and low flow rate infusions. It is important to note
that the actual drug delivered at the beginning of infusion
process may be considerably less than the preset value.
Due to the backlash, especially at low flow rates, it takes
some time for the flow rate to reach steady-state regime.

Syringe pumps vary according to their functionality and
so do their features. More advanced and expensive models
have many features, including delivery pressure displays
and in-line pressure monitoring. In most recent advanced

pumps, one can set occlusion alarm pressures to very low
values. This feature helps patients to prevent hazards due
to occlusions by the alarm signal from the system in shorter
times. These advanced pumps may also prevent the deliv-
ery pressure rising to unwanted high values. Since these
devices are powered externally, placing them approxi-
mately at the patient’s level will suffice for the pump to
work satisfactorily. In fact, if the pump is placed well above
patient’s level, some draining could result.

Implantable Pumps. Some therapies that require very
small drug dosages can be administered by way of totally
implantable pumps. Insulin delivery, continuous epidural
morphine administration for chronic pain management,
and continuous venous antineoplastic therapy infusion for
liver cancer patients are some examples where implantable
pumps are used. The only service directly related to infu-
sion therapy for these devices is refilling of the pump’s
reservoir, which may be done weekly or even less fre-
quently in a medical outpatient or home setting (15).

Patient Controlled Analgesia (PCA) Pumps. These pumps
are designed specifically for use in PCA. Unlike a general-
purpose infusion pump, these pumps allow the patients to
deliver the drug on their own by operating a switch or
pressure pad connected by a cord to the pump. It is impor-
tant that free-flow is prevented. These pumps can be con-
nected to a computer or printer and have a memory, where
data in terms of usage is stored. This feature allows the
clinician to review when, how often, and how much of drug
infused by the patient. The PCA pumps are typically
syringe pumps, since the required drug to be infused can
usually be supplied in a single-use syringe. Some PCA
pumps are based on volumetric designs, in which a battery
powered volumetric pump has a disposable internal fluid
reservoir. The PCA pumps can be disposable (pneumatic
and elastomeric) or nondisposable (3). The PCA pumps can
be programmed by clinical staff in different ways. Options
include loading dose, continuous infusion (basal rate),
continuous infusion with bolus on demand, bolus on
demand only, with choice of units (mL or mg �mL�1, etc.)
and variable lockout time, drug concentration. Once
programmed, a key or software code is needed to access
control of the pump. In some cases, patients are given
limited access in order to change some parameters.

Elastomeric Infusers. Elastomeric infusers are devices
that can be used as substitutes for infusion pumps. These
infusers consist of disposable containers with inner-elastic
bladders that can be filled with the medication. The devices
are sold empty and are filled by the pharmacist through a
port at the top of the bladder. The drug flows through an
opening at the base of the bladder membrane and into the
tube leading to the patient. The force of the flow, and thus
the rate of infusion, is determined by the elasticity of the
bladder and the concentration of the drug, regardless of
whether the bladder is above, below, or on level with the IV
site. Different drugs and dosages require devices of differ-
ing size and bladder membrane composition. Most devices
currently on the market are designed for either antibiotic
or antineoplastic therapy administration. They can be used
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for IV, intraarterial, and subcutaneous administration of
drugs.

A patient on a twice-a-day regimen of home IV anti-
biotics would use two infusers per day, while a patient on
continuous antineoplastic therapy might use a single
device for several days at a time. Some devices allow
patient-controlled administration of bolus doses above
and beyond the continuous infusion rate. A disadvantage
to the use of these devices for patient-controlled analgesia
is the lack of a memory function that can record the
frequency of patient-requested bolus doses, like that found
in some electronic infusion pumps. Bladder devices are also
not appropriate for multiple drug regimens. According to
one home infusion provider, the availability of disposable
elastomeric infusion devices has increased the feasibility of
home-based care for disabled elderly patients. Like sophis-
ticated electronic infusion pumps, these devices can deliver
a precise dose over a specific period of time. However,
because they are self-contained and much simpler to oper-
ate, they may be less confusing for patients who are
uncomfortable with high tech equipment. The patient or
caregiver need only hook the device to the catheter at
dosing time and disconnect and dispose of it when the dose
has been completed.

Anesthesia Pumps. These are also syringe-type pumps
designed particularly for anesthesia infusion. Operating of
these pumps is limited to theaters and high dependency
areas. It is possible that the rate and other functions can be
adjusted during infusion. Their flow rates are normally
much higher than the typical syringe pumps rate. It there-
fore allows quick delivery in a single operation. These
pumps can be interfaced with a computer and have
built-in drug libraries. They are embedded with a drug-
specific smart card and can be programmed for drug con-
centration and patient’s body weight. The pump is auto-
matically configured for the drug being infused. If the
pump is to be used for other applications, automatically
built-in features for specific application must be disabled.

Ambulatory Pumps. These pumps are designed so that
patients can continue their drug therapy away from the
hospital. These pumps allow patients to continue their
normal life while treatment is being given. For ease of
use and carry they are light and small in size, and are
powered by battery. Alarming features of these pumps are
not fully provided due to limitation in their size; therefore,
their use in therapies in which precise flow is required for
critical drugs is not recommended. The main mechanism
used in these pumps is the syringe or cassette type.

Therapies that can be administered by ambulatory
pumps include analgesia, continuous and PCA, antibiotic
or antiviral infusions, chemotherapy, and hormone deliv-
ery. Back pressure, temperature of the flow-limiting ele-
ment, temperature, and viscosity of the fluid are such
factors that determine the accuracy of ambulatory pumps.
One type of ambulatory pump manufactured by Baxter is
given in Fig. 6. Depending on the pumping mechanism
used, flow rates can range between 0.01 and 1000 mL �h�1.
Different models have different features. Flow rates can be
set in millimeters per hour or day, milliliters per hour or
day. They can also be programmed for different delivery
modes (3). Ambulatory pumps are generally powered by
electricity. Accuracy and alarming features will be limited
if the pump is not powered by electricity. The pumping
mechanism is generally the same mechanism used in
volumetric and syringe pumps.

Some ambulatory pumps are reusable. They consist of a
syringe that is operated by pressurized gas, usually carbon
dioxide or a precompressed spring. In the case of a
pressurized-gas-operated system, the force generated by
the pressurized gas pushes the syringe plunger. As the
syringe plunger moves forward, it infuses the drug to the
patient. The infusion rate is determined by the pressure of
the gas as well as the rate at which pressurized gas is
released. When the infusion is completed, syringe and gas
cartridges are thrown away and the rest of the device is kept
for future use. Infusers and bolus-only analgesia devices
controlled by the patient are of disposable devices. They
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consist of a calibrated bolus chamber that is filled from an
elastomeric reservoir or syringe by a capillary tube (3).

There are a number of companies that manufacture a
variety of drug infusion systems. Some of the state-of-the-
art products are given in Fig. 7–11. Abbott Laboratories’
hospital products business (now Hospira), introduced the
Plum Aþ IV drug delivery medication management

system. This system is an innovative infusion system for
electronic control of intravenous medication administra-
tion. It is used for standard, piggyback, or concurrent
delivery and are suitable for a wide range of medical–
surgical and critical care applications

NEW DEVELOPMENTS IN DRUG INFUSION SYSTEMS

Advances in science and technology result in new materials
and devices. These materials and in particular electronic
devices allow engineers to develop smarter, better performed,
smaller, reliable, and cost-effective products. Therefore, new
drug infusion systems are being developed and increasingly
used in hospitals as well as in home therapies. Some of these
developments are summarized in the following list.

Automated Syringe-Filling System: Stanford Research
Institute’s (SRI) drug delivery system expertise is to
develop a compact, home device for diabetics that would
help them fill their insulin syringes accurately. The
system needed to handle both long- and fast-acting
insulin formulations and needed to be easy to use and
reliable for elderly and vision-impaired patients. The
SRI developed an automated system that stored both
types of insulin, automatically resuspended the long-
acting insulin, checked for adequate drug supply, dis-
pensed the proper amount of medication, and kept a
dosage record. The system is under test and evalua-
tion (16).

Disposable Drug Infusion Pump: Medical devices and
pharmaceutical companies working with SRI to reengi-
neer a disposable drug infusion pump design that reduced
the number of parts by 30%, and reduced cost (16).

Tiny Drug Infusion System: A tiny meter in a belt will
someday monitor dosages of up to 12 drugs needed
around the clock by patients with diabetes, cancer, or
acquired immune deficiency syndrome (AIDS). The
dime-sized device is being developed by Integrated Sen-
sing Systems Inc. The device will make sure patients are
receiving the correct drug in the right volume at the
right flow rate. It will hook into a drug controller that
attaches to a patient’s belt. The controller, �2.5� 1 in.,
(6.35� 2.54 cm) will deliver drugs from an attached
reservoir to the patient. The system, as envisioned, will
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Figure 7. Signature Edition Gold infusion system by ALARIS. A
range of infusion programs can be selected to save nursing time
and meet sophisticated administration requirements including:
Loading Dose, Multi-Dose and Multi-Step.

Figure 8. The Medley medication Safety System by ALARIS is a
modular point-of-care computer that integrates infusion, patient
monitoring and clinical best practice guidelines in a single
platform for optimal outcomes.

Figure 9. Outlook Safety Infusion System with
DoseScan and DoseGuard by BjBRAUN
technologies helping to ensure that the Right
patient receives the Right medication in the
Right dose from an authorized clinician at point
of care.



simultaneously deliver up to 12 drugs in units as small
as nanoliters, or billionths of a liter (17).

Bar-Coded Infusion System: B. Braun Medical has intro-
duced the Horizon Outlook IV Safety Infusion System.
Braun notes that the most common source of human
error is inaccurate manual programming of intravenous
pumps. The Braun infusion system uses bar code tech-
nology to ensure the right patient is receiving the right
drug in the right dose from an ‘‘authorized’’ clinician. Its
patented DoseScan bar code technology creates a pri-
mary level of safety, with automated checks and bal-
ances that augment the manual procedures in use
today. Secondary protection is provided by its Dose-
Guard software, which notifies clinicians if institution
defined dose limits are exceeded (18).

Coronory Micro-Syringe: EndoBionics has created the
first micromedical device to inject safely through vessel
walls. Using standard interventional procedures, physi-
cians will position the EndoBionics mSyringe (Micro-
Syringe) in coronary or peripheral vessels. While the
mSyringe is closed, the microneedle is hidden and does

not injure vessel walls as it is maneuvered into place.
When the mSyringe is opened, the microneedle slides
through the vessel wall to inject drugs directly to the
surrounding tissue. The drugs are deposited around
the outside of the vessel and diffuse inward through
the vessel layers. The microscopic puncture is so small
that it heals almost immediately, limiting trauma and
bleeding (19).

Needleless Injection: PowderJect Technologies has devel-
oped a technology that could be considered a hybrid of
transdermal and parenteral (injection): a needleless
injection. The company’s device propels powder drugs
with a supersonic jet of helium gas. A high pressure
ampule of helium within the device is broken open, the
gas flows through a cassette that is holding the powder
between two membranes. The membranes rupture and
the gas stream picks up the particles. The particles are
propelled fast enough to penetrate the stratum cor-
neum, the outer layer of the skin. The drug is targeted
to the boundary between the epidermis and the dermis.
Drugs then dissolve and either reach systemic circula-
tion or exert a local effect. Vaccines can be picked up by
antigen-presenting cells in the epidermis or by the
lymph system (20).

Alza is another company that is developing technol-
ogies to deliver drugs through the skin. One of these
technologies, called E-Trans, uses electrical current to
deliver drugs across the skin, a process known as
iontophoresis. The lead product is for the on-demand
delivery of fentanyl, an opioid analgesic used for the
treatment of acute pain. When a patient pushes a
button on the device, current flows between two elec-
trodes. As current flows, we get a predetermined
amount of drug injected into the body. That gives a
very reliable way of delivering a particular amount of
drug into the body (20).

Alza is also developing what it calls Macroflux technol-
ogy, which incorporates a thin titanium screen with
microprojections to create mechanical pathways for drug
transport. It expands the range of drugs amenable to
transdermal delivery to include small hydrophilic mole-
cules and macromolecules. It can be incorporated with
the E-Trans technology or more traditional transdermal
patches. One simple prototype in early exploration
involves a Macroflux system where the projections have
been coated with the therapeutic agent, such as a macro-
molecule. Afterapplication, theagent is rapidly absorbed
into the skin (20).

Elan Pharmaceutical Technologies have a technology
known as Medipad worn by the patient on the chest,
back, or abdomen. The device is a small, plastic gas-
driven pump with an adhesive backing. The adhesive is
used to attach the device to the patient’s body, and a
button is pressed. A needle is deployed, which enters the
subcutaneous space and then delivers the drug at a
constant rate until the entire content of the reservoir
is expended. The first applications for this device will be
in chronic pain management and in the delivery of
macromolecules that have inherently short biological
half-lives (20).
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Figure 10. The Ipump Pain Management System by BAXTER
can be programmed for epidural, IV, or subcutaneous delivery. The
PCA doses can be set per hour. Control flow rates can be set in 0.1
mL �h�1 increments for maximum flexibility with continuous flow
rates up to 90 mL �h�1.

Figure 11. This AITECS by EO Systems is a multipurpose
syringe pump with flow rates from 1 to 1500 mL �h�1, can
be used for any nuclear cardiology and nuclear medicine
infusion.



A Novel Device for Flow Monitoring: A novel device for
blockage detection in catheters during drug delivery is
designed. This device consists of a low cost disposable
microfluidic chip and a nondisposable detection unit.
The microfluidic chip consists of a microstructured sili-
con layer bonded between two glass covers using anodic
bonding technology. The flow monitoring is performed
by a robust light transmission method. The main com-
ponent of the microfluidic chip is a movable element
coupled with a spring to a base. Depending on the drug
flow state the element is blocking or vacating an optical
path through the chip (21).

A High Performance Silicon Micropump: A new,
low cost, high performance silicon micropump has been
developed for a disposable drug delivery system (22). It
is reported that the pump demonstrated linear and
accurate (
5%) pumping characteristics for flow rates
up to 2 mL �h�1 with intrinsic insensitivity to external
conditions. The stroke volume of 160 nL was maintained
constant by the implementation of a double limiter
acting on the pumping membrane. The chip is a stack
of three layers, two Pyrex wafers anodically bonded to
the central silicon wafer. The technology is based on the
use of Silicon On Insulator (SOI) technology, silicon
Deep Reactive Ion Etching (DRIE), and the sacrificial
etch of the buried oxide in order to release the structures
(22).

An Implantable Microfabricated Drug Delivery System: A
fully implantable drug delivery system capable of deli-
vering hundreds of individual doses has been developed
by MicroCHIPS (23). This product is intended for the
controlled release of potent therapeutic compounds that
might otherwise require frequent injections. The device
is capable of storing therapeutic drugs in solid, liquid, or
gel form. It allows individual storage of discrete doses
for multiple-drug regimens. Device monitoring and
therapy modification can be achieved via wireless com-
munication with an external controller. Currently, a
fully implantable device contains 100 individual doses.
A future device intended for human clinical trials will
contain 400 doses, enough for a daily release of drug for
>1 year (23).

A Water-Powered Microdrug Delivery System: A
plastic microdrug delivery system has been designed
by utilizing the principle of osmosis without any elec-
trical power consumption. The system has an osmotic
microactuator and a polydimethylsiloxane (PDMS)
microfluidic cover compartment consisting of a reser-
voir, a microfluidic channel, and a delivery port. The
typical dimension of the microfluidic channel is 1 cm
in length with a cross-sectional area of 30–100 mm2 to
minimize the diffusive drug flow while pressure drop
remains moderate. Employing the net water flow
induced by osmosis, the prototype drug delivery sys-
tem has a measured constant delivery rate of 0.2
mL �h�1 for 10 h, with an accumulated delivery volume
of 2 mL. Both the delivery rate and volume could be
altered by changing the design and process parameters
for specific drug delivery applications up to a few
years (24).

Microflow Regulator for Drug Delivery Systems: A micro-
machined flow regulator has been designed to provide a
constant liquid flow rate of 1 mL �h�1 within a pressure
difference of 100–600 mbar (0.01–0.06 kPa). At pres-
sures >600 mbar (0.06 kPa) the device is designed to
block the flow, preventing an overdelivery of medicine.
One application of this device is the replacement of the
flow restrictor in an elastomeric infusion system, which
will increase the accuracy and safety of the drug deliv-
ery system. This pressure compensating flow regulator
is passive; hence it needs no external energy source. The
device is small, lightweight, and relatively inexpensive;
therefore, it could be used as a disposable unit in a
microfluidic system (25).

Nanoengineered Device for Drug Delivery: A high preci-
sion device has been developed to yield long-term zero-
order release of drugs for therapeutic applications. The
device contains nanochannels that were fabricated in
between two directly bonded silicon wafers, and there-
fore poses high mechanical strength. Diffusion through
the nanochannels is the rate-limiting step for the
release of drugs (26).

Smartdose by PRO-MED AG: This device is a safe, accu-
rate, and simple infusion system. It is a disposable
prefilled drug delivery system for enteral or parenteral
controlled infusion. SmartDose is equipped with its own
source of energy (chemical reaction) to dispense liquid
over a specific time with a predetermined administra-
tion rate. The administration accuracy and safety is
comparable with those of electronic pumps, yet the ease
of use is similar to a simple infusion bag. The system is
especially convenient for emergency, ambulatory, and
homecare therapy, as well as for hospitalized patients
(27).

Biodegradable Polymeric Drug Delivery Systems: These
systems are increasingly being used for the design of
temporary drug delivery systems. As these polymers
hydrolyze in the body into low molecular degradation
products, which are either metabolized or excreted,
biodegradable delivery systems do not have to be
removed after completion of release. Poly(DL-lactide-
co-glycolide) (PLGA) is the most widely investigated
biodegradable polyester and is widely used as a carrier
polymer in parenteral sustained release formulations,
either as microspheres, microparticulates or injectable
gels (28).

RECENT ADVANCEMENTS IN CONTROLLER DESIGN
FOR DRUG INFUSION SYSTEMS

Closed-loop system control is a technological concept that
may be applicable to several aspects of critical care prac-
tice. This is a technology in the early stages of evolution
and much more research and data are needed before its
introduction into usual clinical practice. Furthermore,
each specific application and each device for each applica-
tion are sufficiently different in terms of hardware and
computer algorithms (29). Studies have shown that closed-
loop infusion systems may have a role in critical care
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practice, improve clinical outcomes, eliminate errors due to
poor performance of automated infusion devices, and pro-
vide precise, error-free drug administration. Some of the
most recent works in advanced controller designs are
reviewed below:

Huzmezan et al. (30) states that feedback control of drug
administration is well suited to anesthetized surgical
patients as well as the critically ill patients because of
drugs with rapid onset times, short duration of action and
small margins of safety are frequently used. The applica-
tion of an adaptive predictive process control technology to
drug administration will assist physicians in avoiding both
overdosages and underdosages in their patients. An adap-
tive controller would avoid overdosing and underdosing by
compensating for nonlinear drug responses as well as
inter- and intrapatient variation (30).

Linkens has proposed the design of a fuzzy control for
patient muscle relaxation (31). With advancements in
sensor and instrumentation technology, automated drug
infusion systems are also evolving into hierarchical sys-
tems. Research in this area has led to a variety of control
strategies ranging from simple linear controllers to com-
plex adaptive and rule-based schemes to handle inter- and
intrapatient variability in drug responses (31).

For the assessment of depth of anesthesia, an intelli-
gent system has been developed, which utilizes auditory
evoked brain potentials, heart rate, and blood pressure
measurements (32). Using wavelet analysis, the features
within the auditory evoked signals are extracted and then
fed to a learning neurofuzzy system, which in turn clas-
sifies the depth of anesthesia. In addition, the heart rate
and blood pressure signals are used as a second measure
based on a rule-based fuzzy logic system. The two mea-
sures are then fused to give a final indication of anesthetic
depth. This is then fed back to a target controlled infusion
(TCI) system for regulating the infusion of the drug
Propofol for the maintenance phase of anaesthetic state
(32).

A control strategy is developed by Bequette to regulate
blood pressure and cardiac output during surgery (33).
Adaptation is incorporated through a multiple model
predictive control (MMPC) approach. A Bayesian-based
estimator recursively updates weighting functions to find
the best combination of models that describes the current
input–output behavior; this weighted model is used for the
output prediction (33).

A robust direct model reference adaptive controller
(DMRAC) is developed by Palerm et al. (34) for plants with
uncertainty in both the time delay elements and in the
transfer function coefficients. The control of hemodynamic
variables, particularly mean arterial pressure (MAP) and
cardiac output (CO), is a challenging problem. A good
controller is difficult to design, due to the complex, non-
linear behavior of the system. Adding to this are the
significant changes in dynamics from one patient to
another, and even variations in the patient’s response to
the drugs as his condition evolves (34).

A model predictive control strategy is developed and
tested on a nonlinear canine circulatory model for the
regulation of hemodynamic variables under critical care
conditions (35). Different patient conditions, such as con-

gestive heart failure, postoperative hypertension, and
sepsis shock are studied in closed loop simulations. The
model predictive controller, which uses a different linear
model depending on the patient condition allows con-
straints to be explicitly enforced. The controller is initially
tuned based on a linear plant model, then tested on the
nonlinear physiological model; the simulations demon-
strate the ability to handle constraints, such as drug
dosage specifications, commonly desired by critical care
physicians (35).

To evaluate the use of intelligent systems in the
improvement of patient care, an agent was developed to
regulate ICU patient sedation by Moore et al. in (36). A
temporal differencing form of reinforcement learning was
used to train the agent in the administration of intrave-
nous propofol in simulated ICU patients. The agent uti-
lized the well-studied Marsh–Schnider pharmacokinetic
model to estimate the distribution of drug within the
patient. A pharmacodynamic model then estimated drug
effect. The agent demonstrated satisfactory control of the
simulated patient’s consciousness level in static and
dynamic set-point conditions. It also satisfactorily demon-
strated superior stability and responsiveness when com-
pared to a well-tuned PID controller, which is a method of
choice in closed-loop sedation control literature (36).

Advanced model-based controllers that can take into
account the model of the patient and constraints on the
state of the patient and the drug infusion rates have been
developed (32). Delivery of insulin to type 1 diabetics,
control of anesthesia, and chemotherapy for cancer
patients are typical examples of drug delivery systems.
The main objective of a drug delivery system is to provide
effective therapy while minimizing the side effects. These
controllers are based upon the theory of multiparametric
programming. This theory allows an optimal division of the
multidimensional space of the state of the patient into a set
of regions and each region is characterized by a unique
drug infusion law that is an explicit function of the state in
the corresponding region. These developments simplify
controller implementation and result in tighter control of
drug infusion rates and better lifestyle for patients (37).

Parker et al. in (38) discusses closed-loop blood glucose
regulation algorithms that use the intravenous route for
insulin delivery to insulin-dependent diabetic patients.
Classical control methods and advanced algorithms using
implicit knowledge or explicit models (empirical, funda-
mental, or gray-box) of the diabetic patient are examined in
(38). Current research on characterizing patient variability
is presented, in the context of a model predictive controller
able to adjust to changes in patient glucose and insulin
sensitivity (38).

Linkens in (39) presents the control of on-line drug
infusions to patients in an operating theater for regulating
their muscle relaxation according to necessary surgical
procedures. It is stated that fuzzy logic control (FLC) offers
the advantages of model-free controller design for systems
that are dynamically nonlinear, uncertain, and possibly
time varying (39).

Rao et al. discusses the design of two different control
methodologies for automated regulation of hemodynamic
variables in (40). These controllers are designed to regulate
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MAP and CO in critical care subjects using inotropic and
vasoactive drugs. Both controllers account for inter – and
intrapatient variability and handle drug infusion con-
straints. The first approach is a multiple model predictive
controller (MMPC). The algorithm uses a multiple model
adaptive approach in a model predictive control framework
to account for variability and explicitly handle drug rate
constraints. The second approach, a robust direct model
reference adaptive controller (DMRAC) is developed for
plants with uncertainty in both the time delay elements
and in the transfer function coefficients, such as the drug
infusion process. The controllers are experimentally eval-
uated on canines that are pharmacologically altered to
exhibit symptoms of hypertension and depressed cardiac
output (40).

Bequette (41) discusses the development of an artificial
pancreas and current efforts in the control of complex
systems. It is stated that advances in continuous glucose
sensing, fast-acting insulin analogues, and a mature insu-
lin pump market allow commercial realization of a closed-
loop artificial pancreas. Model predictive control is dis-
cussed in-depth as an approach that is well suited for a
closed-loop artificial pancreas (41).

Target controlled infusion (TCI) systems are dis-
cussed by Van Poucke et al. (42). In their work, a novel
mathematical algorithm is proposed for controlling the
effect site concentration using a TCI device. The algorithm
limits the peak plasma concentration, thereby slowing the
onset of anesthetic drug effect, but potentially ameliorating
side effects. Simulations are used to examine the delay in
time to peak effect for fentanyl, alfentanil, sufentanil,
remifentanil, and propofol when the peak plasma concen-
tration is limited by the algorithm. Results showed that the
plasma overshoot can be reduced by 60% with only � 20%
delay in the onset of drug effect (42).

McKinley et al. (43) compares the effectiveness of a new
method of closed-loop control of blood pressure with usual
manual control. In their work, closed-loop and manual
drug administrations were studied. The target and
observed MAP and drug infusion rate were recorded elec-
tronically. Time taken to achieve initial control; fidelity of
control, and average drug dose administered were all
measured. Results showed that closed-loop achieved faster
initial control and greater fidelity as compared to manual
control. There was no difference in average drug dose
administered. It was concluded that the new closed-loop
system is more effective than the usual manual control
in managing acute blood pressure disturbances in the
seriously ill patients (43).

The bispectral index (BIS) was used for automatic con-
trol of propofol anesthesia, using a proportional-integral-
differential control algorithm (44). The performance of the
controlled system was measured in patients undergoing
minor surgery under propofol and remifentanil anesthesia.
Anesthesia was manually induced with target-controlled
infusions (TCI) of propofol and remifentanil. After the
start of surgery, when anesthesia was clinically adequate,
automatic control of the propofol TCI was commenced
using the closed-loop system. The system provided ade-
quate operating conditions and stable cardiovascular
values in all patients during closed-loop control. The sys-

temwasabletoprovideclinicallyadequateanesthesia inall
patients (44).

Brock et al. in (45) presents a study to determine the
relative advantage of computer-controlled couch move-
ment versus manual repositioning to correct patient setup
error measured using an electronic portal imaging device
(EPID). The speed of setup adjustment and accuracy of
corrected setup were determined. Computer-controlled
setup adjustment was determined to be faster and slightly
more accurate than manual correction (45).

Another comparison study between computer and man-
ual control is presented in (46) by Hoeksel et al. They
investigated the effects of computer-controlled blood pres-
sures on hemodynamic stability when compared to conven-
tional manual control. Systemic artery blood pressures
were managed either by computer or by a well-trained
anesthesiologist. Hemodynamic stability was determined
from the standard deviation of the MAP samples and from
the percentages of time that arterial pressure was hyper-
tensive or hypotensive. The average standard deviation
of the MAP samples was smaller for the computer-
controlled than for the manually controlled group. The
systemic artery pressure was less hypertensive and less
hypotensive in the computer-controlled than in the manu-
ally controlled group. It was concluded that, compared with
manual control, computer control of systemic hypertension
significantly improved hemodynamic stability during car-
diac surgery (46).

The clinical applicability of administering sodium nitro-
prusside by a closed-loop titration system compared with a
manually adjusted system was evaluated. The MAP was
registered and the results were then analyzed. It was
reported that the computer-assisted therapy provided bet-
ter control of MAP, was safe to use, and helped to reduce
nursing demands (47).

Chitwood et al. in (48) states that hypertension is
common after a cardiac operation and has been treated
using manually controlled doses of intravenous sodium
nitroprusside. To evaluate the clinical impact of an auto-
mated closed-loop administration system on patients after
cardiotomy, a prospective trial was conducted. Patients
with hypertension were managed by either manual nitro-
prusside titration or a closed-loop automated titration
system. The automated group showed a significant reduc-
tion in the number of hypertensive episodes per patient.
At the same time, the number of hypotensive episodes per
patient was reduced with automated closed-loop titration.
Chest tube drainage, percentage of patients receiving
transfusion, and total amount transfused were all
reduced significantly by the use of an automated titration
system (48).

A nonprogrammable and programmable insulin exter-
nal pump using regular insulin on glycemic stability, the
risk of severe hypoglycemia, and metabolic control in type
1 diabetic patients was compared (49). The results of
the study suggest that programmable external insulin
pumps, although more complex and more expensive than
nonprogrammable insulin pumps, significantly reduce
fasting glycemia during the day without increasing the
risk of severe hypoglycemia and are safer during the night
(49).
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In Ref. 50, it was argued that continuous improvements
in microelectronics, as well as in the development of bio-
materials and stable insulin solutions, led to the availabil-
ity of implantable pumps that are able to infuse insulin by
the peritoneal route, in a continuous and programmable
way, for several years. These systems represent the most
efficient and physiological mode of insulin therapy at the
present time. It was demonstrated during clinical trials
that intravascular, implantable, glucose sensors using
glucose oxidase were able to measure with good accuracy
real-time blood glucose for several months. In their study,
they performed the first trials of closed-loop insulin deliv-
ery according to sensor signal for periods of 48 h in type 1
diabetic patients. This mode of functioning appeared to be
feasible and able to establish glucose control closer to
physiology than the use of implantable pumps in open
loop (50).

Tamborlane et al. (51) states that while treatment of
Type 1 diabetes mellitus (T1DM) in children and adoles-
cents is especially difficult, recent technological advances
have provided new therapeutic options to clinicians and
patients. The urgency to achieve strict diabetes control and
the introduction of new and improved insulin pumps have
been accompanied by a marked increase in use of contin-
uous subcutaneous insulin infusion (CSII) therapy in
youth with diabetes. Results of clinical outcome studies
indicate that CSII provides a safe and effective alternative
to MDI therapy, even when employed in a regular clinic
setting in a large number of children (51).
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LOUDON, ROBERT G., Lung Sounds

LOW, DANIEL A., Washington University School of Medicine,
St. Louis, Missouri, Radiation Therapy Simulator

LU, LICHUN, Mayo Clinic, College of Medicine, Rochester,
Minnesota, Microscopy, Electron

LU, ZHENG FENG, Columbia University, New York, New
York, Screen-Film Systems

LYON, ANDREW W., University of Calgary, Calgary, Canada,
Flame Atomic Emission Spectrometry and Atomic
Absorption Spectrometry

LYON, MARTHA E., University of Calgary, Calgary, Canada,
Flame Atomic Emission Spectrometry and Atomic
Absorption Spectrometry

MA, C-M CHARLIE, Fox Chase Cancer Center, Philadelphia,
Pennsylvania, X-Ray Therapy Equipment, Low and Med-
ium Energy

MACIA, NARCISO F., Arizona State University at the Poly-
technic Campus, Mesa, Arizona, Pneumotachometers

MACKENZIE, COLIN F., University of Maryland, School of
Medicine, Shock, Treatment of

MACKIE, THOMAS R., University of Wisconsin, Madison,
Wisconsin, Tomotherapy

MADNANI, ANJU, LSU Medical Centre, Shreveport, Louisi-
ana, Transcutaneous Electrical Nerve Stimulation
(TENS)

MADNANI, SANJAY, LSU Medical Centre, Shreveport, Louisi-
ana, Transcutaneous Electrical Nerve Stimulation
(TENS)

MADSEN, MARK T., University of Iowa, Iowa City, Iowa,
Anger Camera

MAGNANO, MAURO, ENT Division Mauriziano Hospital,
Torino, Italy, Drug Delivery Systems

MANDEL, RICHARD, Boston University School of Medicine,
Boston, Massachusetts, Colorimetry

MANNING, KEEFE B., Pennsylvania State University, Uni-
versity Park, Pennsylvania, Flowmeters

MAO, JEREMY J., University of Illinois at Chicago, Chicago,
Illinois, Cartilage and Meniscus, Properties of

MARCOLONGO, MICHELE, Drexel University, Philadelphia,
Pennsylvania, Spinal Implants

MAREK, MIROSLAV, Georgia Institute of Technology, Atlanta,
Georgia, Biomaterials, Corrosion and Wear of

MARION, NICHOLAS W., University of Illinois at Chicago,
Chicago, Illinois, Cartilage and Meniscus, Properties of

MASTERS, KRISTYN S., University of Wisconsin, Madison,
Wisconsin, Tissue Engineering

MAUGHAN, RICHARD L., Hospital of the University of Penn-
sylvania, Neutron Beam Therapy

MCADAMS, ERIC, University of Ulster at Jordanstown, New-
townabbey, Ireland, Bioelectrodes

MCARTHUR, SALLY L., University of Sheffield, Sheffield,
United Kingdom, Biomaterials, Surface Properties of

MCEWEN, MALCOM, National Research Council of Canada,
Ontario, Canada, Radiation Dosimetry for Oncology

MCGOWAN, EDWARD J., E.J. McGowan & Associates, Bio-
feedback

MCGRATH, SUSAN, Dartmouth College, Hanover, New Hamp-
shire, Oxygen Analyzers

MEEKS, SANFORD L., University of Florida, Gainesville,
Florida, Radiosurgery, Stereotactic

MELISSA, PETER, University of Central Florida NanoScience
Technology Center, Orlando, Florida, Biosurface Engi-
neering

MENDELSON, YITZHAK, Worcester Polytechnic Institute,
Optical Sensors

METZKER, MICHAEL L., Baylor College of Medicine, Houston,
Texas, Polymerase Chain Reaction

MEYEREND, M.E., University of Wisconsin–Madison,
Madison, Wisconsin, Magnetic Resonance Imaging

MICHLER, ROBERT, Montefiore Medical Center, Bronx, New
York, Heart–Lung Machines

MICIC, MIODRAG, MP Biomedicals LLC, Irvine, California,
Microscopy and Spectroscopy, Near-Field

MILLER, WILLIAM, University of Missouri Columbia,
Missouri, Radionuclide Production and Radioactive
Decay

MITTRA, ERIK, Stony Brook University, New York, Bone
Density Measurement

MODELL, MARK, Harvard Medical School, Boston, Massa-
chusetts, Fiber Optics in Medicine

MORE, ROBERT B., RBMore Associates, Austin, Texas Bio-
materials Carbon

MORE, ROBERT, Austin, Texas, Heart Valves, Prosthetic

MORROW, DARREN, Royal Adelaide Hospital, Adelaide,
Australia, Intraaortic Balloon Pump

MOURTADA, FIRAS, MD Anderson Cancer Center, Houston,
Texas, Brachytherapy, Intravascular

MOY, VINCENT T., University of Miami, Miller School of
Medicine, Miami, Florida, Microscopy, Scanning Force
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PREFACE

This six-volume work is an alphabetically organized compi-
lation of almost 300 articles that describe critical aspects of
medical devices and instrumentation.

It is comprehensive. The articles emphasize the contri-
butions of engineering, physics, and computers to each of the
general areas of anesthesiology, biomaterials, burns, cardi-
ology, clinical chemistry, clinical engineering, communica-
tive disorders, computers in medicine, critical care
medicine, dermatology, dentistry, ear, nose, and throat,
emergency medicine, endocrinology, gastroenterology,
genetics, geriatrics, gynecology, hematology, heptology,
internal medicine, medical physics, microbiology, nephrol-
ogy, neurology, nutrition, obstetrics, oncology, ophthalmol-
ogy, orthopedics, pain, pediatrics, peripheral vascular
disease, pharmacology, physical therapy, psychiatry, pul-
monary medicine, radiology, rehabilitation, surgery, tissue
engineering, transducers, and urology.

The discipline is defined through the synthesis of the core
knowledge from all the fields encompassed by the applica-
tion of engineering, physics, and computers to problems in
medicine. The articles focus not only on what is now useful
but also on what is likely to be useful in future medical
applications.

These volumes answer the question, ‘‘What are the
branches of medicine and how does technology assist each
of them?’’ rather than ‘‘What are the branches of technology
and how could each be used in medicine?’’ To keep this work
to a manageable length, the practice of medicine that is
unassisted by devices, such as the use of drugs to treat
disease, has been excluded.

The articles are accessible to the user; each benefits from
brevity of condensation instead of what could easily have
been a book-length work. The articles are designed not for
peers, but rather for workers from related fields who wish to
take a first look at what is important in the subject.

The articles are readable. They do not presume a detailed
background in the subject, but are designed for any person
with a scientific background and an interest in technology.
Rather than attempting to teach the basics of physiology or
Ohm’s law, the articles build on such basic concepts to show
how the worlds of life science and physical science meld to
produce improved systems. While the ideal reader might be
a person with a Master’s degree in biomedical engineering or
medical physics or an M.D. with a physical science under-
graduate degree, much of the material will be of value to
others with an interest in this growing field. High school
students and hospital patients can skip over more technical
areas and still gain much from the descriptive presentations.

The Encyclopedia of Medical Devices and Instrumenta-
tion is excellent for browsing and searching for those new
divergent associations that may advance work in a periph-
eral field. While it can be used as a reference for facts, the
articles are long enough that they can serve as an educa-
tional instrument and provide genuine understanding of a
subject.

One can use this work just as one would use a dictionary,
since the articles are arranged alphabetically by topic. Cross
references assist the reader looking for subjects listed under
slightly different names. The index at the end leads the
reader to all articles containing pertinent information on
any subject. Listed on pages xxi to xxx are all the abbrevia-
tions and acronyms used in the Encyclopedia. Because of
the increasing use of SI units in all branches of science, these
units are provided throughout the Encyclopedia articles as
well as on pages xxxi to xxxv in the section on conversion
factors and unit symbols.

I owe a great debt to the many people who have con-
tributed to the creation of this work. At John Wiley & Sons,
Encyclopedia Editor George Telecki provided the idea and
guiding influence to launch the project. Sean Pidgeon was
Editorial Director of the project. Assistant Editors Roseann
Zappia, Sarah Harrington, and Surlan Murrell handled the
myriad details of communication between publisher, editor,
authors, and reviewers and stimulated authors and
reviewers to meet necessary deadlines.

My own background has been in the electrical aspects of
biomedical engineering. I was delighted to have the assis-
tance of the editorial board to develop a comprehensive
encyclopedia. David J. Beebe suggested cellular topics such
as microfluidics. Jerry M. Calkins assisted in defining the
chemically related subjects, such as anesthesiology.
Michael R. Neuman suggested subjects related to sensors,
such as in his own work—neonatology. Joon B. Park has
written extensively on biomaterials and suggested related
subjects. Edward S. Sternick provided many suggestions
from medical physics. The Editorial Board was instrumen-
tal both in defining the list of subjects and in suggesting
authors.

This second edition brings the field up to date. It is
available on the web at http://www.mrw.interscience.wiley.
com/emdi, where articles can be searched simultaneously to
provide rapid and comprehensive information on all aspects
of medical devices and instrumentation.

JOHN G. WEBSTER
University of Wisconsin, Madison
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DCP Distal cavity pressure
DCS Dorsal column stimulation
DDC Deck decompression chamber
DDS Deep diving system
DE Dispersive electrode
DEN Device experience network
DERS Drug exception ordering system
DES Diffuse esophageal spasm
d.f. Distribution function
DHCP Distributed Hospital Computer Program
DHE Dihematoporphyrin ether
DHEW Department of Health Education and

Welfare
DHHS Department of Health and Human Services
DHT Duration of hypothermia
DI Deionized water
DIC Displacement current
DIS Diagnostic interview schedule
DL Double layer
DLI Difference lumen for intensity
DM Delta modulation
DME Dropping mercury electrode
DN Donation number
DNA Deoxyribonucleic acid
DOF Degree of freedom
DOS Drug ordering system
DOT-NHTSA Department of Transportation Highway

Traffic Safety Administration
DPB Differential pencil beam
DPG Diphosphoglycerate
DQE Detection quantum efficiency
DRESS Depth-resolved surface coil spectroscopy
DRG Diagnosis-related group
DSA Digital subtraction angiography
DSAR Differential scatter-air ratio
DSB Double strand breaks
DSC Differential scanning calorimetry
D-T Deuterium-on-tritium
DTA Differential thermal analysis
d.u. Density unit
DUR Duration
DVT Deep venous thrombosis
EA Esophageal accelerogram
EB Electron beam
EBCDIC Extended binary code decimal interchange

code

EBS Early burn scar
EBV Epstein–Barr Virus
EC Ethyl cellulose
ECC Emergency cardiac care; Extracorporeal

circulation
ECCE Extracapsular cataract extinction
ECD Electron capture detector
ECG Electrocardiogram
ECM Electrochemical machining
ECMO Extracorporeal membrane oxygenation
ECOD Extracranial cerebrovascular occlusive

disease
ECRI Emergency Care Research Institute
ECS Exner’s Comprehensive System
ECT Electroconvulsive shock therapy;

Electroconvulsive therapy; Emission
computed tomography

EDD Estimated date of delivery
EDP Aortic end diastolic pressure
EDTA Ethylenediaminetetraacetic acid
EDX Energy dispersive X-ray analysis
EEG Electroencephalogram
EEI Electrode electrolyte interface
EELV End-expiratory lung volume
EER Electrically evoked response
EF Ejection fraction
EF Electric field; Evoked magnetic fields
EFA Estimated fetal age
EGF Epidermal growth factor
EGG Electrogastrogram
EIA Enzyme immunoassay
EIU Electrode impedance unbalance
ELF Extra low frequency
ELGON Electrical goniometer
ELISA Enzyme-linked immunosorbent assay
ELS Energy loss spectroscopy
ELV Equivalent lung volume
EM Electromagnetic
EMBS Engineering in Medicine and Biology

Society
emf Electromotive force
EMG Electromyogram
EMGE Integrated electromyogram
EMI Electromagnetic interference
EMS Emergency medical services
EMT Emergency medical technician
ENT Ear, nose, and throat
EO Elbow orthosis
EOG Electrooculography
EOL End of life
EOS Eosinophil
EP Elastoplastic; Evoked potentiate
EPA Environmental protection agency
ER Evoked response
ERCP Endoscopic retrograde

cholangiopancreatography
ERG Electron radiography;

Electroretinogram
ERMF Event-related magnetic field
ERP Event-related potential
ERV Expiratory reserve volume
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ESCA Electron spectroscopy for chemical
analysis

ESI Electrode skin impedance
ESRD End-stage renal disease
esu Electrostatic unit
ESU Electrosurgical unit
ESWL Extracorporeal shock wave lithotripsy
ETO, Eto Ethylene oxide
ETT Exercise tolerance testing
EVA Ethylene vinyl acetate
EVR Endocardial viability ratio
EW Extended wear
FAD Flavin adenine dinucleotide
FARA Flexible automation random analysis
FBD Fetal biparietal diameter
FBS Fetal bovine serum
fcc Face centered cubic
FCC Federal Communications Commission
Fct Fluorocrit
FDA Food and Drug Administration
FDCA Food, Drug, and Cosmetic Act
FE Finite element
FECG Fetal electrocardiogram
FEF Forced expiratory flow
FEL Free electron lasers
FEM Finite element method
FEP Fluorinated ethylene propylene
FES Functional electrical stimulation
FET Field-effect transistor
FEV Forced expiratory volume
FFD Focal spot to film distance
FFT Fast Fourier transform
FGF Fresh gas flow
FHR Fetal heart rate
FIC Forced inspiratory capacity
FID Flame ionization detector; Free-induction

decay
FIFO First-in-first-out
FITC Fluorescent indicator tagged polymer
FL Femur length
FM Frequency modulation
FNS Functional neuromuscular stimulation
FO Foramen ovale
FO-CRT Fiber optics cathode ray tube
FP Fluorescence polarization
FPA Fibrinopeptide A
FR Federal Register
FRC Federal Radiation Council; Functional

residual capacity
FSD Focus-to-surface distance
FTD Focal spot to tissue-plane distance
FTIR Fourier transform infrared
FTMS Fourier transform mass spectrometer
FU Fluorouracil
FUDR Floxuridine
FVC Forced vital capacity
FWHM Full width at half maximum
FWTM Full width at tenth maximum
GABA Gamma amino buteric acid
GAG Glycosaminoglycan
GBE Gas-bearing electrodynamometer

GC Gas chromatography; Guanine-cytosine
GDT Gas discharge tube
GFR Glomerular filtration rate
GHb Glycosylated hemoglobin
GI Gastrointestinal
GLC Gas–liquid chromatography
GMV General minimum variance
GNP Gross national product
GPC Giant papillary conjunctivitis
GPH Gas-permeable hard
GPH-EW Gas-permeable hard lens extended wear
GPO Government Printing Office
GSC Gas-solid chromatography
GSR Galvanic skin response
GSWD Generalized spike-wave discharge
HA Hydroxyapatite
HAM Helical axis of motion
Hb Hemoglobin
HBE His bundle electrogram
HBO Hyperbaric oxygenation
HC Head circumference
HCA Hypothermic circulatory arrest
HCFA Health care financing administration
HCL Harvard Cyclotron Laboratory
hcp Hexagonal close-packed
HCP Half cell potential
HDPE High density polyethylene
HECS Hospital Equipment Control System
HEMS Hospital Engineering Management

System
HEPA High efficiency particulate air filter
HES Hydroxyethylstarch
HETP Height equivalent to a theoretical plate
HF High-frequency; Heating factor
HFCWO High-frequency chest wall oscillation
HFER High-frequency electromagnetic radiation
HFJV High-frequency jet ventilation
HFO High-frequency oscillator
HFOV High-frequency oscillatory ventilation
HFPPV High-frequency positive pressure

ventilation
HFV High-frequency ventilation
HHS Department of Health and Human

Services
HIBC Health industry bar code
HIMA Health Industry Manufacturers

Association
HIP Hydrostatic indifference point
HIS Hospital information system
HK Hexokinase
HL Hearing level
HMBA Hexamethylene bisacetamide
HMO Health maintenance organization
HMWPE High-molecular-weight polyethylene
HOL Higher-order languages
HP Heating factor; His-Purkinje
HpD Hematoporphyrin derivative
HPLC High-performance liquid chromatography
HPNS High-pressure neurological syndrome
HPS His-Purkinje system
HPX High peroxidase activity
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HR Heart rate; High-resolution
HRNB Halstead-Reitan Neuropsychological

Battery
H/S Hard/soft
HSA Human serum albumin
HSG Hysterosalpingogram
HTCA Human tumor cloning assay
HTLV Human T cell lymphotrophic virus
HU Heat unit; Houndsfield units; Hydroxyurea
HVL Half value layer
HVR Hypoxic ventilatory response
HVT Half-value thickness
IA Image intensifier assembly; Inominate

artery
IABP Intraaortic balloon pumping
IAEA International Atomic Energy Agency
IAIMS Integrated Academic Information

Management System
IASP International Association for the Study

of Pain
IC Inspiratory capacity; Integrated circuit
ICCE Intracapsular cataract extraction
ICD Intracervical device
ICDA International classification of diagnoses
ICL Ms-clip lens
ICP Inductively coupled plasma;

Intracranial pressure
ICPA Intracranial pressure amplitude
ICRP International Commission on

Radiological Protection
ICRU International Commission on Radiological

Units and Measurements
ICU Intensive care unit
ID Inside diameter
IDDM Insulin dependent diabetes mellitus
IDE Investigational device exemption
IDI Index of inspired gas distribution
I:E Inspiratory: expiratory
IEC International Electrotechnical

Commission; Ion-exchange
chromatography

IEEE Institute of Electrical and Electronics
Engineers

IEP Individual educational program
BETS Inelastic electron tunneling spectroscopy
IF Immunofluorescent
IFIP International Federation for Information

Processing
IFMBE International Federation for Medical and

Biological Engineering
IGFET Insulated-gate field-effect transistor
IgG Immunoglobulin G
IgM Immunoglobulin M
IHP Inner Helmholtz plane
IHSS Idiopathic hypertrophic subaortic stenosis
II Image intensifier
IIIES Image intensifier input-exposure

sensitivity
IM Intramuscular
IMFET Immunologically sensitive field-effect

transistor

IMIA International Medical Informatics
Association

IMS Information management system
IMV Intermittent mandatory ventilation
INF Interferon
IOL Intraocular lens
IPC Ion-pair chromatography
IPD Intermittent peritoneal dialysis
IPG Impedance plethysmography
IPI Interpulse interval
IPPB Intermittent positive pressure breathing
IPTS International practical temperature scale
IR Polyisoprene rubber
IRB Institutional Review Board
IRBBB Incomplete right bundle branch block
IRPA International Radiation Protection

Association
IRRAS Infrared reflection-absorption

spectroscopy
IRRS Infrared reflection spectroscopy
IRS Internal reflection spectroscopy
IRV Inspiratory reserve capacity
IS Image size; Ion-selective
ISC Infant skin servo control
ISDA Instantaneous screw displacement axis
ISE Ion-selective electrode
ISFET Ion-sensitive field effect transistor
ISIT Intensified silicon-intensified target tube
ISO International Organization for

Standardization
ISS Ion scattering spectroscopy
IT Intrathecal
ITEP Institute of Theoretical and Experimental

Physics
ITEPI Instantaneous trailing edge pulse

impedance
ITLC Instant thin-layer chromatography
IUD Intrauterine device
IV Intravenous
IVC Inferior vena cava
IVP Intraventricular pressure
JCAH Joint Commission on the Accreditation

of Hospitals
JND Just noticeable difference
JRP Joint replacement prosthesis
KB Kent bundle
Kerma Kinetic energy released in unit mass
KO Knee orthosis
KPM Kilopond meter
KRPB Krebs-Ringer physiological buffer
LA Left arm; Left atrium
LAD Left anterior descending; Left axis

deviation
LAE Left atrial enlargement
LAK Lymphokine activated killer
LAL Limulus amoebocyte lysate
LAN Local area network
LAP Left atrial pressure
LAT Left anterior temporalis
LBBB Left bundle branch block
LC Left carotid; Liquid chromatography
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LCC Left coronary cusp
LCD Liquid crystal display
LDA Laser Doppler anemometry
LDF Laser Doppler flowmetry
LDH Lactate dehydrogenase
LDPE Low density polyethylene
LEBS Low-energy brief stimulus
LED Light-emitting diode
LEED Low energy electron diffraction
LES Lower esophageal sphincter
LESP Lower esophageal sphincter pressure
LET Linear energy transfer
LF Low frequency
LH Luteinizing hormone
LHT Local hyperthermia
LL Left leg
LLDPE Linear low density polyethylene
LLPC Liquid-liquid partition chromatography
LLW Low-level waste
LM Left masseter
LNNB Luria-Nebraska Neuropsychological

Battery
LOS Length of stay
LP Late potential; Lumboperitoneal
LPA Left pulmonary artery
LPC Linear predictive coding
LPT Left posterior temporalis
LPV Left pulmonary veins
LRP Late receptor potential
LS Left subclavian
LSC Liquid-solid adsorption chromatography
LSI Large scale integrated
LSV Low-amplitude shear-wave

viscoelastometry
LTI Low temperature isotropic
LUC Large unstained cells
LV Left ventricle
LVAD Left ventricular assist device
LVDT Linear variable differential transformer
LVEP Left ventricular ejection period
LVET Left ventricular ejection time
LVH Left ventricular hypertrophy
LYMPH Lymphocyte
MAA Macroaggregated albumin
MAC Minimal auditory capabilities
MAN Manubrium
MAP Mean airway pressure; Mean arterial

pressure
MAST Military assistance to safety and traffic
MBA Monoclonal antibody
MBV Maximum breathing ventilation
MBX Monitoring branch exchange
MCA Methyl cryanoacrylate
MCG Magnetocardiogram
MCI Motion Control Incorporated
MCMI Millon Clinical Multiaxial Inventory
MCT Microcatheter transducer
MCV Mean corpuscular volume
MDC Medical diagnostic categories
MDI Diphenylmethane diisocyanate;

Medical Database Informatics

MDP Mean diastolic aortic pressure
MDR Medical device reporting
MDS Multidimensional scaling
ME Myoelectric
MED Minimum erythema dose
MEDPAR Medicare provider analysis and review
MEFV Maximal expiratory flow volume
MEG Magnetoencephalography
MeSH Medline subject heading
METS Metabolic equivalents
MF Melamine-formaldehyde
MFP Magnetic field potential
MGH Massachusetts General Hospital
MHV Magnetic heart vector
MI Myocardial infarction
MIC Minimum inhibitory concentration
MIFR Maximum inspiratory flow rate
MINET Medical Information Network
MIR Mercury-in-rubber
MIS Medical information system;

Metal-insulator-semiconductor
MIT Massachusetts Institute of Technology
MIT/BIH Massachusetts Institute of Technology/

Beth Israel Hospital
MMA Manual metal arc welding
MMA Methyl methacrylate
MMECT Multiple-monitored ECT
MMFR Maximum midexpiratory flow rate
mm Hg Millimeters of mercury
MMPI Minnesota Multiphasic Personality

Inventory
MMSE Minimum mean square error
MO Membrane oxygenation
MONO Monocyte
MOSFET Metal oxide silicon field-effect

transistor
MP Mercaptopurine; Metacarpal-phalangeal
MPD Maximal permissible dose
MR Magnetic resonance
MRG Magnetoretinogram
MRI Magnetic resonance imaging
MRS Magnetic resonance spectroscopy
MRT Mean residence time
MS Mild steel; Multiple sclerosis
MSR Magnetically shielded room
MTBF Mean time between failure
MTF Modulation transfer function
MTTR Mean time to repair
MTX Methotroxate
MUA Motor unit activity
MUAP Motor unit action potential
MUAPT Motor unit action potential train
MUMPI Missouri University Multi-Plane

Imager
MUMPS Massachusetts General Hospital utility

multiuser programming system
MV Mitral valve
MVO2 Maximal oxygen uptake
MVTR Moisture vapor transmission rate
MVV Maximum voluntary ventilation
MW Molecular weight
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NAA Neutron activation analysis
NAD Nicotinamide adenine dinucleotide
NADH Nicotinamide adenine dinucleotide,

reduced form
NADP Nicotinamide adenine dinucleotide

phosphate
NAF Neutrophil activating factor
NARM Naturally occurring and accelerator-

produced radioactive materials
NBB Normal buffer base
NBD Neuromuscular blocking drugs
N-BPC Normal bonded phase chromatography
NBS National Bureau of Standards
NCC Noncoronary cusp
NCCLS National Committee for Clinical

Laboratory Standards; National
Committee on Clinical Laboratory
Standards

NCRP National Council on Radiation Protection
NCT Neutron capture theory
NEEP Negative end-expiratory pressure
NEMA National Electrical Manufacturers

Association
NEMR Nonionizing electromagnetic radiation
NEQ Noise equivalent quanta
NET Norethisterone
NEUT Neutrophil
NFPA National Fire Protection Association
NH Neonatal hepatitis
NHE Normal hydrogen electrode
NHLBI National Heart, Lung, and Blood Institute
NIR Nonionizing radiation
NIRS National Institute for Radiologic Science
NK Natural killer
NMJ Neuromuscular junction
NMOS N-type metal oxide silicon
NMR Nuclear magnetic resonance
NMS Neuromuscular stimulation
NPH Normal pressure hydrocephalus
NPL National Physical Laboratory
NR Natural rubber
NRC Nuclear Regulatory Commission
NRZ Non-return-to-zero
NTC Negative temperature coefficient
NTIS National Technical Information Service
NVT Neutrons versus time
NYHA New York Heart Association
ob/gyn Obstetrics and gynecology
OCR Off-center ratio; Optical character

recognition
OCV Open circuit voltage
OD Optical density; Outside diameter
ODC Oxyhemoglobin dissociation curve
ODT Oxygen delivery truck
ODU Optical density unit
OER Oxygen enhancement ratio
OFD Object to film distance; Occiputo-frontal

diameter
OHL Outer Helmholtz layer
OHP Outer Helmholtz plane
OIH Orthoiodohippurate

OPG Ocular pneumoplethysmography
OR Operating room
OS Object of known size; Operating system
OTC Over the counter
OV Offset voltage
PA Posterioanterior; Pulmonary artery;

Pulse amplitude
PACS Picture archiving and communications

systems
PAD Primary afferent depolarization
PAM Pulse amplitude modulation
PAN Polyacrylonitrile
PAP Pulmonary artery pressure
PAR Photoactivation ratio
PARFR Program for Applied Research on

Fertility Regulation
PARR Poetanesthesia recovery room
PAS Photoacoustic spectroscopy
PASG Pneumatic antishock garment
PBI Penile brachial index
PBL Positive beam limitation
PBT Polybutylene terephthalate
PC Paper chromatography; Personal

computer; Polycarbonate
PCA Patient controlled analgesia; Principal

components factor analysis
PCG Phonocardiogram
PCI Physiological cost index
PCL Polycaprolactone; Posterior chamber

lens
PCR Percent regurgitation
PCRC Perinatal Clinical Research Center
PCS Patient care system
PCT Porphyria cutanea tarda
PCWP Pulmonary capillary wedge pressure
PD Peritoneal dialysis; Poly-p-dioxanone;

Potential difference; Proportional and
derivative

PDD Percent depth dose; Perinatal Data
Directory

PDE Pregelled disposable electrodes
p.d.f. Probability density function
PDL Periodontal ligament
PDM Pulse duration modulation
PDMSX Polydimethyl siloxane
PDS Polydioxanone
PE Polyethylene
PEEP Positive end-expiratory pressure
PEFR Peak expiratory now rate
PEN Parenteral and enteral nutrition
PEP Preejection period
PEPPER Programs examine phonetic find

phonological evaluation records
PET Polyethylene terephthalate;

Positron-emission tomography
PEU Polyetherurethane
PF Platelet factor
PFA Phosphonoformic add
PFC Petrofluorochemical
PFT Pulmonary function testing
PG Polyglycolide; Propylene glycol
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PGA Polyglycolic add
PHA Phytohemagglutinin; Pulse-height

analyzer
PHEMA Poly-2-hydroxyethyl methacrylate
PI Propidium iodide
PID Pelvic inflammatory disease;

Proportional/integral/derivative
PIP Peak inspiratory pressure
PL Posterior leaflet
PLA Polylactic acid
PLATO Program Logic for Automated Teaching

Operations
PLD Potentially lethal damage
PLED Periodic latoralized epileptiform discharge
PLT Platelet
PM Papillary muscles; Preventive

maintenance
PMA Polymethyl acrylate
p.m.f. Probability mass function
PMMA Polymethyl methacrylate
PMOS P-type metal oxide silicon
PMP Patient management problem;

Poly(4-methylpentane)
PMT Photomultiplier tube
PO Per os
Po2 Partial pressure of oxygen
POBT Polyoxybutylene terephthalate
POM Polyoxymethylene
POMC Patient order management and

communication system
POPRAS Problem Oriented Perinatal Risk

Assessment System
PP Perfusion pressure; Polyproplyene;

Postprandial (after meals)
PPA Phonemic process analysis
PPF Plasma protein fraction
PPM Pulse position modulation
PPSFH Polymerized phyridoxalated stroma-free

hemoglobin
PR Pattern recognition; Pulse rate
PRBS Pseudo-random binary signals
PRP Pulse repetition frequency
PRO Professional review organization
PROM Programmable read only memory
PS Polystyrene
PSA Pressure-sensitive adhesive
PSF Point spread function
PSI Primary skin irritation
PSP Postsynaptic potential
PSR Proton spin resonance
PSS Progressive systemic sclerosis
PT Plasma thromboplastin
PTB Patellar tendon bearing orthosis
PTC Plasma thromboplastin component;

Positive temperature coefficient;
Pressurized personal transfer capsule

PTCA Percutaneous transluminal coronary
angioplasty

PTFE Polytetrafluoroethylene
PTT Partial thromboplastin time
PUL Percutaneous ultrasonic lithotripsy

PURA Prolonged ultraviolet-A radiation
PUVA Psoralens and longwave ultraviolet light

photochemotherapy
P/V Pressure/volume
PVC Polyvinyl chloride; Premature ventricular

contraction
PVI Pressure–volume index
PW Pulse wave; Pulse width
PWM Pulse width modulation
PXE Pseudo-xanthoma elasticum
QA Quality assurance
QC Quality control
R-BPC Reverse bonded phase chromatography
R/S Radiopaque-spherical
RA Respiratory amplitude; Right arm
RAD Right axis deviation
RAE Right atrial enlargement
RAM Random access memory
RAP Right atrial pressure
RAT Right anterior temporalis
RB Right bundle
RBBB Right bundle branch block
RBC Red blood cell
RBE Relative biologic effectiveness
RBF Rose bengal fecal excretion
RBI Resting baseline impedance
RCBD Randomized complete block diagram
rCBF Regional cerebral blood flow
RCC Right coronary cusp
RCE Resistive contact electrode
R&D Research and development
r.e. Random experiment
RE Reference electrode
REM Rapid eye movement; Return electrode

monitor
REMATE Remote access and telecommunication

system
RES Reticuloendothelial system
RESNA Rehabilitation Engineering Society of

North America
RF Radio frequency; Radiographic-

nuoroscopic
RFI Radio-frequency interference
RFP Request for proposal
RFQ Request for quotation
RH Relative humidity
RHE Reversible hydrogen electrode
RIA Radioimmunoassay
RM Repetition maximum; Right masseter
RMR Resting metabolic rate
RMS Root mean square
RN Radionuclide
RNCA Radionuclide cineagiogram
ROI Regions of interest
ROM Range of motion; Read only memory
RP Retinitis pigmentosa
RPA Right pulmonary artery
RPP Rate pressure product
RPT Rapid pull-through technique
RPV Right pulmonary veins
RQ Respiratory quotient
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RR Recovery room
RRT Recovery room time; Right posterior

temporalis
RT Reaction time
RTD Resistance temperature device
RTT Revised token test
r.v. Random variable
RV Residual volume; Right ventricle
RVH Right ventricular hypertrophy
RVOT Right ventricular outflow tract
RZ Return-to-zero
SA Sinoatrial; Specific absorption
SACH Solid-ankle-cushion-heel
SAD Source-axis distance; Statistical

Analysis System
SAINT System analysis of integrated network

of tasks
SAL Sterility assurance level; Surface

averaged lead
SALT Systematic analysis of language

transcripts
SAMI Socially acceptable monitoring

instrument
SAP Systemic arterial pressure
SAR Scatter-air ratio; Specific absorption rate
SARA System for anesthetic and respiratory

gas analysis
SBE Subbacterial endocarditis
SBR Styrene-butadiene rubbers
SC Stratum corneum; Subcommittees
SCAP Right scapula
SCE Saturated calomel electrode; Sister

chromatid exchange
SCI Spinal cord injury
SCRAD Sub-Committee on Radiation Dosimetry
SCS Spinal cord stimulation
SCUBA Self-contained underwater breathing

apparatus
SD Standard deviation
SDA Stepwise discriminant analysis
SDS Sodium dodecyl sulfate
S&E Safety and effectiveness
SE Standard error
SEC Size exclusion chromatography
SEM Scanning electron microscope; Standard

error of the mean
SEP Somatosensory evoked potential
SEXAFS Surface extended X-ray absorption

fine structure
SF Surviving fraction
SFD Source-film distance
SFH Stroma-free hemoglobin
SFTR Sagittal frontal transverse rotational
SG Silica gel
SGF Silica gel fraction
SGG Spark gap generator
SGOT Serum glutamic oxaloacetic transaminase
SGP Strain gage plethysmography;

Stress-generated potential
SHE Standard hydrogen electrode
SI Le Système International d’Unités

SEBS Surgical isolation barrier system
SID Source to image reception distance
SIMFU Scanned intensity modulated focused

ultrasound
SIMS Secondary ion mass spectroscopy; System

for isometric muscle strength
SISI Short increment sensitivity index
SL Surgical lithotomy
SLD Sublethal damage
SLE Systemic lupus erythemotodes
SMA Sequential multiple analyzer
SMAC Sequential multiple analyzer with

computer
SMR Sensorimotor
S/N Signal-to-noise
S:N/D Signal-to-noise ratio per unit dose
SNP Sodium nitroprusside
SNR Signal-to-noise ratio
SOA Sources of artifact
SOAP Subjective, objective, assessment, plan
SOBP Spread-out Bragg peak
SP Skin potential
SPECT Single photon emission computed

tomography
SPL Sound pressure level
SPRINT Single photon ring tomograph
SPRT Standard platinum resistance

thermometer
SPSS Statistical Package for the Social Sciences
SQUID Superconducting quantum interference

device
SQV Square wave voltammetry
SR Polysulfide rubbers
SRT Speech reception threshold
SS Stainless steel
SSB Single strand breaks
SSD Source-to-skin distance; Source-to-surface

distance
SSE Stainless steel electrode
SSEP Somatosensory evoked potential
SSG Solid state generator
SSP Skin stretch potential
SSS Sick sinus syndrome
STD Source-tray distance
STI Systolic time intervals
STP Standard temperature and pressure
STPD Standard temperature pressure dry
SV Stroke volume
SVC Superior vena cava
SW Standing wave
TAA Tumor-associated antigens
TAC Time-averaged concentration
TAD Transverse abdominal diameter
TAG Technical Advisory Group
TAH Total artificial heart
TAR Tissue-air ratio
TC Technical Committees
TCA Tricarboxylic acid cycle
TCD Thermal conductivity detector
TCES Transcutaneous cranial electrical

stimulation
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TCP Tricalcium phosphate
TDD Telecommunication devices for the

deaf
TDM Therapeutic drug monitoring
TE Test electrode; Thermoplastic elastomers
TEAM Technology evaluation and acquisition

methods
TEM Transmission electron microscope;

Transverse electric and magnetic mode;
Transverse electromagnetic mode

TENS Transcutaneous electrical nerve
stimulation

TEP Tracheoesophageal puncture
TEPA Triethylenepho-sphoramide
TF Transmission factor
TFE Tetrafluorethylene
TI Totally implantable
TICCIT Time-shared Interaction Computer-

Controlled Information Television
TLC Thin-layer chromatography; Total

lung capacity
TLD Thermoluminescent dosimetry
TMJ Temporomandibular joint
TMR Tissue maximum ratio; Topical

magnetic resonance
TNF Tumor necrosis factor
TOF Train-of-four
TP Thermal performance
TPC Temperature pressure correction
TPD Triphasic dissociation
TPG Transvalvular pressure gradient
TPN Total parenteral nutrition
TR Temperature rise
tRNA Transfer RNA
TSH Thyroid stimulating hormone
TSS Toxic shock syndrome
TTD Telephone devices for the deaf
TTI Tension time index
TTR Transition temperature range
TTV Trimming tip version
TTY Teletypewriter
TUR Transurethral resection
TURP Transurethral resections of the

prostrate
TV Television; Tidal volume; Tricuspid valve
TVER Transscleral visual evoked response
TW Traveling wave
TxB2 Thrombozame B2

TZ Transformation zone
UES Upper esophageal sphincter
UP Urea-formaldehyde
UfflS University Hospital Information System
UHMW Ultra high molecular weight

UHMWPE Ultra high molecular weight polyethylene
UL Underwriters Laboratory
ULF Ultralow frequency
ULTI Ultralow temperature isotropic
UMN Upper motor neuron
UO Urinary output
UPTD Unit pulmonary oxygen toxicity doses
UR Unconditioned response
US Ultrasound; Unconditioned stimulus
USNC United States National Committee
USP United States Pharmacopeia
UTS Ultimate tensile strength
UV Ultraviolet; Umbilical vessel
UVR Ultraviolet radiation
V/F Voltage-to-frequency
VA Veterans Administration
VAS Visual analog scale
VBA Vaginal blood volume in arousal
VC Vital capacity
VCO Voltage-controlled oscillator
VDT Video display terminal
VECG Vectorelectrocardiography
VEP Visually evoked potential
VF Ventricular fibrillation
VOP Venous occlusion plethysmography
VP Ventriculoperitoneal
VPA Vaginal pressure pulse in arousal
VPB Ventricular premature beat
VPR Volume pressure response
VSD Ventricular septal defect
VSWR Voltage standing wave ratio
VT Ventricular tachycardia
VTG Vacuum tube generator
VTS Viewscan text system
VV Variable version
WAIS-R Weschler Adult Intelligence

Scale-Revised
WAK Wearable artificial kidney
WAML Wide-angle mobility light
WBAR Whole-body autoradiography
WBC White blood cell
WG Working Groups
WHO World Health Organization; Wrist hand

orthosis
WLF Williams-Landel-Ferry
WMR Work metabolic rate
w/o Weight percent
WORM Write once, read many
WPW Wolff-Parkinson-White
XPS X-ray photon spectroscopy
XR Xeroradiograph
YAG Yttrium aluminum garnet
ZPL Zero pressure level
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CONVERSION FACTORS AND UNIT SYMBOLS

SI UNITS (ADOPTED 1960)

A new system of metric measurement, the International System of Units (abbreviated SI), is being implemented throughout
the world. This system is a modernized version of the MKSA (meter, kilogram, second, ampere) system, and its details are
published and controlled by an international treaty organization (The International Bureau of Weights and Measures).

SI units are divided into three classes:

Derived Units and Other Acceptable Units

These units are formed by combining base units, supplementary units, and other derived units. Those derived units having
special names and symbols are marked with an asterisk (*) in the list below:

xxxi

Base Units
length metery (m)
massz kilogram (kg)
time second (s)
electric current ampere (A)
thermodynamic temperature§ kelvin (K)
amount of substance mole (mol)
luminous intensity candela (cd)

Supplementary Units
plane angle radian (rad)
solid angle steradian (sr)

Quantity Unit Symbol Acceptable equivalent
*absorbed dose gray Gy J/kg
acceleration meter per second squared m/s2

*activity (of ionizing radiation source) becquerel Bq 1/s
area square kilometer km2

square hectometer hm2 ha (hectare)
square meter m2

yThe spellings ‘‘metre’’ and ‘‘litre’’ are preferred by American Society for Testing and Materials (ASTM); however, ‘‘�er’’ will be
used in the Encyclopedia.
z‘‘Weight’’ is the commonly used term for ‘‘mass.’’
§Wide use is made of ‘‘Celsius temperature’’ ðtÞ defined t ¼ T � T0 where T is the thermodynamic temperature, expressed in
kelvins, and T0 ¼ 273:15K by definition. A temperature interval may be expressed in degrees Celsius as well as in kelvins.
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Quantity Unit Symbol Acceptable
equivalent
*capacitance farad F C/V
concentration (of amount of substance) mole per cubic meter mol/m3

*conductance siemens S A/V
current density ampere per square meter A/m2

density, mass density kilogram per cubic meter kg/m3 g/L; mg/cm3

dipole moment (quantity) coulomb meter C�m
*electric charge, quantity of electricity coulomb C A�s
electric charge density coulomb per cubic meter C/m3

electric field strength volt per meter V/m
electric flux density coulomb per square meter C/m2

*electric potential, potential difference,
electromotive force volt V W/A

*electric resistance ohm V V/A
*energy, work, quantity of heat megajoule MJ

kilojoule kJ
joule J N�m
electron volty eVy

kilowatt houry kW�hy
energy density joule per cubic meter J/m3

*force kilonewton kN
newton N kg�m/s2

*frequency megahertz MHz
hertz Hz 1/s

heat capacity, entropy joule per kelvin J/K
heat capacity (specific), specific entropy joule per kilogram kelvin J/(kg�K)
heat transfer coefficient watt per square meter W/(m2�K)

kelvin
*illuminance lux lx lm/m2

*inductance henry H Wb/A
linear density kilogram per meter kg/m
luminance candela per square meter cd/m2

*luminous flux lumen lm cd�sr
magnetic field strength ampere per meter A/m
*magnetic flux weber Wb V�s
*magnetic flux density tesla T Wb/m2

molar energy joule per mole J/mol
molar entropy, molar heat capacity joule per mole kelvin J/(mol�K)
moment of force, torque newton meter N�m
momentum kilogram meter per second kg�m/s
permeability henry per meter H/m
permittivity farad per meter F/m
*power, heat flow rate, radiant flux kilowatt kW

watt W J/s
power density, heat flux density,

irradiance watt per square meter W/m2

*pressure, stress megapascal MPa
kilopascal kPa
pascal Pa N/m2

sound level decibel dB
specific energy joule per kilogram J/kg
specific volume cubic meter per kilogram m3/kg
surface tension newton per meter N/m
thermal conductivity watt per meter kelvin W/(m�K)
velocity meter per second m/s

kilometer per hour km/h
viscosity, dynamic pascal second Pa�s

millipascal second mPa�s
yThis non-SI unit is recognized as having to be retained because of practical importance or use in specialized fields.



In addition, there are 16 prefixes used to indicate order of magnitude, as follows:

CONVERSION FACTORS TO SI UNITS

A representative list of conversion factors from non-SI to SI units is presented herewith. Factors are given to four significant
figures. Exact relationships are followed by a dagger (y). A more complete list is given in ASTM E 380-76 and ANSI Z210.
1-1976.

CONVERSION FACTORS AND UNIT SYMBOLS xxxiii

Quantity Unit Symbol Acceptable equivalent
viscosity, kinematic square meter per second m2/s

square millimeter per second mm2/s
cubic meter m3

cubic decimeter dm3 L(liter)
cubic centimeter cm3 mL

wave number 1 per meter m�1

1 per centimeter cm�1

Multiplication factor Prefix Symbol Note
1018 exa E

1015 peta P

1012 tera T

109 giga G

108 mega M
103 kilo k
102 hecto ha

10 deka daa

10�1 deci da

10�2 centi ca

10�3 milli m
10�6 micro m
10�9 nano n
10�12 pico p
10�15 femto f
10�18 atto a

aAlthough hecto, deka, deci, and centi are
SI prefixes, their use should be avoided
except for SI unit-multiples for area and
volume and nontechnical use of
centimeter, as for body and clothing
measurement.

For a complete description of SI and its use the reader is referred to ASTM E 380.

To convert from To Multiply by
acre square meter (m2) 4:047� 103

angstrom meter (m) 1:0� 10�10y

are square meter (m2) 1:0� 102y

astronomical unit meter (m) 1:496� 1011

atmosphere pascal (Pa) 1:013� 105

bar pascal (Pa) 1:0� 105y

barrel (42 U.S. liquid gallons) cubic meter (m3) 0.1590
Btu (International Table) joule (J) 1:055� 103

Btu (mean) joule (J) 1:056� 103

Bt (thermochemical) joule (J) 1:054� 103

bushel cubic meter (m3) 3:524� 10�2

calorie (International Table) joule (J) 4.187
calorie (mean) joule (J) 4.190
calorie (thermochemical) joule (J) 4.184y

centimeters of water (39.2 8F) pascal (Pa) 98.07
centipoise pascal second (Pa�s) 1:0� 10�3y

centistokes square millimeter per second (mm2/s) 1.0y



xxxiv CONVERSION FACTORS AND UNIT SYMBOLS

cfm (cubic foot per minute) cubic meter per second (m3/s) 4:72� 10�4

cubic inch cubic meter (m3) 1:639� 10�4

cubic foot cubic meter (m3) 2:832� 10�2

cubic yard cubic meter (m3) 0.7646
curie becquerel (Bq) 3:70� 1010y

debye coulomb-meter (C�m) 3:336� 10�30

degree (angle) radian (rad) 1:745� 10�2

denier (international) kilogram per meter (kg/m) 1:111� 10�7

tex 0.1111
dram (apothecaries’) kilogram (kg) 3:888� 10�3

dram (avoirdupois) kilogram (kg) 1:772� 10�3

dram (U.S. fluid) cubic meter (m3) 3:697� 10�6

dyne newton(N) 1:0� 10�6y

dyne/cm newton per meter (N/m) 1:00� 10�3y

electron volt joule (J) 1:602� 10�19

erg joule (J) 1:0� 10�7y

fathom meter (m) 1.829
fluid ounce (U.S.) cubic meter (m3) 2:957� 10�5

foot meter (m) 0.3048y

foot-pound force joule (J) 1.356
foot-pound force newton meter (N�m) 1.356
foot-pound force per second watt(W) 1.356
footcandle lux (lx) 10.76
furlong meter (m) 2:012� 102

gal meter per second squared (m/s2) 1:0� 10�2y

gallon (U.S. dry) cubic meter (m3) 4:405� 10�3

gallon (U.S. liquid) cubic meter (m3) 3:785� 10�3

gilbert ampere (A) 0.7958
gill (U.S.) cubic meter (m3) 1:183� 10�4

grad radian 1:571� 10�2

grain kilogram (kg) 6:480� 10�5

gram force per denier newton per tex (N/tex) 8:826� 10�2

hectare square meter (m2) 1:0� 104y

horsepower (550 ft�lbf/s) watt(W) 7:457� 102

horsepower (boiler) watt(W) 9:810� 103

horsepower (electric) watt(W) 7:46� 102y

hundredweight (long) kilogram (kg) 50.80
hundredweight (short) kilogram (kg) 45.36
inch meter (m) 2:54� 10�2y

inch of mercury (32 8F) pascal (Pa) 3:386� 103

inch of water (39.2 8F) pascal (Pa) 2:491� 102

kilogram force newton (N) 9.807
kilopond newton (N) 9.807
kilopond-meter newton-meter (N�m) 9.807
kilopond-meter per second watt (W) 9.807
kilopond-meter per min watt(W) 0.1635
kilowatt hour megajoule (MJ) 3.6y

kip newton (N) 4:448� 102

knot international meter per second (m/s) 0.5144
lambert candela per square meter (cd/m2) 3:183� 103

league (British nautical) meter (m) 5:559� 102

league (statute) meter (m) 4:828� 103

light year meter (m) 9:461� 1015

liter (for fluids only) cubic meter (m3) 1:0� 10�3y

maxwell weber (Wb) 1:0� 10�8y

micron meter (m) 1:0� 10�6y

mil meter (m) 2:54� 10�5y

mile (U.S. nautical) meter (m) 1:852� 103y

mile (statute) meter (m) 1:609� 103

mile per hour meter per second (m/s) 0.4470

To convert from To Multiply by



CONVERSION FACTORS AND UNIT SYMBOLS xxxv

millibar pascal (Pa) 1:0� 102

millimeter of mercury (0 8C) pascal (Pa) 1:333� 102y

millimeter of water (39.2 8F) pascal (Pa) 9.807
minute (angular) radian 2:909� 10�4

myriagram kilogram (kg) 10
myriameter kilometer (km) 10
oersted ampere per meter (A/m) 79.58
ounce (avoirdupois) kilogram (kg) 2:835� 10�2

ounce (troy) kilogram (kg) 3:110� 10�2

ounce (U.S. fluid) cubic meter (m3) 2:957� 10�5

ounce-force newton (N) 0.2780
peck (U.S.) cubic meter (m3) 8:810� 10�3

pennyweight kilogram (kg) 1:555� 10�3

pint (U.S. dry) cubic meter (m3) 5:506� 10�4

pint (U.S. liquid) cubic meter (m3) 4:732� 10�4

poise (absolute viscosity) pascal second (Pa�s) 0.10y

pound (avoirdupois) kilogram (kg) 0.4536
pound (troy) kilogram (kg) 0.3732
poundal newton (N) 0.1383
pound-force newton (N) 4.448
pound per square inch (psi) pascal (Pa) 6:895� 103

quart (U.S. dry) cubic meter (m3) 1:101� 10�3

quart (U.S. liquid) cubic meter (m3) 9:464� 10�4

quintal kilogram (kg) 1:0� 102y

rad gray (Gy) 1:0� 10�2y

rod meter (m) 5.029
roentgen coulomb per kilogram (C/kg) 2:58� 10�4

second (angle) radian (rad) 4:848� 10�6

section square meter (m2) 2:590� 106

slug kilogram (kg) 14.59
spherical candle power lumen (lm) 12.57
square inch square meter (m2) 6:452� 10�4

square foot square meter (m2) 9:290� 10�2

square mile square meter (m2) 2:590� 106

square yard square meter (m2) 0.8361
store cubic meter (m3) 1:0y

stokes (kinematic viscosity) square meter per second (m2/s) 1:0� 10�4y

tex kilogram per meter (kg/m) 1:0� 10�6y

ton (long, 2240 pounds) kilogram (kg) 1:016� 103

ton (metric) kilogram (kg) 1:0� 103y

ton (short, 2000 pounds) kilogram (kg) 9:072� 102

torr pascal (Pa) 1:333� 102

unit pole weber (Wb) 1:257� 10�7

yard meter (m) 0.9144y

To convert from To Multiply by
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ECHOCARDIOGRAPHY AND DOPPLER
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INTRODUCTION

Echocardiography is a diagnostic technique that utilizes
ultrasound (high frequency sound waves above the audible
limit of 20 kHz) to produce an image of the beating heart in
real time. A piezoelectric transducer element is used to
emit short bursts of high frequency, low intensity sound
through the chest wall to the heart and then detect the
reflections of this sound as it returns from the heart. Since
movement patterns and shape changes of several regions of
the heart correlate with cardiac function and since changes
in these patterns consistently appear in several types of
cardiac disease, echocardiography has become a frequently
used method for evaluation of the heart. Echocardiography
has several advantages over other diagnostic tests of car-
diac function:

1. It is flexible and can be used with transducers placed
on the chest wall, inside oral cavities such as the
esophagus or stomach, or inside the heart and great
vessels.

2. It is painless.

3. It is a safe procedure that has no known harmful
biologic effects.

4. It is easily transported almost anywhere including
the bedside, operating room, cath lab, or emergency
department.

5. It may be repeated as frequently as necessary allow-
ing serial evaluation of a given disease process.

6. It produces an image instantaneously, which allows
rapid diagnosis in emergent situations.

The first echocardiogram was performed by Edler and
Hertz in 1953 (1) using a device that displayed reflected
ultrasound on a cathode ray tube. Since that time multiple
interrogation and display formats have been devised to dis-
play reflected ultrasound. The common display formats are

M-mode: A narrow beam of reflected sound is displayed
on a scrolling strip chart plotting depth versus time.
Only a small portion of the heart along one inter-
rogation line (‘‘ice pick’’ view) is shown at any one
time.

Two-Dimensional Sector Scan (2D): A sector scan is
generated by sequential firing of a phased array
transducer along different lines of sight that are
swept through a 2D plane. The image (a narrow
plane in cross-section) is typically updated at a rate
of 15–200 Hz and shown on a video monitor, which
allows real time display of cardiac motion.

Three-Dimensional Imaging (3D): Image data from mul-
tiple 2D sector scans are acquired sequentially or in
real time and displayed in a spatial format in three
dimensions. If continuous data is displayed, time
becomes the fourth dimension. The display can be
shown as a loop that continuously repeats or on some
systems in real time. Software allows rotation and
‘‘slicing’’ of the display.

Doppler: The Doppler effect is used to detect the rate
and direction of blood flowing in the chambers of the
heart and great vessels. Blood generally moves at a
higher velocity than the walls of cardiac structures
allowing motion of these structures to be filtered out.
Blood flow is displayed in four formats:

Continuous Wave Doppler (CW): A signal of continuous
frequency is directed into the heart while a receiver
(or array of receivers) continuously processes the
reflected signal. The difference between the two sig-
nals is processed and displayed showing direction
and velocity of blood flow. All blood velocities in the
line of sight of the Doppler beam are displayed.

Pulsed Wave Doppler (PW): Many bursts of sound are
transmitted into the heart and reflected signals from
a user defined depth are acquired and stored for each
burst. Using these reflected signals an estimate is
made of the velocities of blood or tissue encountered
by the burst of sound at the selected depth. The
velocity estimates are displayed similar to CW Dop-
pler. The user defined position in the heart that the
signal is obtained from stipulate the time of the
acquisition of the reflected signal relative to trans-
mission and length of the burst, respectively. The
difference between transmitted and reflected signal
frequencies is calculated, converted to velocity, and
displayed. By varying the time between transmission
and reception of the signal, selected velocities in
small parts of the heart are sampled for blood flow.

Duplex Scanning: The 2D echo is used to orient the
interrogator to the location of either the CW or PW
signal allowing rapid correlation of blood flow data
with cardiac anatomy. This is done by simultaneous
display of the Doppler positional range gate super-
imposed on the 2D image.

Color Doppler: Using a complex array of bursts of fre-
quency (pulsed packets) and multiple ultrasound
acquisitions down the same beam line, motion of
blood flow is estimated from a cross-correlation
among the various acquired reflected waves. The
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data is combined as an overlay onto the 2D sector
scan for anatomical orientation. Blood flow direction,
and an estimate of flow velocity are displayed simul-
taneously with 2D echocardiographic data for each
point in the sector.

CLINICAL FORMATS OF ULTRASOUND

Current generation ultrasound systems allow display of all
of the imaging formats discussed except 3D/4D imaging
that is still limited in availability to some high end systems.

Specialized transducers that emit and receive the ultra-
sound have been designed for various clinical indications.
Four common types of transducers are used (Fig. 1):

Transthoracic: By far the most common, this transducer
is placed on the surface of the chest and moved to
different locations to image different parts of the
heart or great vessels. All display formats are possi-
ble (Fig. 2).

Transesophageal: The transducer is designed to be
inserted through the patient’s mouth into the eso-
phagus and stomach. The ultrasound signal is direc-
ted at the heart from that location for specialized
exams. All display formats are possible.

Intracardiac: A small transducer is mounted on a cathe-
ter, inserted into a large vein and moved into the
heart. Imaging from within the heart is performed to
monitor specialized interventional therapy. Most dis-
play formats are available.

Intravascular: Miniature sized transducers are
mounted on small catheters and moved through
arteries to examine arterial pathology and the
results of selected interventions. Limited 2D display
formats are available some being radial rather than
sector based. The transducers run at very high fre-
quencies (20–30 MHz).

Ultrasound systems vary considerably in size and
sophistication (Fig. 3). Full size systems, typically found
in hospitals display all imaging formats, accept all types of
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Figure 1. Comparative view of commonly used ultrasound trans-
ducers: (a) intracardiac, (b) transesophageal, (c) transthoracic, and
(d) Pedof (special Doppler) transducer. A pencil is shown for size
reference.
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Figure 2. (a) Phased array transducer used for transthoracic
imaging. The patient is shown, on left side, on exam table, typical
for a transthoracic study. The transducer is in the apical position.
(b) Diagram of the chest showing how the heart and great vessels
are positioned in the chest and the locations where transthoracic
transducers are placed on the chest wall. The four common posi-
tions for transducer placement are shown. The long axis (LAXX)
and short axis (SAXX) orientations of the heart are shown for
reference. These orientations form a reference for all of the views
obtained in a study. Abbreviations are as follows: aorta (Ao), left
atrium (LA), left ventricle (LV), pulmonary artery (PA), right
atrium (RA), and right ventricle (RV).



transthoracic and transesophageal transducers, allow con-
siderable on line image processing and support consider-
able analytic capacity to quantify the image.

Small imaging systems accept many but not all trans-
ducers and produce virtually all display formats, but lack
the sophisticated array of image processing and analysis
capacity found on the full systems. These devices may be
used in ambulatory offices or other specialized circum-
stances requiring more basic image data. A full clinical
study is possible.

Portable hand-held battery operated devices are used in
limited circumstances, sometimes for screening exams or
limited studies. Typically transducers are limited, image
processing is rudimentary and analysis capacity very
limited.

PRINCIPLES OF ULTRASOUND

Prior to discussing the mechanism of image production
some common terms that govern the behavior of ultra-
sound in soft tissue should be defined. Since ultrasound is

propagated in waves, its behavior in a medium is defined by

l ¼ c

f

where f is the wave frequency, l is the wavelength, and c is
the acoustic velocity of ultrasound in the medium. The
acoustic velocity for most soft tissues is similar and
remains constant for a given tissue no matter what the
frequency or wavelength (Table 1). Thus in any tissue
frequency and wavelength are inversely related. As fre-
quency increases, wavelength decreases. As wavelength
decreases, the minimum distance between two structures,
that allows them to be characterized as two separate
structures, also decreases. This is called the spatial resolu-
tion of the instrument. One might conclude that very high
frequency should always be used to maximize resolution.
Unfortunately, as frequency increases, penetration of the
ultrasound signal into soft tissue decreases. This serves to
limit the frequency and, thus, the resolving power of an
ultrasonic system for any given application.

Sound waves are emitted in short bursts from the
transducer. As frequency rises, it takes less time to emit
the same number of waves per burst. Thus, more bursts of
sound can be emitted per unit of time, increasing the
spatial resolution of the instrument (Fig. 4). The optimal
image is generated by using a frequency that gives the
highest possible resolution and an adequate amount of
penetration. For transthoracic transducers expected to
penetrate up to 24 cm into the chest, typical frequencies
used are from 1.6 to 7.0 MHz. Most transducers are broad-
band in that they generate sound within an adjustable
range of frequency rather than at a single frequency.
Certain specialized transducers such as the intravascular
transducer may only need to penetrate 4 cm. They may
have a frequency of 30 MHz to maximize resolution of small
structures.

The term ultrasonic attenuation formally defines the
more qualitative concept of tissue penetration. It is a
complex parameter that is different for every tissue type
and is defined as the rate of decrease in wave amplitude per
distance penetrated at a given frequency. The two impor-
tant properties that define ultrasonic attenuation are
reflection and absorption of sound waves (2). Note in Table
1 that ultrasound easily passes through blood and soft
tissue, but poorly penetrates bone or air-filled lungs.

Acoustic impedance (z) is the product of acoustic velocity
(c) and tissue density (r); thus this property is tissue
specific but frequency independent. This property is impor-
tant because it determines how much ultrasound is
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Figure 3. Picture showing various types of ultrasound systems.
At left a large ‘‘full-size’’ system is shown that can perform all types
of imaging. At center is a miniaturized system that has most of the
features of the full service system, but limited display, analysis
and recording formats are available. The smallest ‘‘hand-held’’
system shown at right has basic features and is battery operated. It
is designed for rapid screening exams integrated into a clinical
assessment at the bedside, clinic, or emergency room.

Table 1. Ultrasonic Properties of Some Selected Tissuesa

Tissue Velocity of Propagation, 103 m � s�1 Density, g �mL�1 Acoustic Impedance, l06 raylb Attenuation at 2.25 MHz, dB � cm�1

Blood 1.56 1.06 1.62 0.57
Myocardium 1.54 1.07 1.67 3
Fat 1.48 0.92 1.35 1.7
Bone �3–4 1.4–1.8 4–6 37
Lung (inflated) 0.7 0.4 0.26–0.46 62

aAdapted from Wilson D. A., Basic principles of ultrasound. In: Kraus R., editor. The Practice of Echocardiography, New York: John Wiley & Sons; 1985, p 15.

This material is used by permission of John Wiley & Sons, Inc.
b1 rayl¼ 1 kg�m�2 � s�1.



reflected at an interface between two different types of
tissue (Table 1). When a short burst of ultrasound is
directed at the heart, portions of this energy are reflected
back to the receiver. It is these reflected waves that produce
the image of the heart. A very dense structure such
as calcified tissue has high impedance and is a strong
reflector.

There are two types of reflected waves: specular reflec-
tions and diffuse reflections (Fig. 5). Specular reflections
occur at the interface between two types of tissue. The
greater the difference in acoustic impedance between two
tissues, the greater the amount of specular reflection and
the lower the amount of energy that penetrates beyond the
interface. The interface between heart muscle and blood
produces a specular echo, as does the interface between a
heart valve and blood. Specular echoes are the primary

echoes that are imaged by M-mode, 2D echo, and 3D echo
and thus primarily form an outline of the heart. Diffuse
reflected echoes are much weaker in energy. They are
produced by small irregular more weakly reflective objects
such as the myocardium itself. Scattered echoes ‘‘fill in the
details’’ between the specular echoes. With modern equip-
ment scattered echoes are processed and analyzed provid-
ing much more detail to tissue being examined.

Doppler echocardiography uses scattered echoes from
red blood cells for detecting blood flow. Blood cells are
Rayleigh scatterers since the diameter of the blood cells
are much smaller than the typical wavelength of sound
used to interrogate tissue. Since these reflected signals are
even fainter than myocardial echoes, Doppler must operate
at a higher energy level than M-mode or 2D imaging.

Harmonic imaging is a recent addition to image display
made possible by advances in transducer design and signal
processing. It was first developed to improve the display of
contrast agents injected intravenously as they passed
through the heart. These agents, gas filled microbubbles
2–5 mm in diameter, are highly reflective Rayleigh scat-
terers. At certain frequencies within the broadband trans-
ducer range the contrast bubbles resonate, producing a
relatively strong signal at multiples of the fundamental
interrogation frequency called harmonics. By using a high

4 ECHOCARDIOGRAPHY AND DOPPLER ECHOCARDIOGRAPHY

Figure 5. Upper panel Comparison between specular and diffuse
reflectors. Note the diffuse reflector is less angle dependent than
the specular reflector. Lower panel Example of combined reflec-
tions (shown at bottom of figure) returning from a structure, ty-
pical of reflections coming back from heart muscle. The large
amplitude specular echo corresponds to the border of the structure.
The interior of the structure produces low amplitude scattered
reflections. (Reprinted from Zagzebski JA, Essentials of Ultra-
sound Physics. St. Louis, Mosby-Year Book; copyright # 1996
p 12 with permission from Elsevier.)

l

Figure 4. Upper panel Two depictions of an emitted pulse of
ultrasound. Time moves horizontally and amplitude moves verti-
cally. Note the high frequency pulse of three waves takes less time.
Lower panel Effect of pulse duration on resolution. One echo pulse
is delivered toward two reflectors and reflections are shown. In the
top panel, the reflectors are well separated from each other and
distinguished as two separate structures. In the middle panel,
pulse frequency and duration are unchanged, but the reflectors are
close together. The two returning reflections overlap, the instru-
ment will register the two reflectors as one structure. In the lower
panel the pulse frequency is increased, thus pulse duration is
shortened. The two objects are again separately resolved. (Rep-
rinted from Zagzebski JA Essentials of Ultrasound Physics.
St. Louis: Mosby-Year Book; copyright # 1996, p 28, with permis-
sion from Elsevier.)



pass filter (a system that blanks out all frequency below a
certain level), to eliminate the fundamental frequency
reflectors, selective reflections from the second harmonic
are displayed. In second harmonic mode, reflections from
the resonating bubbles are a much stronger than reflec-
tions from soft tissue and thus bubbles are preferentially
displayed. This allows selective analysis of the contrast
agent as it passes through the heart muscle or in the LV
cavity (3).

Harmonic imaging has recently been applied to conven-
tional 2D images without contrast. As the ultrasound wave
passes through tissue, the waveform is modified by nonlinear
propagation through tissue causing a shape change in the
ultrasound beam. This progressively increases as the beam
travels deeper into the heart. Electronic canceling of much of
the image by filtering out the fundamental frequency allows
selective display of the harmonic image, improving overall
image quality by elimination of some artifacts. The spatial
resolution of the signal is also improved since the reflected
signal analyzed and displayed is double that of the frequency
produced by the transducer (4).

ECHOCARDIOGRAPHIC INSTRUMENTATION

The transducer is a piezoelectric (pressure electric) device.
When subjected to an alternating electrical current, the
ceramic crystal (usually barium titanate, lead zirconate
titanate, or a composite ceramic) expands and contracts
producing compressions and rarefactions in its environ-
ment, which become waves. Various transducers produce
ultrasonic waves within a frequency range of 1.0–40 MHz.
The waves are emitted as brief pulses lasting � 1 ms out of
every 100–200 ms. During the remaining 99–199 ms of each
interval the transducer functions as a receiver that detects
specular and diffuse reflections as they return from the
heart. The same crystal, when excited by a reflected sound
wave, produces an electrical signal and sends it back to the
echocardiograph for analysis and display. Since one heart-
beat lasts somewhere from 0.3 to 1.2 s, the echocardio-
graphic device sends out a minimum of several hundred
impulses per beat allowing precise tracking of cardiac
motion throughout the beat.

After the specular and diffuse echoes are received they
must be displayed in a usable format. The original ultra-
sound devices used an A-mode format (Fig. 6) that dis-
played depth on the y axis and amplitude of the signal on
the x-axis. The specular echoes from boundaries between
cardiac chambers register as the strongest echoes. No more
than 1D spatial information is obtained from this format.

In a second format, B-mode, the amplitudes of the
returning echoes are displayed as dots of varying intensity
on a video monitor in what has come to be called a gray
scale (Fig. 6). If the background is black (zero intensity),
then progressively stronger echoes are displayed as pro-
gressively brighter shades of gray with white representing
the highest intensity. Most echocardiographic equipment
today uses between 64 and 512 shades of gray in its output
display. The B-mode format, by itself, is not adequate for
cardiac imaging and must be modified to image a continu-
ously moving structure.

To image the heart, the M-mode format (M for motion)
was devised (Fig. 6). With this technique, the transducer is
pointed into the chest at the heart and returning echoes are
displayed in B-mode. A strip chart recorder (or scrolling
video display) constantly records the B-mode signal with
depth of penetration on the y-axis and time the parameter
displayed on the x-axis. By adding an electrocardiographic
signal to monitor cardiac electrical activity and to mark the
beginning of each cardiac cycle, the size, thickness, and
movement of various cardiac structures throughout a car-
diac cycle are displayed with high resolution. By variation
of transducer position, the ultrasound beam is directed
toward several cardiac structures (Fig. 7).

The M-mode echo was the first practical ultrasound
device for cardiac imaging and has produced a considerable
amount of important data. Its major limitation is its limited
field of view. Few spatial relationships between cardiac
structures can be displayed that severely limits diagnostic
capability. The angle of interrogation of the heart is also
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Figure 6. Composite drawing showing the three different modes
of display for a one-dimensional (1D) ultrasound signal. In the
right half of the figure is a schematic drawing of a cross-section
through the heart. The transducer (T) sits on the chest wall (CW)
and directs a thin beam of ultrasonic pulses into the heart. This
beam traverses the anterior wall (aHW) of the right ventricle (RV),
the interventricular septum (IVS), the anterior (aML), and poster-
ior (pML) leaflets of the mitral valve, and the posterior wall of the
left ventricle (LVPW). Each dot along the path of the beam repre-
sents production of a specular echo. These are displayed in the
corresponding A-mode format, where vertical direction is depth
and horizontal direction is amplitude of the reflected echo and B-
mode format where again vertical direction is depth but amplitude
is intensity of the dot. If time is added to the B-mode format, an
M-mode echo is produced, which is shown in the left panel. This
allows simultaneous presentation of motion of the cardiac struc-
tures in the path of the echo beam throughout the entire cardiac
cycle; measurement of vertical depth, thickness of various struc-
tures, and timing of events within the cardiac cycle. If the trans-
ducer is angled in a different direction, a distinctly different
configuration of echoes will be obtained. In the figure, the M-mode
displayed is at the same beam location as noted in the right-side
panel. Typical movement of the AML and PML is shown.
ECG¼ electrocardiogram signal. (From Pierand L., Meltzer
RS., Roelandt J, Examination techniques in M-mode and two-
dimensional echocardiography. In: Kraus R editor, The Practice
of Echocardiography, New York: John Wiley & Sons; copyright #
1985, p 69. This material is used by permission of John Wiley &
Sons, Inc.)



difficult to control. This can distort the image and render
size and dimension measurements unreliable.

Since the speed of sound is rapid enough to allow up to
5000 short pulses of ultrasound to be emitted and received
each second at depths typical for cardiac imaging, it was
recognized that multiple B-mode scans in several directions
could be processed rapidly enough to display a ‘‘real-time’’
image. Sector scanning in two dimensions was originally
performed by mechanically moving a single element piezo-
electric crystal through a plane. Typically, 128 B-mode scan
lines were swept through a 60–908 arc 30 times � s�1 to form
a video composite B-mode sector (Fig. 8). These mechanical
devices have been replaced by transducer arrays that place a
group of closely spaced piezoelectric elements, each with its
own electrical connection to the ultrasound system, into a
transducer. The type of array used depends on the structure

being imaged. For cardiac ultrasound, a phased array con-
figuration is used, typically consisting of 128–1024 indivi-
dual elements. In a phased array transducer, a portion of the
elements are fired to produce each sector scan line. The
sound beams are electronically steered through the sector by
changing the time delay sequence of the array elements
(Fig. 9). In a similar fashion, all elements are electronically
sequenced to receive reflected sound from selected parts of
the sector being scanned (5).

Use of a phased array device allows many other mod-
ifications of the sound wave in addition to steering. Further
sophisticated electronic manipulations of the time of sound
transmission and delays in reception allow selective focus-
ing of the beam to concentrate transmit energy that
enhance image quality of selected structures displaced in
the sector. Recent design advances have markedly
increased the sector frame rate (number of displayed sec-
tors/second) to levels beyond 220 Hz, markedly increasing
the time resolution of the imaging system. While the
human visual processing system cannot resolve time at
such a rapid rate, high frame rates allow for sophisticated
quantitation based on the 2D image, such as high-resolu-
tion graphs of time based indexes.

DOPPLER ECHOCARDIOGRAPHY

Application of the Doppler effect allows analysis of blood
flow within the heart and great vessels. The Doppler effect,
named for its discoverer Christian Doppler, describes the
change in frequency and wavelength that occurs with
relative motion between the source of the waves and the
receiver. If a source of sound remains stationary with
respect to its listener, then the frequency and wavelength
of the sound will also remain constant. However, if the
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Figure 7. Upper panel Schematic diagram of the heart as in
Fig. 6. The principal M-mode views are labeled 1–4. The corre-
sponding M-mode image from these four views is shown in lower
panel Abbreviations as in Fig. 6a Additional abbreviations:
AV¼Aortic valve, AAOW¼ anterior aortic wall, LA¼ left atrial
posterior wall, LVOT¼ left ventricular outflow tract, RVOT¼
right ventricular outflow tract. (From Pierand L, Meltzer RS,
Roelandt J, Examination techniques in M-mode and 2D echocar-
diography. In: Kraus R editor, The Practice of Echocardiography,
New York, John Wiley & Sons; copyright # 1985, p 71. This
material is used with permission of John Wiley & Sons, Inc.)

Figure 8. Diagram of a 2D echo mechanical transducer with
three crystals. As each segment sweeps through the 908 arc, an
element fires a total of 128 times. The composite of the 128 B-mode
lines form a 2D echo frame. Typically there are 30 frames/s of
video information, a rate rapid enough to show contractile motion
of the heart smoothly. (From Graham PL, Instrumentation. In:
Krause R. editor. The Practice of Echocardiography, New York:
John Wiley & Sons; copyright # 1985, p 41. This material is used
by permission of John Wiley & Sons, Inc.)



sound source is moving away from the listener wavelength
increases and frequency decreases. The opposite will occur
if the sound source is moving toward the listener (Fig. 10).

The Doppler principle is applied to cardiac ultrasound in
the following way: A beam of continuous wave ultrasound is
transmitted into the heart and reflected off red blood cells as
they travel through the heart. The reflected impulses are
then detected by a receiver. If the red blood cells are moving
toward the receiver, the frequency of the reflected echoes
will be higher than the frequency of the transmitted echoes
and vice versa (Fig. 10).

The difference between the frequency of the transmitted
and received echoes (usually called the Doppler shift) can
be related to the velocity of blood flow by the following
equation:

V ¼ cðfr � ftÞ
2ðftÞðcos uÞ30

where V is the blood flow velocity, c is the speed of sound
in soft tissue (1540 m � s�1), fr is the frequency of the
reflected echoes, ft is the frequency of the transmitted
echoes, and u is the intercept angle between the direction
of blood flow and the ultrasound beam. Thus, flow toward
the transducer will produce a positive Doppler shift
(fr> ft), while flow away from the transducer will produce
a negative Doppler shift (fr< ft). The only variable that
cannot be directly measured is u. Since cos 08¼ 1, it follows
that maximal flow will be detected when the Doppler
beam is parallel to blood flow. Since blood flow cannot be
seen with 2D echo, at best, u can only be estimated.
Fortunately, if u is within 208 of the direction of blood flow,
the error introduced by angulation is small. Therefore,

most investigators do not formally correct for u. Instead,
the Doppler beam is aligned as closely as possible in the
presumed direction of maximal flow and then adjusted
until maximal flow is detected (6).

Doppler echo operates in two basic formats. Figure 10
depicts the CW method. An ultrasound signal is continu-
ously transmitted into the heart while a second crystal (or
array of crystals) in the transducer continually receives
reflected signals. All red blood cells in the overlap region
between the beam patterns of the transmit and receive
crystals contribute to the calculated signal. The frequency
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Figure 10. Upper panel The Doppler effect as applied to ultra-
sound. The frequency increases slightly when the reflector is
moving toward the transducer and decreases when the reflector
is moving away from the transducer. Lower panel Relative mag-
nitude of the Doppler shift caused by red blood cells moving
between cardiac chambers. In this example the frequency shift
corresponds to a movement rate of 1 m � s�1. (Reprinted from
Zagzebski JA. Essentials of Ultrasound Physics. St. Louis:
Mosby-Year Book Inc.; copyright # 1996, with permission from
Elsevier.)

Figure 9. Diagram of a phased array transducer. Beam direction
is varied by changing the delay sequence among the transmitted
pulses produced by each individual element. (From Zagzebski JA.
Essentials of Ultrasound Physics. St. Louis: Mosby-Year Book Inc.;
copyright # 1996, with permission from Elsevier.)



content of this signal, combined with an electrocardio-
graphic monitor lead, is then displayed on a strip chart
similar to an M-mode echo (Fig. 11).

The advantage of the CW method is that it can detect a
wide range of flow velocities encompassing every possible
physiologic or pathologic flow state. The main disadvan-
tage of the CW format is that the site of flow cannot be
localized. To overcome the lack of localization of CW
Doppler, a second format was developed called pulsed
Doppler (PW). In this format, similar to B-mode echocar-
diographic imaging, brief bursts of ultrasound are trans-
mitted at a given frequency followed by a silent interval
(Fig. 12). Since the time it takes for a reflected burst of
sound waves to return to the receiving crystal is directly
related to the distance the reflecting structure is from the
receiver, the position in the heart from which blood flow is
sampled can be precisely controlled by limiting the time
interval during which reflected ultrasound is received.
This is known as range gating and allows the investigator
to limit the area sampled to small portions of the heart or
great vessel. There is a price to be paid for sample selec-
tivity, however. The maximal detectable velocity PW Dop-
pler is able to display is equal to one-half the pulse
repetition frequency (frequently called the Nyquist limit).
This reduces the number of situations in which flow velo-
city samples unambiguously display the flow phenomenon.
A typical PW Doppler display shows flow both toward and
away from the transducer (Fig. 13).

As one interrogates deeper structures progressively
further from the transducer, the pulse repetition frequency
must, of necessity, be decreased. As a result, the highest
detectable velocity of the PW Doppler mode becomes pro-
gressively smaller. Due to attenuation, the sensitivity for
detecting flow becomes progressively lower at greater dis-
tances from the transducer. Despite these limitations,
selective sampling of blood flow allows interrogation of a
wide array of cardiac structures in the heart.

When a measured flow has a velocity in a particular
direction greater than the Nyquist limit, not all of the
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Figure 12. Pulsed Doppler echocardiography. In place of a con-
tinuous stream of ultrasound, brief pulses are emitted similar to
M-mode or 2D imaging. By acquiring reflected signal data over a
limited time window following each pulse, reflections emanating
only from a certain depth may be received. (From Feigenbaum H,
Echocardiography (5th ed), Philadelphia, PA: Lea & Febiger; 1994,
p 29, with permission from Lippincott Williams & Wilkins #.)

Figure 13. Example of a pulsed wave Doppler tracing. The study
was recorded in duplex mode from the LVOT. The small upper
insert shows the 2D image which guides positioning of the sample
volume (arrow). The Doppler signal is shown below and has been
traced by the sonographer using electronic analysis system. Data
automatically detected from tracing the signal are shown on the
left and include the peak velocity (PV) of flow and the integral
of flow velocity (VTI) that can be used for calculations of cardiac
output.

Figure 11. Example of a continuous wave Doppler signal taken
from a patient. Flow toward the transducer is a positive (upward)
deflection from the baseline and flow away from the transducer is
downward. ECG¼ electrocardiogram signal.



spectral envelope of the signal is visible. Indeed, the velo-
city estimates ‘‘wrap-around’’ to the other side of the velo-
city map and the flow appears to be going in the opposite
direction. This phenomenon where large positives veloci-
ties are displayed as negative velocities is called aliasing.
There are two strategies to mitigate or eliminate aliasing.
The zero shift line (no velocity) may be moved upward or
downward, effectively doubling the display range in the
desired direction. This may be sufficient to ‘‘un-wrap’’ the
aliased velocity and display it entirely in the appropriate
direction. Some velocities may still be too high for this
strategy to work. To display these higher velocities an
alternative method called high pulse repetition frequency
(high PRF) mode is employed. In this mode, sample
volumes at multiples of the main interrogation sample
volume are also interrogated. This is accomplished by
sending out bursts of pulse packets at multiples of the
burst rate necessary to sample at the desired depth. The
system displays multiple sites from which the displayed
signal might originate. While this creates some ambiguity
in the exam, the anatomy displayed by the 2D exam usually
allows a correct delineation as to which range gate is
creating the signal (Fig. 14).

By itself, Doppler echo is a nonimaging technique that
only produces flow patterns and audible tone patterns
(since all Doppler shifts fall within the audible range).
Phased array transducers, however, allow simultaneous
display of both 2D images and Doppler in a mode called
duplex Doppler echocardiography. By using this combina-
tion, the PW Doppler sample volume is displayed as an
overlay on the 2D image and is moved to a precise area in
the heart where the flow velocity is measured (Fig. 13).
This combination provides both anatomic and physiologic
information about the interrogated cardiac structure. Most
commonly, Duplex mode is used with the PW wave format
of Doppler echo. However, it is also possible to position the
continuous wave beam anywhere in the 2D sector by super-
imposing the Doppler lineof interrogationon top of the2Dimage.

Just as changing from an M-mode echo to a 2D sector
scan markedly increases the amount of spacial data simul-
taneously available to the clinician, Doppler information
can be expanded from a single a PW wave sample volume or
CW line to a full sector array. Color Doppler echocardio-
graphy displays blood flow within the heart or blood vessel
as a sector plane of velocity information. By itself, a color
flow scan imparts little information so the display is always
combined with the 2D image as an overlay so blood flow
may be instantly correlated with anatomic structures
within the heart or vessel.

Color Doppler uses the same transmission principles as
B-mode 2D imaging and PW Doppler. Brief transmit pulses
of sound are steered along interrogation lines in a sector
simultaneously with usual B-mode imaging pulses
(Fig. 15). In place of just one pulse of sound, multiple
pulses are transmitted. The multiple bursts of sound,
typically 4–8 in number, are referred to as packets or
ensembles of pulses. The first signal stores all reflected
echoes along each scan line. Reflectors from subsequent
pulses in the packet are received, stored, and rapidly
compared to the previous packets. Reflected waves that
are identical during each burst in the packet are canceled

out and designated as stationary. Reflected waves that
progressively change from burst to burst are acquired
and processed rapidly for calculation of the phase shift
in the ultrasound carrier. Both direction and velocity of
movement are proportional to this phase change. Esti-
mates for the average velocity are assigned to a pixel
location on the video display. The velocity is estimated
by an auto correlator system. On the output display, velo-
city is typically displayed as brightness of a given color
similar to B-mode gray scale with black meaning no motion
and maximum brightness indicating the highest velocity
detected. Two contrasting colors are used to display direc-
tion of flow, typically a red-orange group for flow toward
the transducer and a blue group away from transducer.
Since the amount of data processed is markedly greater
than a typical B-Mode, maximum frame rates of sector scan
displays tend to be much lower. This limitation is due both
to the speed of sound and the multiple packets of ultra-
sound evaluated in each interrogation line. To maximize
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Figure 14. Example of high PFR mode of pulsed Doppler. The
signal is used for velocity detected at the main gate because pulse
packets are sent out more frequently at multiples of the frequency
needed to sample at the main gate. Information can also be
acquired at other gates that are multiples of the main gate.
While the Nyquist limit is higher due to a higher sampling
rate some signal ambiguity may occur due to information acquired
from the unwanted gates. (Reprinted from Zagzebski JA. Essen-
tials of Ultrasound Physics. St. Louis: Mosby-Year Book Inc. copy-
right # 1996 with permission from Elsevier.)



time resolution, the color flow sector used to display data
during a 2D echo may be considerably reduced in size
compared to a usual 908 2D sector scan. Some systems
can only display color flow data at relatively slow frame
rates of 6–10 Hz. Recent innovations, in which there are
multiple receive lines for each transmit line allow much
higher frame rates giving excellent time resolution on some
systems (7).

Clinically, precise measurement of flow velocity is
usually obtained with PW or CW Doppler. Color is used
to rapidly interrogate a sector for the presence or absence of
blood flow during a given part of the cardiac cycle. Another
important part of the color exam is a display of the type of
flow present. Normal blood flow is laminar; abnormal blood
flow caused by valve or blood vessel pathology is turbulent.
The difference between laminar and turbulent flow is
easily displayed by color Doppler. With laminar flow, the
direction of flow is uniform and variation in velocity of
adjacent pixels of interrogation is small. With turbulent
flow, both parameters are highly variable. The auto corre-
lation system analyzing color Doppler compares the var-
iance in blood flow between different pixels. The display
can be set to register a third color for variance such as
green, or the clinician may look for a ‘‘mosaic’’ pattern of
flow in which non uniform color velocities and directions
are scattered through the sector areas of color interroga-
tion (Figs. 16 and 17).

As with pulsed Doppler there is a Nyquist limit restric-
tion on maximal velocity than can be displayed. The zero
flow position line may be adjusted as with PW Doppler to
maximize the velocity limit in a given direction. High PRF
is not possible with color Doppler. The nature of the color
display is such that aliasing results in a shift from one color
sequence to the next. Thus, in some situations a high
velocity shift can be detected due to a clear shift in color
(e.g., from a red-orange sequence to a blue sequence). This
phenomenon has been put to use clinically by purposely
manipulating the velocity range of color display to force
aliasing to occur. By doing this, isovelocity lines are dis-
played outlining a velocity border of flow in a particular
direction and a particular velocity (8).

Thus far, all discussion of Doppler has been confined to
interrogation and display of flow velocity. Alternate modes
of interrogation are possible. One mode, called power Dop-
pler (or energy display Doppler) assesses the amplitude of
the Doppler signal rather than velocity. By evaluating
amplitude in place of velocity, this display becomes propor-
tional to the number of moving blood cells present in the
interrogation field rather than the velocity. This applica-
tion is particularly valuable for perfusion imaging when
the amount of blood present in a given area is of primary
interest (9).

ULTRASOUND SIGNAL PROCESSING, DISPLAY, AND
MANAGEMENT

Once each set of the reflected ultrasound data returns to
the transducer, it is processed and then transmitted to
video display. The information is first processed by a scan
converter, which assigns video data to a matrix array of
picture elements, ‘‘pixels.’’ Several manipulations of the
image are possible to reduce artifacts, enhance information
in the display, and analyze the display quantitatively.

The concept of attenuation has been introduced earlier.
In order to achieve a usable signal, the returning reflec-
tions must be amplified. The amplification can be done in
multiple ways. Similar to a sound system, overall gain may
be adjusted to increase or decrease the sensitivity of the
received signal. More important, however, is the progres-
sive loss of signal strength that occurs with reflections from
deeper structures due to attenuation. To overcome this
issue, ultrasound systems employ a variable gain circuit
that selectively allows gain control at different depths. The
applied gain is changed as a function of time (range) in the
gain circuit, hence the term time gain compensation (TGC)
is used to describe the process. This powerful tool can
‘‘normalize’’ the overall appearance of the image helping
make much weaker returning echoes from great depth
appear equal to near-field information (Fig. 18). The user
also has slide pot control of gain as a function of depth.
Some of this user-defined adjustment is applied as part of
the TGC function or later as part of digital signal proces-
sing.

Manipulation of data prior to writing into the scan
converter is called preprocessing. An important part of
preprocessing is data compression. The raw data received
by the transducer encompasses such a broad energy range
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Figure 15. Diagram showing method of transmission of color flow
Doppler ultrasound signals. Packets or ensembles of pulses repre-
sented by the open circles in the figure are sent out along some of
the scan lines of the image. The reflected waves are analyzed in an
autocorrelation circuit to allow display of the color flow image.
(Reprinted from Zagzebski JA. Essentials of Ultrasound Physics.
St. Louis: Mosby-Year Book Inc. copyright # 1996, with permis-
sion from Elsevier.)



that it cannot be adequately shown on a video display.
Therefore, the dynamic range of the signal is reduced to
better fit visual display characteristics. Selective
enhancement of certain parts of the data is possible to
better display borders between structures. Finally, per-
sistence may be added to the image. With this enhance-
ment, a fraction of data from the previous video frames at
each pixel location may be added and averaged together.
This helps define weaker diffuse echo scatterers and may
work well in a static organ. However, with the heart in
constant motion, only modest amounts of persistence add
value to the image. Too much persistence reduces motion
resolution of the image.

Once the digital signal is registered in the scan con-
verter, further image manipulation is possible. This is
called postprocessing of the image. Information in digital
memory has a 1:1 ratio between ultrasound signal ampli-
tude and video brightness. Depending on the structure
imaged, considerable information may not be discernible
in the image. With postprocessing, the relationship of video
brightness to signal strength can be altered, frequently to
enhance weaker echos and suppress high amplitude
echoes. This may result in a better appreciation of less
echogenic structures such as myocardium and the edges of
the myocardium. The gray scale image may be transformed
to a pseudo-color display that adds color to video amplitude
data. In certain circumstances this may allow differentia-
tion of pathologic changes from normal. Selective magni-
fication of the image is also possible (Fig. 19).
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Figure 16. Diagram of color Doppler
signal processing. At top, each box in
the insonification line indicates a pulse
of sound. A packet is made up of 4–8
pulses. The steps in the analysis cycle of
a packet are shown in the ‘‘Echo’’ col-
umn and represent the comparison
function of the autocorrelation system.
From the first pulse the analysis deter-
mines the appropriate color represent-
ing direction. Comparisons between
subsequent packets detect the velocity
of blood flow. The brightness of the color
selected corresponds to velocity. Com-
parisons of the variability of velocity are
also done. Green is added proportional
to the amount of variance. The final
pixel color represents an average of
the packet data for direction, velocity
and variance. The right-hand column is
the ‘‘color bar’’ that summarizes the
type of map used, displays the range
of color and brightness selected, and
depicts how variance is shown. (From
Sehgal CM, Principles of Ultrasound
and Imaging and Doppler Ultrasound.
In: Sutton, MG et al. editors: Textbook
of Echocardiography and Doppler
Ultrasound in Adults and Children
(2nd ed). Oxford: Blackwell Science
Publishing; 1996. p 29. Reprinted with
permission of Blackwell Publishing,
LTD. p 29)

Figure 17. Color Doppler (here shown in gray scale only) depict-
ing mitral valve regurgitation. The large mosaic mitral insuffi-
ciency jet is caused by turbulent flow coming through the mitral
valve. The turbulent flow area has been traced to measure its area.
The more uniform flow in the left atrium is caused by normal flow
in the chamber. It is of uniform color and of much lower velocity.



Signal processing of PW and CW Doppler data includes
filtering and averaging, but the most important component
of the analysis is the computation of the velocity estimates.
The most commonly used method of analysis is the fast
Fourier transform analyzer, which estimates the relative
amplitude of various frequency components of the input
signal. This system (Fig. 20) divides data up into discreet
time segments of very short duration (1–5 ms). For each
segment, amplitude estimates are made for each frequency
that corresponds to different velocity components in the
flow and the relative amplitude of each frequency is
recorded on gray scale display. Laminar flow typically
has a narrow, discrete velocity range on PW Doppler while
turbulent flow may be composed of the entire velocity
range. Differentiation of laminar from turbulent flow
may help define normal from abnormal flow states. Similar
analysis is used to display the CW Doppler signal. Color
Doppler displays can be adjusted by using multiple types of
display maps. Each manufacturer has basic and special
proprietary maps available to enhance color flow data.

All Doppler data can be subjected to selective band pass
filters. For conventional Doppler imaging, signals coming
from immobile structures or very slow moving structures
such as chamber walls and the pericardium, are effectively
blanked out. The range of velocity filtered can be changed
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Figure 18. Processing steps during transmission of sound data to
the scan converter. Raw data emerges from the transducer (a) that
is imaging two objects that produce specular border echoes at
points 1, 2, 3, and 4 and scattered echoes in between. (b) Specular
echo raw data. (c) Low noise amplification is applied. Both
specular and scattered echoes are now shown. Relative signal
strength declines with depth due to attenuation of the signal,
making signal 4 weaker than signal 1 even though the material
border interface at borders 1 and 4 are identical. (d) Time gain
compensation is applied proportionally by depth to electronically
amplify signals received progressively later after the pulse leaves
the transducer. This helps equalize perceived signal strength (e).
The signal is then rectified (f) and smoothed (g) before entering the
scan converter. (h) The process is repeated several times per
second, in this case all new data appears every 1/30 of a second.
The end result is a ‘‘real-time’’ video display of the two structures.
(From Sehgal SH, Principles of Ultrasound Imaging and Doppler
Ultrasound. In: Sutton MG et al. editors. Textbook of Echocardio
graphy and Doppler Ultrasound in Adults and Children. Oxford:
Blackwell Science; 1996. p 11. Reprinted with permission of
Blackwell Publishing, LTD.)

Figure 19. B-mode post processing occurs in which signal input
intensity varies from 0 to 127 units. On the left side of the figure a
linear output is equally amplified, the signal intensity range is now
0–255. On the right, nonlinear amplification is applied. The output
is manipulated to enhance or compress the relative video intensity
of data. In this example high energy specular reflection video data
is relatively compressed (high numbers) while low energy data
(from scattered echoes and weak specular echoes) is enhanced.
Thus relatively more of the video range is used for relatively
weaker signals in the final product. This postprocessing is in
addition to time gain compensation done during preprocessing.
(From Sehgal SH. Principles of Ultrasound Imaging and Doppler
Ultrasound, In: Sutton MG et al. editors: Textbook of Echocardio-
graphy and Doppler Ultrasound in Adults and Children. Oxford:
Blackwell Science; 1996. p 12. Reprinted with permission of
Blackwell Publishing, LTD.)

Figure 20. Upper panel Build-up of a spectral Doppler signal by
Fast-Fourier analysis. The relative amplitude of the signal at each
pixel location is assigned a level of gray. With laminar flow, the
range of velocities is narrow resulting in a narrow window of dis-
played velocity. Lower panel As flow becomes more turbulent the
range of velocities detected increases to the point that very turbu-
lent signals may display all velocities. (Reprinted from Zagzebski
JA. Essentials of Ultrasound Physics. St. Louis: Mosby-Year Book
Inc. copyright # 1996, p 100,101, with permission from Elsevier.)



for different clinical circumstances. In some situations, not
all of the slower moving structures can be fully eliminated
without losing valuable Doppler data, resulting in various
types of artifact.

New techniques of Doppler analysis focus on analyzing
wall motion with Doppler and displaying the data either in
color or with Fourier transform analysis. In this setting,
the band pass filters are set to eliminate all high velocity
data from blood flow and only analyze very low velocity
movement coming from the wall of the ventricles or other
structures such as valve tissue. Analysis of tissue motion
measures the velocity of wall movement at selected loca-
tions in the heart using the typical PW sample volume.
Conventional strip chart display is used and velocity can be
displayed to represent both the velocity of contraction and
the velocity of relaxation (Fig. 21). Color Doppler uses the
auto correlator system to calculate velocity of large seg-
ments of myocardium at once. Systems that record data at
high color Doppler frame rates store sufficient information
to allow selective time—velocity plots to be made at various
locations of the cardiac chamber walls. Color Doppler may
also be utilized to calculate strain and strain rate, another
alternate display mode being investigated as a parameter
of ventricular function (10,11).

Once the video signal processing is complete, it is
displayed on a monitor. Until recently, most monitors
were analogue and used standard NTSC video display
modes. The composite (or RGB) signal was sent to a
videocassette recorder for long-term storage and play-
back. The study could then be played on a standard video
playback system for review and interpretation. Many
laboratories continue to use this method of recording
and storage of images.

Recently, many echo laboratories have changed to digi-
tal image display and storage. In some labs, the ultrasound
system directly records the study in digital format, storing
data on a large hard disk in the ultrasound system. The
data is then output, typically using a DICOM standard
signal to a digital storage and display system. Other
laboratories may attach an acquisition box to the ultra-
sound system that digitally records and transmits the RGB
signal to a central image server.

A digital laboratory set up is shown in Fig. 22. It has
several advantages over videotape. Image data is sent to a
server and on to a digital mass storage device. Depending
on the amount of digital storage and volume of studies in
the lab, days to months of image data may be instantly
available for review. More remote data is stored in a mass
storage system (PACS system) on more inexpensive media
such as digital tape. Data in this remote storage may be
held online in a second ‘‘juke box’’ server or be fully off line
in storage media that must be put back on line manually.

Digital systems link the entire lab together and are
typically integrated with the hospital information system.
Common studies may be organized by patient and dis-
played on multiple workstations within the laboratory,
hospital, and at remote clinics. This is a marked improve-
ment compared to having each study isolated to one video-
tape. The quality of the image is superior. High-speed fiber
optic links allow virtually simultaneous image retrieval at
remote sites. Lower speed links may need several minutes
to transmit a full study. To reduce the amount of storage,
studies are typically compressed. Compression ratios of
30:1 can be used without evidence of any significant image
degradation.
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Figure 21. Example of tissue Doppler imaging. Duplex mode is
used; the 2D image is shown in the upper insert. The sample
volume has been placed outside the left ventricular cavity over the
mitral valve annulus and is being used to detect movement of that
structure. The three most commonly detected waveforms are
shown: (S) systolic contraction wave, (E) early diastolic relaxation
wave, and (A) atrial contraction wave.

Figure 22. Organization chart showing a digital echo image
storage system. Images generated by the ultrasound systems in
the hospital and remote sites are input via high speed links thr-
ough a switch to the server. The server has on line digital storage
and is linked to a jukebox mass storage device. From the server,
data may be viewed at any workstation either in the hospital or
remotely. The hospital information system is linked to the system.
This can allow electronic ordering of studies, downloading of de-
mographic data on patients and interface with the workstations.
Typically, images are reviewed at a workstation; a report is com-
posed and is electronically signed. The report is stored in the server
but may also be sent to the Hospital Information System electronic
record or put out on paper as a final report.



THE ECHOCARDIOGRAPHIC EXAMINATION

The Transthoracic Exam

A full-featured cardiac ultrasound system is designed to
allow the operator to perform an M-mode echo, 2D echo,
CW Doppler, PW Doppler, color Doppler, and tissue Dop-
pler examination. Except for the specialized CW Doppler
transducer, the entire exam is usually performed with a
broadband multipurpose transducer. Occasionally, a spe-
cialized transducer of a different frequency or beam focus
must be utilized to interrogate certain types of suspected
pathology. The examination is performed in a quiet, dar-
kened room with the patient supine or lying in a left lateral
position on a specialized exam bed. The transducer is
covered with a coupling medium (gel-like substance) that
allows a direct interface between the transducer head and
the patient’s skin. If this coupling is broken the signal will
be lost since ultrasound reflects strongly from tissue–air
interfaces (Table 1). The transducer is then placed between
the ribs, angled in the direction of the heart (ultrasound
penetrates bone poorly and bone causes image artifacts),
and adjusted until a satisfactory image is obtained (Fig.
2a). Electrodes for a single channel electrocardiogram are
applied to the patient. The electrocardiogram signal is
displayed continuously during the exam.

A standard examination begins in the left parasternal
position (i.e., in the fourth and fifth rib interspaces just left
of the sternum) (Fig. 2b). By orienting the 2D plane parallel
to the long axis of the heart, an image of the proximal aorta,
aortic valve, left atrium, mitral valve, and left ventricle can
be obtained (Fig. 23). The standard M-mode echocardio-
graphic views for dimension measurement are also
obtained from this view (Fig. 6). Color Doppler is activated
to examine flow near the mitral and aortic valves. By
angulation from this position the tricuspid valve and por-
tions of the right atrium and right ventricle are brought
into view (Fig. 24). By rotation of the transducer�908 from
the long axis, the parasternal short-axis view is obtained.

By progressively changing the angle of the transducer it is
possible to obtain a series of cross-sectional views through
the left ventricle from near the apex to the base of the heart
at the level of the origin of the great vessels (Figs. 25 and
26). In an optimal study, several cross-sections through the
left ventricle, mitral valve, aortic valve, and to a lesser
degree the tricuspid valve, pulmonic valve, and right ven-
tricular outflow tract can be obtained. Since conventional
1D arrays yield only 2D images, only small slices of the
heart are examined at any one time.

The transducer is then moved to the mid-left chest
slightly below the left breast where the apex of the heart
touches the chest wall (Fig. 2). The 2D transducer is then
angled along the long axis toward the base of the heart. The
result is a simultaneous display of all four chambers of the
heart and the mitral and tricuspid valves (Fig. 27). No M-
mode views are taken from this position. Using duplex
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Figure 24. Parasternal long axis view angled toward the right
ventricle. Right-sided structures are shown: right atrium (RA),
right ventricle (RV) and tricuspid valve (TV).

Figure 25. Parasternal short axis view at the level of the great
vessels. Shown is the aorta (Ao), a portion of the left atrium (LA),
the origin of the left (LCA), and right (RCA) coronary arteries, and
a part of the right ventricular outflow tract.

Figure 23. Parasternal long axis view of the heart (LAXX) similar
to orientation shown in Fig. 6. Abbreviations are as follows: aorta
(Ao), left ventricle (LV), left atrium (LA), and right ventricle (RV).
This is a 2D image.



mode, PW Doppler samples of blood flow are taken to show
the forward flow signal across the mitral and tricuspid
valves (Fig. 28). By further anterior angulation, the left
ventricular outflow tract and aortic valve are imaged
(Fig. 29) and forward flow velocities are sampled at each
site. The 2D image allows precise positioning of the Dop-
pler sample volume. By rotation of the transducer, further
selective portions of the walls of the left ventricle are
obtained (Fig. 30). Color Doppler is then used to sample
blood flow across each heart valve, screening for abnormal
turbulent flow, particularly related to valve insufficiency
(leakage during valve closure). The transducer is then
moved to a location just below the sternum (Fig. 2b) and
aimed up toward the heart where the right atrium and
atrial septum can be further interrogated, along with
partial views of the other chambers (Fig. 31). In some

patients, cross-sectional views equivalent to the short-axis
view may be obtained.

However, this view in most patients is less useful
because the heart is further from the transducer causing
reduced resolution and increased attenuation of the echo
signals. Finally, the heart may be imaged from the supras-
ternal approach (Fig. 2b), which generally will allow a view
of the ascending aorta and aortic arch (Fig. 32).
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Figure 27. The transducer is placed in the apical position. The
view shown is the apical ‘‘four chamber’’ view since all four cham-
bers of the heart can be imaged simultaneously. Abbreviations are
as follows: left ventricle (LV), left atrium (LA), right atrium (RA),
and right ventricle (RV).

Figure 28. By using the same transducer orientation as Fig. 27,
several other types of data are obtained. In this case, the system
has been switched to Duplex mode. The 2D echo is used as a guide
to position the mitral sample volume (small upper image). Flow is
obtained across the mitral valve (MV) with waveforms for early
(E), and atrial (A) diastolic flow shown.

Figure 29. From the view shown in Fig. 27, the transducer has
been tilted slightly to show the outflow region of the left ventricle
(LV) where blood is ejected toward the aorta (Ao). Abbreviations
are as follows: left atrium (LA), right atrium (RA), and right
ventricle (RV).

Figure 26. Short axis orientation at the transducer (SAXX) show-
ing a cross-sectional view of the left ventricle (LV). The muscle
appears as a ring. The septum (IVS) separates the LV from the
right ventricle (RV).



The Transesophageal Exam

About 3–10% of hospital-based echocardiograms are per-
formed using a specialized transesophageal (TEE) device.
The ultrasound transducer, smaller but otherwise of vir-
tually equal capability to the transthoracic device, is
attached to the end of an endoscope. The patient is prepared
using a topical anesthetic agent in the mouth and pharynx
to eliminate the gag reflex and given conscious sedation to
increase patient comfort. Patient status is monitored by a
nurse, the ultrasound system operated by a sonographer

and the transducer inserted by a physician who personally
performs the exam. As the transducer is passed down in the
esophagus, multiple imaging planes are obtained. These
planes are obtained by a combination of movement of the
transducer to different levels of the esophagus, changing
the angle of the transducer and controlling the transducer
head. Originally, the transducer was fixed in one location on
the endoscope. Virtually all devices now made allow the
operator to rotate the transducer through a 1808 arc mark-
edly increasing the number of imaging planes in the exam
(Figs. 33–35). Using this method multiple views of struc-
tures in both a long and short axis configuration are possi-
ble. The transducer may also be passed into the stomach
where additional views are possible.
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Figure 30. From the position shown in Fig. 27, the transducer is
rotated to show a different perspective from the apical view. The
‘‘two-chamber’’ view shows only the left-sided chambers and the
mitral valve (MV) that controls flow between these two chambers.
Abbreviations are as follows: left ventricle (LV) and left atrium
(LA).

Figure 31. The transducer is moved to the subcostal position (see
Fig. 2b). Portions of all four chambers are visible. Abbreviations
are as follows: left atrium (LA), left ventricle (LV), right atrium
(RA), and right ventricle (RV).

Figure 32. The transducer is positioned at the suprasternal notch
(see Fig. 2b). A portion of the aorta (Asc Ao and Dsc Ao) is visible
along with the origins of three branches coming off of this struc-
ture: innominate artery (IA), left common carotid artery (LCCA)
and left subclavian (LSC).

Figure 33. Image generated by a transducer placed in the eso-
phagus. Abbreviations are as follows: left ventricle (LV) and left
atrium (LA).



The exam is performed in a similar fashion to the
transthoracic exam in that multiple views of cardiac cham-
bers and valves are taken in an organized series of views to
achieve a complete examination of the heart. Many planes
are similar to the transthoracic exam except for location of
the transducer. Other views are unique to the TEE exam
and may be the clinical reason the exam was performed.
Once the exam is complete, the transducer is removed, and
the patient is monitored until recovered from the sedation
and topical anesthesia.

The Intracardiac Exam

During specialized procedures it may be valuable to exam-
ine the heart from inside. This is usually done during
specialized sterile cardiac procedures when a transthoracic
transducer would be cumbersome or impossible to use and
a TEE also would be impractical.

A catheter with a miniaturized transducer is passed
under fluoroscopic guidance up large central veins from the
groin to the right side of the heart. For most applications,
the device may be placed in the right atrium, or infre-
quently, in the right ventricle. The transducer is a minia-
ture phased array device that can provide 2D and Doppler
information. In most cases, the clinical diagnosis is already
known and the patient is undergoing a specialized cardiac
procedure in the catheterization laboratory to close a con-
genital defect or monitor radio frequency ablation during a
complex electrophysiologic procedure, attempting to elim-
inate a cardiac rhythm disorder. The device contains con-
trols that allow change of angle in four directions. This,
combined with positional placement of the catheter in
different parts of the cardiac chambers, allows several
different anatomic views of cardiac structures (Fig. 36).

The Stress Echo Exam

Combining a transthoracic echo with a stress test was first
attempted in the 1980s, became widely available in the
mid-1990s, and is now a widely utilized test for diagnosis of
coronary artery disease. The echo exam itself is purposely
brief, usually confined to 4–6 2D views.

A patient having a stress echo is brought to a specialized
stress lab that contains an ultrasound system set up to
acquire stress images, an exam table, and a stress system
that most commonly consists of a computerized electro-
cardiography system that runs a motorized treadmill
(Fig. 37). The patient is connected to the 12-lead electro-
cardiogram stress system and a baseline electrocardiogram
is obtained. The baseline echo is next performed, recording
2D views (Fig. 38). Then the stress test is begun. It can be
performed in two different formats:

1. Exercise: If the patient is able to walk on a treadmill
(or in some labs, pedal a bike), a standard maximal
exercise test is performed until maximum effort has
been achieved. Immediately upon completion of exer-
cise, the patient is moved back to the echo exam table
and repeat images are obtained within 1–2 min of
completion of exercise.

2. Pharmacologic stimulation: If the patient is unable to
exercise, an alternative is stimulation of the heart
with an intravenous drug that simulates exercise.
Most commonly, this is dobutamine, which is given,
in progressively higher doses in 3–5 min stages. The
patient remains on the exam table the entire time,
connected to the electrocardiographic stress system.
2D echo images are obtained; at baseline, low dose,
intermediate dose, and peak dose of drug infusion
during the exam.

In both types of tests, clinical images are recorded and
then displayed so that pretest and posttest data can be
examined side by side. Comparisons of cardiac function are
carefully made between the prestress and poststress
images. The test relies on perceived changes in mechanical
motion of different anatomic segments of the heart. Both
inward movement of heart muscle and thickening of the
walls of the ventricles are carefully evaluated. The normal
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Figure 34. Image from a transesophageal transducer. This is a
magnified view of the mitral valve leaflets (arrows).

Figure 35. Image from a transesophageal transducer. The septal
structure (IAS) that separates the two atrial chambers is shown
(arrow).



heart responds by augmenting inward motion and wall
thickening in all regions. If blood supply to a given segment
is not adequate, mechanical motion and wall thickening
either fails to improve or deteriorates in that segment, but
improves in other segments. This change defines an abnor-
mal response on a stress echo (Fig. 38). The location and
extent of abnormal changes in wall motion and thickening
are reported in a semiquantitative manner. In addition, the
electrocardiogram response to stress is also compared with
the baseline exam and reported along with patient symp-
toms and exercise capacity.
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Figure 37. Typical set-up of a laboratory to perform stress echo-
cardiograms. Shown are the echocardiographic examination table
(ET), the treadmill (T), the treadmill computer control system
(TC), and the ultrasound system (US).

Figure 38. Quad screen format of view obtained from a stress
echocardiography examination. Four views are displayed simul-
taneously, and the particular views shown can be changed to
accommodate direct comparison of pre- (images on the left) and
posttest images on the right views of the same part of the heart as
shown in the example. The arrow indicates an area of the heart
that failed to respond normally.

Figure 36. (a) Image of the atrial septum in a patient with an
atrial septal defect (arrow). This image was taken with an intra-
cardiac transducer placed in the right atrium (RA). The image is of
similar quality to that seen in Fig. 35. (b) Image of same structure
as (a) demonstrating color flow capabilities at the intracardiac
transducer. Color Doppler (seen in gray scale) confirms the struc-
ture is a hole with blood passing through the hole (ASD shunt). (c)
Image taken from same position as (a) and (b). The atrial septal
defect has been closed with an occluder device (arrow). Doppler
was used (not shown) to confirm that no blood could pass through
the previously documented hole.



CLINICAL USES OF ECHOCARDIOGRAPHY

M-Mode Echocardiography

The M-mode echo was the original cardiac exam and for
years was the dominant cardiac ultrasound study per-
formed. The 2D echo has superseded M-mode echo as the
primary examination technique and in most circumstances
is superior. However, many laboratories continue to perform
at least a limited M-mode exam because dimension mea-
surements are well standardized. In addition, due to its high
sampling rate, M-mode echo is superior to 2D echo for
timing of events within the cardiac cycle and for recording
simultaneously, with other physiologic measurements such
as phonocardiograms and pulse tracings. Certain movement
patterns of heart valves and chamber walls are only
detected by M-mode, thus providing unique diagnostic infor-
mation (Fig. 39).

Most M-mode echo data is obtained from multiple
different ‘‘ice pick’’ views, all obtained from the paraster-
nal position (Fig. 7). The 2D image is used to direct the
cursor position of these views. The first view angles
through a small portion of the right ventricle, the ven-
tricular septum, the left ventricular chamber, the poster-
ior wall of the left ventricle, and the pericardium. From
this view, left ventricular wall thickness and the short-
axis dimensions of this chamber can be measured. By
calculating the change in dimension between end diastole
(at the beginning of ejection) and end systole (at the end of
ejection), the fractional shortening can be measured using
the equation:

LVEDD� LVESD

LVEDD
¼ fractional shortening

where LVEDD is the left ventricular end diastolic dimen-
sion and LVESD is the left ventricular end systolic dimen-

sion. This measurement estimates left ventricular
function (Fig. 40). Dimension measurements give a rela-
tively precise estimate of left ventricular chamber size to
calculate whether the ventricle is inappropriately
enlarged. In a similar manner wall thickness measure-
ments can be utilized to determine if the chamber walls
are inappropriately thick (left ventricular hypertrophy),
asymmetrically thickened (hypertrophic cardiomyopa-
thy), or inappropriately thin (following a myocardial
infarction).

The second ice pick view passes through the right
ventricle, septum, mitral valve leaflets, and posterior wall.
This view is used primarily to evaluate motion of the mitral
valve. Certain types of mitral valve disease alter the pat-
tern of motion of this valve (Fig. 39). Other abnormal
patterns of leaflet motion may indicate dysfunction else-
where in the left ventricle.

The third ice pick view passes the echo beam through
the right ventricle, aortic valve, and left atrium. From this
view, analogous to the mitral valve, the pattern of aortic
valve motion will change in characteristic ways allowing
the diagnosis of primary aortic valve disease or diseases
that cause secondary aortic valve motion changes. Also,
from this view the diameter of the left atrium is measured
and whether this structure is of normal size or enlarged can
be of considerable importance in several circumstances.
Other views are possible, but rarely used.

Measurements taken from M-mode may be performed
during the exam by the sonographer. Usually, the scrolling
M-mode video display is saved in digital memory on the
system. The saved data is then reviewed until the best
depiction of the various views discussed above is displayed.
The sonographer then uses electronic calipers, automatically
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Figure 39. Example of an M-mode echocardiogram of the mitral
vale showing abnormal motion, in this case a ‘‘B-bump’’ indicating
delayed closure of the valve. DCM¼dilated cardiomyopathy.

Figure 40. Example of an M-mode echocardiogram of the left
ventricle. The typical measurements of wall thickness (IVSed
and LVPWed) and chamber dimensions (RVIDed, LVIDed and
LVIDes) are shown. Several calculated parameters are possible
from these values.



calibrated by the system, to record dimension measurements
(Fig. 40). Basic measures are made and formulas for derived
data such as the % FS are automatically calculated. Mea-
surements can also be made ‘‘off line’’ using special work-
stations that display the video information at the time the
study is interpreted by the physician.

Two-Dimensional Echocardiography

The 2D exam gives information about all four cardiac
chambers and all four cardiac valves. It also serves as
the reference point for positioning all Doppler sample
volumes and the color Doppler exam. The heart is imaged
from multiple positions, which not only improves the
chance of useful information being obtained, but also
allows better characterization of a given structure because
the structure is seen in several perspectives. The primary
role of a 2D echo is to characterize the size of the left and
right ventricles as normal or enlarged, and if enlarged,
estimate the severity of the problem. Second, the 2D exam
evaluates pump function of the two ventricles. Function is
characterized globally (i.e., total ventricular performance)
or regionally (i.e., performance of individual parts of each
ventricle). Some types of disease affect muscle function
relatively equally throughout the chambers. Other forms of
disease, most notably coronary artery atherosclerosis,
which selectively changes blood supply to various parts
of the heart, cause regional changes in function. In this
disease, some portions of the heart may function normally
while other areas change to fibrous scar and decrease or
stop moving entirely. Global function of the left ventricle
can be characterized quantitatively. The most common
measurements of function use calculations of volume dur-
ing the cardiac cycle. This is quantified when the heart is
filled maximally just before a beat begins and minimally
just after ejection of blood has been completed. The volume
calculations are used to determine of ejection fraction. The
equation is

Ejection fraction ¼ LVEDV � LVESV

LVEDV
� 100

where LVEDV¼ left ventricular end diastolic volume and
LVESV¼ left ventricular end systolic volume.

The 2D echo is sensitive for detecting abnormalities
within the chambers, such as blood clots or vegetations
(infectious material attached to valves). Abnormalities
surrounding the heart, such as pericardial effusions (fluid
surrounding the heart), metastatic spread of tumors to the
heart and pericardium, and abnormalities contiguous to
the heart in the mediastinum or great vessels can be
readily imaged. Most of this information is descriptive in
nature (Figs. 41 and 42).

The ability to directly and precisely make measure-
ments from 2D echo views for quantitative measurements
of dimensions, areas, and volumes is built into the ultra-
sound system and is typically done by the sonographer
during the exam in a similar fashion to M-mode. Further
measurements may be performed off line on dedicated
analysis computers. Many parts of the interpretation of
the exam, however, remain primarily descriptive and are
usually estimated by expert readers.

Doppler Echocardiography

While the 2D echo has considerably expanded the ability to
characterize abnormalities of the four heart valves, it has
not been possible to obtain direct hemodynamic informa-
tion about valve abnormalities by imaging alone. Doppler
imaging provides direct measurement of hemodynamic
information.

By using Doppler, six basic types of information can be
obtained about blood flow across a particular region:

1. The direction of the blood flow.

2. The time during the cardiac cycle during which blood
flow occurs.

3. The velocity of the blood flow.

4. The time the peak velocity occurs.

5. The rate at which velocity changes.
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Figure 42. Example of a patient with fluid surrounding the heart.
The dark area surrounding the heart (pericardial effusion) is
shown. In this case, increased pressure caused by the effusion
compresses part of the right atrium (RA).

Figure 41. Example of detection of a blood clot (thrombus) in the
left ventricular chamber.



6. The pressure drop or gradient across a particular
valve or anatomic structure.

Data about pressure gradients is derived from the velo-
city measurement using the Bernoulli equation:

P1 � P2 ¼ 1=2rðV2
2 � V2

1 Þ|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
Convective
acceleration

þ r

ð2

1

dv

dt
ds

|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Flow

acceleration

þ R ðvÞ|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
Viscous
friction

where Pl�P2 is the pressure drop across the structure V2

and V1 being blood flow velocity on either side of the
structure, and r is the mass density of blood (1.06� 103

kg/m3). For applications in the heart, the contributions by
the flow acceleration and viscous friction terms can be
ignored. In addition, V1 is generally much less than V2

(thus, V1 can usually be ignored), and r is a constant for the
mass density of blood (6). Combining all these changes
together results in the final ‘‘simplified’’ form of the Ber-
noulli equation:

P1 � P2 ¼ 4 V2

Cardiac Output. When the heart rate, blood flow velocity
integral, and cross-sectional area of the region across
which the blood flow is measured are known, cardiac out-
put can be estimated using the following equation:

CO ¼ A� V �HR

where CO is the cardiac output, A is the cross-sectional
area, V is the integrated blood flow velocity, and HR is the
heart rate.

The Character of the Blood Flow. The differentiation
between laminar and turbulent blood flow can be made
by observation of the spectral pattern. In general, laminar
flow (all recorded velocities similar) occurs across normal
cardiac structures of the heart, while disturbed or turbu-
lent flow (multiple velocities detected) occurs across
diseased or congenitally abnormal cardiac structures
(Fig. 20).

Doppler is most valuable in patients with valvular heart
disease and congenital heart disease. In the case of valve
stenosis (abnormal obstruction to flow), use of Doppler
echocardiography allows quantification of the pressure
gradient across the valve (Fig. 43). Using the continuity
principle, which states that the product of cross-sectional
area and flow velocity must be constant at multiple loca-
tions in the heart, it is possible to solve for the severity of
valve stenosis. The equation may be written as noted and
then manipulated to solve for the area at the stenotic valve
(A2).

A1V1 ¼ A2V2

A1V1

V2
¼ A2

For valvular insufficiency, Doppler echocardiography is
most useful when the color Doppler format is used in

conjunction with 2D echo. Since an insufficient valve
(i.e., a valve that allows backward leakage of blood when
closed) produces turbulent flow in the chamber behind the
valve, color Doppler immediately detects its presence. The
extent to which turbulent flow can be detected is then
graded on a semiquantitative basis to characterize the
amount of valve insufficiency (Fig. 17). Since only 2D
are interrogated at any given time, the best results are
obtained when Doppler sampling is done from more than
one view.

In patients with congenital heart disease, Doppler echo-
cardiography allows the tracing of flow direction and velo-
city across anatomic abnormalities, such as holes between
various cardiac chambers (i.e., atrial or ventricular septal
defects). It can also display gradients across congenitally
malformed valves and great vessels and also determine the
direction and rate of flow through anatomically mal posi-
tioned chambers and great vessels.

In addition to direct interrogation of heart valves for
detection of primary valve disease, Doppler flow sampling
is used to evaluate changes in flow across normal valves
that may indicate additional pathology. For example, the
systolic blood pressure in the lungs (pulmonary artery
pressure) may be estimated by quantifying the velocity
of flow of an insufficiency jet across the tricuspid valve
(another application of the Bernoulli equation). This cal-
culated value, when added to the estimated central venous
pressure (obtained in a different part of the exam) gives an
excellent estimate of pulmonary artery pressure.

A second important measurement involves characteriz-
ing the way the left ventricle fills itself after ejecting blood
into the aorta. There is a well-described set of changes in
the pattern of flow across the mitral valve, changes in flow
into the left atrium from the pulmonary veins and changes
in the outward movement in the muscle itself characterized
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Figure 43. Example of a continuous wave Doppler signal through
the aortic valve (AoV). Two tracings are shown along with mea-
surement technique also demonstrated.



by tissue Doppler that can help categorize the severity of
changes in filling of the left ventricle.

SPECIALIZED CLINICAL DATA

Transesophageal Echocardiography

The TEE exam is used when a transthoracic exam either
cannot be performed or gives inadequate information. One
limitation of echo is the great degree of variability in image
quality from patient to patient. In some circumstances,
particularly in intensive care units, the TEE exam may
provide superior image quality since its image quality is
not dependent on patient position or interfered with by the
presence of bandages, rib interfaces, air or other patient
dependent changes. Similarly, during open heart surgery a
TEE is routinely used to assess cardiac function pre- and
postintervention and pre- and postheart valve replacement
or repair. Since the TEE probe is in the esophagus, outside
of the surgeon’s sterile field images are obtained even when
the patient’s chest is open. This capability allows the
surgeon to evaluate the consequences of, for example, a
surgical repair of a heart valve, when the heart has been
restarted, but before the chest is sutured closed. The TEE
exam also visualizes parts of the heart not seen by any
transthoracic view. A particular example of this is the left
atrial appendage, a part of the left atrium. This structure
sometimes develops blood clots that can only be visualized
by TEE.

Three-Dimensional Reconstruction

While the 2D exam displays considerable data about spa-
tial relationships between structures and quantification of
volume, there is still considerable ambiguity in many
circumstances. One way to further enhance the exam is
to use 3D reconstruction.

Its use has been a significant challenge. All early meth-
ods developed computerized routines that characterized the
movement of the transthoracic transducer in space. Images
were acquired sequentially and then reconstructed first
using geometric formulae and later using more flexible
algorithms without geometric assumptions. The data, while
shown to be useful for both adding new insight into several
cardiac diseases and improving quantitation, did not
achieve practical acceptance due to the considerable opera-
tor time and effort required to obtain just one image (12).

Recently innovations in image processing and transdu-
cer design have produced 3D renditions of relatively small
sections of the heart in real time. Use remains limited at
present but further development is expected to make 3D
imaging a practical reality on standard ultrasound systems
(Fig. 44).
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Figure 44. Example of on-line 3D reconstruction. The heart is
imaged at the level of the aortic valve where all three leaflets are
shown.

Figure 45. (a) Example of injection of agitated saline into sys-
temic veins. The contrast moves into the right atrium (RA) and
right ventricle (RV), causing transient full opacification. The left-
sided chambers are free of contrast. (b) Similar to (a). However,
some of the contrast bubbles have crossed to the left ventricle (LV),
proving a communication exists between the right and left sides of
the heart.



Contrast Imaging

Contrast agents are combined with certain 2D echo exams
to enhance the amount of diagnostic information available
on the exam, or improve the quality of the exam.

There are two types of contrast agents. One type is made
from normal saline solution. An assistant generates the
contrast for injection during regular 2D imaging. Typically
0.5 mL of air is added to a 10 mL syringe of saline and
vigorously hand agitated between 2 syringes for about 15 s.
This agitation causes production of several million small
bubbles. The bubbles are too large to pass through capil-
laries, thus when injected into a vein, they are all filtered
out by the passage of venous blood through the lungs. Thus
when injected into a normal heart, saline contrast passes
into the right atrium and right ventricle, produces a tran-
sient intense response and disappears, not making it to the
left ventricle. This property makes saline injection ideal for
detecting an abnormal hole, or shunt passage across the
atrial septum or ventricular septum. When a communica-
tion of this type is present bubbles cross directly from the
right side to the left side of the heart. This is an extremely
sensitive method for making this diagnosis (Fig. 45).

A second type of contrast agent, developed and now
commercially marketed, is a gas filled microbubble smaller
than a red blood cell. This type of agent, made from per-
fluorocarbons covered by an albumen or lipid shell, when
intravenously injected passes through the lungs and opa-
cifies the left side of the heart as well as the right side. The
bubbles are gradually destroyed by ultrasound and blood
pressure, lasting for several minutes in ideal circum-
stances. When combined with harmonic imaging these
contrast agents markedly improve the quality of the 2D
image, particularly for the evaluation of left ventricular
wall motion (Fig. 46). The contrast agent markedly
enhances the border between blood and the chamber wall.
Use of these agents is variable among laboratories, but its
use substantially decreases the number of nondiagnostic

studies. Still under investigation is whether these same
contrast agents can be used for evaluation of blood flow
within the heart muscle. This information could be of
particular value for patients with coronary artery disease
either during acute episodes of ischemia when a new
coronary stenosis is suspected or as an enhancement to
the stress echocardiogram (13).
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INTRODUCTION

Electroanalgesia, electroanesthesia, neurostimulation,
neuromodulation, and other physical methods of producing
analgesia, anesthesia, and/or decreased sensitivity to pain-
ful stimuli are old concepts that are beginning to be revi-
talized in the recent past. For > 40 years, there has been a
revival of electrotherapy in the treatment of pain. Analge-
sia by electrical current is now based on transcutaneous or
percutaneous nerve stimulation, deep stimulation, poster-
ior spinal cords stimulation, and transcutaneous cranial
electrical stimulation (1–8). One reason for this has been
the increased awareness of spinal and supraspinal opioid
analgesic mechanisms, including the precise pathways,

receptors, and neurotransmitters involved in pain percep-
tion, recognition, modulation, and blockade. Another rea-
son is the renewed belief that nonpharmacological
manipulation of these receptors and transmitters should
be possible with electricity since numerous progress have
been made in the development of electric current wave-
forms that result in significant potentiation of the analge-
sic and hypnotics action of many intravenous and inhaled
anesthetics without producing significant side effects (9–
20). Finally, recent successes of transcutaneous electrical
nerve stimulation (TENS) in the treatment of pain and
transcutaneous cranial electrical stimulation (TCES) as a
supplement during anesthesia to obtain postoperative
analgesia by potentiating the anesthetic agents used dur-
ing the intra- and postoperative phases. The popularity of
electroacupuncture in a variety of pain and pain related
areas have focused the attention of investigators and the
public on electricity as a beneficial medical therapy. In this
article, some of the most recent developments in nerve and
brain stimulatory techniques using electrical stimulation
to produce analgesia are addressed.

HISTORY

Alteration of pain perception utilizing forms of electrical
stimulation dates back to the Greco-Roman period. Elec-
trostimulation to decrease the pain started with the
‘‘electric fish’’ (torpedo marmorata), as 46 years after Jesus
Christ, Scribonius Largus, physician to emperor Claudius,
recommended the analgesic shock of the Torpille in the
treatment of the pain (21,22). Unfortunately, in those days
attempts were crude and success was limited for many
reasons none-the-least of which was a poor understanding
of the fundamentals of electricity. Interest in electroanal-
gesia was renewed in the seventeenth century when Von
Guericke built the first electrostatic generator to apply
locally to relieve pain; however, results were still marginal.
At the beginning of the twentieth century, Leduc reawa-
kened interest in the idea of producing sleep and local and
general anesthesia with low frequency impulsional elec-
trical current. He used unidirectional rectangular inter-
mittent current of 100 Hz with an ON-time of 1 ms and
OFF-time of 9 ms with a moderate amperage (0.5–10 mA)
on a variety of animals and on himself to evaluate the
effects of electricity on the central nervous system (23,24).
Electrodes were placed on the forehead and kidney areas
and electrostimulation resulted in apnea, cardiac arrhyth-
mias, cardiac arrest, and convulsions in dogs and a ‘‘night-
marelike state’’ in which the subject was aware of pain.
Despite these inauspicious beginnings, studies continued.
In 1903, Zimmern and Dimier produced postepilectic coma
with transcerebral currents, and in 1907, Jardy reported
the first cases of surgery in animals with electroanesthesia.
Between 1907 and 1910, Leduc and other performed a
number of surgical operations on patients with electricity
as an anesthetic supplement (1–5).

In the early decades of the twentieth century, electro-
analgesia was always associated with intense side effects
including muscle contractures, prolonged coma (cerebral
shock), cerebral hemorrhage, hyperthermia, cardiac

24 ELECTROANALGESIA, SYSTEMIC



arrhythmias, and convulsions. Because of these difficul-
ties, interest waned. In 1944, Frostig and Van Harreveld
began experimenting with an alternating current from 50
to 60 mA and a variable voltage bitemporally. The advan-
tage of this more complex method of stimulation was less
muscular spasm and contraction (4,5). Unfortunately,
these approaches still resulted in transient periods of
apnea, cardiac arrhythmias, and standstill as well as fecal
and urinary soillage. These problems could be reduced,
but not eliminated, by decreasing amperage. Numerous
other investigators began using many diverse currents
without much success. The most interesting results were
obtained in 1951 by Denier (25,26) and in 1952 by Du
Cailar (4). Denier began experimenting with high fre-
quency (90 kHz) rectified sinusoidal current with a pulse
duration of 3 ms (on time) and a resting time of 13 ms
(OFF time), knowing that the effects of modulation at a
high frequency current are those of the envelope of its
waves. Du Cailar introduced the idea of electropharma-
ceutical anesthesia by utilizing a premedication of mor-
phin–lobelin in association with a barbituric induction,
along with the electrical current. This idea of electrophar-
maceutical anesthesia that was taken up again in the
Soviet Union in 1957 by Ananev et al. using the current of
Leduc combined with a direct current (1–3), and in the
United States by Hardy et al. using an alternating sinu-
soidal current of 700 Hz current of Knutson (27–29), and
during the same period by Smith using the current of
Ananev (1). But with these currents the experimenters
were always bothered by side effects (muscle contractions
of the face with trismus, of the body with apnea, etc.) that
required the use of curare and for all practical purposes
made this approach to anesthesia more complicated that
conventional anesthesia.

Other investigators began studying mixtures of phar-
maceutical agents, including opioids, barbiturates, and
later benzodiazepines and butyrophenones in combination
with electric currents to reduce and hopefully eliminate
these problems, which were often attributed to ‘‘the initial
shock of the electric current’’. Others began studying the
shape of the current waveform and its frequency. Sances
Jr., in United States, used the current of Ananev associated
with white noise (5,30) while Shimoji et al. in Japan, used a
medium frequency (10 kHz) monophasic or biphasic cur-
rent with sinusoidal or rectangular waves (31,32). Many
were able to produce impressive analgesia and anesthesia
in animals, but significant problems (apnea, hypersialor-
rhea, muscular contractures, convulsions, cardiac arrhyth-
mias) continued to occur in humans. As a result, from the
1950s until the present time, many investigators focused
on appropriate electrode placement. It was Djourno who
thought that the principal problem to resolve was to find
the ideal position for the electrodes to determine the
trajectory of the electric current so as to touch precise
zones of the brain. This is why he advocated electrovector
anesthesia applied with three electrode pairs (vertex-
palate, temporal-temporal, fronto-occipital) (4,33). During
this time the Soviets Satchov et al. preferred interferential
currents of middle frequencies (4000–4200 Hz) associated
with barbiturates transmitted by two pairs of crossed
electrodes (left temporal–right retromastoid and right

temporal–left retromastoid). Others suggested that the
problems can be minimized by using mixtures of sedative,
hypnotic, and analgesic drugs, plus low amperage electri-
cal currents to produce the ideal effect.

The result of all this activity is that there is still no
general agreement on the importance of electrode place-
ment (although frontal and occipital are probably most
popular), waveform, wave frequency, current strength,
interference currents, or the role of supplemental pharma-
cotherapy (4,34–38). What was agreed was that it appeared
impossible to reliably produce problem-free ‘‘complete
anesthesia’’ in humans using any available electrical
generators and associated apparatus. Instead, the most
successful approaches to electroanesthesia have used
waveforms, frequencies, and currents that produce few,
if any, side effects (and result in significant analgesia), but
must be supplemented with pharmacological therapies to
be a ‘‘complete anesthetic’’. While some may scoff at these
modest gains, others remain optimistic because using a
variety of neurostimulatory approaches, reproducible and
quantifiable analgesia was now possible without pharma-
ceutical supplementation.

Analgesia and Electroneurostimulation

The advancement of the spinal gate control theory of pain by
Melzach and Wall (39,40), the discovery of central nervous
system opiate receptors, and the popularity and apparent
effectiveness of acupuncture in some forms of pain manage-
ment have given support to the basis that neurostimulatory
techniques can produce analgesia via readily understand-
able neurophysiological changes rather than mysterious
semimetaphysical flows of mysterious energy forces
(41,42). It is now clear that electrical stimulation of the
brain and peripheral nerves can markedly increase the
concentration of some endogenous opiates (b-endorphin,
d-sleep producing factor, etc.) in certain areas of the brain
and produce various degrees of analgesia. It is proposed that
pain relief from electrical stimulation also results from a
variety of other mechanisms including alteration in central
nervous system concentrations of other neurotransmitters
(serotonin, substance P), direct depolarization of peripheral
nerves, peripheral nerve fatigue, and more complex nervous
interactions (43–46).

Whatever the mechanisms producing analgesia with
electrical stimulation, many clinicians are beginning to
realize the advantages of these techniques. Neurostimula-
tory techniques are relatively simple, devices are often
portable, their parameters (controls) are easy to under-
stand and manipulate, and application usually requires
minimal skills. Moreover, there are few, if any, side effects,
addiction is unheard of, if a trial proves unsuccessful little
harm is done, the techniques reduce requirements for other
analgesics, and usually the stimulation itself is pleasant.

Transcutaneous Electrical Nerve Stimulators

Transcutaneous electrical nerve stimulation, currently
called TENS, is the most frequently used device for treat-
ment of acute postoperative and chronic pain of most
etiologies. The first portable transcutaneous electrical sti-
mulators were produced in the 1970s with controllable
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wave forms and modulable patterns of stimulation. The
goal was to produce a compact, lightweight, portable min-
iaturized current generator to provide stimulation by
means of skin contacting electrodes, and able to be used
as the patient went about normal daily activities. To that
end, as well as safety reasons, the devices were battery
powered. A plethora of electrical nerve stimulators can be
found on the market. Dimensions are approximately the
size of a pack of cigarettes and can be worn by the patient
by use of straps or belts. These stimulators, that have one
or more adjustable electric parameters that provide no ease
of operation, deliver biphasic waves of low frequency of
1–250 Hz with current intensity from 50 to 100 mA. These
electrical stimulations result in a tingling or vibrating
sensation. Patients are able to adjust the dial settings with
respect to frequency and intensity of the stimulus.

The stimulation electrodes must permit uniform cur-
rent density and have a stimulation surface > 4 cm2 in
order to avoid cutaneous irritation caused by elevated
current densities. The material must be hypoallergenic,
soft, and flexible to allow maximal reduction of any dis-
comfort while providing for lengthy stimulation in diverse
situations. The impedance at the biologic electrode–skin
interface can be minimized by the choice of material as well
as the use of a conducting gel. Materials used to make the
electrodes can be carbon-based elastomeres as well as
malleable metals. Most recent developments use adhe-
sive-type ribbons impregnated with silver and are acti-
vated by a solvent and provide improved conductibility. For
a clinician who is inexperienced in electronics or electro-
neurophysiology, it is difficult to choose wisely as para-
meters available for use are created by inventors or
producers with absolutely no scientific basis. Analysis of
results obtained with the majority of these devices is based
on subjectivity of the physician or the patient. The domain
is merely empiric. It is a pity that the parameters chosen in
the production and use of these devices is by researchers
that have not taken advantage of the available scientific
works in electrophysiology, notably those of Willer (47,48)
on the nociceptive reflex of exercise in humans. A neuro-
stimulator must be selected that will provide proper nerve
excitation that is reproducible and durable and that does
not cause lesions from burns or electrolysis. Consequently,
all those stimulators that deliver direct or polarized cur-
rent should be used carefully as well as those that deliver a
radio frequency (RF) in excess of 800 kHz. One must chose
stimulators that deliver a constant biphasic asymmetric
current, that is, one that delivers a positive charge that is
equal to the negative charge providing an average inten-
sity of zero. To guide the clinician, it must be recalled that
current always takes the path of least resistance, and
therefore a current of low frequency can only be peripheral
the more one increases the frequency. Otherwise, undesir-
able effects will be produced under electrodes. It is know
that a sensation of numbness appears from 70 to 100 Hz
and that a motor action appears from 1 to 5 Hz.

Implantable Electrical Nerve Stimulators

Other forms of stimulation consist of implanted neurosti-
mulators, spinal cord stimulation (SCS) (dorsal column

stimulators), and deep brain stimulation (DBS). Peripheral
nerve neurostimulation implants are also often used for
chronic pain but may be employed for acute ulnar, brachial
plexus, or sciatic pain in critically ill patients (8).

There are two types of implantable electrical stimula-
tors: Passive-type stimulator with RF made up of as
totally implantable element (receptor) and an external
element (transmitter) that supplies the subcutaneous
receiver through the skin using an RF modulated wave
(500 kHz–2 MHz). Active-type totally implantable stimula-
tor, supplied by two mercury batteries (which lasts for 2–4
years) or a lithium battery, which lasts for 5 or 10 years.
These devices enable several parameters to be controlled
(amplitude peak, wave width, frequency gradient). The
variation of these parameters obviously depends on the
patient, the region stimulated and the symptom which it is
desired to modify.

ACTUAL CLINICAL NEUROSTIMULATORY TECHNIQUES

Certain precautions must be taken and the patient must be
well advised as to the technique, the principles of stimula-
tion, and all desired effects. These techniques should not be
used on patients wearing a cardiac pacemaker, pregnant
women, or in the vicinity of the carotid sinus. The methods
demand the utmost in patience, attention to detail, and
perseverance. It must be regularly practiced by medical or
paramedical personnel.

The most important application of neurostimulatory
techniques in clinical use today is in management of acute
postoperative and chronic pain, however, since 1980
numerous terms are used in the articles to describe the
diverse techniques for electrical stimulation of nervous
system. Certain words do not harmonize with reality, such
as TransCranial Electrostimulation Treatment (TCET) or
Transcranial Electrostimulation (TE). In reality, the
microamperage and low frequency used do not enable
penetration of the current into the brain, they correspond
to a peripheral electrostimulation, which is a bad variant of
Transcutaneous Electrical Nerve Stimulation, now being
used for certain painful conditions.

Transcutaneous Electrical Methods

Transcutaneous Electrical Nerve Stimulation (TENS). The
purpose of this method is to achieve sensitive stimulation,
by a transcutaneous pathway, of the tactile proprioceptive
fibers of rapid conduction with minimal response of noci-
ceptive fibers of slow conduction and of efferent motor
fibers. Numerous studies have documented that TENS
in the early postoperative period reduces pain, and thus
the need for narcotic analgesics, and improves pulmonary
function as measured by functional residual capacity.
TENS is also frequently applied in chronic unremitting
pain when other approaches are less effective or ineffec-
tive. This method is the simplest technique, and appears to
be effective by alleviating the appreciation of pain (6,49).

The points of stimulation and the stimulation adjust-
ments must be multiple and carefully determined before
concluding that the effect is negative. Different stimulation
points are used by the various authors: One can stimulate
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either locally by placing the electrodes in the patient at the
level of the painful cutaneous area and more particularly
on the trigger point that may be at times some distance
from the painful zone (50), or along a nerve pathway
‘‘upstream’’ away from the painful zone to cause parasthe-
sia in the painful area, or an acupuncture point correspond-
ing to the points depicted an acupuncture charts (41,42).
The stimulation time is usually 20–30 min and repeated at
fixed hourly intervals, and discontinued when the pain is
relieved. Whatever method is used, one must avoid the
production of harmful stimulations or muscle contractions
and the stimulation must be conducted with the patient at
rest.

In acute injury states where pain is localized, TENS can
produce analgesia in up to 80% of patients (51), but this
percentage decreases to � 20% effectiveness at the end of a
year. In order to obtain this result, this stimulation has the
sensation of ‘‘pins and needles’’ in the area of the cutaneous
stimulation. This phenomenon appears to be in part simi-
lar to a placebo effect estimated at 33% regardless of the
type of current employed or the location of applied current.
As the affected area increases in size, TENS is less likely to
be sufficient and is also less effective in chronic pain,
especially if the cause of the pain itself is diffuse.

The mechanism by which TENS suppresses pain is
probably related to spinal and/or brain modulation of
neurotransmitter and/or opiate or other g-aminobutyric
acid (GABA) receptor function. This method works best
with peripheral nerve injuries and phantom and stump
pains. Transcutaneous nerve stimulators are usually less
effective in low back pain or in patients who have had
multiple operations. It is often totally unsatisfactory for
pain (particularly chronic pain) that does not have a per-
ipheral nerve cause such as pain with a central nervous
system etiology or an important psychological component
(depression and anxiety) (52–55).

Transcutaneous Acupoint Electrical Stimulation (TAES).
Acupuncture, in its traditional form, depends on the inser-
tion of needles into specific acupuncture points in the body
as determined by historical charts. Electrical Acupuncture
(EA) or TAES employs Low Frequency (LF) stimuli of
5–200 Hz in the needles inserted at the classical acupunc-
ture points. Occasionally, nontraditional acupuncturists
use the needles at or near the painful area. Usually these
types of treatments produce mild degrees of analgesia.
Electrical acupuncture is essentially as benign as TENS
and produces its effects by similar mechanisms (42,53,56).
Unfortunaly, EA is more expensive toperform than TENS
because it necessitates the presence of an acupuncturist
clinician. Thus, it is likely that EA will not become as
popular as TENS for treatment of most pain problems.

Transcutaneous Cranial Electrical Stimulation (TCES). This
method is a special form of electrical stimulation that
employs a stimulator that gives a complex current (specific
waveforms and high frequency). It was developed by a
French group headed by Limoge (35–38,57–59). The TCES
method has been used for analgesia during labor pain and
before, during, and after surgery, and has recently been
shown to be effective to potentiate the analgesic drugs for

major surgery, and cancer pain (60). With TCES two
electrodes are placed in back of the ear lobe and behind
the mastoid bone and one electrode at intersection of the
line of the eyebrowns and the sagittal plane. The resulting
analgesia is systemic rather than regional (see the section
Electrical Anesthesia for a more complete description of the
current).

Neurosurgical Methods

Percutaneous Electrical Nerve Stimulation (PENS). This
method consists of an electric stimulation by means of a
surgically implanted electrode (subcutaneous) coupled by
RF induction to an external stimulator nerve. This surgical
technique produces long-term positive results of � 70%
(61,62). It is possible to carryout this procedure quite
simply by temporarily implanting needle electrodes at
the acupuncture points or auriculotherapy points. This
technique produces results similar to those of classic TENS
(63,64).

Spinal Cord Stimulation (SCS). This is a neurosurgical
method utilized in cases of failure of simple pharmacolo-
gical or physical treatment where the percutaneous test
was positive. As with PENS an RF stimulator is implanted,
which this time is connected to electrodes at a level with the
posterior spinal cord. The electrodes are actually placed in
the epidural space, to provide a percutaneous pathway,
under local anesthesia and radiological control. It is often
difficult to obtain good electrode position and electrodes
can easily become displaced. This technique is reserved for
desperate cases as the results are of long term. Approxi-
mately 30% are discouraging results (8).

Deep Brain Stimulation (DBS). This method is a compli-
cated and awkward procedure bringing to mind stereotaxis
(8). It consists of implanting electrodes at the level of the
Ventral Postero-Lateral (VPL) nucleus of the thalamus,
which is in relation to afferent posterior cords at the level of
PeriAcqueductal Grey Matter (PAGM) or at the level of the
PeriVentricular Grey Matter (PVGM), where endorphin
and serotonin neurons are found at the motor cortex, which
is the start of the pyramidal fascia (10–13). Results
obtained are encouraging in cases of consecutive pains
at the deafferentation (72%), but of no value in case of
pains of nociception. Deep brain stimulation is employed in
patients when pain is severe, when other approaches have
failed, and when there is a desire to avoid a ‘‘drugged
existence’’ and life expectancy is at best a few months. It
is often an approach to patients with metastatic cancer.
This method is less successful when pain originates from
the central nervous system (secondary to stroke, trauma,
quadriplegia). The DBS-stimulating probes are usually
targeted for the periaqueductal gray matter when pain
is deep seated, or for the sensory thalamus or medial
lemniscus when is superficial.

Electrical Anesthesia

As mentioned previously, it has never been nor is not now
possible to produce, ‘‘complete anesthesia’’ with electricity
alone in humans without producing serious side effects. On
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the other hand, work by numerous investigators has demon-
strated that one or more methods of electropharmaceutical
anesthesia (anesthesia consisting of a combination of an
electric current with anesthetic agents) is not only possible,
but also desirable because of the lack of side effects and
reduced requirements for neurodepressants. During past
years, progress in chemical anesthesia has been so success-
ful that the objective was not to replace classical anesthesia,
but to more precisely confirm studies performed on animals,
potentiation of anesthetic drugs by Transcutaneous Cranial
Electrical Stimulation (TCES) to obtain postoperative elec-
tromedicinal analgesia, to the end that toxicity induced by
chemical drugs could be dramatically reduced. The use of
TCES is not without considerable supporting data, as from
1972 to 2000, many clinical trials involving TCES had been
carried out on patients under electromedicinal anesthesia
and provide > 20 specific references (7). During those clin-
ical trials, anesthetists noticed that complaints of patients
operated under TCES were less numerous in the recovery
room than complaints of patients operated with chemical
anesthesia. It seems that a state of indifference and reduc-
tion of painful sensation persisted in TCES-treated patients.
These observations were scientifically confirmed in a study
(59) in which 100 patients operated under electroanesthesia
(EA) was compared to another 100 patients submitted to
narco-neurolept-analgesia, a classical anesthesia (CA): the
head nurses were ordered to administered 15 mg (i.m.) of
pentazocine in case of patient complaints. It is worth noting
that the first 16 postoperative hours, the average intake of
pentazocine for the patients of the EA group was 8.1 mg/
patient, whereas it was 29.7 mg/patient (3.67 time higher)
for the patients of the CA group. This difference between
groups is highly statistically significant (p< 0.001) (Fig. 1).

This residual and prolonged analgesia is surely one of
the most important advantages of TCES, but few clinicians
benefit from its advantages at the present time. The most
likely reason that few clinicians benefit from TCES is that
it is not yet approved for use in the United States, Canada,
and many countries in Europe by the respective regulatory
agencies. Recent research carried on in numerous labora-
tories has increased our knowledge of the neurobiological

effects of these currents, and allowed the establishment of
serious protocols dedicated to new clinical applications (7).

Nature of the Limoge’s Current. Limoge et al. demon-
strated that complex currents of their design are capable of
producing profound analgesia without provoking initial
shock, pain, or unpleasant sensations, burns, other cuta-
neous damage, muscular contractures, cerebral damage or
convulsions, and respiratory or circulatory depression (58).
The Limoge current consists of high frequency (HF) bipha-
sic asymmetrical wave trains composed of modulated high
frequency (166 kHz) pulse trains, regularly interrupted
with a repetition cycle of 100 Hz (7,57). These wave trains
are composed of successive impulsional waves of a parti-
cular shape: one positive impulse of high intensity and
short duration (2 ms), followed by a negative impulse of
weak intensity and long duration (4 ms) adjusted in such a
way that the positive surface is equal to the negative
surface. The average intensity of this current equals
0 mA. The use of such a negative phase makes it possible
to eliminate all risk of burns. The ‘‘on-time’’ of the low
frequency (LF) wave trains is 4 ms, followed by a 6 ms
‘‘OFF-time’’ (Fig. 2).
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This type of current was gradually developed over � 20
years through numerous human clinical studies. The
shape and cyclic ration of the HF waves are felt to be of
utmost importance in the production of analgesia. Various
shapes of waves have been tested (triangular, rectangular,
exponential). Clinical impressions suggest that the most
profound analgesia occurs with HF waveforms having an
exponential ascent and acute fall. The most effective cyclic
ratios are 2:5 with LF waves and 1:3 with HF waves with
peak-to-peak intensity between 250 and 300 mA and peak-
to-peak voltage between 30 and 40 V.

Electrodes. Three electrodes are used. One frontal elec-
trode is placed between the eyebrows and two posterior
electrodes are placed behind the mastoid process on each
side of the occiput (Fig. 3). It is hoped that the intracerebral
electric field thus obtained spreads on each side of the
median line and it thus successful in stimulating opioid
receptors surrounding the third and fourth ventricles and
the paraventricular areas of the brain. In addition, some of
the electric current spreads over the scalp, thus provoking
peripheral electrostimulation (Fig. 4). The use of HF bipha-
sic current permits employment of self-sticking electrodes
made of silver (active diameter 30 mm), without risk of
burns and without unpleasant sensations under electrodes.

Transcutaneous Cranial Electrical Stimulators Using
Limoge Currents. Until now three types of devices only give
Limoge currents: two American devices called Foster Bio-
technology Neurostimulation Device (FBND) and Electro-
Analgesia Stimulation Equipment (EASE) and one French
device called Anesthelec (Fig. 5). The electrical stimulator
must abide by general safety rules. The use of electrosur-
gical units during TCES requires excellent electrical iso-
lation of the generator to avoid any risk of return of the
current or skin burns under electrodes, a fault in the
electrosurgical unit. These portable devices of type LF with
isolated output are composed of one HF oscillator, one
oscillator with LF relaxation with internal power supply
generating HF (166 kHz), and LF (100 Hz) currents for

therapeutic use and one delay circuit, to stop output when
its level is too high. The battery pack must be protected
against short circuit as well as polarity inversion and
detachable as it is rechargeable. The patient cable must
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Figure 3. Application of the device on a patient during post
operative period. See the placement of the frontal electrode.
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Figure 4. Location of the electrodes and shape of wave on the
scalp. The center of the frontal electrode is situated at the inter-
section of the line of the eyebrowns and the sagittal plane. The
center of the two retromastoid electrodes is localized in the retro-
mastoid fossa. On the scalp the amplitude of HF waves diminish in
measurement as the point O (occipital line) is approached, and
behind that point there is an inversion of the wave form. The lines
joining the frontal electrode to retromastoid electrodes represent
the projected distribution of Limoge currents through the brain
with action at the level of the periacqueductal gray matter and the
limbic system.

  

               

 

 

Figure 5. Front view of the Anesthelec generator box 1! 3 digits
displayer: Current intensity (from 000 to 300 mA); 2!Pushing
button On/Off; 3!Pushing button for increment of the output
current intensity; 4!Pushing button for decrement of the output
current intensity; 5!Pushing button to select display (intensity of
voltage); 6!Connector for the three electrodes.



be an interlocking type preventing accidental disconnec-
tion and the functioning of the device must be simplified
with detectors to measure the intensity of the current and
the voltage applied to the patient to confirm proper contact
between skin and electrodes. Concerning electromagnetic
compatibility, the device must be autonomous with no
possible direct or indirect link mains supplies. Mini box
and manipulation components must be made in isolated
material and the patient cables must be shrouded and the
applied elements must be protected against overvoltage.

Clinical Usage of TCES

The TCES method being used with increasing frequency in
France, and many other european countries, in Russia,
in Mexico, and in Venezuela. It is not yet approved for use
in the United States, but is being evaluated both in
patients and in volunteers. Numerous studies have demon-
strated that TCES is particularly effective in urologic,
thoracic, and gastrointestinal surgery, but is not limited
to these types of operative procedures. Patients receiving
TCES require less nitrous oxide (N2O) (30–40% less) to
prevent movement in response to a pain stimulus. This
method potentiates both the amnestic and analgesic effects
of N2O and prolongs residual postanesthetic analgesia at
sites of trauma. The mechanism of analgesia resulting from
TCES during administration of N2O is unknown. Volun-
teers getting TCES without N2O for 1 h are not sleepy or
amnesic, but do report a warm and tingling sensation all
over their body, and are objectively analgesic to many
forms of painful stimulation (14–16). Similar results have
been obtained with some TENS units in patients with
chronic pain and after operation in patients with acute
postoperative pain (54,55). As mentioned previously, some
have suggested that receptor sites situated in the central
gray area of the brain, the spinal cord, and other areas in
the central nervous system regulate the effects of painful
stimulation, analgesia, and the perception of somatic pain.
Electrical stimulation of these receptor sites has been
shown to result in relief from pain and can be antagonized
by narcotic antagonists. Furthermore, the analgesic
actions of TENS can be reversed with antagonists like
naloxone (9,10). This suggests that TENS and TCES
may be producing analgesia by stimulating increased pro-
duction and/or release of the body’s endogenous analgesics,
the endorphins, enkephalins, serotonin and/or other
neurotransmitters and neuromodulators (5,11–13,43–
46,63–65).

To separate facts from empiricism and anecdotal infor-
mation for several years, teams of researchers and clin-
icians attempted to show in animals and in humans what
are the neurobiological mechanisms brought into pay by
the TCES with currents of Limoge. For that reason, a study
was conducted in France on rats on TCES potentiation of
halothane-induced anesthesia and the role of endogenous
opioid peptides was addressed (19). Carried out in double
blind for 10 h prior to tracheotomy and the inhalation of
halothane, the TCES provoked in the stimulated rats
(TCES group, n¼ 10), a significant decrease (p< 0.001)
in the Minimum Alveolar Concentration of Halothane
(MACH) in comparison with the nonstimulated rats (con-

trol group, n¼ 10). This effect was completely inhibited by
a subcutaneous injection of 2 mg/kg of naloxone (antagonist
of morphine), which restored the MACH to its initial value
in the TCES group without affecting the control group
(Fig. 6). Moreover, TCES potentiation of halothane-induced
anesthesia was dramatically increased by inhibition of
enkephalin degradation. Thus the decrease of the MACH
is associated with the potentiation the analgesic action of
enkephalins released in the cellular space by TCES. These
results demonstrate the direct involvement of endogenous
opioid peptides on therapeutic effects of TCES.

In addition, a double-blind study carried out during
labor and delivery on parturients to provide evidence of
a mode of action of TCES on maternal plasma secretion of
b-endorphins (66). To evaluate the rate of b-endorphins,
blood samples were drawn from two groups of voluntary
women in parturition ( a TCES group, n¼ 23, and a control
group, n¼ 17) at four precise stages: at the moment the
electric generator was attached, after 1 h of the current
application, at the time of complete dilatation, and finally
after the delivery. The dosages were achieved by the radio-
immuno enzymatic method. The plasmatic rate of b-endor-
phins was identical in the beginning for the two groups as
those described in the literature, but this rate was pro-
gressively augmented in a significant fashion during the
course of the labor from the first hour (p< 0.05) for the
TCES group (Table 1).

It is more interesting to know the rate of endorphins
produced in the cerebral structures known for their abun-
dance of opiate receptors, more so than in the plasma. The
exploration of the effects of TCES on brain opioid peptides
was conducted at the Vishnevski Institute in Moscow by
dosing endorphins in the cerebral spinal fluid (CSF) before
cardiac surgery and after 30 min of TCES. The dosage
showed that TCES augmented significantly (p< 0.01)
the rate of b-endorphins in the CSF when compared to
the control group and the effects of TCES reversed by
naloxone (49,67,68).

These studies can partially explain the mode of action of
TCES with currents of Limoge in the brain and permit not
only rectification of protocols for clinical trials already
carried out, but also provide better indication for utiliza-
tion of TCES.

For all clinical applications, it must be keep in mind that
the currents of Limoge provoke endogenous neurosecre-
tions (7), which are not immediate, they require a certain
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Figure 6. Effects of TCES on halothane requirements in rats.
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amount of time for their induction, and then are main-
tained all along the stimulation application. In conse-
quence, the utilization of this technique in classical
anesthesia is not the best indication except for major
interventions of long duration. One must also remember
that during > 10,000 major surgical interventions carried
out under classical anesthesia combined with TCES it has
been proven that the Limoge currents has a potentiation
effect on opioid and non-opioid analgesics, morphinomi-
metics, psychotropes, and psycholeptics, (14–20) and this
potentiation allows a decrease in drug doses, and therefore
a decrease in toxicity. But one must admit objectively that,
during past years, progress in chemical anesthesia has
been so successful that the TCES will not replace classical
anesthesia. The potentiation of drugs nevertheless by
TCES can open new perspectives in the treatment of pain
whether postoperative or chronic. To be precise the poten-
tiation of opioid analgesia by TCES under specific condi-
tions, was demonstrated by Stinus et al. (17). The authors
showed that potentiation was a function of (a) the intensity
of the stimulation, (b) the opioid dose administered, (c) the
duration of TCES applied preceding opioid administration,
and (d) the position and the polarity of the electrodes. This
experimental approach was of prime importance as it
allowed determination of the most efficient parameters,
studied the therapeutic effects of TCES in humans, and
increased our knowledge of the effects of TCES on neuro-
biological substrates.

Taking account of animal experimentation and clinical
trials, one must know that to be successful in clinical
applications, a correct basal protocol for TCES use should
be followed. The main parameters are, the correct place-
ment of the electrodes, starting electrostimulation no< 2 h

prior to the introduction of drugs and continuation of TCES
delivery during the pharmacokinetic action of drugs.

Abolition of Postoperative Pain (Fig. 3). Patients operated
under TCES associated with pharmaceutical anesthesia
complain strikingly less often about pain than those oper-
ated with a classical anesthesia. The TCES method induces
a postoperative analgesia for an average of 16 h. A double-
blind study has been made during per and postoperative
period on 39 patients (TCES group n¼ 20 and control group
n¼ 19) undergoing an abdominal surgery (20). Upon arri-
val in the recovery room, patients were given a computer-
ized, patient-controlled analgesia (PCA) device to deliver
IV buprenorphine (50 mg boluses, 30 min lock-out) during
the first four postoperative hours. The recorded variables
included postoperative requirements, pain scores with
pain visual analogue scale (VAS) (from 0¼no pain to
10¼worst), sedation, (from 0¼not arousable to 4¼ awake)
awake) and were collected hourly from the first to the sixth
postoperative hour by a blinded investigator. There was a
highly significant reduction of cumulative buprenorphine
requirements in the TCES group compared with the con-
trol group (2.36� 0.19 vs. 3.43� 0.29 mg�kg�1 h�1; p< 0.01)
(Table 2). At each postoperative hour, patients required
less buprenorphine in the TCES group. These results
indicate that TCES reduces narcotic requirements for post-
operative analgesia. TCES may have potential to facilitate
early postoperative analgesia in patients undergoing major
surgery.Therefore this technique allows a maximal restric-
tion of pharmaceutical contribution.

Obstetric Electroanalgesia (66,69). In order to test the
analgesic efficacy of TCES with Limoge currents during
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Table 1. Evaluation of b-Endorphin During Labor and Delivery on Parturientsa

b-Endorphin Plasmatic Rate, pg �mL�1

Medication Labor Time Installation After 1 h Dilatation Delivery

Control (n¼ 17) Peridural: 1 patient <1 h 30 min: 4 patients
Morphine: 11 patients >1 h 30 min: 13 patients 123 (�12) 127 (�10) 124 160

None: 5 patients
TCES (n¼ 23) Peridural: 2 patient <1 h 30 min: 11 patients

Morphine: 3 patients >1 h 30 min: 12 patients 133 (�11) N.S.b 167 (�12)c 186 182

None: 18 patients

aResults of b-endorphin rates are expressed as mean � s.e.m. (when available).
bN.S. indicates no difference between b-endorphin rates of control and TCES groups when measured at the installation of labor.
cIndicates significant difference between b-endorphin rates of control and TCES groups (t-test, p<0.05) when measured 1 h after the installation of labor.

Table 2. Buprenorphine Consumptiona

Postoperative hours (H) TCES Control

H1 1.35�0.15 1.57�0.13
H2 0.90�0.16 1.21�0.18
H3 0.60�0.15 1.10�0.16b

H4 0.60�0.18 1.00�0.15b

Total dose (mg�kg�1�h�1) 2.36�0.19 3.43� 0.29c

aData are expressed as mean�SEM.
bp<0.05.
cp< 0.01.



labor and delivery, a double-blind study was performed
with ‘‘anesthelec’’ on 20 cases for whom analgesia was
necessary (TCES group I, current ‘‘on’’, n¼ 10, and control
group II, current ‘‘off ’’, n¼ 10). Labor and delivery were
carried out by a medical team different from those using
the anesthelec. The results showed that TCES, with or
without nitrous oxide inhalation, decreases by 80% the
number of epidural analgesia or general anesthesia that
would otherwise have been unavoidable. To define the
effects of TCES, maternal and fetal parameters of 50
deliveries carried out under TCES were compared with
50 deliveries carried out under epidural analgesia (70).

TCES was used only if analgesia was required. These
clinical trials were a retrospective comparison between two
similar nonpaired series. Despite the fact that analgesia
obtained with TCES was less powerful than with epidural
analgesia, this method showed many advantages: total
safety for the child and the mother, easy utilization,
shorter labor time, decreased number of instrumental
extractions and potentially reduced costs. Good acceptance
and satisfaction for the mother should stimulate a rapid
evolution and acceptance of this new method.

The TCES method should be applied following the first
contractions. Analgesia is established after 40 min of sti-
mulation. A diminution of pain is achieved that is compar-
able to that obtained after an injection (IV) of morphine
(but it is less profound than with epidural analgesia), a
decrease in vigilance with euphoria is obtained without
inducing sleep, but allowing compensatory rest between
contractions. The pupils are enlarged. Stimulation is
applied throughout the birthing procedure and residual
analgesia persists for several hours following delivery.
Results are best if the expectant mother participates in
a preparatory course for the birthing experience or if she
uses musicotherapy in conjunction with TCES. If analgesia
is insufficient it is possible to have patients breath nitrous
oxide and oxygen (50:50) or to administer an epidural
analgesia for the remainder of procedure. Thus obstetrical
analgesia utilizing the currents of Limoge allows a reduc-
tion of labor time in all primapares (p< 0.001) and is
without risk to the mother or child. Mothers in labor
appreciate this simple, nonmedicinal, nonpainful techni-
que that allows them to actively participate in the delivery.

Electropharmaceutical Anesthesia in Long Duration Micro-
surgery. For major operations and those of long duration
the results are most encouraging as TCES permits a reduc-
tion of anxiolytics and neuroleptics by 45% and reduction
of morphinomimetics by 90% and demonstrates the pos-
sibilities of drug potentiation to prolong analgesia while
at the same time providing a less depressive general anes-
thetic (7,58,59,68). Early results have improved thanks to
animal research and revision of protocols more particularly
(17–19). In 1972, it was not know to begin electrostimula-
tion three hours prior to medicinal induction (4).

Potentiation of Morphine Analgesia for Patients with
Chronic Pain and Associate Problems (71). For all neurophy-
siological applications, a basic protocol must be followed.
This protocol is as follows: If the patient is being treated
pharmacologically, for the first time, never stop the che-

mical medication but diminish the dosage each day until a
threshold dose is obtained according to the particular
pathology and the patient. Begin TCES at least 1 h before
medication whether it be on awakening in the morning or
2 h prior to going to bed. (There is no contraindication in
maintenance of stimulation all-night long.)

If the patient is not being treated chemically, the effect
of the current is best if there is a ‘‘starter dosage’’ of
medicine. It is therefore recommended that a weak med-
icinal dose be prescribed according to the pathology and
begin the TCES 1 h before the patient takes the dose, and
continue stimulation during the time of pharmacocinetic
action of the medicine.

This protocol will permit treatment of cancer patients at
home whenever possible under medical supervision: This is
a less traumatizing course of action than having the patients
come into hospital every day. In the beginning, one must
maintain the standard pain medication therapy and the
patient should be connected to the Limoge Current gen-
erator for 12 h (during the night, if possible); the potenti-
ometer is turned clockwise to a reading of 35 V and 250–300
mA, peak to peak. After this first treatment phase, the
patient can use the machine for 3 h whenever they feels
the need. The analgesic effect of TCES may not appear until
the third day of treatment. Then TCES is initiated upon
awakening. After 1 h, standard pain medication is given and
TCES therapy is continued for another hour. Three hours
before bedtime, TCES is again administered for 2 h, then
standard pain medication is given and TCES therapy con-
tinued for another hour. The patient should enjoy restful
sleep. After 8 days, the standard pain medication therapeu-
tic dose should be decreased gradually, but not totally
terminated. After this status has been achieved, patients
may use the machine whenever they feel the need, for 3 h
preferably with the reduced dose of the standard pain
medication. The minimal therapeutic dose of the pain med-
ication, however, may have to be adjusted upward some-
what due to individual differences in some patients.

CONCLUSION

All numerous and previous clinical trials have demon-
strated that TCES reduces narcotic (fentanyl) require-
ments in patients undergoing urologic operations with
pure neuroleptanesthesia (droperidol, diazepam, fentanyl,
and air-oxygen) (20,36–38). Use of TCES in a randomized
double-blind trial of these patients resulted in a 40%
decrease in fentanyl requirements for the entire operation.
Unfortunenately, while available TCES units (using cur-
rents of 250–300 mA peak to peak, with an average inten-
sity of zero) provide analgesia and amnesia, they do not
produce complete anesthesia. Whether any form of TCES
or the use of very high frequency (VHF) will provide more
analgesia and amnesia, that is, amounts sufficient to result
in complete anesthesia without need for pharmaceutical
supplementation, without problems has yet to be carefully
evaluated but obviously needs to be studied. Considerable
research must continue in this area.

Theoretically, lower doses of narcotics or lower concen-
trations of inhalation anesthetics should result in fewer
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alterations in major organ system function during anesthe-
sia. This could mean that anesthesia with TCES produces
less physiological insult than more standard anesthetic
techniques and results in a shorter postoperative recovery
period. It has been observed that TCES plus N2O results in
analgesia that persists after stimulation is terminated and
N2O is exhaled (7,14,15,20,58–60). This suggests that
intraoperative use of TCES might reduce postanesthetic
analgesic requirements, and that future clinical trials must
be initiated to confirm this suggestion.

The 30.000 plus major interventions realized under
TCES in France and in Russia since 1972 and the > 5000
drug withdrawals undertaken in opioid addicted patients at
the Medical Center of the University of Bordeaux since 1979
without even the most minor incident permits us to conclude
that the currents of LIMOGE are absolutely innocuous and
cause no side effects. This simple technique reduced the use
of sedative medicaments such as psychotropes or psycho-
leptics that often lead to ‘‘legal’’ addiction. The TCES is
atoxic, reproductible, causes no personality change and is
without habituation. Briefly, this technique fits perfectly
into the domaine of all aspects of classical and alternative
medicine as well as human ecology.
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Paris: P.U.F.; 1968.

34. Sachkov VI, Liventsev NM, Kuzin MI, Zhukovsky VD.
Experiences with interference currents in clinical surgery.
In: Wageneder FM, Schuy S, editors. Electrotherapeutic
Sleep and Electroanesthesia. Excerpta Medica Foundation;
1967. p 321–326.

35. Limoge A. The use of rectified high frequency current in
electrical anaesthesia. In: Wageneder FM, Schuy St, editors.
Electrotherapeutic sleep and electroanaesthesia. Volume I,
Amsterdam: Excerpta Medica Foundation; 1967. p 231–
236.

36. Cara M, Debras Ch, Dufour B, Limoge A. Essais d’anesthésie
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tanée par les courants de Limoge au cours de l’accouchement.
Ann Fr Anesth Réanim 1984;3:405–413.

71. Lakdja F. (personal communication).

See also ELECTROPHYSIOLOGY; SPINAL CORD STIMULATION; TRANSCUTA-

NEOUS ELECTRICAL NERVE STIMULATION (TENS).

ELECTROCARDIOGRAPHY, COMPUTERS IN

HOMER NAZERAN

The University of Texas
El Paso, Texas

INTRODUCTION

Digital computers have the ability to store tremendous
amount of data and retrieve them with amazing speed
for further processing and display. These attributes of
computers make them extremely useful in a modern clinic
or hospital environment. Computers play a central role in
medical diagnosis and treatment as well as management of
all processes and information in the hospital including
patient data. Computers greatly facilitate the recording
and retrieval of patient data in a simple way. All areas of
hospital including patient admittance and discharge, the
wards, all specialty areas, clinical and research labora-
tories are now interconnected through computer intranet
and even nationally or globally connected through compu-
ter internet networks. This arrangement provides for bet-
ter coordination of patient management throughout
various hospital departments, and reduces patient waiting
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times. Obviously, computers also play a very important
role in all aspects of administration and management of the
hospital like other sophisticated institutions. Therefore,
they greatly facilitate the overall planning and operation of
the hospital resulting in improved healthcare services.

As the electrocardiographic (ECG) signal is one of the
most, if not the most, measured and monitored vital signs,
computers have had a tremendous impact in electrocardio-
graphy. One of the most well known areas of application of
computers in medical diagnosis is their use in recording,
monitoring, analysis and interpretation of ECG signals.
Computers reduce interpretation time and ensure improved
reliability and consistency of interpretation. Computers
assist cardiologists by providing cost-effective and efficient
means in ECG interpretation and relieve them from the
tedious task of reviewing large numbers of ECG recordings.
Computers also increase the diagnostic potential of ECG
signals. Of course, cardiologists consider patient history, the
details of the morphology of the ECG signals and other
pertinent patient data backed by their clinical knowledge
and experience to make a complete diagnosis. It should be
clearly stated and emphasized that computers do in no way
relieve the physicians of forming a complete clinical deci-
sion. However, computers provide them with information on
the ECG examination in a clearer fashion and save them
from the burden of routine, repetitive, and subjective cal-
culations. An additional advantage of using computers in
electrocardiography is the ease of storage and retrieval of
ECG data for further study and analysis.

Computer processing of ECG signals, which are analo-
gue in nature with amplitudes in low millivolt range and
low frequency content (0.05–150 Hz), involves digitization
with a typical sampling frequency of 500 Hz and 12 bit
resolution in analog-to-digital conversion process. Further
processing involves digital filtering, removal of powerline
and biological artifacts (like EMG interference), averaging
and automatic measurement of amplitudes and durations
of different parts of the ECG signal. Computer analysis
programs developed based upon the interpretative experi-
ence of thousands of experts performed on millions of ECG
records, provide important ECG waveform components,
such as amplitude, duration, slope, intervals, transform
domain features, and interrelationships between individual
waves of the ECG signal relative to one another. These
parameters are then compared with those derived from
normal ECGs to decide whether there is an abnormality
in the recordings. There are a wealth of algorithms and
methods developed over several decades to assist with
computer-aided analysis and interpretation of ECG signals.

Computer-assisted ECG analysis is widely performed in
ECG monitoring and interpretation. This method is effec-
tively deployed in routine intensive care monitoring of
cardiac patients, where the ECGs of several patients are
continuously monitored to detect life-threatening abnorm-
alities. The purpose of monitoring is not only to detect and
treat ventricular fibrillation or cardiac arrests, but also to
detect the occurrence of less threatening abnormalities like
heart blocks and arrhythmias. The occurrence of such
episodes and their timely detection helps clinicians to make
early diagnostic decisions and take appropriate therapeu-
tic measures. The accurate detection of trends resulting in

dangerous cardiac abnormalities by visual inspection
of ECG displays or chart recorders is a difficult task.
Computer-assisted analysis of ECG signals to extract base-
lines, amplitudes, slopes, and other important parameters
to establish minimum and maximum values for these
parameters provides an efficient and accurate means to
track the nature of the ECG rhythms.

The ECG acquisition and analysis systems like many
other biomedical devices are designed to measure physiolo-
gical signals of clinical relevance and significance. To design
and effectively use appropriate instrumentation to measure
and process such signals, an understanding of the origin and
properties of these signals are of prime importance. This
article starts off with an attempt to present a distilled
overview of the origin of bioelectric signals in general,
and the electorcardiographic signal in particular. This over-
view sets the basis to briefly describe the cardiac vector and
its projection along specific directions (leads) providing the
surface ECG recordings and review the basic instrumenta-
tion necessary to record these signals. A detailed description
of a high end computer-based 12 lead clinical ECG acquisi-
tion and analysis system provides an example to appreciate
the role of computers in diagnostic electrocardiography. An
overview of the role of computers in high resolution electro-
cardiography (body surface potential mapping) and other
ECG-based diagnostic devices then follows. A brief intro-
duction to computer-based ECG monitoring systems and a
block diagram description of a QRS detection algorithm
illustrate how computer programming serves as a basis to
detect cardiac arrhythmias. The article ends with a web-
based ECG telemonitoring system as an example.

REVIEW OF BASIC CONCEPTS

From cellular physiology, we recall that biopotentials
are produced as a consequence of chemical activity of
excitable or irritable cells. Excitable cells are components
of the neural, muscular, glandular as well as many plant
tissues. More specifically, biopotentials are generated as
a consequence of ionic concentration difference of elec-
trolytes (mainly Naþ, Kþ, Cl� ions) across the cellular
membrane of excitable cells. Ionic differences are main-
tained by membrane permeability properties and active
transport mechanisms across the cellular membrane (ionic
pumps.)

The cellular membrane is a semipermeable lipid bilayer
that separates the extracellular and intracellular fluids
having different ionic concentrations. As a consequence of
semipermeability and differences in concentration of ions,
electrochemical gradients are set up across the membrane.
Ionic transfer across the membrane by diffusion and active
transport mechanisms results in the generation of a vol-
tage difference (membrane potential), which is negative
inside. The resting membrane potential is mainly estab-
lished by the efflux of Kþ ions due to diffusion and is
balanced by the consequent inward electric field due to
charge displacement. This equilibrium voltage can be esti-
mated by the Nernst equation (1), which results from
application of electric field theory and diffusion theory.
If we consider the effects of the three main ions, potassium
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(Kþ), sodium (Naþ), and chloride (Cl�), the Goldman–
Hodgkin and Katz equation can be used to calculate the
resting membrane potential (1).

The smallest sources of bioelectric signals (biosources)
are single excitable cells. These cells exhibit a quiescent
or resting membrane potential across the cellular mem-
brane of several millivolts (mV) (�90 mV with several
hundred milliseconds in duration for ventricular myo-
cytes). When adequately stimulated, the transmembrane
potential in excitable cells becomes positive inside with
respect to outside (depolarization) and action potentials are
generated (at the peak of the action potential in ventricular

myocytes, the membrane potential reaches aboutþ20 mV).
Action potentials are produced by sudden permeability
changes of cellular membrane to ions: primarily sodium
and potassium ions. Action potentials are all-or-none
monophasic waves of depolarization that travel unattenu-
ated with a constant amplitude and speed along the cel-
lular membrane (Fig. 1).

The excitable cells function in large groups as a single
unit and the net effect of all stimulated (active) cells
produces a time-varying electric field in the tissue sur-
rounding the biosource. The surrounding tissue is called a
volume conductor. The electric field spreads in the volume
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brane. (Courtesy of Ref. 2.)



conductor and can be detected as small voltages by means
of bioelectrodes or simply electrodes placed in the tissue or
on the skin. Electrodes are sensors, which convert ionic
current flow in the living tissue to electronic current flow in
the electromedical instrument.

To understand the origin (electrogenesis) of biopotential
signals like ECG, we should consider the following:

1. Electrical activity (bioelectric phenomena) at the
cardiac cellular level and the extracellular poten-
tials generated as the result of the electrical activity
of single cardiac cells placed in a large homogeneous
bathing (conducting) medium with the same compo-
sition as body fluids (volume conductor fields of
simple bioelectric sources).

2. Extracellular potentials generated as the result of
the electrical activity of a large number of myocar-
dial cells (tissues) placed in a large conducting
medium with the ionic composition of body fluids
(volume conductor fields of complex bioelectric
sources).

3. The relationship between these extracellular poten-
tials and the gross electrical activity recorded on the
body surface as ECG signals.

A simplified version of the volume conductor problem at
the cellular level can be considered as follows. If a single
excitable cell is placed in a bathing conductive medium, it
acts like a constant current source. When the biosource
becomes adequately depolarized, an action potential is
generated across its membrane and it injects a current
to the surrounding medium. The conductive medium pre-
sents as a load with a long range of loading conditions
depending on its geometry, temperature, and so on. The
lines of current flowing out of the excitable cell into the
volume conductor with a specific resistance r, gives rise to
an extracellular field potential proportional to the trans-
membrane current (im) and the medium resistance (r)
according to Ohm’s law. Obviously, the extracellular field
potential increases with higher values of membrane
current or tissue resistance.

There has been considerable debate about the exact
relationship between the action potential across the cellu-
lar membrane and the shape of the extracellular field
potential. However, the work of many researchers with
different types of excitable cells has confirmed that the
extracellular field potential resembles the second deriva-
tive of the transmembrane action potential. This means
that a monophasic action potential creates a triphasic
extracellular field potential (1). It has also been shown
that the extracellular field potential is shorter in duration
and much smaller in magnitude (mV compared to mV). Of
course, this relationship has been established for cases
when the geometry of the biosource and its surrounding
environment is simple and the volume conductor is iso-
tropic (uniform in all directions).

More realistically, when a piece of excitable tissue in the
living organism becomes electrically active it becomes depo-
larized, acts like a point current source and injects a current
into the anisotropic volume conductor comprised of tissues

and body fluids surrounding it with different conductances
(resistances). Consequently, the spatial distribution of cur-
rent will not resemble that of a simple dipole placed in an
isotropic volume conductor. However, it has been shown that
an active nerve trunk (comprised of thousands of sensory and
motor nerve fibers simultaneously stimulated) placed in a
large homogeneous volume conductor generates an extracel-
lular field potential which is quite similar in shape to that of a
single nerve fiber (1). It is concluded that, the extracellular
field potential is formed from the contributions of super-
imposed electric fields of the component biosources in the
nerve trunk. The general form of the extracellular field
potential of a nerve trunk in response to electrical stimulation
is triphasic, it has amplitude in the microvolt range and it
loses both amplitude and high frequency content at large
radial distances from the nerve trunk. It is observed that the
major contribution to the triphasic extracellular field poten-
tial is from the motor nerves in the trunk. It has also been
shown that with a change in the volume conductor load (e.g.,
an increase in the specific resistance of the volume conductor
or a decrease in the radial distance from the complex bio-
source) the amplitude of the recorded extracellular field
potential increases (1).

The concepts discussed above are directly applicable to
explain the relationship between the extracellular field
potentials generated by complex and distributed bio-
sources (current generators) like the cardiac tissue, the
muscles, and the brain and their electrical activities
recorded on the body surface as ECG, electromyogram
(EMG) and electroencephalogram (EEG) signals.

In summary, excitable cells and tissues (biosources),
when adequately stimulated, generate monophasic action
potentials. These action potentials cause the injection of
constant currents into a large bathing medium surround-
ing the biosource (considered as a point current source). As
a result of the current flow in the volume conductor with
specific resistance, extracellular field potentials are gen-
erated in the medium. These field potentials are triphasic
in shape, of shorter duration and smaller amplitude com-
pared to the transmembrane action potential. As the resis-
tivity of the medium increases and the radial distance from
the biosource decreases, the field potential increases.
These field potentials are recorded as clinically useful
signals on the body surface.

The biopotentials most frequently measured and mon-
itored in modern clinics and hospitals are electrocardio-
gram (ECG: a recording of the electrical activity of the
heart), electromyogram (EMG: a recording of the electrical
activity of the muscle), electroencephalogram (EEG: a
recording of the electrical activity of the brain), and others.
Based on the physiological concepts reviewed above, now
we present a brief overview of the electrogenesis of the
ECG signals that carry a wealth of information about the
state of health and disease of the heart. Having done this,
we look at basics of electrocardiography.

BASICS OF ELECTROCARDIOGRAPHY

The conduction system of the heart consists of the sinoa-
trial (SA) node, the internodal tracts, the atrioventricular
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(AV) node, the bundle of histidene (His), the right bundle
branch (RBB), the left bundle branch (LBB), and the
Purkinjie network. The rhythmic electrical activity of
the heart (cardiac impulse) originates in the SA node. This
node is known as the natural pacemaker of the heart,
approximately the size of the tip of a pencil, located at
the junction of the superior vena cava and the right atrium.
The impulse then propagates through internodal and
interatrial (Buchmans’s bundle) tracts. As a consequence,
the pacemaker activity reaches the AV node by cell-to-cell
atrial conduction and activates the right and left atrium in
an organised manner. The pacemaker action potential has
a fast activation phase, a very short steady recovery phase,
followed by a fairly rapid recovery phase and a character-
istic slow depolarization phase leading to self-excitation
(Fig. 2). The pacemaker cells of the SA node act as a
biological oscillator.

As atria and ventricles are separated by fibrous tissue,
direct conduction of cardiac impulse from the atria to the
ventricles can not occur and activation must follow a path
that starts in the atrium at the AV node. The cardiac
impulse is delayed in the AV node for � 100 ms. It then
proceeds through the bundle of His, the RBB, the LBB, and
finally to the terminal Purkinjie fibers that arborize and
invaginate the endocardial ventricular tissue. The delay in
the AV node is beneficial since electrical activation of
cardiac muscle initiates its successive mechanical contrac-
tion. This delay allows enough time for completion of atrial
contraction and pumping of blood into the ventricles. Once
the cardiac impulse reaches the bundle of His, conduction

is very rapid, resulting in the initiation of ventricular
activation over a wide range. The subsequent cell-to-cell
propagation of electrical activity is highly sequenced and
coordinated resulting in a highly synchronous and efficient
pumping action by the ventricles.

Essentially, an overall understanding of the genesis of
the ECG waveform (cardiac field potentials recorded on the
body surface) can be based on a cardiac current dipole
model placed in an infinite (extensive) volume conductor.
In this model, an active (depolarizing) region of the tissue is
considered electronegative with respect to an inactive
(repolarizing) region. Therefore, a boundary or separation
exists between negative and positive charges. This is
regarded as a current dipole: a current source and sink
separated by a distance. According to the dipole concept, a
traveling excitation region can be considered as a dipole
moving with its positive pole facing the direction of pro-
pagation. Thus a nearby recording electrode placed in the
surrounding volume conductor (referenced to an indiffer-
ent electrode placed in a region of zero potential) will detect
a positive-going field potential as excitation approaches
and a negative-going field potential as it passes away.
Repolarization (recovery) is considered as a dipole with
its negative pole facing the direction of propagation. There-
fore, the propagation of excitation can be considered as the
advance of an array of positive charges with negative
charges trailing and the recovery could be considered
as the approach of negative charges with positive ones
trailing. Consequently, an upward deflection in the biopo-
tential recording indicates the approaching of excitation
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(depolarization) toward the positive (recording) electrode
and a downward deflection indicates a recovery (depolar-
ization) in the recorded signal.

As the wave of excitation (depolarization) spreads
throughout the conductive pathways and tissues, specific
excitation regions called isochrones are synchronously
excited. In the ventricles, these synchronous activation
regions propagate in a temporally and spatially orderly
fashion from the endocardial to the epicardial direction
(Fig. 3.)

In a localized region of the heart many cells are simul-
taneously activated because of the high electrical and
mechanical coupling (functional syncytium) between the
myocardial cells. Each activation region can be viewed as
an elementary dipole, and all elementary dipoles could be
vectorially added to all others to form a single net dipole.
(For more details on simple and multiple dipole models see
the section Electrocardiography.) Therefore, at each
instant of time, the total cardiac activity can be repre-
sented by a net equivalent dipole current source. The
electric field produced by this dipole source represents
the total electrical activity of the heart and is recorded
at the body surface as the ECG signal (Fig. 4). (For quan-
titative details see chapter 6 in Ref. 2.)

In the early 1900, Einthoven postulated that the cardiac
excitation could be viewed as a vector. He drew an equi-
lateral triangle with two vertices at two shoulders and one
at the navel (representing the left leg). With the cardiac
vector representing the spread of cardiac excitation inside
the triangle, the potential difference measured between
two vertices of the triangle (known as the limb leads) with
respect to right leg, is proportional to the projection of the
vector on each side of the triangle (Fig. 5).

In summary, based on the aforementioned concepts,
electrocardiographers have developed an oversimplified
model to explain the electrical activity of the heart. In this
model, the heart is considered as an electric dipole (points
of equal positive and negative charges separated from one

another by a distance), denoted by a spatiotemporally chan-
ging dipole moment vector M. This dipole moment (amount of
charge times distance between positive and negative charges)
is called the cardiac vector. As the wave of depolarization
spreads throughout the cardiac cycle, the magnitude and
orientation of the cardiac vector changes and the resulting
bioelectric potentials appear throughout the body and on its
surface. The potential differences (ECG signals) are mea-
sured by placing electrodes on the body surface and connected
to biopotential amplifier. (For details, see the section Bioelec-
trodes, and Electrocardiographic Monitors.) In making these
potential measurements, the amplifier has a very high input
impedance to minimally disturb the cardiac electric field that
produces the ECG signal. As it was discussed before, when
the depolarization wavefront points toward the recording
positive electrode (connected to the þ input terminal of the
bioamplifier), the output ECG signal will be positive going,
and when it points toward the negative electrode, the ECG
signal will be negative going. The time varying cardiac vector
produces the surface ECG signal with its characteristics P
wave, QRS complex, and T wave during the cardiac cycle.
These field potentials are measured by using bioelectrodes
and biopotential amplifiers to record the ECG tracings.

BASIC INSTRUMENTATION TO RECORD ECG SIGNALS

As the electrical events in the normal heart precede its
mechanical function, ECG signals are of great clinical
value in diagnosis and monitoring of a wide variety of
cardiac abnormalities including myocardial infarction
and chamber enlargements. Therefore, ECG signal acqui-
sition systems are widely used in cardiology, cardiac cathe-
terization laboratories, intensive and cardiac care units,
and at patient’s bedside, among other areas.

As it was described earlier, the electrical activity of
the heart can be best modeled and characterized by
vector quantities. However, it is easier to measure scalar
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cular activation color coded to show
spatiotemporal propagation. (Courtesy
of Ref. 2.)



quantities, such as potential differences between specified
points on the torso known as surface ECGs. These ECG
signals have a diagnostically significant frequency content
between 0.05 and 150 Hz. To ensure stability of the baseline,
a good low frequency response is required. The instabilities
in the baseline recordings originate from changes in the
electrode–electrolyte interface at the point of contact of the
bioelectrode with the skin. (For details see the section Bioe-
lectrodes.) To faithfully record fast changes in the ECG
signals and distinguish between other interfering signals
of biological origin, adequate high frequency response is
necessary. This upper frequency value is a compromise
between several factors including limitation of mechanical
recording parts of ECG machines using direct writing chart
recorders.

To amplify the ECG signals and reject nonbiological
(e.g., powerline noise) as well as biological interferences
(e.g., EMG), differential amplifiers (DAs) with high gains
(typically 1000 or 60 dB) and excellent common mode
rejection capabilities must be used. Typically, common
mode rejection ratios (CMMRs) in the range of 80–
120 dB with 5 KV imbalance between differential amplifier
input leads provide a desirable level of environmental and
biological noise and artifact rejection in ECG acquisition
systems. In addition to this, in very noisy environments it
becomes necessary to engage a notch (band-reject) filter
centered at 60 Hz or 50 Hz (in some countries) to reduce
powerline noise further. A good review of adaptive filtering
method applied to ECG powerline noise removal is given in
Adaptive Filter Theory by Simon Haykin (4).

40 ELECTROCARDIOGRAPHY, COMPUTERS IN

Figure 4. The total cardiac electri-
cal activity represented by the net
dipole (cardiac vector) during differ-
ent phases of the cardiac cycle and
its projection along the frontal plane
electrocardiographic leads (I, II, and
III). (Courtesy of Ref. 3.)



Many modern biomedical instruments use instrumen-
tation amplifiers (IAs). These amplifiers are advanced
versions of differential amplifiers enhanced with many
additional desirable characteristics such as very high input
impedance > 100 MV) to prevent loading the small ECG
signals to be picked up from the skin. The final stages of the
ECG amplifier module limit the system’s response (band
pass filtering) to the desirable range of frequencies for
diagnostic (i.e., 0.05–150 Hz) or monitoring (i.e., 0.5–
40 Hz) purposes. A more limited bandwidth in the mon-
itoring mode provides improved signal to noise ratio and
removes ECG baseline drift due to half-cell potentials
generated at the electrode/electrolyte interface and motion
artifacts. Driven right-leg amplifiers improve the CMRR.
The amplified and adequately filtered ECG signals are
then applied to display, recording or digitization modules
of a computer-based ECG acquisition system. Detailed
specifications for diagnostic ECGs have been developed
by the American National Standards Institute (5). For
more detailed specification and design as well as other
aspects of ECG instrumentation and measurements, see
the Appendix, Bioelectrodes, Electrocardiography, and
Electrocardiographic Monitors.

COMPUTER SYSTEMS IN ELECTROCARDIOGRAPHY

Diagnostic Computer-Based ECG Systems

Heart diseases cause a significant mortality rate in the
world. Accurate diagnosis of heart abnormalities at an
early stage could be the best way to save patients from
disability or death. The ECG signal has considerable diag-
nostic value and ECG monitoring is a very well established
and commonly used clinical method. Diagnostic ECG test-
ing is performed in a doctor’s office, in a clinic or hospital as
a routine check up. In this test, a full 12-lead ECG (to be
described later) is acquired from a resting subject and
displayed on a chart recorder or a computer screen to
diagnose cardiac diseases. In cardiac care units (CCUs),
a patient’s single lead ECG may be continuously acquired
and displayed on a cathode ray tube (CRT) or a computer
screen for signs of cardiac beat abnormalities. The ECG

monitoring capabilities are now an integral part of a num-
ber of other medical devises, such as cardiotachometers,
Holter monitors, cardiac pacemakers, and automatic defi-
brillators.

Most of the traditional clinical ECG machines used a
single channel amplifier and recording system. The recod-
ing was achieved using a direct writing chart recorder. In
modern systems, however, computer memory, display
screen and printing capabilities are deployed to record,
display and report the ECG data. Traditional single chan-
nel systems used a multiposition switch to select the
desired lead connection (I, II, III, aVR, aVL, aVF, V1, V2,
V3, V4, V5, and V6) and apply it to the biopotential amplifier
and chart recorder. Only one ECG lead at a time could be
selected and recorded with these machines. The block
diagram of a modern single channel computer-based
ECG acquisition system is shown in Fig. 6.

Most of the modern ECG machines are multichannel
systems. They include several amplifier channels and
record several ECG leads simultaneously. This feature
enables them to considerably reduce the time required to
complete a set of standard clinical ECG recordings. As the
ECG leads are recorded simultaneously, they can be shown
in their proper temporal relationship with respect to each
other. These systems use microprocessors to acquire the
cardiac signals from the standard 12-lead configuration by
sequencing the lead selector to capture four groups of three
lead signals, and switch groups every few seconds. The
high end computer-based systems capture all 12-leads
simultaneously and are capable of real-time acquisition
and display of the standard 12-lead clinical ECG signals
(see Example below.)

Modern ECG acquisition systems achieve certain desir-
able features, such as removal of artifacts, baseline wan-
der, and centering of the ECG tracings by using specialized
computer algorithms. These systems perform automatic
self-testing on power up and check for lead continuity and
polarity and indicate lead fall-off or reversal. They deploy
digital filters implemented in software to considerably
improve the ECG signal quality and automatically remove
baseline drift and reduce excessive powerline and biologi-
cal noise. Powerful software programs not only minimize
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Figure 5. Einthoven equilateral
triangle. The vertices are LA (left
arm), RA (right arm), and LL (left
leg). The RL (right leg) is used as a
reference for potential difference
measurements and is not shown. I,
II and III represent electrocardio-
graphic frontal limb leads. The þ
and – represent connection to the
terminals of an ECG (biopotential)
amplifier. Lead I is the potential
difference between LA and RA. Lead
II is the potential difference between
LL and RA. Lead III is the potential
difference between LL and LA. (The
input polarity of the amplifier shown
is for recording: III limb.)



baseline drift without signal distortion during rest, they
also produce high quality ECG tracings during patient
monitoring, exercise and ambulation.

12-Lead Clinical Electrocardiography. The most com-
monly used or standard clinical ECG system is the 12-lead
system. This system is comprised of three bipolar limb
leads (I, II, III) connected to the arms and legs; three
augmented leads (aVR, aVL, aVF); and six unipolar chest
or precordial leads (V1, V2, V3, V4, V5, V6).

The connections to measurement points in the 12-lead
system are shown in Fig. 7. Six of these 12 leads are frontal
leads (the bipolar and the augmented leads) and six of them
are transverse leads (the precordial leads). The frontal
leads are derived from three measurement points RA,
LA, LL with reference to RL. Therefore, any two of these
six leads contain exactly the same information as the other
four. The dipole source model can be used to explain the
total electrical behaviour of the heart (See the section
Electrocardiography and Ref. 2.)

Basically, any two of the three I, II, and III leads could
represent the cardiac activity in the frontal plane and only
one chest lead could be used to represent the transverse
activity. Chest lead V2 is a good representative of electrical
activity in the transverse plane as it is approximately
orthogonal (perpendicular) to the frontal plane. Overall,
as the cardiac electrical activity could be modeled as a
dipole, the 12-lead system could be considered to have three
independent leads and nine redundant leads. However,
since the chest leads also detect unipolar elements of the
cardiac activity directed toward the anterior region of the
heart, they carry significant diagnostic value in the trans-
verse plane. As such, the 12-lead ECG system can be
considered to have eight independent and four redundant
leads. Now the question arises why all the 12-leads are
recorded then. The main reason is that the 12-lead system
enhances pattern recognition and allows cardiologists to
compare the projections of the resultant vectors in the two
orthogonal planes and at different angles. This facilitates
and validates the diagnostic process. Figure 8 shows the
surface anatomical positions for the placement of the bio-
electrodes in 12-lead electrocardiography.

A Detailed Example: The Philips PageWriter Touch 12-Lead
ECG System. Currently, there are a number of highly
advanced 12-Lead ECG data acquisition, analysis and
interpretative systems on the market. A detailed descrip-
tion and comparison of all these systems are beyond the
scope of this chapter (for information on these systems see

manufacturers web sites). Due to space limitation, only one
representative system will be described in detail as an
example. The Philips PageWriter Touch (Philips Medical,
MA) is an advanced 12-lead ECG acquisition and analysis
system with many user-friendly features. It has a compact
design and is best suited for busy hospitals and fast-paced
clinical environments. It has an intuitive touch screen
which is fully configurable and it has a powerful build-in
interpretative 12-lead ECG signal analysis algorithm
developed for rapid and accurate interpretation of ECG
signals (Fig. 9).

The PageWriter supports a variety of ECG data acquisi-
tion modes, display settings and reporting schemes. It
provides real-time color-coded ECG signals enabling the
user to perform quality control checks on the acquired ECG
data. Quality control features include surface anatomical
diagrams that alert the user to the location of loose or
inoperable electrodes (Fig. 8). It is equipped with a full-
screen preview display of the ECG report before print out.
It has an ergonomic design that facilitates ECG data
collection from the patient bedside (Fig. 10).

The PageWriter Touch has an alphanumeric keyboard,
an optional barcode scanner, and an optional magnetic card
reader to increase the speed and accuracy of patient data
entry and management. Data handling features include
indexed ECG storage and quick transmission of stored
ECG data to an ECG data management system. By using
indexed thumbnail images of each ECG report the user can
instantly view and print the stored reports. Multiple report-
ing formats may be applied to any saved ECG records.

In brief, the PageWriter Touch features accurate and
fast 12-lead ECG signal acquisition and analysis capabilities
for both adults and children patients. It has real-time color-
coded display facilities and provides instantaneous snap-
shots of stored ECG data on the touch screen. It has a
variety of ECG data review and printing capabilities. The
touch screen provides easy and flexible configurability of
features (Fig. 11). (For more details on Technical Specifica-
tions of PageWriter Touch see the Appendix.)

Overview of System Description. The PageWriter Touch
electrocardiograph performs acquisition, analysis, presen-
tation, printing, storage, and transfer of ECG signals as
well as other patient data. A generalized block diagram of
the system is shown in Fig. 12.

The system is comprised of three major subsystems
equipped with an LCD display and touch screen module.
A brief and high level description of these subsystems is as
follows.
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Figure 6. Block diagram of a three-
lead electrocardiograph. The normal
locations for surface electrodes are ri-
ght arm (RA), right leg (RL¼ground or
reference), left arm (LA), and left leg
(LL). In 12-lead electrocardiographs,
six electrodes are attached on the chest
of the patient as well. (Courtesy of Ref.
6.)



1. Main Controller Board. This is a single board com-
puter (SBC) with extensive Input–Output facilities,
running Windows CE 3.0. The PageWriter applica-
tion software controlling the overall operation of
the electrocardiograph runs on the Main Controller

Board, which includes the display and user-input
subsystems. The application software interacts
with numerous hardware and software subsystems.
The Main Controller Board SBC contains loader
software and Windows CE kernel image in its
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Figure 7. Lead connections in standard 12-lead electrocardiography. (Courtesy of Ref. 3.)



internal flash memory (32 MB). At system boot, a
system RAM test is performed by the loader (64 MB
RAM onboard). The Windows CE kernel loads next.
After loading of the CE, the application launcher
runs, verifying system and executable images before
loading the SierraGUI (Graphical User Interface)
application. All interactions with the system opera-
tor (user) are implemented through the SierraGUI
application. The application software and all ECG
archives are stored on a separate 128 MB Compact-
Flash (CF) card installed on the Main Controller
Board (Fig. 12.)

2. Printer Controller Board. This is a controller board
that provides all the real-time management of the
printer. The Printer Controller Board communi-
cates with the Main Controller Board through a
USB port. The Printer Controller Board is a micro-
processor-based control board for the electrocardio-
graph thermal printer mechanism. This board is
connected by a USB port to the Main Controller
Board and is powered by the power circuit of the
Main Controller Board. It provides ECG waveform
rendering and basic bitmap imaging operations,
and uses a PCL-like control language API for page
description and feed control. It controls the print
head, motor, and detects drawer-open and top-of-
form.

3. Patient Input Module (PIM). This is a controller
running Windows CE 3.0, coupled with a signal
acquisition board employing mixed-signal Applica-
tion Specific Integrated Circuit (ASIC) technology
developed for ECG data acquisition. The PIM com-
municates with the Main Controller Board through a
USB port (Fig. 12.)

44 ELECTROCARDIOGRAPHY, COMPUTERS IN

Figure 8. Surface anatomical positions for application of bioelec-
trodes in the 12-lead ECG system. (Courtesy of Philips Medical
Systems, USA.) (Illustration courtesy of Mark Wing, Illustrator.)

Figure 9. PageWriter Touch, a high-end 12-lead electrocardio-
graph with built-in 12-lead ECG signal interpretation capabilities.
(Courtesy of Philips Medical Systems, USA.)

Figure 10. Easy data collection set up at bedside. (Courtesy of
Philips Medical Systems, USA.)

Figure 11. PageWriter Touch electrocardiograph has a user-
friendly interface. (Courtesy of Philips Medical Systems, USA.)
(Illustration courtesy of Mark Wing, Illustrator.)



The LCD display module for the PageWriter Touch
electrocardiograph is an extended graphic array or
XGA-compatible, full-color with backlight and overlaid
touch screen (Fig. 9.) It is driven by the Main Controller
Board using a graphics accelerator chip and dedicated
touch screen support hardware. The touch screen provides
finger-tap input substituting for the normal Win32 mouse-
click input.

ECG Data Flow and Storage in PageWriter Touch. The
ECG data flow and storage in the PageWriter Touch elec-
trocardiograph is shown in Fig. 13.

The ECG signals are picked up at the body surface using
electrodes attached to properly prepared skin at specified
anatomical sites. The ECG data stream is then routed in
real-time to the Main Controller Board, where it is written
into the application buffers in RAM. These buffers are used
to present the ECG data stream on the LCD screen in real-
time. When the user initiates an AUTO report print,
presses the ACTION button on the Patient Input Module
or the Snapshot button on the display, or uses the Timed
ECG acquisition, the corresponding 10 s segments of the
ECG data are then copied to the temporary ECG storage in
RAM. These 10 s segments are named ECG reports that

ELECTROCARDIOGRAPHY, COMPUTERS IN 45

ONBOARD FLASH 4MB 
WinCE 3.0 Kernel Boot Leader

PATIENT
INTERFACE
MODULE (PIM)
SA1110 16MB RAM

INTERNAL
FLOPPY DRIVE

MODEM PC CARD
FLASH OR

WIRELESS NIC

MAGNETIC
CARD

READER

INTERNAL
DEBUG PORT

EXTERNAL
DB9

EXTERNAL
PHONO JACK

EXTERNAL
(SPARE)

EXTERNAL
RJ45

THERMAL PRINTER

BARCODE
READER

KEYBOARDLITHIUM ION BATTERIES (2)

TOUCH SCREEN

XGA 16 BIT COLOR
ACTIVE MATRIX

LCD DISPLAY

DISPLAY
1/0

BATTERY
1/0

PS/2
0

PS/2
1

ETHERNET
10/100

USB
3

USB
2

USB
1

USB
0

PCMCIA
SLOT

ONBOARD FLASH
32MB

COMPACT FLASH
128MB

(non-user removable) EPROM
128K

RS232
0

RS232
1

RS232
2

ANALOG
ECG SYNC

PRINTER CONTROLLER
MCF5272 8MB RAM

ONBOARD
FLASH512K

MONITOR/OS
Boot Leader

WinCE 3.0 kernel
ADS Startup Files

Application Files
ECG Data Storage
Non-volatile Config.

Boot Leader

COTROLLER BOARD
SA1110/1111 64MB RAM

Figure 12. A generalized block diagram for PageWriter Touch. (Courtesy Philips Medical Systems,
USA.)



can be previewed and printed. In AUTO mode, the ECG
report may be automatically printed after copying to
storage. An ECG report contains waveforms, analysis
information, patient demographics, and acquisition infor-
mation, along with operator and device information.
Figure 14 shows a rendered ECG report print sample.

The PageWriter Touch 12-Lead ECG Data Analysis Pro-
gram. This program analyzes up to 12 simultaneously
acquired ECG waveforms over a 10 s period using inter-
pretive criteria by patient-specific information. For exam-
ples of ECG diagnostic criteria see Ref. (7). The analysis
algorithm analyzes ECG data and produces an interpretive
report to assist the clinician make more informed patient

assessment in a broad range of clinical settings. The ana-
lysis program is developed to allow clinicians read and
interpret ECG findings more quickly and efficiently, pro-
vide accurate, validated ECG measurements to facilitate
physician overreading and improve treatment decision
making, generate detailed findings that highlight areas
of interest for physicians review, provide high levels of
reproducibility for more consistent ECG interpretation.

The algorithm monitors the quality of the ECG wave-
forms acquired from 10 electrodes (12 leads), recognizes
patterns, and performs basic rhythm analysis. Using
advanced digital signal processing techniques, the algo-
rithm removes biological and non-biological noise and arti-
facts while minimizing distortion of the ECG waveforms
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and preserving their diagnostic quality. By using a set of
diagnostic criteria, the 12-lead ECG analysis program
generates interpretative statements, summarizes the find-
ings for the ECG signals, and highlights key areas of
concern for physician review. The analysis program has
a built-in pacemaker pulse detector and paced rhythm
classification routine. The program distinguishes a variety
of atrial, ventricular and atrioventricular (AV) sequential
pacing modes to recognize asynchronous pacing typically
seen with a magnet in place. In addition to automated
detection capabilities, the algorithm provides user selected
configuration of ‘‘pacemaker patient’’ or ‘‘non-pacemaker
patient’’ for more accurate analysis.

The 12-lead analysis program also incorporates factors,
such as age and gender that impact a patient’s risk for
developing specific forms of cardiac disease. It uses gender-
specific interpretation criteria to take into account key
physiological differences between males and females. For
example, it applies gender-specific evaluation of Q waves
for improved detection of Acute Myocardial Infarction
(AMI), which is often missed in female patients. It also
uses more gender-specific criteria for detection of axis
deviation, Left Ventricular Hypertrophy (LVH), and pro-
longed QT segment.

The 12-lead algorithm also includes an advanced Pedia-
tric Criteria Program, which uses age to select clinically
relevant interpretative statements related to cardiac
rhythm and morphology. If a patient’s age is < 16 years,
the algorithm automatically uses pediatric ECG interpre-
tation criteria, which accounts for higher rates and nar-
rower QRS complexes in this patient population. The
Pediatric Criteria Program recognizes 12 distinct age
groups to ensure most relevant-age interpretation criteria
are applied for analyzing the ECG data. In fact, patient age
is used to define normal limits in heart rate, axis deviation,
ECG segment time intervals, voltage values for interpreta-
tion accuracy in tachycardia, bradycardia, prolongation or
shortening of PR and QT intervals, hypertrophy, early

repolarization, myocardial ischemia and infarct, as well
as other cardiac conditions. The pacemaker detection and
classification algorithm built into the Pediatric Analysis
Program has the ability to reliably distinguish pacemaker
pulses from the very narrow QRS complexes often pro-
duced by neonatal and pediatric patients. It also reduces
the likelihood of false diagnosis in non-paced patients,
while enabling more accurate paced rhythm analysis for
the pediatric age group.

To improve on the classification accuracy of a diagnostic
dilemma in pediatrics to distinguish between mild Right
Ventricular Hypertrophy (RVH) and Incomplete Right
Bundle Branch Block (IRBBB), the algorithm combines
12-lead synthesized vectorcardiogram transverse plane
measurements with scalar ECG measurements. In addi-
tion, the pediatric analysis program provides improved QT
measurements in pediatric patients.

The ST segment elevation in ECG tracings is an effec-
tive indicator of acute myocardial infraction. The Page-
Writer Touch 12-Lead ECG Analysis Program provides
advanced software for detection of ST Elevation Acute
Myocardial Infarction (STEMI). This software feature
provides clinicians with a valuable decision support tool
when working with patients presenting symptoms that
suggest accurate coronary syndromes.

Other cardiac conditions, such as benign early repolar-
ization and acute pericarditis, tend to mimic the ECG
diagnosis of STEMI, and degrade algorithm detection accu-
racy. To address this difficulty, the ECG Analysis Program
separates the confounders by examining the patterns of
ST elevation. Improved measurements in ST deviation
enables the algorithm to achieve both high sensitivity
and specificity in more accurate detection of STEMI
condition.

Exercise (Stress) Electrocardiography. Exercise (Stress
or Treadmill) electrocardiography is a valuable diagnostic
and screening procedure primarily used to diagnose
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Figure 14. A 12-lead ECG report sample for
printing or copying. (Courtesy of Philips Medical
systems, USA.)



coronary artery disease (CAD). Exercise on treadmill may
induce ischemia that is not present at rest. Exercise elec-
trocardiography is usually performed to screen for the
presence of undiagnosed CAD, to evaluate an individual
with chest pain, to clarify abnormalities found on a resting
ECG test, and to assess the severity of known CAD.

Accurate interpretation of stress ECG is dependent on a
number of factors including a detailed knowledge of any
prior medical condition, presence of chest pain and other
coronary risk factors. A modern exercise ECG system
includes a 12-lead ECG diagnostic system with accurate
and advanced ECG signal processing capabilities. It also
includes appropriate interfaces for treadmills, ergometers
as well as motion-tolerant noninvasive blood pressure
(NIBP) monitors.

Vectorcardiography. In 12-lead clinical electrocardio-
graphy described above, the scalar ECG signals are
recorded from 10 electrodes placed on specific sites on
the body surface. These tracings show detailed projections
of the cardiac vector as a function of time. However, they
do not show the underlying cardiac vector. Vectorcardio-
graphy is a method in which the cardiac electrical acti-
vity along three orthogonal axes (x, y, z) in the principal
planes (frontal, transverse, sagittal) are recorded and the
activity of any two of the three is displayed on a CRT. This
display is a closed loop showing the locus of the tip of the
cardiac vector during the evolution of atrioventricular
depolarization–repolarization phases in one cardiac cycle
(Fig. 4.) These closed loops are known as vectorcardiogram

(VCG). Figure 15 shows the 3D representation of the
cardiac electrical activity and its projections onto the prin-
cipal planes recorded as vectorcardiogram. Figure 16
shows the basic principles of vectorcardiography and the
VCG.

In contrast to ECG tracings that show the detailed
morphology of the electrical activity of the heart in any
one single lead direction, the VCG is the simultaneous plot
of the same electrical events in two perpendicular (ortho-
gonal) lead directions. This gives a detailed representation
of the cardiac vector and produces loop-type patterns on the
CRT. The magnitude and orientation of the P, QRS, and T
loops are then determined from the VCG. The VCG plots
provide a clear indication of the cardiac axis and its devia-
tion from normal. Each VCG exhibits three loops, showing
the vector orientation of the P waves, the QRS complex
and the T wave during the cardiac cycle. The high amplitude
of the QRS complex loop predominates the VCG recordings
and sensitivity adjustments need to be made to adequately
display the loops resulting from the P and T waves.

The VCG is superior to the clinical 12-lead scalar ECG
in recognition of undetected atrial and ventricular hyper-
trophy and some cases of myocardial infarction and the
capability to diagnose multiple infarctions in the presence
of bundle branch blocks. For example, in most infarcts the
cardiac vector orientation moves away from the area of
infarction. The advantage of VCG is that it only requires
three orthogonal leads to provide full information on car-
diac electrical activity. This translates into simpler algo-
rithms and less computation. However, the full 12-lead
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Figure 15. The three-dimensional
(3D) representation of the evolution
of the cardiac vector for P, QRS, and
T loops during one cardiac cycle and
their projections onto the three prin-
cipal planes. (Courtesy of Ref. 3.)



scalar ECG provides detailed time plots of the ECG signals
and highlights the changes in waveform morphology. Dec-
ades of clinical experience has made the 12-lead electro-
cardiography the standard method of practice in diagnosis
of heart disease and favors that method over vecorcardio-
graphy. For a comprehensive and detailed description of
Vectorcardiography see Refs. 2 and 8.

High Resolution Electrocardiography (Body Surface Poten-
tial Mapping). The electrical activity of the heart triggering
its pumping action is a spatiotemporally distributed pro-
cess. As discussed above, electrocardiography provides
temporal information on timing of cardiac cycle. It can
provide information on chamber enlargement and is an
established tool for diagnosis of cardiac arrhythmias. Exer-
cise testing using 12-lead clinical electrocardiography is
the most common means of clinical investigation in eva-
luation of patients with chest pain. Even though clinical
12-lead ECG provides excellent temporal resolution in
assisting clinical diagnosis of heart disease, it is limited
in providing spatial information on the evolution of the
electrical activity during the cardiac cycle.

The 12-lead ECG is now a standard diagnostic tool in
clinical practice, but it is limited in detecting some cardiac
abnormalities due to it sparse spatial sampling of the
cardiac vector. Cardiac electrical imaging or enhanced
electrocardiography alleviates this limitation by acquiring
more information through deployment of a larger array
(hundreds) of electrodes installed in a jacket to record more
spatial samples of cardiac electrical activity.

As discussed in the sections above, the heart is a spa-
tially and temporally distributed biosource embedded in an
irregularly shaped volume conductor with conductivity
inhomogenities. In standard electrocardiography one can
measure heart rate and detect arrhythmias, determine the
location of cardiac ischemia and infarction, localize some
sites of conduction disorders between atria and ventricles
or areas of transient ischemia or even detect chamber
hypertrophy or congenital heart defect. However, standard
ECG is specifically limited in the following: accurate detec-
tion of events in the non-anterior regions of the heart,
underestimation of the deflections of the ST segment dur-
ing ischemia if they are weak or nonexistent on the regions
of the torso sampled by the ECG leads, inaccuracy of ECG
amplitudes in reflecting the extend of physiological altera-
tions due to the spatial integration effects of many simul-
taneous events, some of which partially cancel so that
small defects can result in large changes in the ECG signal
or vice versa.

Simply stated, standard ECG is limited in spatial reso-
lution as it is used to describe the complex cardiac fields
generated by the electrical activity of a spatiotemporally
distributed biosource like the heart. Therefore, the need for
enhanced resolution electrocardiography exists. Recent
developments in cardiac imaging techniques have been
largely driven by this need. A number of active research
centers around the world are dedicated to the development
of this technology (9–12). As with other imaging methods
used in medicine, recent developments in cardiac electrical
imaging have greatly benefited from better data
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Figure 16. Vectorcardiography based on mutually orthogonal uniform lead fields set up by parallel
electrode arrangements on opposite sides of the torso in three principal planes. (Courtesy of Ref. 2.)



acquisition capabilities and advancements in electronics
and computer hardware and software capabilities. Figure
17 shows color-coded BSPMs and computed potential dis-
tributions at the surface of the heart during the peak of the
QRS complex using 120 ECG electrodes as an example of
how advanced computing methods can improve the spatial
resolution of electrocardiography.

In summary, a popular modern approach to extend the
capabilities of the standard 12-lead ECG system in map-
ping the electrical activity of the heart is high resolution
electrocardiography or body surface potential mapping
(BSPM). This approach attempts to provide spatial infor-
mation by including a larger number of recording electro-
des covering the entire torso. The BSPM facilitates the
spatial visualization of the cardiac electrical activity. It has
been shown that BSPM is superior to 12-lead electrocar-
diography in detection and localization of acute and remote
myocardial infarction (MI). However, the full capability of
BSPM to localize acute MI is as yet, not established.

Computers play a central role in fast acquisition and
real-time processing of a large number of ECG signal
channels, as well as in modeling and visualization of the
electrical images of the heart and eventual construction of
3D animated representations of body surface potential
maps. These topics are active areas of research and deserve
separate chapters in their own right.

Computer-Based Monitoring ECG Systems

All modern diagnostic and monitoring ECG acquisition
and analysis systems are equipped with state-of-the-art
computer technology. ECG monitoring devices constitute
an essential part of the patient monitoring systems.
Patient monitoring systems are used to continuously
or intermittently measure the vital signs (generally

ECG, heart rate, pulse rate, blood pressure, and tem-
perature) and perform automatic analysis on them. Mon-
itoring is carried out at the bedside, or a central station.
Bedside monitors are now widely used in intensive care,
cardiac care and operating rooms. Computer-based bed-
side monitors perform ECG analysis and generate
alarms if life-threatening arrhythmias occur. The ECG
monitoring systems can be networked to share common
computing and analysis resources. Telecommunication
technologies are now used to transmit ECG signals back
and forth between computing facilities. For a detailed
discussion of ECG-based monitoring systems see Ambu-
latory (Holter) Monitoring and Electrocardiographic
Monitors.

Computer-Based Heart Beat Detection. Computer-based
arrhythmia detectors that provide accurate detection of
prevalent heart diseases could greatly help cardiologists in
early and efficient diagnosis of cardiac diseases. Such
devices now constitute an integral part of computer-based
cardiac monitoring systems. The morphologic and rhyth-
mic character of the ECG signal can be interpreted from its
patterns, which normally have periodic waveforms such as
PQRSTU-waves. Rhythmical patterns deviating from nor-
mal ECG (cardiac arrhythmias) have correlation with
heart injuries or its malfunction in pumping the blood,
such as premature beats, flutter and fibrillation patterns.
The most serious pattern is ventricular fibrillation, which
may be life threatening due to deficient supply of oxygen by
the blood to the vital organs, including the heart itself.
Considering other factors influencing the ECG patterns
such as medications taken by patients, their physiological
and psychological condition as well as their health records,
an accurate diagnosis can be made based on cardiac
arrhythmia classification.
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Figure 17. Color-coded BSPMs and computed
potential distributions at the surface of the heart
during the peak of the QRS complex using 120
ECG electrodes. The surface on the right shows
the computed potential distribution on the sur-
face of the heart at the same instant. The relative
size of the two surfaces is distorted but their
orientations are aligned as in the geometric model
used for the inverse calculation. The scaling and
isopotential contours are local to teach surface.
Scale bars on both sides indicate the voltage (in
microvolt) to color mapping. (Courtesy of Dr.
Robert MacLeod, Scientific and Imaging Insti-
tute, University of Utah, Ref. 9.)



Accurate determination of the QRS complex and more
specifically, reliable detection of the R-wave peak plays a
central role in computer-based ECG signal analysis, Holter
data analysis and robust calculation of beat-to-beat heart
rate variability (13). Fluctuations in the ECG signal base-
line drift, motion artifact due to electrode movement and
electromyographic (EMG) interference due to muscular
activity frequently contaminate the ECG signal. In addition,
morphological variations in the ECG waveform and the high
degree of heterogeneity in the QRS complexes make it
difficult to distinguish them from tall peaked P and T waves.

Many techniques have therefore been developed to
improve the performance of QRS detection algorithms.
These techniques are mainly based on band pass filtering,
differentiation techniques, template matching and others.
Recently, it has been shown that the first differential of the
ECG signal and its Hilbert Transform can be used to
effectively distinguish the R-waves from large, peaked T
and P waves with a high degree of accuracy (14). Even
though this method provides excellent R peak detection
performance, it lacks automatic missing-R-peak correction
capability and has not been tested on pediatric ECG data.
Manual correction of missing R peaks in the ECG signal is
time consuming and tedious and could play a critical role in
error-free derivation of HRV signal. Figure 18 shows the
block diagram for an Enhanced Hilbert Transform-based
(EHT) method with automatic missing-R-peak correction
capability for error-free detection of QRS complexes in the
ECG signals.

In this algorithm, filtered ECG signals are differen-
tiated first to reduce baseline drift and motion artifacts.
This step sets the ECG peaks to zero. Hilbert Transform of
the differentiated signal is then calculated and the con-
jugate of the Hilbert Transform is obtained. With this
operation, the zero crossings in the differentiated signal
becomes prominent peaks in the Hilbert transformed con-
jugate of the differentiated signal. A threshold is then
selected based upon the normalized RMS value (as it gives
a measure of the noise content in the signal) of the Hilbert
transformed ECG signal. The time instants for which the
signal amplitude is greater than the threshold value are
stored in an array. Peak detection is performed on the
original signal. The peak values and the time at which they
occur are stored in separate arrays. The R–R intervals are

then calculated. If an R–R interval is > 130% of the pre-
vious R–R interval, then the algorithm is considered to
have missed an R-peak from the ECG signal. Hence a
correction for the missing beat is made based upon an
updated moving average of the previous R–R intervals.
The amplitude of the missing peak is estimated as the
average of the two previous R-peaks adjacent to it (13).

ECG Signal Telemonitoring

With advancements in bioinstrumentation, computer, and
telecommunications technologies now it is feasible to
design vital sign telemonitoring systems to acquire, record,
display, and transmit physiological signals (e.g., ECG)
from the human body to any location. At the same time,
it has become more practical and convenient for medical
and paramedical personnel to monitor vital signs from any
computer connected to the Internet.

Telemonitoring can improve the quality, increase the
efficiency, and expand access of the healthcare delivery
system to the under-staffed, remote, hard-to-access, or
under-privileged areas where there is a paucity of medical
practitioners and facilities. It seems reasonable to envision
that a telemonitoring facility could significantly impact
areas where there are needs for uniform healthcare access
such as under-served populations of rural areas, develop-
ing countries, space flights, remote military bases, combat
zones, and security healthcare facilities. Mobile patient
telemonitoring (i.e., emergency medicine), posthospital
patient monitoring, home care monitoring, patient educa-
tion and continuing medical education all will benefit from
telemonitoring. Figure 19 shows the graphical user inter-
face of a Web-based vital sign telemonitor accessed from a
client site (15).

APPENDIX

The PageWriter Touch Technical Specifications. (Courtesy
of Philips Medical Systems, USA.)

ECG Acquisition

R/T (real-time) ECG (12 leads)

AUTO (12 leads)

RHYTHM (up to 12 leads)

DISCLOSE (1–3 leads)

Keyboard

Full alphanumeric

Touch Screen Display

1024 � 768 pixel resolution

30.4 � 22.8 cm (15 in. diagonal) color liquid

crystal touch screen display with backlight

Patient Module

Action button allows user to take ECG snapshots from
the bedside
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Figure 18. Block diagram for the Enhanced Hilbert Transform-
based (EHT) QRS detection algorithm with automatic built-in
missing R-peak correction capability. (Courtesy of Ref. 13.)



Signal Processing/Acquisition

Sampling Rate

1000 samples per second per electrode/lead

12 bit A/D conversion provides 5 mV resolution

Auto Frequency Response

0.05–150 Hz, 0.15–150 Hz, 0.5–150 Hz,

0.05–100 Hz, 0.15–100 Hz, 0.5–100 Hz,

0.05–40 Hz, 0.15–40 Hz, 0.5–40 Hz

Rhythm Frequency Response

0.05–150 Hz, 0.15–150 Hz, 0.05–100 Hz,

0.15–100 Hz, 0.05–40 Hz, 0.15–40 Hz

Filters

AC noise

Baseline wander

Artifact

Printer

Printer Resolution

High resolution, digital-array printer using thermal-
sensitive paper

200 dpi (voltage axis) by 500 dpi (time axis)

Report Formats

3 � 4 (1R, 3R)

6 � 2

Panoramic 12 (Cabrera)

12 � 1

Rhythm (up to 12 selected leads)

Extended Measurements

One Minute Disclose (1 lead)

Full disclosure (5 min, 1 to s selected leads)

Battery Operation

Capacity

Typically 50 ECGs and copies on a single charge or
40 min of continuous rhythm recording

Recharge

Seven hours in standby mode to >90% capacity (typical)

Network Connections

10/100 Base-T IEEE 802.3 Ethernet Via RJ45 connector
(standard)

Optional software required for Proxim Range LAN
27410 CE PC card wireless LAN connection

FAX Capability (optional)

Group 3, Class 1 or 2 fax

Modem (optional for USA & Canada)

V.90, K56 flex, enhanced V.34, V32 bits, V.32, V.22 bits
and below

Barcode Reader (optional)

Reads Code 39 (standard and full ASCII)

Magnetic Card Stripe Reader (optional)

Reads cards adhering to ISO 7810, 7811-1, -2, -3, -4, and
JIS X6301 and X6302
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Figure 19. The graphical user interface of a web-
based telemonitor. (Courtesy of Ref. 15.)



ECG Storage

XML File Format

150 ECGs to internal flash memory

2–3 ECGs typical per 1.4 MB floppy disk

150 ECGs per 128 MB PCMCIA card (optional)

ECG File Formats

XML and XML SVG

Power and Environment

Line Power 100–240 Vac, 50/60 Hz, 150 VA max

Environmental Operating Conditions

15–35 8C (50–104 8F)

15–70% relative humidity (noncondensing)

Up to 4550 m (15,000 ft.) altitude

Environmental Storage Conditions

0–408C (32–122 8F)

15–80% relative humidity (noncondensing)

Up to 4550 m (15,000 ft) altitude

Cardiograph Dimensions

�45 � 45.8 � 16 cm (17.7 � 18.0 � 6.34 in.)

Cardiograph Weight

�13 kg (28 lb.) including accessories

Patient Interface Module

Remote, microprocessor-controlled module

Safety and Performance

Meets the following requirements for safety and
performance:

IEC 60601-1:1988 þ A1: 1991 þ A2: 1995 General
Requirements for Safety including all National
Deviations

IEC 60601-1-2: 1993 General Requirements for Safety
Electromagnetic Compatibility

IEC 60601-2-25: 1993 þ A1: 1999 Safety of Electrocar-
diographs

IEC 55011: 1998 Radio Frequency disturbance, Limits
and Methods of Test

AAMI EC11: 1991 Diagnostic Electrocardiographic
Devices

JIST 1202: 1998 Japanese Industrial Standard for Elec-
trocardiographs
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ELECTROCONVULSIVE THERAPHY
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INTRODUCTION

Electroconvulsive therapy (ECT) is a technique for the
treatment of severe psychiatric disorders, which consists
of the deliberate induction of a generalized tonic-clonic
seizure by electrical means. Contemporary ECT devices
typically deliver bidirectional (alternating current) brief-
pulse square-wave stimulation through a pair of electrodes
that are applied externally to the patient’s scalp. The
procedure is now almost always performed under general
anesthesia, although, in some unusual situations, such as
in developing countries with limited medical resources, it
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may be occasionally done without anesthesia (1). As with
other convulsive therapies that historically preceded ECT,
the goal is to produce a seizure. The presence of seizure
activity appears to be essential; stimuli that are below the
seizure threshold appear to be clinically ineffective. How-
ever, although the production of a seizure appears to be
necessary, a seizure alone is not sufficient. Some forms of
seizure induction are, in fact, clinically ineffective. A vari-
ety of psychiatric and neurological conditions exist that
respond favorably to ECT, although the majority of
patients treated with ECT have mood disorders, such as
unipolar or bipolar depression, particularly when severe or
accompanied by psychotic symptoms. Certain other condi-
tions, such as mania, schizoaffective disorder, catatonia,
neuroleptic malignant syndrome, Parkinson’s disease, and
intractable seizures, may respond to ECT as well. Schizo-
phrenia has also been treated with ECT, although the
results tend to be less favorable than those obtained in
patients with mood disorders. Those patients with schizo-
phrenia who also have a prominent disturbance of mood
probably respond best to ECT (2,3). Typically, a series or a
course of treatments is prescribed. By convention, ECT
treatments are usually given two to three times per week.
A course usually consists of around six to eight treatments,
which may then be followed by maintenance treatment in
the form of either medication, additional ECT given at less
frequent intervals, or both. A number of questions still
remain regarding the most effective methods for perform-
ing ECT, the mechanism of action of ECT, and what role
there may be in the future for ECT and other forms of brain
stimulation, such as repeated transcranial magnetic sti-
mulation (rTMS), magnetic seizure therapy (MST), and
vagus nerve stimulation (VNS).

HISTORY

ECT was first used by the Italian psychiatrists Ugo Cerletti
(Fig. 1) and Lucio Bini to treat a disorganized, psychotic
man found wandering the streets of Rome in 1938. The
results were dramatic, with complete recovery reported (4).
The treatment was developed as an alternative to other,
higher risk forms of artificial seizure induction, specifically
Ladislas von Meduna’s convulsive therapy involving the
use of stimulants such as camphor, strychnine, and Metra-
zol (pentylenetetrazol) (4–6). ECT was welcomed due to its
effectiveness with otherwise treatment-resistant and pro-
foundly disabled patients. However, the procedure was at
risk of being abandoned due to the incidence of fractures
(up to 40%) caused by uncontrolled seizure activity. This
problem was resolved by the introduction of muscle relaxa-
tion (originally in the form of curare, and later with depo-
larizing muscle relaxants such as succinylcholine) and
general anesthesia (7). The use of anesthesia and muscle
relaxation was one of the most important innovations in
ECT treatment, another being the use of brief-pulse
square-wave stimulation in place of sine-wave alternating
current. Brief-pulse ECT was found to cause less cognitive
impairment compared with sine-wave ECT, as well as less
disruption of the EEG (8,9). The routine use of oxygen and
monitoring of vital signs, cardiac rhythm, pulse oximetry,

electromyography (EMG), and electroencephalography
(EEG) have also helped to reduce the risks associated with
the procedure.

PRE-ECT EVALUATION

In order to receive ECT, a patient must first be evaluated
by a physician (typically a psychiatrist) who is trained and
credentialed in the procedure and who agrees that the
patient is a suitable candidate, based on psychiatric history
and examination, physical condition, and capacity to con-
sent. If a patient is unable to consent, a suitable substitute
decision-maker must be identified, usually a family mem-
ber (in some states, a court-order may be required). The
process of evaluation typically consists, at a minimum, of a
psychiatric interview and mental status examination, a
medical history (including a past medical history, family
and social history, and review of systems) and physical
examination (including a screening neurological examina-
tion and fundoscopic examination to exclude papilledema)
(1,2,10). It is necessary to review the patient’s current
medications, including those that are prescribed for con-
current medical conditions as well as psychiatric medica-
tions, and to obtain some information about previous
medication trials for the psychiatric condition under con-
sideration. Usually, it is desirable to obtain some basic
laboratory studies (such as complete blood count, serum
electrolytes, BUN, glucose and creatinine, urinalysis, liver
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Figure 1. Ugo Cerletti 1877–1963. Reprinted with permission
from the American Journal of Psychiatry, (Copyright 1999). Amer-
ican Psychiatric Association.



function tests, and thyroid function tests) both to screen for
medical conditions that may cause depressive or psychotic
symptoms and to identify conditions of increased ECT or
anesthesia risk. Most patients, and especially older
patients or patients with a history of cardiovascular dis-
ease, should have an electrocardiogram (ECG). The use of
brain imaging is controversial; many practitioners prefer
some form of pre-ECT brain imaging to identify or exclude
the possibility of an intracranial mass, one of the few
conditions that may be associated with a high risk of
mortality with ECT (11). However, it has been argued that
a neurologic examination should be sufficient to screen for
this particular risk factor (12).

CONSENT

Prior to undergoing ECT or any other procedure, the
patient (or patient’s surrogate decision-maker) must
demonstrate a satisfactory understanding of the nature
of the procedure, its risks, benefits, and alternatives. In
some states, the physician may need to petition the court
for permission to perform ECT on patients who lack the
capacity to consent. The issue of consent is complex, as
those patients who are most in need of ECT are generally
those who are the most ill, and are often the most vulner-
able and impaired. It is possible to have a severe psychia-
tric illness and yet still retain the capacity to rationally
evaluate the necessary issues involved in making a deci-
sion as to whether to have ECT, but one can be seriously
incapacitated as well. Evaluating the patient’s capacity to
give informed consent is one of the most important parts of
the pre-ECT consultation process, along with establishing
the presence or absence of an appropriate indication for
treatment and identifying concurrent medical conditions
and medications that may increase the risk of treatment. It
is part of the consultant’s responsibility to educate the
patient about what is, for many, an unfamiliar or frighten-
ing treatment. Often, much of what a patient or family may
understand of ECT consists of disturbing images, such as
those presented in films like ‘‘One Flew over the Cuckoo’s
Nest’’ (13). In most cases, the patient will be able to under-
stand the information presented and engage in a rational
decision-making process despite their illness. However,
some patients may be able to express a superficial under-
standing of the facts at hand and yet be impaired in the
ability to make rational decisions (14), which may be
demonstrated through self-destructive behavior, lack of
self-care, or irrational refusal of necessary treatment. In
these cases, it becomes necessary to seek a substitute,
usually a family member, who can make medical decisions
on the patient’s behalf. State laws differ regarding the
details and circumstances under which another person
can make these types of treatment decisions, and it is
necessary to become familiar with the particular local laws
governing consent.

INDICATIONS

The most common indication for ECT is severe, treatment-
resistant depression, either of the unipolar or bipolar type

(Table 1). The syndrome of depression is characterized by a
sad or depressed mood, as well as disturbances in energy
level, sleep, and the capacity to experience pleasure (anhe-
donia) (15). It may include psychotic symptoms such as
delusions (fixed, false beliefs that are held despite evidence
to the contrary) or hallucinations. Patients with so-called
‘‘unipolar’’ depression exhibit one or more episodes of
depression without episodes of mania. Such patients will
usually be formally diagnosed as having a major depressive
disorder (MDD). Patients with so-called ‘‘bipolar’’ depres-
sion have also suffered from one or more episodes of mania,
frequently in a cyclical pattern of alternating mania fol-
lowed by depression. Those patients who are most severely
ill, particularly those who are delusional or catatonic, will
typically respond best to ECT. Although usually reserved for
those patients who have not had a successful response to one
or more medication trials, ECT is an appropriate first
treatment when the patient’s life is threatened by severe
illness in the form of aggressively self-destructive behavior,
refusal or inability to eat or drink, or extreme agitation.
Mania, a condition characterized by an abnormally elevated
or irritable mood, hyperactivity, agitation, impulsivity, and
grandiosity, also responds well to ECT. Schizophrenia is
often treated with ECT, particularly in some European and
Asian countries, but may respond less well, unless mood
disturbance is a prominent component of the patient’s ill-
ness. Neuroleptic malignant syndrome (an antipsychotic
drug-induced syndrome that shares many of the character-
istics of catatonia) is a less common indication for ECT and
may be used when the syndrome persists despite the usual
interventions such as discontinuing neuroleptics and treat-
ment with dopamine agonists. Catatonia (which may be an
expression of either a mood disorder or schizophrenia) is
characterized by mutism and immobility, sometimes with
alternating periods of agitation. These patients may respond
to treatment with benzodiazepines, but if they do not, ECT is
indicated and frequently effective. Recurrent, treatment-
refractory seizures may respond to ECT as well, suggesting
an anticonvulsant mechanism of action for ECT (16).
Patients with Parkinson’s disease may improve with
ECT, possibly due to the dopaminergic effect of ECT.

Certain conditions exist, such as personality disorders,
that do not respond well to ECT or may even reduce the
likelihood of successful treatment when they coexist with a
more suitable indication, such as a mood disorder (17–19).
In some cases, the burden of disability and suffering may be
so great (and the risk of serious complications so low) that
ECT may reasonably be offered even if the patient’s diag-
nosis is not one of those generally considered a standard
indication for the treatment (20).
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Table 1. Indications for ECT

Unipolar or bipolar depression
Mania
Schizoaffective disorder
Schizophreniform disorder
Schizophrenia
Catatonia
Neuroleptic malignant syndrome



CONDITIONS OF INCREASED RISK

As will be discussed later in this article, ECT as currently
practiced is a relatively low risk procedure. It can be safely
used to treat all patient groups including children and
adolescents (21–25), pregnant women (26,27), and the
elderly (28). In particular, age alone should not be consid-
ered a barrier to treatment; elderly patients are among
those who often have the most dramatic and favorable
responses to ECT (29). However, certain medical condi-
tions exist that may, to a greater or lesser degree, con-
tribute to an increase in risk of morbidity or mortality with
the procedure (Table 2). Most significant among these
would be severe or unstable cardiac disease or the presence
of a space-occupying lesion (such as a tumor) within the
cranial cavity, resulting in increased intracranial pressure.
Very small tumors without a visible mass effect on com-
puterized tomography (CT) or magnetic resonance imaging
(MRI) do not appear to pose a high risk with ECT (30).
Detecting such masses and making the distinction between
low and high risk lesions may help to support a rationale
for pre-ECT brain imaging as a screening tool (11).

COMPLICATIONS

Serious complications with ECT are rare (Table 3). The risk
of death has been estimated at 4 per 100,000 treatments
(31). The risk of other potentially life-threatening compli-
cations, such as myocardial infraction and stroke, is also
very low, although the risk of cardiac arrhythmias appears
to be higher in persons with pre-existing cardiac disease
(32,33). The introduction of general anesthesia and muscle
relaxation has almost eliminated the risk of fractures with
ECT. Both retrograde amnesia and anterograde amnesia
are common, but it is unusual for cognitive impairment to
be severe or prolonged. Minor side effects such as head-
aches, muscle aches, and nausea frequently occur; these
side effects are usually transient and easily managed with
symptomatic treatment.

The amnesia or memory loss that occurs with ECT
typically takes two forms: loss of memory for past or
previously learned information (retrograde amnesia) as
well as difficulty in learning new information (anterograde
amnesia). The retrograde amnesia associated with ECT
tends to be greater for ‘‘public’’ or ‘‘impersonal’’ knowledge
about the world than for autobiographical or personal
memories. Memories for remote events also tend to be

better preserved than that for more recent events. Bilateral
ECT appears to produce greater and more persistent mem-
ory deficits than right-unilateral ECT (34). ECT-induced
anterograde amnesia is typically greatest immediately
following treatment and tends to rapidly resolve in the
weeks following the last treatment of a series. Recovery
also typically occurs over time with retrograde amnesia,
although patients may notice some persistent gaps in
memory for past events. Although anecdotal, it may be
reassuring to patients to be made aware of the stories of
psychologists and physicians who have had ECT, benefited,
and resumed their professional activities (35). Uncommon
exceptions to these rules exist, however. A few patients
complain of severe and persistent problems with memory
that cause them much distress (36). No satisfactory expla-
nation exists for this phenomenon of severe ECT-induced
memory loss (37). No reliable evidence exists that ECT
causes damage or injury to the nervous system.

MEDICATIONS AND ECT

Experts in the past have recommended stopping antide-
pressants prior to ECT (38), although a recent study now
suggests that tricyclic antidepressants (TCAs) and selec-
tive serotonin reuptake inhibitors (SSRIs) may be safe in
combination with ECT (39). Evidence exists that certain
antipsychotic medications (such as haloperidol, risperi-
done, and clozapine) may have beneficial effects in com-
bination with ECT (40–44). Many drugs that were
originally developed and used as anticonvulsants (such
as carbamazepine, valproic acid, and lamotrigine) are
frequently used as either mood stabilizers or as adjunctive
agents in antidepressant regimens. As these drugs, by
definition, can be expected to inhibit seizure activity, they
are generally tapered and discontinued prior to beginning
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Table 2. Conditions of Increased Risk with ECT

Increased intra-cranial pressure
Recent myocardial infraction or stroke
Unstable angina
Severe cardiac valvular disease
Severe congestive heart failure
Unstable aneurysms
Severe pulmonary disease
Pheochromocytoma
Retinal detachment
Glaucoma

Table 3. Side Effects and Complications with ECT

Common:
Cognitive side effects

Transient postictal confusion or delirium
Retrograde and anterograde amnesia

Headaches
Muscle soreness
Nausea
Less common or rare:
Death (1/10,000 patients)
Aspiration
Brochospasm or laryngospasm
Cardiovascular

Arrhythmias
Severe hypertension or hypotension
Cardiac ischemia
Myocardial infarction
Cardiac arrest

Neurological
Prolonged or tardive seizures
Nonconvulsive status epilepticus
Stroke

Prolonged apnea due to pseudocholinesterase deficiency
Malignant hyperthermia of anesthesia



ECT. An exception would be those patients for whom
these drugs are prescribed for a concurrent seizure dis-
order. In these cases, anticonvulsant drugs should usually
be continued in order to minimize the risk of uncontrolled
seizure activity between treatments. Lithium, a com-
monly used mood stabilizer, has been associated with
prolonged delirium following ECT. In general, it should
be avoided, but, in special circumstances and with careful
monitoring, its use in combination with ECT may be
justified (45,46). Both chlorpromazine and reserpine, an
antipsychotic and antihypertensive agent that acts
through the depletion of neuronal dopamine, have been
associated with severe hypotension and death when com-
bined with ECT (47).

Certain drugs that are prescribed for concurrent med-
ical conditions (and not primarily for psychiatric condi-
tions) help to reduce the risks associated with ECT and
anesthesia. Patients who have gastro-esophageal reflux
disease (GERD) should be treated with a suitable medica-
tion (such as a histamine-2 receptor blocker or proton
pump inhibitor) in the morning prior to ECT to reduce
the risk of reflux and aspiration. Patients who may be
especially prone to aspiration can be treated with intrave-
nous metoclopramide to accelerate gastric emptying. Preg-
nant women may be given sodium citrate/citric acid
solution by mouth. Patients with known hypertension
should receive their usual antihypertensive regimen prior
to ECT; an exception would be made for diuretics, which
should be delayed until after ECT to avoid bladder filling
before or during the procedure. Some patients may have an
exaggerated hypertensive response to the outpouring of
catecholamines that occurs with seizure response to
ECT, which can usually be controlled with intravenous
beta-adrenergic antagonists such as esmolol or labetalol.
A patient with a pheochromocytoma (catecholamine-
secreting tumor) is at especially high risk of severe hyper-
tension (48). Such a patient may require more aggressive
measures (such as arterial blood-pressure monitoring and
intravenous sodium nitroprusside) in order to maintain
satisfactory blood pressure control (49). Patients with pul-
monary disease should have their pulmonary status
assessed prior to treatment and should receive their usual
medications, including inhaled beta-agonists or steroids.
As ECT and the resulting seizure produces a transient
increase in intraocular pressure (50), patients with retinal
detachment may be at risk of further eye injury and should
have this condition treated prior to ECT. Similarly, pati-
ents with glaucoma should have their intraocular pressures
controlled with suitable medications prior to ECT (51).

ANESTHESIA

Methohexital was previously a very popular anesthetic
drug for ECT, but manufacturing problems made it essen-
tially unavailable for several years, forcing changes in ECT
anesthesia practice (52). Anesthesia for ECT may be
induced with an intravenous injection of other short-acting
anesthetic agents such as propofol and etomidate. Etomi-
date may be substituted for methohexital or propofol in an
effort to produce seizures of longer duration (53) or to

stimulate seizures in those uncommon situations of no
seizure activity despite maximum stimulus and bilateral
electrode placement. Once anesthesia is induced (typically
within seconds following the injection), a muscle relaxant
is injected, typically succinylcholine, but a nondepolarizing
muscle relaxant such as mivacurium may be used when
there are coexisting medical conditions that increase the
risk of exaggerated hyperkalemic response with succinyl-
choline, such as burns, renal failure, or neurologic disease,
or if a history of malignant hyperthermia exists (54,55).
The ECT stimulus may elicit a vagal (parasympathetic)
response, which can lead to bradycadia, transient heart
block, or even asystole, which has been explained as the
result of forced expiration against a closed glottis during
the stimulus, or it may be a direct effect of the stimulus on
the central nervous system. Bradycardia and asystole have
been observed in the postictal period as well (56). An
anticholinergic compound such as glycopyrrolate or atro-
pine may be injected proximate to the anesthetic to reduce
the bradyarrhythmias that may occur with ECT (57). If the
stimulus is successful in producing a seizure, it results in
an outpouring of catecholamines and a sympathetic
response with resulting tachycardia and hypertension as
noted above, which is usually transient and without clin-
ical significance, but in some patients, especially those with
pre-existing hypertension or cardiovascular disease, it may
be desirable to limit this response using an antihyperten-
sive agent (54,55,58).

Patients are unable to breathe without assistance when
anesthetized and fully relaxed; ventilation and oxygena-
tion are provided by means of positive-pressure ventilation
with 100% oxygen through a bag and mask. Endotracheal
intubation is rarely required. In some patients (such
as pregnant women), the risk of reflux may be higher
and intubation may be the preferred option for airway
management (27). Some patients may have abnormalities
of the face and upper airway that interfere with mask
ventilation. Other options for airway management includ-
ing intubation, laryngeal mask airway (59,60), or even
tracheostomy may be considered.

MONITORING

The type of medical monitoring that is used during ECT
includes ECG blood pressure, pulse oximetry, EMG, and
EEG. Modern ECT devices typically include the capacity to
monitor and record ECG, EMG, and EEG; commonly, a
paired right and left fronto-mastoid EEG placement is
used. Two-channel EEG monitoring is helpful both to
ensure that the seizure generalizes to both hemispheres
and to evaluate the degree of inter-hemispheric EEG sym-
metry or coherence, as well as postictal EEG suppression,
all factors that may predict the therapeutic efficacy of the
seizure (61). Two EMG electrodes are placed on a foot,
usually the right, which is isolated from the rest of the
patient’s circulation with a blood pressure cuff acting as a
tourniquet, which minimizes the effect of the muscle relax-
ant and permits the observation and recording of motor
seizure activity in the foot, even with complete paralysis
otherwise.
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ECT STIMULUS

As noted previously, the ECT stimulus itself typically
consists of a series of brief electrical pulses. Early ECT
devices provided stimulation with sine-wave alternating
current; essentially the same type of current that is dis-
tributed through public utilities for use in household appli-
ances and lighting. Most modern ECT devices now provide
a stimulus that consists of brief pulses with a bidirectional
square-wave pattern (Fig. 2). (One exception is the Ectron
series 5A, manufactured by Ectron, Ltd, Letchworth, Hert-
fordshire, England. This device delivers unidirectional
pulses.) The American Psychiatric Association has recom-
mended the use of ‘‘constant-current’’ devices; so-called
because a relatively constant (rather than continuously
varying) current is maintained for the duration of the
pulse. The advantage of using a constant-current rather
than constant-voltage or constant-energy device is that the
clinician is able to deliver a predetermined quantity of
charge by varying the time interval of exposure to the
current (62).

At 100% of available output, a typical ECT device such as
the Thymatron System IV (Somatics, LLC, Lake Bluff, IL)
can provide approximately 504 mC of charge (Table 4) (64),
which will be delivered as brief pulses of 0.5 ms each at a
frequency of 70 Hz for a total stimulus duration of 8 s. Mem-
bers of the Thymatron (Fig. 3) series (DX, DGX, and System
IV) and similar devices such as those of the Spectrum series
(4000M, 4000Q, 5000M, and 5000Q manufactured by
MECTA, Lake Oswego, OR) are calibrated in such a way

that the user can select incremental quantities of charge. The
device labels and manuals will usually refer to these as
increments of ‘‘percent energy,’’ although the energy required
to deliver the charge is actually dependent on the particular
impedance of the patient being treated. The user (clinician)
may have the option of individually adjusting such para-
meters as ‘‘percent energy’’ (charge), pulse frequency, pulse-
width, and total duration of pulse train. Both voltage and
energy will be altered by the device to adjust for variations in
impedance. The average impedance for a human receiving
ECT is approximately 220 V, and the energy required to
deliver 504 mC is 99.4 J (63).

Over an 8 s total stimulus duration, the average power
for that interval is 99.4 J/8 s¼ 12.4 W, although the power
during each discrete electrical pulse is obviously much
greater. Assuming a pulse frequency of 70 Hz (140
pulses/s with bidirectional current), delivered over a total
stimulus duration (stimulus train) of 8 s, with a pulse-
width of 0.5 ms (or 0.0005 s), then the power during each
discrete electrical pulse of this stimulus would be:

99:4 J=ð140 pulses=s�8 s�0:0005 s=pulseÞ

¼ 99:4 J=0:56 s ¼ 177:5 W

The stimulus is transmitted to the head of the patient (and,
indirectly, to the brain) through externally applied scalp
electrodes. These electrodes may either be stainless-steel
discs held in place with an elastic band or self-adhesive
flexible conductive pads. The stimulus electrodes can be
applied in several configurations, including bilateral (also
called bifronto-temporal), right unilateral, and bifrontal.
In bilateral ECT, the electrodes are placed approximately
3 cm above the midpoint of a line between the canthus of
the eye and tragus of the ear. With right unilateral ECT,
the right electrode is placed in the conventional position for
bilateral ECT, with the second electrode just to the right of
the vertex of the skull. Bifrontal electrode placement is the
newest of these various methods of performing ECT.
Bifrontal placement is 5 cm above the angle of the orbit
of the eye, which is usually found near the outer edge of the
eyebrow. Comparative studies suggest that bilateral ECT
may be more effective at lower energy levels, although
right unilateral and bifrontal ECT may result in less
cognitive impairment (64–68).
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Figure 2. Brief-pulse square-wave ECT stimulus.

Table 4. ECT Device Specifications (Thymatron System
IV)

Current: 0.9 A (fixed)
Frequency: 10 to 140 Hz
Pulsewidth: 0.25 to 1.5 ms
Duration: 0.14 to 7.99 s
Output: approx. 25 to 504 mC

(5 to 99.4 J at 220V)
1008 mC (188.8 J at 220V)

with double-dose option
Input: 120 V AC, 60 Hz
Recording: 4 channel (2 EEG, EMG, ECG)

Figure 3. Somatics Thymatron system IV ECT device (Image
provided courtesy of Somatics, LLC).



We consider the patient and device (including electrodes
and cables) to be a circuit, and, for purposes of simplifica-
tion, impedance in this circuit is usually treated as more or
less equivalent to resistance. However, it should be recog-
nized that impedance in the circuits being discussed has
both resistive and reactive components (62). These reactive
components are capacitance and inductance. Both induc-
tance effects and capacitance in tissue are assumed to be
low, but the treatment cables and electrode–skin interface
may make a more significant contribution, altering both
the amplitude and frequency of the stimulus. Complicating
matters further, it should also be noted that the circuit
impedance varies with the intensity of the stimulus. ECT
devices typically provide a ‘‘static impedance’’ reading prior
to treatment, which can vary widely, but is usually around
2000V. The ‘‘dynamic impedance’’ can be measured during
the stimulus and is substantially less, an average of about
200 V. The static impedance is measured with a very small
test stimulus (insufficient to cause a seizure or even be
detected by the patient). This static impedance is used
primarily to test the integrity of the circuit. If the impe-
dance is greater than 3000V, it is assumed that either a
break in the circuit occured or inadequate contact exists at
the skin-electrode interface. Similarly, an excessively low
impedance suggests shunting through a very low impe-
dance channel (short-circuit) such as saline, conductive gel,
or skin between closely applied electrodes. Interestingly,
the seizure threshold (quantity of charge required to sti-
mulate a seizure) is typically lower for unilateral than
for bilateral ECT, despite the lower interelectrode
distance with potential for lower impedance and greater
shunting though scalp tissues with unilateral placement,
which is thought to be a result of differing patterns of
charge density, with maximum charge density in the
frontal region for bilateral electrode placement and max-
imum charge density for unilateral placement in the
region of the motor strip, an area of lower intrinsic seizure
threshold (62).

SEIZURE RESPONSE

A seizure is characterized neurophysiologically by the
paroxysmal synchronous discharge of populations of neu-
rons. It is recognized clinically as abnormal behavior asso-
ciated with abnormal neuronal activity and may present in
a variety of different forms such as simple partial seizures,
complex partial seizures, or generalized tonic-clonic sei-
zures (69). During ECT, the patient is anesthetized and
relaxed, so many of the clinical characteristics are altered.
However, the observable characteristics of the ECT sei-
zure are consistent with the generalized tonic-clonic type
of seizure. The ECT stimulus predictably results in a
pattern of spike and slow-wave activity that is distinctive
and recognizable on EEG (70). The seizure activity rapidly
spreads throughout both hemispheres and usually lasts
for less than 60 s. The immediate goal of ECT is to produce
such a seizure; stimuli that do not result in seizure activity
appear to lack therapeutic benefit. However, it is possible
to produce seizures, specifically with right unilateral ECT
at or only slightly above the seizure threshold, that have a

relatively weak therapeutic effect (64). Most experts
recommend that right unilateral ECT be given with a
stimulus that is at least five times the seizure threshold.
Threshold may either be determined by titration (i.e., by
giving a series of increasing stimuli), or the stimulus may
be given at maximum energy. If bilateral or bifrontal
electrode placement is used, energies just above the sei-
zure threshold may be sufficient, and seizure threshold
can be estimated based on the patient’s age (71).

Certain characteristics of the seizure activity may be
associated with therapeutic efficacy, including coherence
or symmetry between hemispheres of high amplitude slow
waves on EEG and marked postictal suppression following
the end of the seizure (61). Adjustments can be made in
technique to try to improve response based on these char-
acteristics and other seizure characteristics, including
overall seizure duration.

MECHANISM OF ACTION OF ECT

The precise mechanisms of action of ECT are not well
understood. A number of biochemical and physiological
changes exist that have been detected following both
ECT in humans and electroconvulsive shock (ECS) in
animals. Some of these parallel those of antidepressant
drugs, but others do not. In vivo studies of long-term ECS
(and repeated tricyclic antidepressant drug administra-
tion) show increases in postsynaptic 5-hydroxytryptamine
type 1a (5-HT-1a) receptor sensitivity. Long-term ECS
increases 5-HT-2a receptors, but antidepressant adminis-
tration in animals decreases 5-HT-2a receptors. Both anti-
depressant treatment and ECS reduce beta-adrenergic
receptors (72). Evidence for increased dopaminergic activ-
ity with ECS and ECT exists, probably as a result of
increased dopamine synthesis (73). Proton magnetic reso-
nance spectroscopy measurements following ECT have
demonstrated increases in concentrations of cortical
gamma-amino butyric acid (GABA), an inhibitory neuro-
transmitter (74). This observation, as well as the finding
that increasing seizure threshold during a course of ECT is
associated with clinical response, has led to the hypothesis
that a linked anticonvulsant and antidepressant response
to ECT exists (61).

Magnetic resonance imaging (MRI) scans obtained
before and after ECT have failed to demonstrate any
structural changes in the brain. Positron emission tomo-
graphy (PET) and single-photon emission computerized
tomography (SPECT) scans of the brain during the ECT
seizure show marked increases in global and regional
metabolic activity and blood flow (75). However, PET scans
taken several hours or days following ECT have shown a
marked reduction in absolute and prefrontal activity (76).
The majority of functional imaging studies with depressed
patients have shown pretreatment deficits in similar
regions (77). Paradoxically, those subjects with the great-
est post-ECT reduction in the left prefrontal cortex show
the greatest clinical response (78,79). One possible expla-
nation for this may be that specific areas of the brain exist
that are hypermetabolic in the depressed state and are
suppressed by the effects of ECT, although, as mentioned
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above, most scans show resting prefrontal hypoactivity in
depression.

At the level of gene expression, ECS appears to induce
brain-derived neurotrophic factor (BDNF) and its receptor,
protein tyrosine kinase B (TrkB). Using our current under-
standing of the effects of ECS and neurotransmitter signal
transduction, a model can be constructed that traces the
effects of ECS/ECT-induced neuronal depolarization
through pathways of norepinephrine (NE), 5-HT and
glutamate release, monoamine receptors and ionotropic
glutamate receptor binding by these neurotransmitters,
cyclic adenosine monophosphate (cAMP) and other second-
messengers coupled to these receptors, and protein kinases
stimulated by these second-messengers. Protein kinase A
(PKA), protein kinase C (PKC), and calcium/calmodulin-
dependent protein kinase (CaMK) phosphorylate and acti-
vate cAMP response element binding protein (CREB).
CREB is a transcription factor for BDNF. BDNF then
induces neuronal sprouting and may have other beneficial
effects that reverse stress-induced neuronal atrophy (80)
and, presumably, depression.

FUTURE DIRECTIONS FOR ELECTROMAGNETIC BRAIN
STIMULATION

A number of unanswered questions regarding ECT still
exist, including such questions as:

- What are the most effective methods of maintenance
therapy (medications, ECT, or both) following an
acute course of treatment?

- Which medications (including antidepressants, anti-
psychotics, and mood stabilizers) can be successfully
and safely combined with ECT?

- What is the best electrode placement from a treat-
ment efficacy and side-effect point of view?

- How can the ECT stimulus be modified to make it
more therapeutically effective and diminish side
effects (especially cognitive effects)?

- What is the actual mechanism (or mechanisms) by
which ECT exerts its antidepressant, antipsychotic,
and other beneficial effects?

ECT itself is no longer the only form of electromagnetic
brain stimulation. Both rTMS (often referred to simply as
TMS) and VNS have shown promise for the treatment of
mood disorders (79,81). As it does not involve the production
of seizures and therefore requires no anesthesia, TMS is a
particularly attractive alternative to ECT, especially for
mood disorders resistant to treatment with medication.
MST involves magnetic stimulation at frequencies designed
to provoke seizures. This technique obviously requires gen-
eral anesthesia and muscle relaxation just as ECT does. The
hope is that MST may be as effective as ECT, but with less
cognitive impairment due to the more focal nature of the
stimulus.

ECT will remain an important option for severe and
treatment-refractory psychiatric illness for the foreseeable
future. An improved understanding of the pathophysiology
of psychiatric illness as well as the mechanism of action of

electromagnetic brain stimulation will lead to further
refinements in technique that will make ECT and related
therapies safer, more effective, and more acceptable to
patients and their families. The availability of alternative
methods of brain stimulation will provide a wider range of
choices and will create opportunities for combining thera-
pies in ways that will be more compatible with individual
patients’ needs. Although changing social and political
conditions may affect its image and public acceptance, it
is unlikely that ECT will disappear or be replaced for some
time to come.
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INTRODUCTION

The following section will give an overview of the electro-
encephalogram (EEG), its origin, and its validity for diag-
nosis in clinical use. Since Berger (1) demonstrated in 1929
that the activity of the brain can be measured using
external electrodes placed directly on the intact skull,
the EEG has been used to study functional states of the
brain. Although the EEG signal is the most common indi-
cator for brain injuries and functional brain disturbances,
the complicated underlying process, creating the signal, is
still not well understood.
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The section is organized as follows. The biophysical
basis of the origin of the EEG signal is described first,
followed by EEG recordings and classification. Afterward,
the validity and scientific basis for using the EEG signal as
a tool for studying brain function and dysfunction is pre-
sented. Finally, logistical and technical considerations as
they have to be made in measuring and analyzing biome-
dical signals are mentioned.

ORIGIN OF EEG

Valid clinical interpretation of the electroencephalogram
ultimately rests on an understanding of the basic electro-
chemical and electrophysical processes through which the
patterns are generated and the intimate nature of the
brain’s functional organization, at rest and in action.
Therefore, the succeeding parts of the following discussion
deal with the gross organization of the cortex, which is
generally assumed to be the origin of brain electrical
activity that is recorded from the surface of the head (2–
4), the different kinds of electrical activity and resulting
potential fields developed by cortical cells. Figure 1 shows
the general organization of the human brain.

Organization of the Cerebral Cortex

Even though different regions of the cortex have different
cytoarchitectures and each region has its own morpholo-
gical patterns, aspects of intrinsic organization of the
cortex are general (6,7). Most of the cortical cells are

arranged in the form of columns, in which the neurons
are distributed with the main axes of the dendritic trees
parallel to each other and perpendicular to the cortical
surface. This radial orientation is an important condition
for the appearance of powerful dipoles. Figure 2 shows the
schematic architecture of a cortical column. It can be
observed that the cortex, and within any given column,
consist of different layers. These layers are places of spe-
cialized cell structures and within places of different func-
tions and different behaviors in electrical response. An
area of very high activity is, for example, layer IV, which
neurons function to distribute information locally to neu-
rons located in the more superficial (or deeper) layers.
Neurons in the superficial layers receive information from
other regions of the cortex. Neurons in layers II, III, V, and
VI serve to output the information from the cortex to
deeper structures of the brain.

Activity of a Single Pyramidal Neuron

Pyramidal neurons constitute the largest and the most pre-
valent cells in the cerebral cortex. Large populations of these
pyramidal neurons can be found in layers IV and V of the
cortex. EEG potentials recorded from electrodes placed on the
scalp represent the collective summation of changes in the
extracellular potentials of pyramidal cells (2–4).

The pyramidal cell membrane is never completely at
rest because it is continually influenced by activity arising
in other neurons with which it has synaptic connections (8).
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Figure 1. The major portions of the
human cerebrum called lobes. Areas
external to the cerebrum include the
midbrain areas such as the dience-
phalon and the hindbrain areas
such as the cerebellum, medulla,
and pons. (Adapted from Ref. 5.)



Such synaptic connections may be excitatory or inhibitory
and the respective transmitter changes the permeability of
the membrane for Kþ (and/or Cl�), which results in a flow
of current (for details, please see Ref. 8).

The flow of current in response to an excitatory post-
synaptic potential at the site on the apical dendrite of a
cortical pyramidal neuron is shown in Fig. 3. The excita-
tory postsynaptic potential (EPSP) is associated with an
inward current at the postsynaptic membrane carried by
positive ions and an outward current along the large
expanse of the extra-synaptic membrane. For simplicity,
only one path of outward current is illustrated through the
soma membrane. This current flow in the extracellular
space causes the generation of a small potential due to
extracellular resistance (shown by R in Fig. 3).

As an approximation it is possible to estimate the extra-
cellular field potential as a function of the transmembrane
potential (9)

fe ¼
a2si

4se

Z
@2vm=@x2

r
dx ð1Þ

where fe is the extracellular potential, a is the radius of
axon or dendrites, vm is the transmembrane potential, si,
is the intracellular conductance, and se is the extracel-
lular conductance. For a derivation of the above men-
tioned equation, please see Ref. 9.

Although these extracellular potentials individually are
small, their sum becomes significant when added over
many of cells. This is because the pyramidal neurons are
more or less simultaneously activated by this way of
synaptic connections and the longitudinal components of
their extracellular currents will add, whereas their trans-
versal components will tend to cancel out.
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Figure 2. Schematic of the different layers of the cerebral cortex. Pyramidal cells that are mainly in
layers III and V are mainly responsible for the generation of the EEG. (Adapted from Ref. 5.)

Figure 3. The current flow within a large pyramidal cell. Ionic
flow is established to enable charge balance. (Adapted from Ref. 2.)



Generation of EEG Potentials

The bulk of the gross potentials recorded from the surface
of the scalp results from the extracellular current flow
associated with summated postsynaptic potentials in syn-
chronously activated vertically oriented cortical pyramidal
neurons. The exact configuration of the gross potential is
related in a complex fashion to the site and the polarity of
the postsynaptic potentials. Considering two cortical pyr-
amidal neurons (shown in Fig. 3), the potential measured
by a microelectrode at the location P is given by (4)

FpðtÞ ¼
1

4ps

�
Ia

R1
cosð2p fatþ aaÞ �

Ia

R2
cosð2p fatþ aaÞ

þ Ib

R3
cosð2p fbtþ abÞ �

Ib

R4
cosð2p fbtþ abÞ

	

þ Similar contributions from other dipoles ð2Þ

where Ia and Ib are the peak magnitudes of current for each
dipole with phases aa and ab, respectively, and is the
conductivity of the medium. ‘‘Similar contribution from
other dipoles’’ refers to the contribution of dipoles other
than the two shown, most significantly from the dipoles
physically close to the electrode. Dipoles that are farther
from the recording electrode but in synchrony (aa¼ab¼
. . .¼a), and aligned in parallel, contribute an average
potential proportional to the number of synchronous
dipoles jFpj m. Dipoles that are either randomly oriented
or with a random phase distribution contribute an average
potential proportional to the square root of their number
Fpj ffi

ffiffiffiffiffi
m
p

. Thus, the potential measured by a microelec-
trode can be expressed by the following approximate rela-
tion (4):
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Here the subscripts i s, and a refer to local, remote syn-
chronous, and remote asynchronous dipoles. Is And Ia are
the effective currents for remote synchronous and remote
asynchronous sources, which may be less than the total
current, depending on the orientation of the sources with
respect to the electrode. Also l, m, and n are the numbers of
local, remote synchronous, and remote asynchronous
sources, which are located at average distances Ri, Rs,
and Ra respectively. Note that a microelectrode like the
scalp electrode used for EEG recordings measures a field
averaged over a volume large enough to contain perhaps
107–109 neurons.

Contribution of Other Sources

A decrease in the membrane potential to a critical level of
approximately 10 mV less than its resting state (depolar-
ization) initiates a process that is manifested by the action
potential (10). Although it might seem that action poten-
tials traveling in the cortical neurons are a source of EEG,
they contribute little to surface cortical records, because
they usually occur asynchronously in time in large num-
bers of axons, which run in many directions relative to the
surface. Other reasons are that the piece of membrane that
is depolarized by an action potential at any instant of time

is small in comparison with the portion of membrane
activated by an EPSP and that action potentials are of
short durations (1–2 ms) in comparison with the duration
of EPSPs or IPSPs (10–250 ms). Thus, their net influence
on potential at the surface is negligible. An exception
occurs in the case of a response evoked by the simultaneous
stimulation of a cortical input (11), which is generally
called a compound action potential.

Other cells in the cortex like the glial cells are unlikely to
contribute substantially to surface records because of their
irregular geometric organization, such that produced fields
of current flow sum to a small value when viewed from a
relatively great distance on the surface. There is also activ-
ity in deep subcortical areas, but the resulting potentials are
too much attenuated at the surface to be recordable.

The discussed principles show that the surface-recorded
EEG can be observed as the result of many active elements,
where the postsynaptic potentials from cortical pyramidal
cells are the dominant source.

Volume Conduction of EEG

Recording from the scalp has the disadvantage that there
are various layers with different conductivities between
the electrode and the area of cortical potential under the
electrode. Therefore, potentials recorded at the scalp are
not only influenced by the above mentioned patterns, but
also by regions with different conductivities. Layers lying
around the brain are such regions. These include the
cerebrospinal fluid (CSF), the skull, and the scalp. These
layers account, at least in part, for the attenuation of EEG
signals measured at the surface of the scalp, as compared
with those recorded with a microelectrode at the under-
lying cortical surface or with a grid of electrodes directly
attached to the cortex (ECoG). These shells surrounding
the brain account for an attenuation factor of 10 to 20 (12).
This attenuation mainly affects the high-frequency–low-
voltage component (the frequency range above 40 Hz),
which has been shown to carry important information
about the functional state of the brain, but it is almost
totally suppressed at the surface.

EEG SIGNAL

The EEG signal consists of spontaneous potential fluctua-
tions that also appear without a sensory input. It seems to
be a stochastic signal, but it is also composed of quasi-
sinusoidal rhythms. The synchrony of cerebral rhythms
may occur from pacemaker centers in deeper cortical layers
like the thalamus or in subcortical regions, acting through
diffuse synaptic linkages, reverberatory circuits incorpor-
ating axonal pathways with extensive ramifications, or
electrical coupling of neuronal elements (13). The range
of amplitudes is normally from 10 to 150mV, when recorded
from electrodes attached to the scalp. The EEG signal
consists of a clinical relevant frequency range of 0.5–50
Hz (10).

EEG Categories

Categorizing EEG signals into waves of a certain frequency
range has been used since the discovery of the electrical
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activity of the brain. Therefore, these different frequency
bands have been the most common feature in EEG analy-
sis. Although this feature contains a lot of useful informa-
tion as presented below, its use is not with criticism. It can
be observed that there is some physiological and statistical
evidence for the independence of these bands, but the exact
boundaries vary between people and change with the
behavioral state of each person (age, mental state, etc.).
In particular, between human EEG and EEG signals
recorded from different species of animals one can find
different EEG patterns and frequency ranges. Neverthe-
less, the different frequency bands for human EEG are
described below, because of their importance as an EEG
feature. Most of the patterns observed in human EEG could
be classified into one of the following bands or ranges:

Delta below 3.5 Hz (usually 0.1–3.5 Hz)

Theta 4–7.5 Hz

Alpha 8–13 Hz

Beta usually 14–22 Hz

A typical plot of these frequency bands is shown in Fig. 4,
and the different bands are described below.

Delta Waves. The appearance of delta waves is normal in
neonatal and infants’ EEGs and during sleep stages in adult
EEGs. When slow activity such as the delta band appears by
itself, it indicates cerebral injury in the waking adult EEG.
Dominance of delta waves in animals that have had sub-
cortical transections producing a functional separation of

cerebral cortex from deeper brain regions suggests that these
waves originate solely within the cortex, independent of any
activity in the deeper brain regions.

Theta Waves. This frequency band was included in the
delta range until Walter and Dovey (15) felt that an inter-
mediate band should be established. The term ‘‘theta’’ was
chosen to allude to its presumed thalamic origin.

Theta frequencies play a dominant role in infancy and
childhood. The normal EEG of a waking adult contains only
a small amount of theta frequencies, mostly ovserved in
states of drowsiness and sleep. Larger contingents of theta
activity in the waking adult are abnormal and are caused
by various forms of pathology.

Alpha Waves. These rhythmic waves are clearly a
manifestation of the posterior half of the head and are
usually found over occipital and parietal regions. These
waves are best observed under conditions of awakeness but
during physical relaxation and relative mental inactivity.
The posterior alpha rhythm can be temporarily blocked by
mental activities, or afferent stimuli such as influx of light
while eye opening (Fig. 4b). This alpha blocking response
was discovered by Berger in 1929 (1). Mainly thalamocor-
tical feedback loops are believed to play a significant role in
the generation of the alpha rhythm (16).

Beta Waves. Beta activity is found in almost every
healthy adult and is encountered chiefly over the frontal
and central regions of the cortex. The voltage is much
lower than in alpha activity (seldom exceeds 30mV). Beta
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Figure 4. (a) Examples of EEG from different
frequency bands. (b) The phenomenon of alpha
desynchronization. (From Ref. 14).



activity shows considerable increase in quantity and vol-
tage after the administration of barbiturates, some non-
barbituric sedatives, and minor tranquilizers. It also
appears during intense mental activity and tension.

Clinical EEG

To obtain EEG recordings, there are several standardized
systems for electrode placement on the skull. The most
common are those of the standard 10–20 system of the
International EEG Federation, which uses 30 electrodes
placed on four landmarks of the skull as observed in Fig. 5.

It is now possible to obtain unipolar (or monopolar) and
bipolar derivations from these electrodes. Using a bipolar
derivation, one channel is connected between a pair of
electrodes and the resultant difference in the potential
between these two electrodes is recorded. Therefore, bipo-
lar derivations give an indication of the potential gradient
between two cerebral areas. Unipolar (monopolar) deriva-
tions can either be obtained by recording the potential-
difference between the ‘‘active’’ electrodes and one ‘‘indif-
ferent’’ electrode, placed elsewhere on the head (ear, nose),
or with respect to an average reference, by connecting all
other leads through equal-valued resistances (e.g., 1 MV)
to a common point (17). The advantages of unipolar deriva-
tions are that the amplitude of each deflection is propor-
tional to the magnitude of the potential change that causes
it and the demonstration of small time differences between
the occurrence of a widespread discharge at several elec-
trodes. Small, nonpolarizable, disk Ag-AgCl electrodes are
used together with an electrode paste. Recorded potentials
are amplified using a high gain, differential, capacitivly
coupled amplifier. The output signals are displayed on a
chart recorder or a monitor screen. For more details about
unipolar or bipolar derivations and EEG-amplifiers, please
see (Ref. 11).

SCIENTIFIC BASIS FOR EEG MONITORING

The scientific basis for using EEG as a tool for studying
brain function and dysfunction rests on the following four
neurobiologic qualities of EEG.

Link With Cerebral Metabolism

The above presented discussion on the origin of potential-
differences, recorded from the brain, shows that the EEG
can be observed as a result of the synaptic and cellular
activity of cortical pyramidal neurons. These neuronal and
synaptic activities are directly linked to cerebral metabo-
lism. Cerebral metabolic activity in turn depends on
multiple factors including enzyme synthesis, substrate
phosphorylation, axonal transport, and adenosine tripho-
sphate (ATP) production from mitochondrial and glytolytic
pathways (18). Thus, the EEG is a composite phenomenon
reflecting complicated intracellular, intraneuronal, and
neuro-glial influences. Although this multifaceted system
makes it obvious that a selection of any single mechanism
underlying the electrocortical manifestations may not be
possible, the EEG is still a highly sensitive indicator of
cerebral function (19).

Sensitivity to Most Common Causes of Cerebral Injury

The most common causes of cerebral injury are hypoxia
and ischemia. It can be observed that hypoxia-ischemia
causes a severe neuronal dropout in the cortical layers 3
and 5, leading to well-known hisyophatologic patterns of
laminar necrosis. As pyramidal neurons that occupy the
cortical layers are the main source for EEG, this loss of
neuronal activity changes the cortical potentials and
therefore makes EEG very sensitive to these common
insults.

Correlation With Cerebral Topography

The standardized systems for electrode placement (Jung,
international 10–20 system, etc.) establish a consistent
relationship between electrode placement and underlying
cerebral topography (20). Therefore, changes in EEG
recorded from these electrodes of different areas of the
skull reflect a consistent topographical relationship with
underlying cerebral structures and allows useful infer-
ences about disease localization from abnormalities in
EEG detected at the scalp.
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Ability to Detect Dysfunctions at a Reversible Stage

Heuser and Guggenberger (21) showed in 1985 that EEG
deteriorates before the disruption of neuronal membrane
and before significant reduction of cellular ATP levels.
Siesjo and Wieloch (22) demonstrated in 1985 that during
cerebral ischemia, changes in EEG correlate with elevated
tissue lactate levels while ATP levels remain normal.
Astrup (23) showed that a reduction in cerebral blood flow
(CBF) affects EEG much before it causes neuronal death.
These and several other reports make it clear that EEG
offers the ability to detect injury at a reversible stage.

EEG also allows a prediction of recovery after brain
dysfunctions like cerebral ischemia after cardiac arrest
(24). Various studies in this report show that EEG record-
ings at several stages during recovery allow the prediction
of whether the patient has a favorable outcome. Goel (25)
showed that parameters obtained from EEG recordings
may serve as an indicator for the outcome after hypoxic-
asphyxic encephalophaty (HAE). These attributes make
the EEG a very attractive neurologic observational tool.

LOGISTICAL AND TECHNICAL CONSIDERATIONS

Although the last sections have shown that EEG signal
detection may serve as an important indicator for detection
of neurological status and disorders, its clinical use and
acceptance under a neurological care regime is limited. This
is due to the complicated nature of the EEG signal and
because of the difficulties regarding the interpretation of the
signals. Some challenges of EEG analysis are as follows.

Artifacts

Recordings of physiological signals, especially from the sur-
face of the body, have the problem that they are super-
imposed or distorted by artifacts. EEG signals are especially
prone to artifact distortions due to their weak character.
Therefore, a knowledge about the possible sources of dis-
tortion is necessary to estimate the signal-to-noise ratio
(SNR). These artifacts are mostly generated from various
kinds of sources. The sources of artifacts can be devided into
two mayor groups: the subject-generated artifacts and the
artifacts generated by the equipment. Subject-generated
artifacts include EMG artifacts like body movement, muscle
contraction of the neck, chewing, swallowing, coughing,
involuntary movements (like myoclonic jerks, palotal myo-
clonus, nystagmus, asymmetric oculomotor paralysis, and
decerebrate or decorticate posturing), and eye movements.
Scalp edema can produce artifactual reductions in ampli-
tude regionally or over an entire hemisphere. Pulse and
EKG could also contribute as artifacts in EEG.

Artifacts generated by the equipment include ventilator
artifacts that typically appear as slow wave like activity,
vibrations of electrical circuitry around the subject, and
power line interference. By taking the appropriate meth-
ods, a lot of these artifacts can be prevented [for more
details, see Mayer-Waarden (10)].

Another method, to eliminate both artifacts generated
by the equipment and the subject, is to use a differential
amplifier for the recording between two electrodes. The

assumption here is that the transmission time of artifacts
between two electrodes can be neglected, and therefore, the
artifacts at both electrodes are in-phase. The signal to be
recorded is assumed to have a time delay from one to
another electrode, and taking the difference therefore
eliminates the artifact but keeps the signals’ nature.

Inter-User Variability

Interpreting physiological signals is difficult, even for spe-
cialists, because of their subject-specific nature. The com-
plicated nature of EEG signals makes it even more difficult,
and data generated by different EEG analysis methods
(especially techniques like feature analysis, power spectral
analysis, etc.) may be interpreted in different ways by
different analysts. An analysis of inter-user-variability of
clinical EEG interpretation was presented by Williams et
al. (26), which showed that even EEG data interpretation
by EEG analysts could be different. Therefore, more stan-
dardized and objective methods of EEG analysis are extre-
mely desirable.

Inter-Individual Variability

As mentioned, the consistency of the human EEG is influ-
enced by many parameters and makes EEG unique for a
certain person and for a specific point-in-time. Intrinsic
parameters are the age and the mental state of the subject
(degree of wakefulness, level of vigilance), the region of the
brain, hereditary factors, and influences on the brain
(injuries, functional disturbances, diseases, stimuli, che-
mical influences, drugs, etc.). To detect deviations from
‘‘normal’’ EEG, it would be necessary to compare this
‘‘abnormal’’ EEG with the ‘‘normal’’ EEG as a reference.
Therefore, attempts have been made to obtain normative
EEG for each of the classes discussed above (i.e, normative
EEG for various age groups, normative EEG under the
influence of varying amounts of different drugs, etc.), but
these databases of normative data are still not sufficient to
cover the variety of situations possible in real-life record-
ings. On the other hand, these normative data vary too
much for considering them as one person’s ‘‘normal’’ EEG.

Labor-Intensive and Storage Problems

For patient monitoring in the operating room or for chronic
monitoring tasks that are necessary for cases of gradual
insults and injuries, the EEG recordings can be extremely
labor intensive. This makes it necessary to have either
efficient means of collecting, storing, and displaying the
long-term recordings or to come up with new techniques of
compressing the EEG data, while preserving its character-
istic features. Better methods to overcome these problems
have been developed in both directions, although primarily
toward efficient storage and display techniques. Methods of
compressed spectral array representation overcome the
limitation of compressed display to a great extent.

DISCUSSION

The review presented above emphasizes that the EEG is
sensitive to different states of the brain and therefore may
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serve as a useful tool for neurological monitoring of brain
function and dysfunction. In various clinical cases, the
EEG has been used to observe patients and to make critical
decisions. Nevertheless, its complicated nature and diffi-
culty of interpretation has limited its clinical use. The
following section should give an overview of the common
techniques in analyzing EEG signals.

TECHNIQUES OF EEG ANALYSIS

Introduction

The cases presented above show that EEG has significant
clinical relevance in detecting several diseases as well as in
different stages of recovery. Still the complex nature of
EEG has so far restricted its use in many clinical situa-
tions. The following discussion should give an overview of
the state-of-the-art EEG monitoring and analysis techni-
ques. The presented EEG analysis methods are divided
into two basic categories, parametric and nonparametric,
respectively, assuming that such a division is conceptually
more correct than the more common differentiation
between frequency and time-domain methods because they
represent two different ways of describing the same
phenomena.

NonParametric Methods

In most of these analysis methods, the statistical properties
of EEG signals are considered realizations of a Gaussian
random process. Thus, the statistics of an EEG signal can
be described by the first-and second-order moments.

These nonparametric time-domain and frequency-
domain methods have been the most common way in
analyzing EEG signals. In the following description of
the different methods, it is also mentioned whether the
technique is still being used in clinical settings.

Clinical Inspection. The most prevalent method of
clinically analyzing the EEG is the visual inspection of
chart records obtained from EEG machines. It uses the
features observed in real-time EEG (like low frequency-
high amplitude activity, burst suppression activity, etc.)
for diagnostic and prognostic purposes. Several typical
deviations from the normal EEG are related to different
stages of the brain. This method suffers from the limita-
tions like inter-user variability, labor intensiveness, and
storage problems. A detailed description of logistical and
technical considerations faced with EEG analysis is given
later in this section.

Amplitude Distribution. Amplitude distribution is
based on the fact that a random signal can be characterized
by the distribution of its amplitude and accompanying
mean, variance, and higher order moments. It can be
observed that the amplitude distribution of an EEG signal
most of the time can be considered as Gaussian (27) and the
deviations from Gaussianity and its time-varying proper-
ties have been clinically used to detect and analyze differ-
ent sleep stages (28,29). This method is now less popular
because of more powerful and sophisticated EEG analysis
techniques.

Interval Distribution. This is one of the earliest methods
of quantitating the EEG (30). The method is based on
measuring the distribution of intervals between either zero
or other level crossings, or between maxima and minima.
Often, the level crossings of the EEG’s first and second
derivatives are also computed to obtain more information
about the spectral properties of the signal. Due to its ease of
computation, the method has been shown to be useful in
monitoring long-term EEG changes during anesthesia or
sleep stages. Although simple, some theoretical problems
are associated with this technique: It is extremely sensitive
to high-frequency noise in the estimation of zero crossings
and to minor changes in EEG. Also the zero crossing fre-
quency (ZXF), the number of times the EEG signal crosses
the zero voltage line, is not unique to a given waveform. Very
different waveforms could give rise to the same ZXF. Despite
the limitations, modified versions of period analysis are still
used for clinical applications (30).

Interval-Amplitude Analysis. Interval-amplitude analy-
sis is the method by which the EEG decomposed in waves
or half-waves, both defined in time, by the interval between
zero crossings, and in amplitude by the peak-to-through
amplitudes. The amplitude and the interval duration of a
half-wave are defined by the peak through differences in
amplitude and time; the amplitude and the interval dura-
tion of a wave are defined by the mean amplitude and the
sum of the interval durations of two consecutive half-waves
(31,32). This method has been used clinically for sleep
monitoring and depth of anesthesia studies (33).

Correlation Analysis. The computation of correlation
functions constituted the forerunner of contemporary spec-
tral analysis of EEG signals (34,35). The correlation func-
tion for random data describes the general dependence of
the values of the data at one time on the values of the same
data in the case of autocorrelation analysis (or of different
data in the case of cross-correlation analysis) at another
time. The cross-correlation between two signals x and y is
defined as

FxyðtÞ :¼ EfxðtÞyðtþ tÞg ð4Þ

where t is the lag time (note that Fxy(t) becomes the
autocorrelation function for x¼ y and it can be estimated
for discrete data by

F̂FxyðmÞ ¼
1

N � jmj
XN�jmj�1

n¼0

xðnÞyðnþmÞ;

m ef0; 1; 2; : . . . ; M< <Ng ð5Þ

and m is the lag number, M is the maximum lag number
and F̂FxyðmÞ is the estimate of the correlation function at lag
number m. This estimation is unbiased but not consistent
(36). The following modifications of this method have been
used clinically:

1. Polarity coincidence correlation function: In this
method, the signals are replaced by their signum
equivalents, where sign[x(t)]¼ þ 1 for x(t)> 0 and
sign[x(t)]¼�1 for x(t)< 0. This modification achieves
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computational simplification and has been shown
(37) to be useful for EEG analysis.

2. Auto- or cross-averaging: This method consists of
making pulses at a certain phase of the EEG (e.g.,
zero-crossing, peak, or through) that are then used to
trigger a device that averages the same signal (auto-
averaging) or another signal (cross-averaging). In
this way, rhythmic EEG phenomena can be detected
(38,39).

3. Complex demodulation: This method is related to cor-
relation functions and allows one to detect a particular
frequency component and to follow it over time. This is
done by multiplying EEG signals with a sine wave of a
desired frequency to give a product at 0 Hz. The 0 Hz
component is then retained using a low-pass filter,
obtaining the frequency component of interest. This
method has been used to analyze visual potentials (40)
and sleep spindles (41). However, correlation analysis
has lost much of its attractiveness for EEG analysis
since the advent of the Fourier transformation (FT)
computation of power spectra.

Power Spectra Analysis. The principal application for a
power spectral density function measurement of physical
data is to establish the frequency composition of the data,
which in turn bears an important relationship to the
basic characteristics of the physical or biological system
involved. The power spectrum provides a statement of the
average distribution of power of a signal with respect to
frequency. The FT serves as a bridge between the time
domain and the frequency domain by identifying the fre-
quency components that make up a continous waveform.
An equivalent of the FT for discrete time signals is the
discrete Fourier transform (DFT), which is given by

XðvÞ ¼
Xþ1

n¼�1
xðnÞexpð� jvnÞ ð6Þ

An approximation of this DFT can be easily computed
using an algorithm, developed in 1965 by Cooley and Tukey
(42) and known as the fast Fourier transform (FFT).

An estimation of the power spectrum can now be
obtained by Fourier-transforming (using FFT/DFT) either
the estimation of the autocorrelation function, as devel-
oped in the previous section (Correlogram), or the signal
and calculating the square of the magnitude of the result
(Periodogram). Many modifications of these methods have
been developed to obtain unbiased and consistent esti-
mates (for details, please see Ref. 43). One estimator for
the power spectrum, developed by Welch (44), will be used
in the last section of this work.

Based on the frequency contents, human EEG has been
classified into different frequency bands, as described.
Correlations of normal function as well as dysfunctions
of the brain have been made with the properties (frequency
content, powers) of these bands. Time-varying power spec-
tra have also been used to analyze time variations in EEG
frequency properties (45). One of the main advantages of
this kind of analysis is that it retains almost all the
information content of EEG, while separating out the
low-frequency artifacts into a small band of frequencies.

On the other hand, it suffers from some of the limitations of
feature analysis, namely, inter-user variability, labor
intensiveness, and storage problems. There have been
attempts to reduce the labor intensiveness by creating
displays like linear display of spectral analysis and grays-
cale display of spectral analysis (30), which compromises
the amount of information presented.

Cross-Spectral Analysis. This kind of analysis allows
quantification of the relationship between different EEG
signals. The cross-power spectrum {Pxy(f)} is the product of
the smoothed DFT of one signal and the complex conjugate
of the other [see for details, Jenkins and Watts (46)]. As
Pxyð f Þ is a complex quantity, it has a magnitude and phase
and can be written as

Pxyð f Þ ¼ jPxyð f Þjexp½ jfxyð f Þ� ð7Þ

where j¼ sqrt(�1), and fxy(f) is the phase spectrum. With
the cross-power spectrum, a normalized quantity, the
coherence function, can be defined as follows:

cohxyð f Þ ¼ jPxyð f Þj2

Pxyð f ÞPyyð f Þ ð8Þ

where Pxx(f) and Pyy(f) are the autospectral densities of x(t)
and y(t). The spectral coherence can be observed as a
measurement of the degree of the ‘‘phase synchrony’’ or
‘‘shared activity’’ between spatially separated generators.
Therefore, unity in this quantity indicates a complete
linear relationship between two electrode sites, whereas
a low value for the coherence function may indicate that
the two EEG locations are connected via a nonlinear path-
way and that they are statistically mostly independent.

Coherence functions have been used in several investi-
gations of the EEG signal generation and their relation to
brain functions, including studies of hippocampal theta
rhythms (47), on limbic structures in humans (48), on
thalamic and cortical alpha rhythms (49), on sleep stages
in humans (29), and in EEG development in babies (50).

A more generalized form of coherence is the so called
‘‘spectral regression-amount of information analysis’’
[introduced and first applied to EEG analysis by Gersch
and Goddard (51)] which expresses the linear relationship
that remains between two time series after the influence of
a third time series has been removed by a partial regres-
sion analysis. If the initial coherence decreases signifi-
cantly, one can conclude that the coherence between the
two initially chosen signals is due to the effect of the third
one. The partial coherence between the signals x and z,
when the influence of y is eliminated, can be derived from

Pzz; yðf Þ ¼ Pzzð f Þð1� cohzyð f ÞÞ ð8Þ

and

Pxx;yðf Þ ¼ Pxxð f Þð1� cohxyð f ÞÞ ð9Þ

Pxz,y(f) is the conditioned cross-spectral density and can be
calculated as

Pxz;yðf Þ ¼ Pxzð f Þð1� Pxyð f ÞPyzð f Þ
Pyyð f ÞPxzð f ÞÞ ð10Þ
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This method has been mainly used to identify the source of
EEG seizure activity (51,52).

Bispectrum Analysis. The power spectrum essentially
contains the same information as autocorrelation and
hence provides a complete statistical description of a pro-
cess only if it is Gaussian. In cases where the process is non-
Gaussian or is generated by nonlinear mechanisms, higher
order spectra defined in terms of higher order moments or
cumulants provide additional information that cannot be
obtained from the power spectrum (e.g., phase relations
between frequency components). There are situations, due
to quadratic nonlinearity, in which phase coupling between
two frequency components of a process results in a con-
tribution to the power at a frequency equal to their sum.
Such coupling affects the third moment sequence, and
hence, the bispectrum is used in detecting such nonlinear
effects. Although used in experimental settings (53,54),
bispectral analysis techniques have not yet been used in
clinical settings, probably due to both the complexity of the
analysis and the difficulty in interpreting results.

The bispectrum of a third-order stationary process can
be estimated by smothing the triple product

Bð f1; f2Þ ¼ EfFxxð f1ÞFxxð f2Þ
Fxxð f1 þ f2Þg ð11Þ

where Fxx(f) represents the complex FT of the signal and
Fxx(f)


 is the complex conjugate of Fxx(f) [for details, please
see Huber et al. (55) and Dumermuth et al. (56)].

Hjorth Slope Descriptors. Hjorth (57) developed the
following parameters, also called descriptors, to quantify
the statistical properties of a time series:

activity; A ¼ a0

mobility; M ¼ a2

a0

� �� 	1
2

complexity; C ¼ a4

a2

� �
� a2

a0

� �� 	1
2

where

an ¼
Zþ1

�1

ð2p f ÞnSxx ðdf Þ

Note here that a0 is the variance of the signal (a0¼ s2), a2 is
the variance of the first derivative of the signal, and a4 is
the variance of the signal’s second derivative. Hjorth also
developed a special hardware for real-time computation of
these three spectral moments, which allows the spectral
moments to vary as a function of time. Therefore, this form
of analysis can be applied to nonstationary signals, and it
has been used in sleep monitoring (58) and in quantifying
multichannel EEG recordings (59). It should be noted that
Hjorth’s descriptors give a valid description of an EEG
signal only if the signals have a symmetric probability
density function with only one maximum. As this assump-
tion cannot be made in general practice, the use of the
descriptors is limited.

Parametric Methods

The motivation for parametric models of random processes
is the ability to achieve better power spectrum density
(PSD) estimators based on the model, than produced by
classical spectral estimators. In the last section, the PSD
was defined as the FT of an infinite autocorrelation
sequence (ACS). This relationship may be considered as
a nonparametric description of the second-order statistics
of a random process. A parametric description of the sec-
ond-order statistic may also be devised by assuming a time-
series model of the random process. The PSD of the time-
series model will then be a function of the model para-
meters (and not of the ACS). A special class of models,
driven by white noise processes and processing rational
system functions, is the autoregressive (AR), the moving
average (MA), and the autoregressive moving average
(ARMA) model.

One advantage of using parametric estimators is, for
example, better spectral resolution. Periodogram and cor-
relogram methods construct an estimate from a windowed
set of data or ACS estimates. The unavailable data or
unestimated ACS values outside the window are implicitly
zero, which is an unrealistic assumption, that leads to
distortions in the spectral estimate. Some knowledge about
the process from which the data samples are taken is often
available. This information may be used to construct a
model that approximates the process that generated the
observed time sequence. Such models will make more
realistic assumptions about the data outside the window
instead of the null data assumption. Thus, the need for
window function can be eliminated. Therefore, a para-
metric PSD estimation method is useful in real-time esti-
mation because a short data sequence is sufficient to
determine the model. The following parametric approaches
have been used to analyze EEG signals.

ARMA Model. The ARMA model is the generalized
form of the AR and MA model, which represents the time
series xðnÞ in the following form:

xðnÞ þ að1Þxðn� 1Þ þ að2Þxðn� 2Þ . . .þ aðpÞxðn� pÞ
¼ wðnÞ þ bð1Þwðn� 1Þ þ bð2Þwðn� 2Þ . . .
þ bðqÞwðn� qÞ ð12Þ

where a(n) are the AR parameters, b(n) are the MA para-
meters, w(n) is the error in prediction, and p,q are the
model orders for the AR and MA model, respectively.

The power spectrum Pxx(z) of this time series x(n) can be
obtained by using the ARMA parameters in the following
fashion:

PxxðzÞ ¼ j
Pq

i¼01þ bð1Þz�1 þ bð2Þz�2 þ . . . bðqÞz�q

Pp
i¼01þ að1Þz�1 þ að2Þz�2 þ . . .aðpÞz�p

j2WðzÞ

ð13Þ

where W(z) is the z-transform of w(n). Note here that if we
set all b(q) equal to zero, we obtain an AR model, repre-
sented by poles close to the unit circle only and therefore an
all-pole-system, and if we set all a(p) equal to zero, we
obtain an MA model. The ARMA spectrum can model both
sharp peaks as they are obtained from an AR spectrum and
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deep nulls as they are typical for an MA spectrum (60).
Although ARMA is a more generalized form of the AR
model, in most EEG applications, it is sufficient to compute
the AR model becuase EEG signals have been found to be
represented effectively by such a model (45). The AR model
will be described in more detail in the following section.

Inverse AR Filtering. Assuming that an EEG signal
results from a stationary process, it is possible to approx-
imate it as a filtered noise with a normal distribution.
Consequently, passing such an EEG signal through the
inverse of its estimated autoregressive filter could be per-
formed to obtain the generator noise (also called the resi-
dues) of the signals, which is normally distributed with
mean zero and variance s2. The deviation from a noise with
a normal distribution can be used as an important tool to
detect nonstationarity and nonlinearities in the original
signal. This method has been used to detect transient
nonstationarities present in epileptiform EEG (45).

Kalman Filtering. A method of analyzing time-varying
signals consists of applying the so-called Kalman estima-
tion method of tracking the parameters describing the
signal (61,62). The Kalman filter recursively obtains esti-
mates of the parametric model coefficients (such as those of
an AR model) using earlier as well as current data. These
data are weighted by the Kalman filter, depending on the
signal-to-noise ratio (SNR) of the respective data. For the
estimation of the parametric model, coefficients data with a
high SNR are weighted higher than data with a lower SNR
(37).

This method is not easy to implement due to its sensi-
tivity to model order and initial conditions; it also tends to
be computationally extensive. Despite these limitations,
recursive Kalman filtering has been used in EEG analysis
for deriving a measure of how stationary the signal is and
for EEG segmentation signal (61,62). This segmentation of
the EEG signal into quasi-stationary segments of variable
length is necessary and useful in reducing data for the
analysis of long EEG recordings under variable behavioral
conditions. Adaptive segmentation based on Kalman filter-
ing has been used to analyze a series of clinical EEGs to
show a variety of normal and abnormal patterns (63).

BURST AND ANALYZING METHODS

Introduction

This article has shown that EEG signals are sensitive to
various kinds of diseases and reflect different stages of the
brain. Specific EEG patterns can be observed after
ischemic brain damage and during deep levels of anesthe-
sia with volatile anesthetics like enflurane, isoflurane, or
babiturate anesthesia (64). The patterns are recognized as
periods of electrical silence disrupted by bursts of high-
voltage activity. This phenomenon has been known since
Derbyshire et al. (65) showed that wave bursts separated
by periods of electrical silence may appear under different
anesthetics. The term ‘‘burst suppression’’ was introduced
to describe the occurrence of alternating wave bursts and
blackout sequences in narcotized animals (66), in the iso-

lated cerebral cortex (67), during coma with dissolution of
cerebral functions (68), after drama associated with cere-
bral anoxia (69), and in the presence of a cortical tumor
(70). Other bursting-like patterns in the EEG are seizures
as they occur during epilepsy. Although also episodes of
high voltage, the background EEG is not suppressed in the
presence of seizures.

The knowledge about occurrence of these bursts and
perods of electrical silence in the EEG is of important
clinical value. Although burst suppression during anesthe-
sia with modern anesthetics is reversible and harmless, it
often is an ominous sign after brain damage (71). Fre-
quently occurring seizures may indicate a severe injury
state. Thus, it is of great interest to detect these burst and
burst suppression sequences during surgery or in other
clinical settings. We have already presented several meth-
ods to analyze EEG signals, their advantages and disad-
vantages. In the case of short episodes of burst suppression
or spikes, however, methods that maintain the time-vary-
ing character of the raw EEG signal are necessary.

In this section, we want to present the mechanisms of
the underlying processes, which cause burst-suppression
or spiking. Methods that show the loss of EEG signal power
during the occurrence of burst suppression and methods
that can follow the time-varying character of the raw input
signal are presented. Finally, we will present some meth-
ods that have been used to detect bursts and seizures based
on detection of changes in the power of the signal.

Mechanisms of Bursts and Seizures

Bursts can be observed as abrupt changes in the activity of
the entire cortex. These abrupt changes led to the assump-
tion that a nonlinear (ON-OFF or bang-bang control system)
inhibiting mechanism exists in the central nervous system
(CNS) that inhibits the burst activity in the EEG. Recent
studies confirm this theory and have shown that during
burst-suppression, the heart rate also is decreased (72,73).
At the end of the suppression, this inhibition is released
abruptly, permitting burst activity in EEG and increase in
heart rate. The task of such a control system in the CNS
may be to decrease the chaotic activity in a possibly injured
or intoxicated brain. As cortical energy consumption is
correlated with the EEG, decreased cortical activity also
avoids excessive, purposeless energy consumption (74).
Studies on humans under isoflurane anesthesia have
shown that increased burst-suppression after increased
anesthesia concentration does correlate with cerebral oxy-
gen consumption (75).

Another interesting observation is the quasi-sinusoidal
character of the EEG signal during bursting. This has been
shown by Gurvitch et al. (76) for the case of hypoxic and
posthypoxic EEG signals in dogs. In contrast to anesthesia
evoked bursts, which also contain higher frequency com-
ponents up to 30 Hz, these hypoxic and posthypoxic bursts
are high-voltage slow-wave signals, with frequency com-
ponents in the delta range (77). Figure 6 shows two typical
cortical EEG recordings from an isoflurane-anesthetized
dog and a piglet after hypoxic insult. The power spectrum
of the first burst in each recording is shown, respectively.
Bispectral analysis as described has shown that there is
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significant phase coupling during bursting (78). Due to
these observations, we assume the EEG signal to be qua-
siperiodic during bursting and seizure sequences. Note
that this observation is an important characteristic and
will be used in the next section as a basic assumption for
the use of an energy estimation algorithm.

The first cellular data on EEG burst suppression pat-
terns were presented by Steriade et al. in 1994 (79). This
study examined the electrical activity in cells in the thala-
mus, the brain stem, and the cortex during burst suppres-
sion in anesthetized cats. They showed that although the
activity of intracellularly recorded cortical neurons matches
the cortical EEG recording, the recording from thalamic
neurons displays signs of activity during the periods of
electrical silence in the cortex and the brain stem. But it
has also been observed that the cortical neurons are not
unresponsive during periods of electrical silence. Thalamic
volleys delivered during the epochs of electrical silence were
able to elicit neuronal firing or subthresholding depolarizing
potentials as well as the revival of EEG activity. This
observation led to the assumption that full-blown burst
suppression is achieved through complete disconnection
within the prethalamic, thalamocortical, and corticothala-
mic brain circuits and indicates that, in some instances, a
few repetitive stimuli or even a single volley may be enough
to produce recovery from the blackout during burst suppres-
sion. Sites of disconnection throughout thalamocortical sys-
tems are mainly inhibited synaptic transmissions due to an
increase in GABAergic inhibitory processes at both thalamic
and cortical synapses. Note that we showed that postsynap-
tic extracellular potentials at cortical neurons are the origin
of the EEG signal. Therefore, this failure of synaptic trans-
mission explains the flatness in the EEG during burst
suppression. The spontaneous recurrence of cyclic EEG
wave bursts may be observed as triggered by remnant
activities in different parts of the affected circuitry, mainly
in the dorsothalamic-RE thalamic network in which a sig-

nificant proportion of neurons remains active during burst
suppression. However, it is still unclear why this recovery is
transient and whether there is a real periodicity in the
reappearance of electrical activity. According to the state
of the whole system, the wave bursts may fade and be
replaced by electrical silence or may recover toward a
normal pettern.

Seizures are sudden disturbances of cerebral function.
The underlying causes of these disorders are heterogenous
and include head trauma, lesions, infections, and genetic
predisposition. The most common injury that causes sei-
zures is epilepsy. Epileptic seizures are short, discrete
episodes of abnormal neuronal activity involving either a
localized area or the entire cerebrum. The abnormal time
series may demonstrate abrupt decreases in amplitude,
simple and complex periodic discharges, and transient
patterns such as spikes (80) and large amplitude bursts.

Generalized seizures can be experimentally induced by
either skull shocks to the animal or through numerous
chemical compounds like pentylenetetrazol (PTZ). Several
studies have shown that there are specific pathways
through which the seizure activity is mediated from deeper
cortical areas to the superficial cortex (81). Figure 7 shows a
cortical EEG recording from a PTZ-treated rat. Nonconvul-
sive seizures are not severe or dangerous . In contrast,
convulsive seizures like the seizures caused by epilepsy
might be life threatening, and a detection of these abnorm-
alities in the EEG at an early stage of the insult is desirable.

Reasons for Burst and Seizure Detection

We have seen in the previous section that there are various
possible sources that can cause EEG abnormalities, like
seizures or burst suppression interrupted by spontaneous
activity outbreaks. In this section, now we want to describe
why it is of importance to detect these events. Reasons for
detecting bursts or seizures are as follows.
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Figure 6. Burst suppresion under the inluence of iso-
flurane and after hypoxic insult. (a) Cortical EEG from a
dog anesthetized with isoflurane/DEX. (b) Cortical EEG
from a piglet during recovery from a hypoxic insult. Note
the similarities in electrically silent EEG interrupted by
high voltage EEG activity.



Confirmation of the Occurrence. In the case of seizures,
it is obvious that it is desirable to detect these seizures as
an indicator of possible brain injuries like epilepsy. Epi-
leptic or convulsive seizures might be life-threatening, and
detection at an early stage of the injury is necessary for
medication. The frequency with which seizures occur in a
patient is the basis on which the diagnosis of epilepsy is
made. No diagnosis for epilepsy will be made based only on
the occurrence of occasional seizures. Burst suppression
under anesthesia is an indicator for the depth of anesthesia
(82), and the relationship between the duration of burst
suppression parts and bursting episodes is therefore desir-
able. In the case of hypoxia, however, burst suppression
indicates a severe stage of oxygen deficiency and a possible
risk of permanent brain damage or brain death. In the
recovery period, in post-hypoxic analysis, the occurance of
bursts might be of predictive value whether or not the
patient has a good outcome (83–85).

To Further Analyze Seizure or Burst-Episodes. Not only
the presence of bursts or seizures can serve as an physio-
logical indicator, furthermore special features or charac-
teristics of these EEG abnormalities are of importance.
Intracranial EEG patterns at seizure onset have been
found to correlate with specific pathology (86), and it has
been suggested that the different morphologies of intra-
cranial EEG seizure onset have different degrees of localiz-
ing value (87).

In the case of anesthesia or hypoxia-induced bursts, the
duration of the bursts and the burst suppression parts may

indicate the depth of anesthesia or the level of injury,
respectively. Frequency or power analysis of these bursts
may help discriminating these two kinds of bursts from one
another (77). This is important, for example, in open heart
surgery to detect reduced blood flow to the brain at a
reversible stage.

Localization. Localization of the source of an injury or
an unknown phenomenon is always desirable. This is valid
especially in the case of epilepsy, where the injured, sei-
zure-causing part of the brain can be operatively removed.
Detecting the onsets of bursts or seizures in different
channels from different regions of the brain may help us
to localize the source of these events. In particular, record-
ings from different regions of the thalamus and the cortex
have been used to study pathways of epileptic seizures.

Ability to Present Signal-Power Changes During Bursting

We have already mentioned that bursts can be observed as
a sequence in the EEG signal with increased electrical
activity and within sequences of increased power or energy.
Therefore, looking at the power in the EEG signal can give
us an idea about the presence of bursts and burst suppres-
sion episodes in the signal. Looking at the power in differ-
ent frequences of a signal is classically done by estimating
the PSD. We will present three methods here that have
already been used in EEG signal analysis. First is a method
to estimate the PSD by averaging over a certain number of
periodograms, which is known as the Welch method. After
obtaining the power spectrum over the entire frequency
range, the total power in some certain frequency bands can
then be obtained by summing together the powers in the
discrete frequencies that fall in this frequency band. For
this method, the desired frequency bands have to be known
in advance. One method to obtain the knowledge where the
dominant frequencies may be found in the power spectrum
is to model the EEG signal with an AR model. Beside the
fact that this method calculates the dominant frequencies,
we also obtain the power in these dominant frequencies
and can use this method directly to follow the power in the
dominant frequencies. The third method will be a method
to perform time-frequency analysis as a method to obtain
the energy of a signal as a function of time as well as a
function of frequency. We will present the short-time Four-
ier transform (STFT) as such a time-frequency distribu-
tion. As mentioned, these methods have been already used
in EEG signal processing.

Feature Extraction. One major problem with these
methods is the large amount of data that become avail-
able. Therefore, attempts have been made to extract
spectral parameters out of the power spectrum that for
themselves contain enough necessary information about
the nature of the original EEG signal. The classic division
of the frequency domain in four major subbands (called
alpha, beta, theta, and delta waves) as described in the
first section, has been one possibility of feature extraction
and data reduction. However, we have also observed that
these subbands may vary among the population and the
major frequency components of a human EEG might be
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Figure 7. PTZ-induced generalized clonic seizure activity in the
cortex and the thalamus of a rat. The figures from the top to the
bottom show seizure activity recorded from the trans-cortex, the
hippocampus, the posterior thalamus, and the anterior thalamus.
Note the occurrence of spikes in the cortical recording before the
onset of the seizure. At time point 40, one can see the onset of the
seizure in the cortical recording, whereas the hippocampus shows
increased activity already at time point 30. Such recordings can be
used to study the origin and the pathways of seizures.



different from the predominant frequency components of
an EEG recorded from animals. Furthermore, some spe-
cific EEG changes typically involve an alteration or loss of
power in specific frequency components of the EEG (88) or
a shift in power over the frequency domain from one
frequency range to another. This observation led to the
assumption that the pre-devision of the frequency domain
into four fixed subbands may not give features that are
sensitive to such kinds of signal changes. We therefore
propose the use of ‘‘dominant frequencies’’ as parameters;
these are frequencies at which one can find a peak in the
power spectrum, and therefore, these dominant frequen-
cies can be observed as the frequencies with an increased
activity. Recent studies (25) have shown that following
the power in these dominant frequencies over time has a
predictive value after certain brain injuries, whether or
not the patient has a good outcome. In fact, detecting
changes in power in dominant frequencies may be used as
a method to visualize changes in the activity in certain
frequency ranges. Another method to reduce some of the
information of the power spectrum to one single value is to
calculate the mean frequency of the spectrum at an
instant point of time. This value can be used as a general
indicator for changes in the power spectrum from one
instant time point to another. Other spectral parameters
that will not be described here are, for example, peak
frequency or various different defined edge frequencies
like the medium frequency. However, the effectiveness of
these EEG parameters in detecting changes in the EEG,
especially in detecting injury and the level at which they
become sensitive to injury, has not been well defined.
After the description of each method, we will present
how we can obtain the power in the desired frequency
bands and the mean frequency.

Power Spectrum Estimation Using the Welch-Method.
We have already observed the use of the FT and its discrete
performance in the DFT in the first section. In this section,
we now want to show how we can use the DFT to obtain an
estimator for the PSD.

To estimate the PSD there are two classic possibilities.
The first and most direct method is the periodogram built
by using the discrete-time data sequence and transforming
it with DFT/FFT. We describe the algorithm in detail:

IðNÞ ¼ 1

N
j
Xn¼N

n¼1

xðnÞexpð� jvnÞj ð14Þ

where x(n) is the discrete time signal and N is the number
of FFT points. It can be observed that this basic estimator
is not statistically stable, which means that the estimation
has a bias and is not consistent because the variance does
not tend to be zero for large values of N. The second
method to achieve the PSD estimation is more indirect, in
which the autocorrelation function of the signal is
estimated and transformed via DFT/FFT. This estimation
is called a correlogram:

INðvÞ ¼
XN�1

m¼�ðN�1Þ
F̂Fxxexpð� jvmÞ ð15aÞ

where F̂FxxðmÞ is the estimated autocorrelation function of
a time signal x(n):

F̂FxxðmÞ ¼
1

N

XN�jmj�1

n¼0

xðnÞxðnþ jmjÞ ð15bÞ

To avoid these disadvantages of the periodogram as an
estimator for PSD, many variations of this estimator were
developed, reducing the bias and variance of the estima-
tion. The most popular method among these estimators is
the method of Welch (44). The given time sequence is
devided into k overlapping segments of L points each, and
the segments are windowed and transformed via DFT/FFT.
The estimator of the PSD is then obtained by the mean of
these spectra. It can be observed that as more spectral
samples are used to build this estimator, the more the
variance is reduced. Assuming a given sequence length of N
points, the variance of the estimate will decrease if the
number of points in each segment decreases. Note that a
decrease in number of points results in a loss of good
spectral resolution. Therefore, a compromise has to be
found to achieve a small variance and a sufficient spectral
resolution. To increase the number of segments, which are
used to build the mean, an overlap of the segments of 50%
is used.

Use of a finite segment length, n¼ 0,. . ., N� 1, of the
signal x(n) for computation of the DFT is equivalent to
multiplying the signal x(n) by a rectangular window w(n).
Therefore, due to the filtering effects of the window func-
tion, sidelobe energy is generated where the spectrum is
actually zero. The window function also causes some
smoothing of the spectrum when N is sufficiently large.
To reduce the amount of sidelobe leakage caused by win-
dowing, a nonrectangular window that has smaller side-
lobes may be used. Examples of such windows include the
Blackman, Hamming, and Hanning windows. However,
use of these windows for reduction of sidelobe leakage also
causes an increase in smoothing of the spectrum. Figure 8
shows the difference of sidelobe leakage effects between a
rectangular and a Blackman window. In our case, a Tukey
window is used in respect to a sufficient suppression of
sidelobes and to obtain sharp mainlobes at the containing
frequencies (90):

uðxÞ ¼
0:5ð1� cosðpx=dÞÞ 0 � x � d

1 d � x � 1� d

0:5ð1� cosðpð1� xÞ=dÞÞ 1� d � x � 1

8><
>:

The resultant estimator of PSD is obtained by using the
equation:

ŜSxxðexpð jVÞÞ ¼ 1

kA

XK

i¼1

1

L

����
XL�1

k¼0

xiðkÞ flðkÞexpð� jVkÞ
����
2

ð16Þ

where k is the number of segments, L is the number of
points in each segment, fL(k) is the data window function,
and

A ¼ 1

L

XL�1

k¼0

f 2
LðkÞ ð17Þ
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which is a factor to obtain an asymptotically unbiased
estimation. Even if the PSD estimator (using the Welch
method) is a consistent estimator, we have to note that it
is only an approximation of the real PSD. Beside the
above-mentioned limitations, unwanted effects also result
from using DFT/FFT. These include aliasing, leakage, and
the picket fence effect. Most of these effects may be
avoided by using a window of appropriate characteristic
and by fulfilling the Nyquist criterion, which is that the
highest signal frequency component has to be less than
one half the sampling frequency.

The FT and autocorrelation method can compute the
power spectrum for a given segment of the EEG signal. The
spectrum over this segment must therefore be assumed to
be stationary. Loss of information will occur if the spectrum
is changing over this segment, because temporal localiza-
tion of spectral variations within the segment is not pos-
sible. Because burst suppression violates the assumptions
(91) underlying power spectrum analysis and may cause
misleading interpretations (92,93), it is necessary to
increase time resolution. To track changes in the EEG
spectrum over time, spectral anlysis can be performed
on succesive short segments (or epochs) of data. Note that
we used the spectral analysis of such epochs for our method
above. We therefore may expect that the spectral analyses
for the short segments are less consistent and that the
effects of signal windowing will play a more important role.

Parameter Extraction. For selected sequences of EEG at
each stage during a recording, spectral analysis might be

performed using the Welch method. To obtain the power in
the dominant frequencies, the powers in the average power
spectrum are summed together over the frequency range of
interest. This summation is made because the dominant
frequency may vary in a small frequency range:

Pð fdÞ ¼
Xnþ1

k¼n

SðkÞnþ ‘<N=2 ð18Þ

where S(k) is the average power spectrum, N is the FFT
length, fd is the dominant frequency, and tN/2fs is the
bandwidth of the frequency band. Following the power in
these specific frequency bands over time, we obtain a
trend-plot of the power in different dominant frequency
bands. This is shown in Fig. 9, where three sequences of
30 s are presented, which are recorded from a dog during
different stages of isoflurane anesthesia. The dominant
frequencies have been found using an AR model and are in
the range of 0.5–5 Hz, 10–14.5 Hz, and 18–22.5 Hz. The
recorded data are sampled with fs¼ 250, and the sampled
sequence is divided into segments of 128 points each with
an overlap of 50%. The PSD estimator is obtained as
described in Eq. 16.

The mean frequency (MF) of the power spectrum is
computed from the following formula:

MF ¼
PN=2

K¼1 SðKÞðKFs=NÞ
PN=2

K¼1 SðKÞ
ð19Þ
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Figure 8. Comparison of sidelobe leakage effects
in the spectrum using (a) rectangular window
versus (b) Blackman window. Spectra are
computed for a signal with (voltage spectrum
X(f)¼ 1, abs(f)<1; X(f)¼0 otherwise. The
Blackman window reduces sidelobe effects and
increases smoothing of the spectrum. (Adapted
from Ref. 89.)



where S(K) is the average power spectrum, N is the FFT
length, and Fs is the sampling frequency. The mean
frequency can be observed as the frequency instant at
which one can find the ‘‘center of mass’’ in the power
spectrum.

Short-Time Spectral Analysis
The Algorithm. The STFT is one of the most used time-

frequency methods. Time-frequency analysis is performed
by computing a time-frequency distribution (TFD), also
called a time-frequency representation (TFR), for a given
signal. The main idea of a TFD is to allow determination of
signal energy at a particular time as well as frequency.
Therefore, these TFDs are functions of two dimensions,
time and frequency, which have an inherent tradeoff
between time and frequency resolution that can be
obtained. This tradeoff between time and frequency reso-
lution arises due to the required windowing of the signal to
compute the time-frequency distribution. For good time
resolution, a short time window is necessary; meanwhile a
good frequency resolution requires a narrowband filter,
which corresponds to a long time window. But these two
conditions, a window with arbitrarily small duration and
arbitrarily small bandwidth cannot be fulfilled at the same
time. Thus, a compromise has to be found to achieve
sufficiently good time and frequency resolution.

The STFT as one possible realization of a TFD is per-
formed by sliding an analysis window across the signal
time series and computing the FT for the current time
point. The STFT for a continous-time signal x(t) is defined
as follows:

STFTðyÞx ðt; f Þ ¼
Z

t0

½xðt0Þg
ðt0 � tÞ�0e� j2pft0dt0 ð20Þ

where g(t0) is the analysis window and 
 denotes the com-
plex conjugate. As discussed the analysis window chosen
for the STFT greatly influences the result. Looking at the
two extremes shows this influence best. Consider the case
of the delta function as analysis window: g(t)¼ d(t). In this
case, the STFT¼

PN�1
t¼0 xðtÞexpð� j2pftÞ, which is essen-

tially x(t) and yields perfect time resolution, but no fre-
quency resolution. On the other hand, if the analysis
window is chosen to be a constant value g(t)¼ 1 for all
time, then the STFT becomes the Fourier transform X(f),
with perfect frequency resolution but no time resolution.
Therefore, an appropriate window to provide both time and
frequency resolution lies somewhere between these two
extremes. In our case, a Hanning window is chosen as the
analysis window. Figure 10 shows a plot of the STFT as it is
obtained by transforming segments of the data, sampled
with 250 points. The segments of 128 points each and an
overlap of 50% are transformed via a 256 point FFT.

Feature Extraction. Calculating the power of the three
dominant frequency bands in each segment, as described in
equation 18, we obtain a contour plot of the power in these
bands as shown in Fig 11. Also the mean frequency can be
calculated in each segment, as described in Eq. 19.

Power Spectrum Estimation using AR-Model
The Algorithm. In the last section, the PSD was defined

as the FT of an infinite ACS. This relationship may be
considered a nonparametric description of the second-order
statistics of a random process. A parametric description of
the second-order statistic may also be devised by assuming
a time-series model of the random process. The PSD of the
time-series model will then be a function of the model
parameters (and not of the ACS). A special class of models,
driven by white noise processes and processing rational
system functions, is AR, ARMA, and MA. One advantage of
using parametric estimators is, for example, better spectral
resolution. Periodogram and correlogram methods con-
struct an estimate from a windowed set of data or ACS
estimates. The unavailable data or unestimated ACS
values outside the window are implicitly zero, which is
an unrealistic assumption that leads to distortion in the
spectral estimate. Some knowledge about the process from
which the data samples are taken is often available. This
information may be used to construct a model that approx-
imates the process that generated the observed
time sequence. Such models will make more realistic
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Figure 9. Trend in power in dominant fre-
quency bands. The top row shows three input
signals as they are obtained at different stages
of anesthesia in a dog. The recordings show
from left to right a baseline EEG followed by
an EEG epoch obtained after administration
of a sedative drug and finally the EEG after
reversing the process. The three epochs were
recorded in a distance of 1000 s to one another.
The second row shows the averaged power
spectra obtained with the Welch method, re-
spectively. The data were sampled with f
¼250 p and the FFT length is 128 points.
The bottom row shows the trend in the three
dominant frequency bands 0.5–5, 10–14.5, and
18–22.5 Hz. Note that this method does not
provide the possibility to visualize the bursts
in the EEG recording, but it can give a trend in
power changes in dominant frequency bands.



assumptions about the data outside the window instead of
the null data assumption. In our case, the AR-modeling is
used instead of AM or ARMA because of the advantage that
the model parameter can be obtained by solving linear
equations. The assumption is that if the model order p is
chosen correctly, and the model parameters are calculated
correctly, we obtain a PSD estimation with p/2 or (pþ 1)/2
sharp peaks in the spectrum at the so-called dominant
frequencies.

The AR parameters have been shown to follow a recur-
sive relation (94):

a pðnÞ¼ap�1ðnÞþKpa
p�1ðp� nÞ for n¼1 . . . ðp� 1Þ ð21Þ

where ap(n) are the parameters for model order p, and
ap� 1(n) for model order (p� 1). Kp is the reflection coeffi-
cient for order p, and in Burg’s maximum entropy method,
Kp is determined by minimizing the arithmetic mean of the
forward and backward linear prediction error power, i.e.,
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Figure 10. STFT. (a) Epoch of an EEG signal recor-
ded from an isoflurane/DEX-treated dog. The time-
varying character of this signal can be presented in
the power spectrum using the STFT as shown in
(b).STFT was performed with a 256 point FFT and
a window length (Hamming window) of 128 points
with an overlap of 50%. Data were sampled at
f¼250 samples.

Figure 11. Energy profile in dominat frequency
bands using the STFT. (a) EEG epoch recorded
from isoflurane/DEX-treated dog. Summing toge-
ther the energy in the frequency bands 0.5–5, 9–
14.5, and 17–22.5 Hz, we obtain the energy pro-
files in the dominant frequency bands as shown in
(b). Note that burst sequences and sequences of
electrical silence in the EEG signal can be clearly
distinguished with this method.
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where ef and eb are the forward and backward linear
prediction errors. Minimizing this equation gives us the
reflection coefficients Kp for model order p:
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To choose the right model order, we use the Akaike criter-
ion (95), which is based on the maximum likelihood
approach and is termed the Akaike Information Criterion
(AIC) (95):

AICðpÞ ¼ N
lnðrpÞ þ 2 p ð24Þ

where rp is the error variance for model order p. The error
variance follows the relation:

rp ¼ rp�1ð1� jK2
pjÞ ð25Þ

The optimum model order p has to minimize AIC. With the
obtained model parameter, it is now possible to present the
data sequence x(n) in the following way (44):

xðnÞ ¼ wðnÞ � að1Þxðn� 1Þ � að2Þxðn� 2Þ
� . . .� aðpÞxðn� pÞ ð26Þ

where the a(i) are the model parameters, p is the model
order, and w(n) is the error in prediction. If we now choose
the model order and the model parameters correctly for our
estimation, w(n) turns out to be zero. Taking the z-trans-
form of this equation, we obtain

XðzÞ ¼ WðzÞ
1þ að1Þz�1 þ að2Þz�2 þ . . .þ aðpÞz�p

ð27Þ

where W(z) is the z-transform of w(n). Squaring the abso-
lute value of X(z), we obtain the estimated power spectrum:

PðzÞ ¼ j WðzÞ
1þ að1Þz�1 þ að2Þz�2 þ . . .þ aðpÞz�p

j2 ð28Þ

Parameter Extraction. From equation 27, we can now
obtain the dominant frequencies in the estimated power
spectrum. The poles of X(z) are obtained from the equation:

z p þ að1Þz p�1 þ . . .þ aðpÞ ð29Þ

Evaluating this expression at the unit circle, we get fre-
quencies v at which there is a peak in the frequency
spectrum of the data sequence and the analog frequencies
of the spectral peaks are

Fdo min ant ¼
Fsampling

2p
vdo min ant ð30Þ

It is now possible to evaluate the power in these
frequencies either by integrating the power spectrum
between desired frequencies or by the method of Johnsen
and Anderson (96), which uses the residues to find the
power in the peaks.

Thus, AR modeling provides the possibility to estimate
the power spectrum of a signal, to calculate the frequencies
at which we find a peak in the spectrum, and to obtain the
power in these dominant frequencies. Note that an impor-
tant assumption for a correct use of AR-modeling is a
stationary signal. As this assumption cannot be made for
EEG signals in long data sequences, the sample data have
to be divided into small overlapping segments, in which the
signal can be observed as quasi-stationary. The right seg-
ment length can be found using AIC criterion and that
segment length is taken that minimizes the variance for
the calculated model order. In our case for anesthetized
dogs, a model order of eight was found to be appropriate.
This leads to four dominant frequencies in the following
frequency ranges: 0.5–5, 10–14.5, 18–22.5 Hz, and 27–
31 Hz. However, it has been observed that the power in
the highest dominant frequency is very small in compar-
ison with the power in the lowest three dominant frequen-
cies and this band is therefore ignored in our study.

Another problem with using AR models for single-chan-
nel EEG analysis during nonstationary events like burst
suppression or seizures is the possibly change in model
order (97). Therefore, AR models can be observed to be
more appropriate for multichannel analysis.

Feature Extraction. The dominant frequencies and the
power in the dominant frequencies are calculated in each
segment, respectively. Therefore, a summation of power in
a certain frequency band is not necessary. Figure 12 shows
the power in the dominant frequencies over time. The input
signal is sampled with 125 Hz and subdivided into seg-
ments of 50 points each. The segments are allowed to have
an overlap of 50%.

Burst Detection Methods

The computerized detection of seizures and bursts requires
differentiation of bursts from episodes of electrical silence
and ictal (signal during seizure) from interictal (normal
signal activity) parts. We already mentioned the character-
istics of bursts and seizures, like high amplitude, high
energy, and an increase in phase coupling. The change in
energy at the onset and offset of bursts and seizures has
been used to detect bursts in many applications. Babb et al.
(98) constructed a circuit that signaled seizure detection
when high amplitude–high frequency activity was observed
for at least 5 s. Ives et al. (99) employed amplitude discri-
mination after summing and band pass filtering the EEG
from 16 channels. Gotman (100) employs a detection para-
digm based on measures of amplitude and time period
obtained after a ‘‘half-wave decomposition’’ of the signals.
Gotman has tested this method on numerous cases; many
false positive are generated by this method. Murro et al.
(101) used a discriminant function based on signal spectra.
The advantage of this method is that it does not rely on
visual determination of normal and abnormal signal char-
acteristics. Recent studies have used wavelet analysis to
detect the onset of bursts or seizures (102). The detection
scheme is based on monitoring the variance structure of the
wavelet coefficients over a selected scale range and power
fluctuations in these scales individually. Webber et al. (103)
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presented in 1994 a detector for epileptiform discharges
using an artificial neural network. The detector can detect
seizure onsets and offsets in real time and was tested for raw
EEG signals as well as for parametrized signals. Similar
detectors have been developed by Oezdamer et al. (104) and
Yaylali et al. (105). Bullmore et al. (106) presented in 1994 a
detection method of ictal events based on fractal analysis of
the EEG signal. The basic idea of this detector is that the
EEG signal during bursts or seizures tends to have rela-
tively low values for fractal dimensions. However, display-
ing the onsets and offsets of bursts and seizures very well,
this method requires a visual inspection of the obtained
image. Lehnerts and Elger (107) presented a detection
algorithm in 1995 based on the neuronal complexity loss
during ictal signal events. Alarkon et al. (108) presented a
detector of seizure onsets in partial epilepsy based on fea-
ture changes extracted from the power spectrum. Features
used were the total amplitude within specific frequency
bands and the parameters activity, mobility, and complexity
as developed by Hjorth (58) and presented earlier. The time
course of these parameters was then displayed, and the
onsets of ictal events were assessed when the parameter
changes were above a preset threshold for more than four
consecutive epochs. Franaszczuk et al. (109) presented a
method in 1994, that allows not only the visualization of
seizure onsets but also the flow of activity through different
regions of the brain caused by epileptic discharges. The DFT
method, a multichannel parametric method of analysis
based on an AR model, was used for the analysis. Note that
for localization of seizure onsets, this method requires
recordings from different regions of the brain, especially
recordings made with subdural grid and depth electrode
arrays. A study that also used energy measurements in
different frequency bands is that of Darcey and Williamson
(110). The energy in different frequency bands is obtained
from sequentially calculated power spectra, using short
analysis windows to provide good time resolution. This
method has been described in the previous section as STFT.

The energy ratio of the energy in the ictal EEG with respect
to the energy of the preictal baseline EEG was calculated,
and detection was performed by comparing this quantity
with a threshold. However, it has also been observed in their
study that the time resolution obtained with the STFT
cannot be increased upon a certain limit, due to simulta-
neous decrease in frequency resolution.

Agarwal and Gotman present a method of segmentation
and clustering based on the nonlinear Teager Energy
algorithm or TEA (111). The Teager Energy algorithm is
a critical advance in energy measurement methods; based
on the nonlinear operators or the second order Volterra
kernel (112), it measures the frequency-dependent energy
in a signal. The method uses multipliers beyond the simple
square law detector (x2(t)) to capture the energy in a
filtered portion of the signal. It is based on the energy in
a spring concept. The TEA is a two-term time-domain
Agarwal, and Gotman uses a TEA variant that does not
depend on a square law term. This enables studying the
energy function without the evident emphasis of the
equivalent zero-lagged autocorrelation term. This would
cause undo emphasis of apparent white noise contaminant.
For sleep staging and burst detection studies, the TEA
turns out to be an essential preliminary analysis compo-
nent. Sherman et al. (113) use it for burst detection, burst
counting, and burst duration calculation in a cardiac arrest
(CA) and recovery model in fetal pigs. This study paralleled
earlier results highlighting the fact that early bursting in
the recovery EEG after CA is indicative of potentially
favorable outcomes. High burst counts and time spent in
bursting was shown to afford group separability based on a
neuro-deficit score (NDS).

CONCLUSIONS

We have presented that bursts during burst-suppression
and seizures are signals of short duration with high
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Figure 12. Energy profiles in dominant frequencies
using an AR model. (a) EEG epoch recorded from an
isoflurane/DEX-treated dog. An AR model (model
order 8) was fitted to the EEG sample using segments
of 50 points each and an overlap of 50%. The power in
the three lowest dominant frequencies (ranges from
0.5–5, 10–14.5, and 18–22.5) was calculated with the
residues. Note that this method provides the possi-
bility to distinguish bursts from periods of electrical
silence in the EEG signal.



amplitude and therefore episodes of high energy. This led
to the assumption that a discrimination of bursting epi-
sodes from burst-suppression parts could be made based on
detecting a change in the energy in dominant frequency
bands. However, representing the energy of a time-varying
signal has its difficulties. The abrupt change from bursting
parts to burst-suppression parts and the possibly short
duration of these sequences make it impossible to visualize
the change in energy at a certain point of time in the
average power spectrum. Other methods like the STFT
or parametric methods like the AR model provide the
possibility to obtain both a time and a frequency resolution.
Nevertheless, both methods still require a certain window
length to estimate the power spectrum, and the estimated
energy in each window represents the averaged energy
over a certain number of sampling points.
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INTRODUCTION

Electrogastrography, a term similar to electrocardiogra-
phy (ECG), is usually referred to as the noninvasive
technique of recording electrical activity of the stomach
using surface electrodes positioned on the abdominal skin
(1–3). The cutaneous recording obtained using the elec-
trogastrographic technique is called electrogastrogram
(EGG). In this article, both electrogastrography and elec-
trogastrogram are abbreviated to EGG. Due to the non-
invasive nature and recent advances in techniques of
EGG recording and computerized analysis, EGG has
become an attractive tool to study the electrophysiology
of the stomach and pathophysiology of gastric motility
disorders and is currently utilized in both research and
clinical settings (4–7).
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Although there are now several commercially available
hardware–software packages making recording and ana-
lysis of EGG relatively easy to perform, many centers still
use home-built equipment because the interpretations of
specific frequency and EGG amplitude parameters are still
debated and the clinical utility of EGG is still under
investigation (6–10). Therefore, there are definite needs
for better definition of the normal frequency range of EGG
and dysrhythmias as well as standardization of EGG
recording and advanced analysis methods for extraction
and interpretation of quantitative EGG parameters. More
outcome studies of EGG are also needed to determine the
usefulness of EGG in the clinical settings. This article
covers the following topics: a brief historic review of
EGG, basics of gastric myoelectrical activity, measurement
and analysis of EGG including multichannel EGG, inter-
pretation of EGG parameters, clinical applications of EGG
and future development of EGG.

HISTORIC REVIEW OF EGG

Electrogastrography was first performed and reported by
Walter Alvarez back in the early 1920s (1,11). On October
14, 1921, Walter Alvarez, a gastroenterologist recorded the
first human EGG by placing two electrodes on the abdom-
inal surface of ‘‘a little old woman’’ and connected them to a
sensitive string galvanometer. A sinusoid-like EGG with a
frequency of 3 cycles/min (cpm) was then recorded. As
Alvarez described in his paper, ‘‘the abdominal wall was
so thin that her gastric peristalsis was easily visible’’ (1).
Alvarez did not publish any other paper on EGG probably
because of a lack of appropriate recording equipment.

The second investigator to discover the EGG is I. Har-
rison Tumpeer, a pediatrician who probably performed the
first EGG in children (12). In a note in 1926 (12) and in a
subsequent publication (13), Tumpeer reported the use of
limb leads to record the EGG from a 5 week old child who
was suffering from pyloric stenosis and observed the EGG
as looking like an ECG (electrocardiogram) with a slowly
changing baseline (11).

However, it took � 30 years for EGG to be recovered by
R.C. Davis, a psychophysiologist in the mid-1950s (14). Davis
published two papers on the validation of the EGG using
simultaneous recordings from needle electrodes and a swal-
lowed balloon (14,15). Although Davis made only slow pro-
gress in EGG research, his two papers had stimulated several
other investigators to begin doing EGG research, such as Dr.
Stern who started working in Davis’ lab in 1960 (11).

Stevens and Worrall (1974) were probably the first ones
who applied the spectral analysis technique to EGG (16).
They obtained simultaneous recordings from a strain
gauge on the wall of the stomach and EGG in cats to
validate the EGG. They not only compared frequencies
recorded from the two sites visually in the old fashion
way, but also used a fast paper speed in their polygraph
and digitized their records by hand once per second, and
then analyzed EGG data using Fourier transform (11).

Beginning in 1975, investigators in England published a
number of studies on frequency analysis of the EGG signal
and made numerous advances in techniques for analysis of
the EGG, including fast Fourier transform (FFT) (17),

phase-lock filtering (18), and autoregressive modeling
(19). In some of their studies, they compared the EGG with
intragastric pressure recordings and reported their find-
ings similar to those of Nelson and Kohatsu (20). They
found that there was no 1:1 correlation between the EGG
and the contractions. The EGG could be used to determine
the frequency of the contractions, but could not be used to
determine when contractions were occurring (21).

During this same time, Smout and co-workers at Eras-
mus University in Rotterdam, The Netherlands, conducted
several validation studies of the EGG and made major
contributions in the area of signal analysis. In their land-
mark 1980 paper (22), they were the first ones who showed
that the amplitude of the EGG increases when contractions
occur. In 1985, Dr. Koch and Dr. Stern reported their study
on simultaneous recordings of the EGG and fluoroscopy
(23). They repeatedly observed the correspondence
between EGG waves and antral contractions during simul-
taneous EGG-fluoroscopy recordings.

To extract information about both the frequency of EGG
and time variations of the frequency, a running spectral
analysis method using FFT was introduced by van der
Schee and Grashus in 1987 (24), later used by some others
(2,25,26) and now still used in most laboratories (5). To
avoid the averaging effect introduced by the block proces-
sing of the FT, Chen et al. (27,28) developed a modern
spectral analysis technique based on an adaptive autore-
gressive moving average model. This method yields higher
frequency resolution and more precise information about
the frequency variations of the gastric electrical activity. It
is especially useful in detecting dysrhythmic events of the
gastric electrical activity with short durations (29).

In 1962, Sobakin et al. (30) performed the EGG in 164
patients and 61 healthy controls and reported that ulcers
caused no change in the EGG, but that pyloric stenosis
produced a doubling of amplitude, and stomach cancer
caused a breakup of the normal 3 cpm rhythm. This
was probably the first large-scale clinical use of the
EGG. In the past two decades, numerous studies have
been reported on the clinical use of the EGG including
understanding the relationship between the EGG and
gastric motility (22,23,31–37), gastric myoelectrical activ-
ity in pregnant women (38–40), gastric myoelectrical activ-
ity in diabetics or gastroparetic patients (41–44), gastric
myoelectrical activity in patients with dyspepsia (45–50),
and prediction of delayed gastric emptying using the EGG
(42,46,47,49,51).

As Dr. Stern wrote in 2000, ‘‘the history of EGG can be
described as three beginnings, a length period of incuba-
tion, and a recent explosion’’ (11). It is beyond the scope of
this article to cover every aspect of EGG studies. For more
information about the EGG, readers are referred to some
excellent articles, reviews, dissertations, and chapters
(2,5,6,21,27,52–56).

ELECTROPHYSIOLOGY OF THE STOMACH

Normal Gastric Myoelectrical Activity

Along the gastrointestinal tract, there is myoelectrical
activity. In vitro studies using smooth muscle strips of
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the stomach have revealed independent gastric myoelec-
trical activity (GMA) from different regions of the stomach.
The highest frequency of the gastric myoelectrical activity
was recorded in the corpus and the lowest frequency in
distal antrum. However, in vivo studies demonstrated a
uniform frequency in the entire stomach under healthy
conditions, because the myoelectrical activity in the corpus
with the highest frequency drives or paces the rest of
stomach into the same higher frequency (see Fig. 1).

Gastric myoelectrical activity is composed of slow waves
and spike potentials. The slow wave is also called the
pacesetter potential, or electrical control activity (57–59).
The spike potentials are also called action potentials or
electrical response activity (57–59). While slow waves are
believed originated from the smooth muscles, recent
in vitro electrophysiological studies suggest that intersti-
tial cells of Cajal (ICC) are responsible for the generation
and propagation of the slow wave (60). The frequency of
normal slow waves is species-dependent, being � 3 cpm in
humans and 5 cpm in dogs, with little day-to-day varia-
tions. The slow wave is known to determine the maximum
frequency and propagation of gastric contractions. Figure 1
presents an example of normal gastric slow waves mea-
sured from a patient. Normal 3 cpm distally propagated
slow waves are clearly noted.

Spike potentials are known to be directly associated
with gastric contractions, that is, gastric contractions occur
when the slow wave is superimposed with spike potentials.

Note, however, that in vivo gastric studies have failed to
reveal a 1:1 correlation between spike potentials measured
from the electrodes and gastric contractions measured
from strain gauges although such a relationship does exist
in the small intestine. In the stomach, it is not uncommon
to record gastric contractions with an absence of spike
potentials in the electrical recording. Some other forms
of superimposed activity are also seen in the electrical
recording in the presence of gastric contractions.

Abnormal GMA: Gastric Dysrhythmia and Uncoupling

Gastric myoelectrical activity may become abnormal in dis-
eased states or upon provocative stimulations or even spon-
taneously. Abnormal gastric myoelectrical activity includes
gastric dysrhythmia and electromechanical uncoupling. Gas-
tric dysrhythmia includes bradygastria, tachygastria, and
arrhythmia. Numerous studies have shown that gastric
dysrhythmia is associated with gastric motor disorders
and/or gastrointestinal symptoms (4–7,20,61,62).

A recent study has revealed that tachygastria is ectopic
and of an antral origin (63). In > 80% of cases, tachygastria
is located in the antrum and propagates retrogradely
toward the pacemaker area of the proximal stomach. It
may partially or completely override the normal distally
propagating slow waves. However, most commonly it does
not completely override the normal gastric slow waves. In
this case, there are two different slow wave activities:
normal slow waves in the proximal stomach and tachygas-
trial slow waves in the distal stomach. A typical example is
presented in Fig. 2.

Unlike tachygastria, bradygastria is not ectopic and
reflects purely a reduction in frequency of the normal
pacemaking activity. That is, the entire stomach has one
single frequency when bradygastria occur (63). Bradygas-
tria is originated in the corpus and propagates distally
toward the pylorus. The statistical results showing the
origins of tachygastria and bradygastria are presented
Fig. 3. The data was obtained in dogs and gastric dysrhyth-
mias were recorded postsurgically or induced with various
drugs including vasopressin, atropine and glucagon (63).

MEASUREMENT OF THE EGG

Gastric myoelectrical activity can be measured serosally,
intraluminally, or coutaneously. The serosal recording can
be obtained by placing electrodes on the serosal surface of
the stomach surgically. The intraluminal recording can be
acquired by intubating a catheter with recording electrodes
into the stomach. Suction is usually applied to assure a
good contact between the electrodes and the stomach
mucosal wall. The serosal and intraluminal electrodes
can record both slow waves and spikes, since these record-
ings represent myoelectrical activity of a small number of
smooth muscle cells. These methods are invasive and their
applications are limited in animals and laboratory settings.

The EGG, a cutaneous measurement of GMA using
surface electrodes, is widely used in humans and clinical
settings since it is noninvasive and does not disturb on-
going activity of the stomach. A number of validation
studies have documented the accuracy of the EGG by
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comparing it with the recording obtained from mucosal and
serosal electrodes (19,22,31,61,64–66). Reproducibility of
the EGG recording has been demonstrated, with
no significant day-to-day variations (67). In adults, age
and gender do not seem to have any influences on the
EGG (68–71).

EGG Recording Equipment

The equipment required to record the EGG includes ampli-
fiers, an analog-to-digital (A/D) converter and a personal
computer (PC) (Figs. 4 and 5). The EGG signal must be
amplified because it is of relatively low amplitude
(50–500 mV). An ideal EGG amplifier should be able to

enhance the gastric signal and effectively reduce interfer-
ences and noise. Abnormal frequencies of gastric slow
waves may be as low as 0.5 and as high as 9 cpm. To
effectively record the gastric slow wave, an appropriate
recording frequency range is 0.5–18 cpm (5,6,72). It is
recommended that a good choice of the sampling frequency
should be three to four times of the highest signal fre-
quency of interest (73,74). Therefore, a sampling rate for
digitization of the EGG signal � 1 Hz (60 cpm) is a proper
choice.

A typical EGG recording system is shown in Fig. 4. It is
composed of two parts: data acquisition and data analysis.
Venders who currently offer or have offered EGG equip-
ment in the past included 3CPM Company, Medtronic/
Synectics, Sandhill Scientific, Inc., RedTech, and MMS
(The Netherlands), and so on (2,6). To date, there are
two U.S. Food and Drug Administration (FDA)-approval
EGG systems: one from Medtronic Inc (Minneapolis, MN)
and the other from 3CPM Company (Crystal Bay, NV). The
3CPM Company’s EGG device is a work station that con-
sists of an amplifier with custom filters, strip chart recor-
der, and computer with proprietary software—the EGG
Software Analysis System (EGGSAS). However, this
device is only to record and analyze single-channel EGG.

The newly FDA-approved Medtronic’s ElectroGastro-
Graphy system provides multichannel EGG recordings
and analysis (75–78). It can be either running on Medtro-
nic’s Gastro Diagnostic Workstation or consisting of the
Medtronic’s Polygraf ID with a laptop to make a portable
system (see Fig. 5). This system provides an Automatic
Impedance Check function and optional Motion Sensor.
With the Automatic Impedance Check, all EGG electrodes
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are verified to be in good electrical contact with the skin
within 10 s. The optional Motion Sensor can record respira-
tion and patient movements during data capture. This
assists physicians to more easily identify motion artifacts,
which can then be excluded from subsequent analysis.
Currently, this system has been configured to make
four-channel EGG recordings with placement of six surface
electrodes on the subject’s abdomen (75–78) (see Fig. 5a).

An ambulatory recording device is also available and
has been used frequently in various research centers
(42,46,48,71,76). For example, the ambulatory EGG recor-
der (Digitrapper EGG) developed by Synectics Medical Inc.
(Shoreview, MN) is of the size and shape of a ‘‘walkman’’
(79). It contains one channel amplifier, an A/D conversion

unit, and memories. It can be used to record up to 24-h one-
channel EGG with a sampling frequency of 1 Hz. Informa-
tion colleted during recording can be downloaded into a
desktop computer for data storage and analysis (42,79).

Procedures for Recording EGG

Due to the nature of cutaneous measurement, the EGG is
vulnerable to motion artifacts. Accordingly, a careful and
proper preparation before the recording is crucial in obtain-
ing reliable data.

Skin Preparation. Since the EGG signals are very weak,
it is very important to minimize the impedance between
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Figure 4. (a) Position of abdominal
electrodes for the measurement of
one-channel EGG. (b) Block dia-
gram of an EGG recording system.
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the skin and electrodes. The abdominal surface where
electrodes are to be positioned should be shaved if neces-
sary, cleaned and abraded with some sandy skin-prepara-
tion jelly (e.g., Ominiprep, Weaver, Aurora, CO) in order to
reduce the impedance between the bipolar electrodes to
> 10 kV. The EGG may contain severe motion artifacts if
the skin is not well prepared.

Position of the Electrodes. Standard electrocardio-
graphic-type electrodes are commonly used for EGG
recordings. Although there is no established standard, it
is generally accepted that the active recording electrodes
should be placed as close to the antrum as possible to yield a
high signal-to-noise ratio (80). The EGG signals can be
recorded with either unipolar or bipolar electrodes, but
bipolar recording yields signals with a higher signal-to-
noise ratio. One commonly used configuration for recording
one-channel EGG is to place one of two active electrodes on
the midline halfway between the xiphoid and umbilicus
and the other active electrode 5 cm to the left of the first
active electrode, 30 cephalad, at least 2 cm below the rib
cage, in the midclavicular line. The reference electrode is
placed on the left costal margin horizontal to the first active
electrode (42,81) (Fig. 4a). One commonly used configura-
tion of electrodes for making four-channel EGG recordings
is shown in Fig. 4a, including four active electrodes along
the antral axis of the stomach, a reference EGG electrode
over the xyphoid process, and a ground EGG electrode on
patient’s left side (75–78).

Positioning the Patient. The subject needs to be in a
comfortable supine position or sit in a reclining chair in
a quiet room throughout the study. Whenever possible, the
supine position is recommended, because the subject is

more relaxed in this position, and thus introduces fewer
motion artifacts. The subject should not be engaged in any
conversations and should remain as still as possible to
prevent motion artifacts (7,8,79).

Appropriate Length of Recording and Test Meal

The EGG recording is usually performed after a fast of 6 h
or more. Medications that might modify GMA (prokinetic
and antiemetic agents, narcotic analgesics, anticholinergic
drugs, non-steroidal anti-inflammatory agents) should be
stopped at least 48 h prior to the test (6,7). The EGG should
be recorded for 30 min or more (no < 15 min in any case) in
the fasting state and for 30 min or more in the fed state. A
recording < 30 min may not provide reliable data and may
not be reproducible attributed to different phases of
migrating motor complex (82) in the fasting state.

The test meal should contain at least 250 kcal with no
> 35% of fat (82). Solid meals are usually recommended
although a few investigators have used water as the test
‘‘meal’’ (see Table 1).

EGG DATA ANALYSIS

In general, there are two ways to analyze EGG signals.
One is time-domain analysis or waveform analysis, and
the other is frequency-domain analysis. Numerous
EGG data analysis methods have been proposed
(18,19,24,27,53,55,56,84–97).

Time-Domain Data Analysis

Like other surface electrophysiological recordings, the
EGG recording contains gastric signal and noise.
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Table 1. List of Systems and Procedures for Recording EGG Used by Different Groups

References Hardware System Analysis Method Procedure (Duration and Meal)

Dutch research
groups (8,83)

Custom-built four-
channels (band-pass
filter: 0.01–0.5 Hz,
sampling rate: 1 Hz)

Running spectral
analysis by short-
time Fourier
transform (STFT)

2 h before and 3 h
after meal (a pancake, 276 kcal)

McCallum and
Chen (42,79),
Parkman et al. (46,71)
Chen et al. (75,76)

MicroDigitrapper
(Synectics Medical,
Inc.): single channel
(cut-off frequency:
1–16 cpm, sampling
rate: 1 or 4 Hz).
Commercial four-
channel EGG
recording device (cut-
off frequencies: 1.8–16
cpm) (Medtronic-
Synectics,
Shoreview, MN)

Running spectral
analysis by STFT
(Gastrosoft Inc.,
Synetics Medical)
or adaptive
analysis method )

(1) 30 min before and 2 h after meal
(turkey sandwich, 500 kcal)

(2) 60 min before and 60 min after meal
(two scrambled egg with two
pieces of toasted bread 200 mL
water, 282 kcal)

Penn State groups
(2,84)

An amplifier with
custom filters, a strip
chart recorder (cut-
off frequency: 1–18
cpm, sampling
frequency: 4.27 Hz)

Running spectral
analysis by STFT
and a data sheet
with percentage
distribution of
EGG power in
four frequency
ranges

Water load test (45 min)



Compared with other surface recordings, such as ECG, the
quality of EGG is usually poor. The gastric signal in the
EGG is disturbed or may even be completely obscured by
noise (see Table 2). The frequency of gastric signals is from
0.5 to 9.0 cpm, including normal (regular frequency of 2–
4 cpm) and abnormal frequencies. The gastric signals with
abnormal frequencies may be divided further into brady-
gastria (regular frequency of 0.5–2.0 cpm), tachygastria
(regular frequency of 4–9 cpm) and arrhythmia (irregular
rhythmic activities) (62).

The noise consists of respiratory artifacts, interferences
from the small bowel, ECG, and motion artifacts (see
Table 2). The respiratory artifact has a frequency from
12 to 24 cpm. It is a common and thorny problem. It is
superimposed upon almost every EGG recording if not
appropriate processed. Occasionally, the slow wave of
the small intestine may be recorded in the EGG. The
frequency of intestinal slow waves is 12 cpm in duodenum
and 9 cpm in the ileum. The intestinal slow wave is usually
weaker than the gastric slow wave. One can avoid record-
ing intestinal slow waves by placing electrodes in the
epigastric area. The frequency of ECG is between 60 and
80 cpm. It can be eliminated using conventional low pass
filtering because its frequency is much higher than that of
the gastric signal component. The frequency of motion
artifacts is in the whole recording frequency range. To

minimize motion artifacts, the subject must not talk and
should remain still during recording.

The time-domain analysis methods with the aid of
computers that were introduced to facilitate the EGG data
analysis include (1) adaptive filtering. It is used to reduce
noise such as respiratory artifacts with minimal distortion
of the gastric signal component of interest (27,90,91), (2)
coherent averaging. It is applied to filter out random noise
by averaging a large number of EGG waves (85), (3) use of
feature analysis and artificial neural networks to automa-
tically detect and delete motion artifacts (93,94), and (4)
use of independent component analysis to separate gastric
signals from multichannel EGGs (97).

When noise level is low, it is possible to visually analyze
the raw EGG tracing (3,6,84,98) to identify periods of
artifact and provide a qualitative determination of record-
ing segments with normal frequencies of� 3 cpm and those
of abnormally high (tachygastria) or low (bradygastria)
and the presence or absence of a signal power increase
after eating a test meal. Artifacts usually are readily
recognized visually as sudden, high amplitude off-scale
deflections of the EGG signal (see Fig. 6). Artifactual
periods must be excluded before analysis. This is because
(a) they are usually strong in amplitude and may comple-
tely obscure the gastric signal; (b) they have a broad-band
spectrum and their frequencies overlap with that of the
gastric signal; therefore they are not separable using even
spectral analysis method, and jeopardize any kind of quan-
titative analyses of the EGG data (79).

EGG Parameters (99)

Although a noise-free EGG signal is attainable by means of
advanced signal processing techniques (27,86), the wave-
form analysis of the EGG has rarely been used, because the
waveform of the EGG is related to many factors, including
the thickness of the abdominal wall of the subject, skin
preparation, position of the electrodes, and characteristics
of the recording equipment (100). Furthermore, the num-
ber of specific characteristics of the EGG is limited. With
single-channel EGG recording, only frequency and
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Table 2. Composition of the EGG

Components Frequency (cpm)

Signal Normal slow wave 2.0–4.0
Bradygastria 0.5–2.0
Tachygastria 4.0–9.0
Arrhythmia NAa

Noise Respiratory 12–24
Small bowel 9–12
ECG 60–80
Motion artifacts Whole range

aNot available

Figure 6. The EGG data analysis. (a) A
30 min EGG recording. (b) The power spec-
tra of the 30 min EGG data. The EGG
dominant frequency (DF) and power at
DF can be determined from the spectrum,
(c) adaptive running spectra. Each curve
(from bottom to top) is the spectrum of
2 min EGG data. The percentage of normal
slow waves (or dysrhythmias) can be deter-
mined from the spectra by counting spec-
tral peaks in each frequency band.
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amplitude can be measured. Recent computer simulations
and experiments have shown that the propagation of the
gastric slow wave can be identified from the multichannel
EGG recordings (27,100), it is, however, difficult to get this
information from waveform analysis (27). Accordingly,
quantitative data analyses of the EGG are mostly based
on spectral analysis methods. Some important EGG para-
meters obtained by the spectral analysis methods are
described as in the following sections.

EGG Dominant Frequency and Dominant Power. The fre-
quency believed to be of gastric origin and at which the
power in the EGG power spectrum has a peak value in the
range of 0.5–9.0 cpm is called the EGG dominant fre-
quency. The dominant power is the power at the dominant
frequency. The EGG power can be presented in a linear or
decibel (dB) unit. The dominant frequency and power of the
EGG are often simplified as EGG frequency and EGG
power. Figure 6 shows the definition of the dominant
frequency and power of the EGG. Simultaneous cutaneous
and serosal (13,17–19) or mucosal (11,16) recordings of
GMA have shown that the dominant frequency of the
EGG accurately represents the frequency of the gastric
slow wave. The dominant power of the EGG reflects the
amplitude and regularity of gastric slow waves. The gastric
slow wave is regarded as abnormal if the EGG dominant
frequency is not within a certain frequency range (e.g.,
2–4 cpm). Although there is no established definition for
the normal range of the gastric slow wave, it is generally
accepted that the dominant frequency of the EGG in
asymptomatic normal subjects is between 2.0 and
4.0 cpm (5,6,41,72). The EGG, or a segment of the EGG,
is defined as tachygastria if its frequency is > 4.0 cpm, but
< 9.0 cpm, bradygastria if its frequency is < 2.0 cpm and
arrhythmia if there is a lack of a dominant frequency (see
Table 2).

Power Ratio or Relative Power Change. As the absolute
value of the EGG dominant power is related to many
factors, such as the position of the electrodes, the prepara-
tion of skin and the thickness of the abdominal wall, it may
not provide much useful information. One of the commonly
used EGG parameters associated with the EGG dominant
power is the power ratio (PR) or the relative power change
after an intervention such as meal, water, or medication.
Note that the power of the EGG dominant frequency is
related to both the amplitude and regularity of the EGG.
The power of the EGG dominant frequency increase when
EGG amplitude increases. It also increases when the EGG
becomes more regular. Previous studies have shown that
relative EGG power (or amplitude) change reflects the
contractile strength of the gastric contractions (22,33,37).

Percentage of Normal Gastric Slow Waves. The percen-
tage of normal slow waves is a quantitative assessment of
the regularity of the gastric slow wave measured from the
EGG. It is defined as the percentage of time during which
normal gastric slow waves are observed in the EGG.

Percentage of Gastric Dysrhythmias Including Bradygas-
tria, Tachygastria, and Arrhythmia. The percentage of gas-

tric dysrhythmia is defined as the percentage of time
during which gastric dysrhythmia is observed in the
EGG. In contrast to the percentage of normal gastric slow
waves in an EGG recording, this parameter represents the
abnormality of the EGG or gastric slow waves.

Instability Coefficients. The instability coefficients are
introduced to specify the stability of the dominant fre-
quency and power of the EGG (99). The instability coeffi-
cient (IC) is defined as the ratio between the standard
deviation (SD) and the mean:

IC¼SD/mean� 100%

The clinical significance of the instability coefficient has
been demonstrated in a number of previous studies
(37,40,99). The instability coefficients defined by Geldof
et al. is slightly different from the one defined above. More
information can be found in Refs. 83,101.

Percentage of EGG Power Distribution. The percentage of
EGG power distribution was introduced by Koch and Stern
(102) and is defined as the percentage of total power in a
specific frequency range in comparison with the power in
the total frequency range from 1 to 15 cpm. For example;

% of (2.4–3.6 cpm)¼ the power within 2.4–3.6 cpm/(the
total power from 1 to 15 cpm)� 100%

Using this parameter, Koch et al. (102) found that the
percentage of power in the 3-cpm range was significantly
lower in patients with idiopathic gastroparesis compared to
patients with obstructive gastroparesis. They also found
that the percentage of power in the tachygastria range
(3.6–9.9 cpm) correlated significantly with the intensity of
nausea reported during vector-induced motion sickness
(103). The advantage of this method is that it is easy for
computation. We should be aware, however, that only
relative values of this parameters in comparison with
the control data should be used. Even in normal subjects,
the percentage of normal EGG activity computed in this
way will never be 100%. Note that this parameter is
sensitive to noise, since any noise component in the fre-
quency band of 1–15 cpm affects the computation of this
parameter. Harmonics of the fundamental 3 cpm slow
wave may be computed as tachygastria (8,74).

Percentage of Slow Wave Coupling. Slow wave coupling
is a measure of the coupling between two EGG channels.
The percentage of slow wave coupling is defined as the
percentage of time during which the slow wave is deter-
mined to be coupled. The slow waves between two EGG
channels are defined as coupled if the difference in their
dominant frequencies is < 0.2 (77,78,95) or 0.5 cpm (76).

Methods to Obtain EGG Parameters

Spectral analysis methods are commonly used for calcula-
tion of the EGG parameters, including power spectral ana-
lysis and running spectral analysis (RSA) or time-frequency
analysis. The frequency and power of the EGG can be
derived from the power spectral density. The periodogram
is one of the commonly used methods for the calculation of
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the power spectrum density (73). In this method, EGG data
samples are divided into consequent segments with certain
overlap. A FT is performed on each data segment, and the
resultant functions of all segments are averaged. The per-
iodogram method is more appropriate for the computation of
the power spectrum of a prolonged EGG recording. When-
ever there are enough data samples, the periodogram
method instead of the sample spectrum should be used
for the calculation of the dominant frequency and power
of the EGG (21). Another method to estimate the frequency
and power of EGG is to use a parametric method such as
autoregressive modeling (AR) parameters (19). These AR
parameters are initially set at zeros and are iteratively
adjusted using the EGG samples. After a certain number
of iterations, the EGG signal can be represented by these AR
parameters. That is, the power spectrum of the EGG signals
can be calculated from these parameters (19,27). The pro-
blem is the appropriate selection of the model order or the
number of parameters. Too few parameters reduce the
accuracy, and too many increasing the computing time
(98). Although this method is somewhat time consuming,
the advantage is that compared to FFT-based methods, the
period over which the signal is analyzed can be much shorter
(19).

To extract not only information about the frequency of
the EGG, but also information about time variations of the
frequency, a running spectral analysis method using FFT
was first introduced by a Dutch group (24) and later used
by others (25,26,39). This method consists of a series of
sequential sample spectra. It is calculated as follows: For a
given data set of EGG, a time window (e.g., Hanning
window) with a length of D samples is applied to the first
D samples, a FFT with the same length is calculated, and a
sample spectrum is obtained for the first block of data. The
sample spectrum of the next time step is obtained in the
same way by shifting the windows of some samples for-
ward. The advantage of this method is easy for implanta-
tion. Its drawback is that it may not be able to provide
accurate time frequency estimations when the character-
istics of the EGG signal change rapidly (72,104).

To avoid the averaging effect introduced by the FFT,
Chen et al.(28) developed an adaptive spectral analysis
based on the adaptive autoregressive moving average model
(27). The main advantage of this method is that it is able to
provide the instantaneous frequency of an EGG signal with
short duration (29). Thus it is very useful for the detection of
gastric dysrhythmias with brief duration, but may not be a
good choice for the estimation of the EGG power (104).
Recently, an exponential distribution (ED) method was also
introduced for representation of EGG (92). The performance
of the ED method is in between the RSA and the adaptive
method. The cross-terms may deteriorate the performance
of the ED method if the EGG signal contains several dif-
ferent frequency components (104). Time–frequency analy-
sis methods other than those mentioned above have also
been used, such as wavelet transform and fast Hartley
transform (89). The description of these methods is math-
ematically complex and beyond the scope of this article. The
detailed information can be found in (5) and (89).

An example of the calculation of the EGG parameters is
shown in Fig. 6. The upper panel presents an EGG record-

ing obtained in a human subject. The power spectrum of
this 30-min EGG is shown in the lower left panel. The lower
right panel shows the power spectra of the 30-min EGG
calculated by the adaptive spectral analysis method (28).
Each line in Fig. 6c represents the power spectrum of 2-min
nonoverlap data (from bottom to top). The percentage of
normal slow wave and dysrhythmias can be calculated
from these spectra. Of 15 spectra, 12 have peaks in the
2–4 cpm range, that is, 80% of the EGG recording has
normal slow waves. Three spectra (two in the bradygastria
range and one in the tachygastria range) have peaks
outside the normal slow wave range. The percentage of
dysrhythmias is then 20%.

EGG IN ADULTS

EGG in Healthy Subjects

Definitions of what constitutes a normal EGG have been
provided by careful analysis of EGG recordings from nor-
mal volunteers (6).

Normal EGG Frequency Range. Several studies
(4,41,49,68,70,71) in healthy adults have shown that
EGG in the fasting state is characterized by a stable slow
wave dominant frequency (DF) (median: 3.0 cpm; range: 2–
4 cpm) with a relatively small amplitude. Immediately
after the test meal, the EGG frequency decreases from
the baseline for a short period [� 5 min. (4)] and then
gradually increases to above the baseline level (media:
3.2 cpm; range: 2–4 cpm). It has been shown that the
postprandial EGG DF is also dependent on the type and
specific qualities of the ingested test meal (99). Solid meals
slightly, but significantly, increase EGG DF, whereas
liquid meals temporarily reduce the EGG DF.

Based on the normal EGG frequency range of 2–4 cpm,
the overall results of four studies in 189 normal subjects
suggest that 70% is an appropriate lower limit of normal for
the percentage of the recording time for the EGG rhythm to
be in the 2.0–4.0-cpm range (4,41,49,68,70,71).

Note that the definition of normal EGG frequency range
reported in the literature varies considerately (see
Table 1). The Penn State group defined the percentage
of normal EGG activity as the percentage of the power in
the frequency range of 2.4–3.6 cpm compared to the total
power from 1 to 15 cpm (84). Accordingly, dysrhythms are
considered present when too much power is in the low
frequency range (bradygastria) or in the high frequency
range (tachygastria). This approach is debatable due to the
following reasons: (1) The EGG is not sinusoid and thus its
power spectrum contains harmonics that are related to the
waveform, but not at all associated with gastric rhythmi-
city. In this method, however, the harmonics are consid-
ered as tachgastria (8). (2) The method is very sensitive to
motion artifacts that can result in abnormal frequency
spectra with significant power in the low frequency range
(8,9). Apparently, the differences in the definitions of the
normal frequency range of EGG or dysrhthmias are at least
related the following two factors: (1) Relative small num-
bers of subjects were included in the above EGG studies; (2)
different analysis methods were used to analyze the EGG
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data. To establish better definitions of normal frequency
rang and dysrhythmias, an international multicenter EGG
study with a relative large sample size is needed and the
currently used analysis methods should be applied to
compare the results.

EGG Power in the Fasting and EGG Power Ratio. Absolute
values of EGG power during fasting and the postprandial
period are affected by a number of variables including body
habitus, electrodes placement, and body position (6,105).
However, these factors do not influence the relative value
in EGG power, that is, the power ratio between the pre- and
postprandial powers. Depending on meals consumed, 90–
95% of healthy volunteers exhibit increased postprandial
power at DF (6,41,71). Note that different meals may have
different effects on the EGG. The main results for the
effects of different meals on the EGG power are summar-
ized as follows (99):

Water: Water induces an increase in EGG dominant
power and a decrease in EGG dominant frequency. In a
study with 10 normal subjects drinking 140 mL water
(106), it was found that the EGG dominant frequency
was slightly, but significantly, lower than the baseline in
the fasting state during the first 10 min after the drink
(2.95 vs. 2.73 cpm, p< 0.05). The power of the EGG at the
dominant frequency was significantly higher after the
drink than the baseline. A 3 dB increase in EGG dominant
power (equivalent to 41% increase in 3 cpm amplitude) was
observed. Similar observations were reported by several
other investigators (66,107). In a recently performed study,
simultaneous EGG and serosal recordings of gastric myoe-
lectrical activity were made in patients before and after a
drink of water (66). Statistical analysis demonstrated that
the EGG dominant power change after a drink of water was
correlated with that observed in the serosal recording
(Spearman’s correlation coefficient: r¼ 0.757, p¼ 0.007)
and the change of EGG dominant frequency was the same
as that from serosal recordings.

Milk: To investigate whether there is a different effect
between non-nutritive (water) and a nutritive liquid meal,
Chenetal.repeated the study procedure mentioned above in
Ref. 106 by asking volunteers to drink 140 mL of 2% milk.
The results showed that milk decreases the amplitude of
EGG. The average decrease in EGG power in the 10 subjects
within the first 10 min was 3.8 dB (equivalent to � 50%
decrease in amplitude (108).

Solid meal: The effects of solid meal on the EGG have
been studied by numerous investigators (5,16,33,101,106).
More significant increase in EGG dominant power was
observed after the solid meal than after a drink of water.
For example, the average EGG dominant power after a
solid meal over 10 subjects was 6 dB higher than the
preprandial value, equivalent to a 100% increase in ampli-
tude (106) (see Fig. 7a and b). The actual amount of
increase in EGG dominant power is believed to be asso-
ciated with the volume and content of the meal (see next
section). The dominant frequency of the EGG seems to
increase as well after a test meal. Similar to the change
in EGG dominant frequency after a drink of water, this
increase is often small, but significant (106).

EGG IN PATIENTS

Abnormal EGG

A variety of abnormalities have been described on EGG
recordings from patients with motility disorders. For
example, abnormal EGGs are noted with nausea, vomiting,
early satiety, anorexia, and dyspepsia including gastropar-
esis (41–44,102), nonulcer or functional dyspepsia (46–
50,76,109), motion sickness (5,25,110), pregnancy (38–
40), and eating disorders (35). Typical EGG abnormalities
in patients with motility disorders or symptoms include (1)
absence of normal slow waves, which is shown in the EGG
power spectra as a lack of peaks in the 2–4 cpm frequency
range; (2) gastric dysrhythmias, including bradygastria,
tachygastria, and arrhythmia (see Fig. 8); (3) deterioration
of the EGG after a test meal, which is shown as a decrease
in EGG power in the 2–4 cpm frequency range (see Fig. 7c
and d), (4) slow wave uncoupling between different gastric
segments detected from a multichannel EGG recording
(76–78,95,96).

Definition of an abnormal EGG is mainly determined by
comparison of EGG findings in healthy volunteers and
symptomatic patients (41). At present, it is widely accepted
that an EGG is considered as abnormal if the DF is in the
tachy- and/or bradygastric frequency ranges for > 30% of
the time. This number takes into account the observation
that healthy volunteers exhibit periods of time represent-
ing up to 30% of recording time in which recognizable EGG
rhythms are not distinguishable from background electri-
cal noise either on visual inspection or computer analysis.
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Figure 7. Pre- and postprandial EGG recordings in humans. (a)
and (b): normal EGG patterns that show an increase in EGG
amplitude postprandialy; (c) and (d): dysryhthmic EGG pattern
and a substantial decrease in EGG amplitude after the meal.



In addition, a decreased power ratio after a solid meal is
also an indication of an abnormal EGG (6,7,41,68–71).

Some institutions have advocated the use of percentage
distribution of EGG power in the three major frequency
bands to summarize the absolute signal amplitude in the
bradygastric, normal rhythm, and tachygastria ranges
(2,84,111). For this parameter, an EGG is considered
abnormal if the percentage distribution of total EGG power
in the tachygastric range is > 20% (6,112). Power distribu-
tions in the bradygastric frequency range are highly vari-
able and may be affected by minor variations in the signal
baseline or subtle motion artifacts. Thus the calculation of
the percentage of the total EGG power in the bradygastric
frequency range may not be reliable for the determination
of bradygastria (6).

Clinical Role of EGG. The FDA approved EGG as a test
for patient evaluation in 2000. The FDA statement on EGG
concluded that EGG is a noninvasive test for detecting
gastric slow waves and is able to differentiate adult
patients with normal myoelectrical activity from those
with bradygastrias and techygastrias. The EGG can be
considered as part of a comprehensive evaluation of adult
patients with symptoms consistent with gastrointestinal
motility disorders (6).

The members of the American Motility Society Clinical
GI Motility Testing Task Force proposed the following
indications for EGG as a diagnostic study to noninvasively
record gastric myoelectrical activity in patients with unex-
plained persistent or episodic symptoms that may be
related to a gastric motility and/or myoelectrical disorder
(6). The EGG can be obtained: (1) to define gastric myo-
electric disturbances in patients with nausea and vomiting
unexplained by other diagnostic testing or associated with
functional dyspepsia and (2) to characterize gastric myo-
electric disturbances associated with documented gastro-
paresis.

The future clinical applications of EGG are in three
main areas: (1) To assist in the clinical evaluation and
diagnosis of patients with gastric motility disorders. (2) To
determine the gastric response to either caloric stimuli or
exogenous stimuli, such as pharmacologic and prokinetic
agents or gastrointestinal hormones or gastric electrical
stimulation or for patients before and after kidney–
pancreas (KP) transplant (113–115). (3) To further evalu-
ate the role of EGG in research and clinical work in infants
and children (6,7,116).

EGG IN INFANTS AND CHILDREN

Although the majority of EGG studies are being performed
in adults, there is an increased interest for the clinical
application of EGG to pediatric patients. In infants, cur-
rent diagnostic methods for the assessment of gastric
motility, such as intraluminal manometry and radionu-
clide isotope study, are very much limited. Consequently,
little is known on gastric myoelectrical in infants since
mucosal–serosal recordings are not feasible, and much less
information is available in infants than adults on gastric
motility. The EGG is therefore an attractive noninvasive
alternative to study gastric myoelectrical and motor activ-
ities in infants and children. In recent years, a small
number of pediatric gastroenterologists and researchers,
including Peter Milla, Alberto Ravelli, Salvatore Cuc-
chiara, Giuseppe Riezzo, and Jiande Chen, et al. have
began to use the EGG to study the pathophysiology of
gastric motility in infants and children (11).

Patterns of GMA in Healthy Pediatric Subjects
with Different Ages

To investigate whether EGG patterns are associated with
ages, Chen et al. (117) performed EGG studies in five
groups of healthy subjects including 10 preterm newborns,
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Figure 8. The EGG recordings in a
patient with gastroparesis: (a) 30-min
preprandial EGG recording, (b) 30-min
postprandial EGG. Lower left panel:
Power spectra of preprandial EGG
(solid line) and postprandial EGG (line
with star) shows abnormal response to
a meal (decrease in postprandial EGG
power) and tachgastria after meal
(EGG dominant frequency: 7.4 cpm).
Lower right panel shows the running
spectra of 30-min preprandial EGG and
30-min postprandial EGG demonstrat-
ing the presence of 7–8 cpm tachygas-
trial peaks before meal and normal
3-cpm peaks after meal.



8 full-term newborns, 8 full-term infants (ages 2–6
months), 9 children (ages 4–11 years), and 9 adults. The
Digitrpper EGG recorder was used to record EGG signals
for 30 min before and 30 min after a test meal in each
subject. Spectral analysis methods were applied to compu-
ter EGG parameters. The results showed that the percen-
tage of 2–4 cpm slow waves was 26.6�3.9% in the preterm
newborns, 30.0�4.0% in full-term newborns, 70�6.1% in
2–6-months old infants (P< 0.001 compared with new-
borns), 84.6�3.2% in 4–11-year old children (P< 0.03 com-
pared with infants), and 88.9�2.2% in the adults (P> 0.05
compared with children). This study has shown that reg-
ular gastric slow waves (2–4 cpm) are absent at birth,
present at age of 2–4 months, and well developed at the
age of 4–11 years. The EGG in healthy children is similar to
that in healthy adults.

Using the percentage of total EGG power in the fre-
quency range 2.5–3.6 cpm as a measure of normal gastric
slow waves, Koch et al. reported similar findings in pre-
term and full-term infants with ages from 3 to 50 days: a
low percentage of normal gastric slow waves, no difference
between preterm and fullterm infants, and no difference
between fasting EGG and fed EGG (111). These studies
suggest that gastric slow waves are largely absent at birth,
and there is a maturing process after birth.

To study the development or maturation of gastric slow
waves in preterm infants, Liang et al. (118) performed a
follow-up EGG study in 19 healthy preterm infants at
postnatal ages of 1 and 2 weeks and 1, 2, 4, and 6 months
(gestational age at birth: 33.5� 2.6 week). The results
showed that the percentage of normal slow waves was
low at birth and there was a progressive increase with
age during the first 6 months of life (see Fig. 9). These
results suggest that normative EGG data should be estab-
lished for different age groups and age-matched controls

are necessary for the interpretation of EGG from diseased
neonates and infants.

EGG Norms in Healthy Children and Effects of Age, Gender,
and BMI

As with any novel technique, the establishment of normal
values is a prerequisite for reliable application across popu-
lations. Studies on EGG performed in healthy adults have
found no major differences in EGG characteristics among
age group (68,69,71). Using the same EGG recording and
analysis system as utilized in healthy adults, Riezzo et al.
performed EGG studies before and after a meal in 114
healthy children (age range: 6–12 years) (69) and Levy
et al.conducted EGG studies in 55 healthy children (age
range: 6–18 years) fora 1 h baseline preprandial periodanda
1 h postprandial period after consummation of a standard
448 kcal meal (119). These studies have shown that the EGG
patterns in the healthy children ages from 4 to 18 years are
very similar to those in the healthy adults and the key
normative values are not influenced by age and gender.

Applications in Pediatric Patients

Electrogastrogram has also been applied to evaluate pedia-
tric patients with various diseases that are associated with
gastric motility disorders. Functional dyspepsia presents as
a challenge to clinicians with its debilitating features and no
organic findings. Invasive diagnostic tests are limited in
pediatric practice. Whereas, noninvisive EGG has been used
and will be increasingly used to identify possible malfunc-
tioning of the stomach, Cucchiara et al. (120) detected
abnormal patterns of the EGG, encompassing all range of
dysrhythmia, in 12 out of 14 patients with functional dys-
pepsia. Abnormalities in gastric myoelectrical activity were
also observed from the EGG in pediatric patients with
central nervous system disorders, chronic renal failure,
and intestinal pseudoobstruction (98,121,122).

FUTURE PROSPECTS

The recording and analysis of the EGG are well established
although not yet completely standardized. It is clear that
the EGG is a reliable measurement of gastric slow waves
and reflects relative contractile activity of the stomach.
Clinical applications of the EGG are indicated in numerous
studies. However, cautions should be made during record-
ing to minimize motion artifact and in the interpretation of
the EGG parameters. Future development in EGG meth-
odology should be focused to reveal more information
regarding spatial abnormalities of gastric slow waves
and relevant information directly related to gastric con-
tractility. In this regard, multichannel EGG may play a
more important role in both electrophysiological studies of
the stomach and clinical applications. Recently, several
studies have been performed using a four-channel EGG
system to derive spatial information from the multichannel
EGG. These include spatial distribution of slow-wave fre-
quency and amplitude, slow-wave coupling and propaga-
tion (75–78). The gastric slow wave propagation was
measured by analyzing the phase shifts or time lags of
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the EGG signal among different recording channels using
cross-covariance analysis (75). Slow-wave coupling was
defined as similar frequencies of the EGG signals in dif-
ferent channels and a cross-spectral analysis method has
been established to compute the percentage of slow-wave
coupling (93). Two single-center studies have suggested
that patients with functional dyspepsia have impaired
slow-wave propagation and coupling (76,78). Further mul-
ticenter studies are needed to determine how the expanded
utility of the multichannel EGG.

The EGG is not only of great clinical significance in
diagnosing gastric motility disorders, but may also play an
important role in predicting and validating gastric elec-
trical stimulation (GES) (116,123). Previous studies have
established the efficacy of GES in reducing symptoms of
gastroparesis. However, approximately one-third of the
patients were shown to have poor response to GES therapy
and the mechanism by which GES acts to improve gastro-
paretic symptoms is currently unclear (124,125). Physio-
logical studies have demonstrated that gastric slow wave
activity depends on the function of interstitial cells of Cajal
(ICC) in the stomach (126–128). The ICC networks in the
myenteric region of the gastric corpus and antrum (IC–
MY) have been identified as the source of electrical slow
waves that control the maximum frequency and propaga-
tion direction of gastric contractions. Ordog et al. (127)
demonstrated that the loss of gastric IC–MY resulted in the
loss of electrical slow waves and eliminated the ability the
musculature to generate slow waves in response to depo-
larizing stimuli. Thus functional ICC is critical for the
production and maintenance of normal slow wave activity
and gastric motility. Degeneration of ICC is often found in
some GI tract conditions characterized by ineffective moti-
lity of the affected segment. Recently, preliminary experi-
ments have demonstrated (a) a normal baseline EGG is
significantly correlated with an improved symptomatic
outcome after chronic high frequency GES for refractory
gastroparesis compared to an abnormal baseline EGG with
which � 50% of patients were nonresponders to the high
frequency GES therapy; (b) the absence of ICC was corre-
lated with abnormal EGG and patients with an absence of
ICC showed less symptom improvement (123,129). These
data suggest that baseline EGG status could be used to
predict long-term symptom improvement in gastroparetic
patients treated with GES. Specifically, marked gastric
dysrhythmias as determined by the baseline EGG study
is a predictor to a poor response to high frequency GES.
Further studies are required to determine the role of EGG
in the management of GI motility disorders.
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INTRODUCTION

Electromyography is the discipline that deals with the
detection, analysis, and use of the electrical signal that
emanates from contracting muscles.

This signal is referred to as the electromyographic
(EMG) signal, a term that was more appropriate in the
past than in the present. In days past, the only way to
capture the signal for subsequent study was to obtain a
‘‘graphic’’ representation. Today, of course, it is possible to
store the signal on magnetic tape, disks, and electronics
components. Even more means will become available in the
near future. This evolution has made the graphics aspect of
the nomenclature a limited descriptor. Although a growing
number of practitioners choose to use the term ‘‘myoelectric
(ME) signal’’, the term ‘‘EMG’’ still commands dominant
usage, especially in clinical environments.

An example of the EMG signal can be seen in Fig. 1.
Here the signal begins with a low amplitude, which when
expanded reveals the individual action potentials asso-
ciated with the contractile activity of individual (or a small
group) of muscle fibers. As the force output of the muscle
contraction increases, more muscle fivers are activated and
the firing rate of the fibers increases. Correspondingly, the
amplitude of the signal increases taking on the appearance
and characteristics of a Gaussian distributed variable.
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The novice in this field may well ask, why study elec-
tromyography? Why bother understanding the EMG sig-
nal? There are many and varied reasons for doing so. Even
a superficial acquaintance with the scientific literature will
uncover various current applications in fields such as
neurophysiology, kinesiology, motor control, psychology,
rehabilitation medicine, and biomedical engineering.
Although the state of the art provides a sound and rich
complement of applications, it is the potential of future
applications that generates genuine enthusiasm.

HISTORICAL PERSPECTIVE

Electromyography had its earliest roots in the custom
practiced by the Greeks of using electric eels to ‘‘shock’’
ailments out of the body. The origin of the shock that
accompanied this earliest detection and application of
the EMG signal was not appreciated until 1666 when an
Italian, Francesco Redi, realized that it originated from
muscle tissue (1). This relationship was later proved by
Luigi Galvani (2) in 1791 who staunchly defended the
notion. During the ensuing six decades, a few investigators
dabbled with this newly discovered phenomenon, but it
remained for DuBois Reymond (3) in 1849 to prove that the
EMG signal could be detected from human muscle during a
voluntary contraction. This pivotal discovery remained
untapped for eight decades awaiting the development of
technological implements to exploit its prospects. This
interval brought forth new instruments such as the cath-
ode ray tube, vacuum tube amplifiers, metal electrodes,
and the revolutionary needle electrode which provided
means for conveniently detecting the EMG signal. This
simple implement introduced by Adrian and Bronk (4) in
1929 fired the imagination of many clinical researchers
who embraced electromyography as an essential resource
for diagnostic procedures. Noteworthy among these was
the contribution of Buchthal and his associates.

Guided by the work of Inman et al. (5), in the mid-1940s
to the mid-1950s several investigations revealed a mono-
tonic relationship between the amplitude of the EMG
signal and the force and velocity of a muscle contraction.
This significant finding had a considerable impact: It dra-
matically popularized the use of electromyographic studies
concerned with muscle function, motor control, and kine-
siology. Kinesiological investigations received yet another
impetus in the early 1960s with the introduction of wire
electrodes. The properties of the wire electrode were dili-
gently exploited by Basmajian and his associates during
the next two decades.

In the early 1960s, another dramatic evolution occurred
in the field: myoelectric control of externally powered
prostheses. During this period, engineers from several
countries developed externally powered upper limb pros-
theses that were made possible by the miniaturization of
electronics components and the development of lighter,
more compact batteries that could be carried by amputees.
Noteworthy among the developments of externally pow-
ered prostheses was the work of the Yugoslavian engineer
Tomovic and the Russian engineer Kobrinski, who in the
late 1950s and early 1960s provided the first examples of
such devices.

In the following decade, a formal theoretical basis for
electromyography began to evolve. Up to this time, all
knowledge in the field had evolved from empirical and
often anecdotal observations. De Luca (6,7) described a
mathematical model that explained many properties of the
time domain parameters of the EMG signal, and Lindstrom
(8) described a mathematical model that explained many
properties of the frequency domain parameters of the EMG
signal. With the introduction of analytical and simulation
techniques, new approaches to the processing of the EMG
signal surfaced. Of particular importance was the work of
Graupe and Cline (9), who employed the autoregressive
moving average technique for extracting information from
the signal.

The late 1970s and early 1980s saw the use of sophis-
ticated computer algorithms and communication theory to
decompose the EMG signal into the individual electrical
activities of the muscle fibers (10–12). Today, the decom-
position approach promises to revolutionize clinical elec-
tromyography and to provide a powerful tool for
investigating the detailed control schemes used by the
nervous system to produce muscle contractions. In the
same vein, the use of a thin tungsten wire electrode for
detecting the action potential from single fibers was popu-
larized for clinical applications (13,14). Other techniques
using the surface EMG signal, such as the use of median
and mean frequencies of the EMG signal to describe the
functional state of a muscle and the use of the conduction
velocity of the EMG signal to provide information on the
morphology of the muscle fibers began to take hold. For a
review, see De Luca (15).

The 1990s saw the effective application of modern signal
processing techniques for the analysis and use of the EMG
signal. Some examples are the use of time and frequency
analysis of the surface EMG signal for measuring the
relative contribution of low back muscles during the
presence and absence of low back pain (16); the use of
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Figure 1. The EMG signal recorded with surface electrodes loca-
ted on the skin above the first dorsal interosseous muscle in the
hand. The signal increases in amplitude as the force produced by
the muscle increases.



systematic measurements of the muscle fiber conduction
velocity for measuring the severity of the Duchenne Dys-
trophy (17); the analysis of motor unit action potential delay
for locating the origin, the ending and the innervation zone
of muscle fibers (18); and the application of time–frequency
analysis of the EMG signal to the field of laryngology (19).

New and exciting developments are on the horizon. For
example, the use of large-scale multichannel detection of
EMG signals for locating sources of muscle fiber abnorm-
ality (20); application of neural networks to provide greater
degrees of freedom for the control of myoelectric prostheses
(21), and for the analysis of EMG sensors data for assessing
the motor activities and performance of sound subjects (22)
and Stroke patients (23). Yet another interesting develop-
ment is the emerging use of sophisticated Artificial Intelli-
gence techniques for the decomposing the EMG signal (24).
The reader who is interested in more historical and factual
details is referred to the book Muscles Alive (25).

DESCRIPTION OF THE EMG SIGNAL

The EMG signal is the electrical manifestation of the
neuromuscular activation associated with a contracting
muscle. The signal represents the current generated by
the ionic flow across the membrane of the muscle fibers
that propagates through the intervening tissues to reach
the detection surface of an electrode located in the envir-
onment. It is a complicated signal that is affected by the
anatomical and physiological properties of muscles and the
control scheme of the nervous system, as well as the
characteristics of the instrumentation used to detect and
observe it. Some of the complexity is presented in Fig. 2
that depicts a schematic diagram of the main physiological,
anatomical and biochemical factors that affect the EMG
signal. The connecting lines in the diagram show the
interaction among three classes of factors that influence
the EMG signal. The causative factors have a basic or
elemental effect on the signal. The intermediate factors
represent physical and physiological phenomena that are

influenced by one or more of the causative factors and in
turn influence the deterministic factors that represent
physical characteristics of the action potentials. For
further details see De Luca (26).

In order to understand the EMG signal, it is necessary to
appreciate some fundamental aspects of physiology. Mus-
cle fibers are innervated in groups called motor units,
which when activated generate a motor unit action poten-
tial. The activation from the central nervous system is
repeated continuously for as long as the muscle is required
to generate force. This continued activation generates
motor unit action potential trains. These trains from the
concurrently active motor units superimpose to form the
EMG signal. As the excitation from the Central Nervous
System increases to generate greater force in the muscle, a
greater number of motor units are activated (or recruited)
and the firing rates of all the active motor units increases.

Motor Unit Action Potential

The most fundamental functional unit of a muscle is called
the motor unit. It consists of an a-motoneuron and all the
muscle fibers that are innervated by the motoneuron’s
axonal branches. The electrical signal that emanates from
the activation of the muscle fibers of a motor unit that are
in the detectable vicinity of an electrode is called the motor
unit action potential (MUAP). This constitutes the funda-
mental unit of the EMG signal. A schematic representation
of the genesis of a MUAP is presented in Fig. 3. Note the
many factors that influence the shape of the MUAP. Some
of these are (1) the relative geometrical relationship of the
detection surfaces of the electrode and the muscles fibers of
the motor unit in its vicinity; (2) the relative position of the
detection surfaces to the innervation zone, that is, the
region where the nerve branches contact the muscle fibers;
(3) the size of the muscle fibers (because the amplitude of
the individual action potential is proportional to the dia-
meter of the fiber); and (4) the number of muscle fibers of an
individual motor unit in the detectable vicinity of the
electrode.
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The last two factors have particular importance in
clinical applications. Considerable work has been per-
formed to identify morphological modifications of the
MUAP shape resulting from modifications in the morpho-
logy of the muscle fibers (e.g., hypertrophy and atrophy) or
the motor unit (e.g., loss of muscle fibers and regeneration
of axons). Although usage of MUAP shape analysis is
common practice among neurologists, interpretation of
the results is not always straightforward and relies heavily
on the experience and disposition of the observer.

Motor Unit Action Potential Train

The electrical manifestation of a MUAP is accompanied by
a contractile twitch of the muscle fibers. To sustain a
muscle contraction, the motor units must be activated
repeatedly. The resulting sequence of MUAPs is called a
motor unit action potential train (MUAPT). The waveform
of the MUAPs within a MUAPT will remain constant if the
geometric relationship between the electrode and the
active muscle fibers remains constant, if the properties
of the recording electrode do not change, and if there are
no significant biochemical changes in the muscle tissue.
Biochemical changes within the muscle can affect the
conduction velocity of the muscle fiber and the filtering
properties of the muscle tissue.

The MUAPT may be completely described by its inter-
pulse intervals (the time between adjacent MUAPs) and
the waveform of the MUAP. Mathematically, the inter-
pulse intervals may be expressed as a sequence of Dirac
delta impulses diðtÞ convoluted with a filter hðtÞ that repre-
sents the shape of the MUAP. Figure 4 presents a graphic
representation of a model for the MUAPT. It follows that
the MUAPT, uiðtÞ can be expressed as

uiðtÞ ¼
Xn

k¼1

hiðt� tkÞ

where

tk ¼
Xk

l¼1

xl for k; l ¼ 1; 2; 3; . . . ;n

In the above expression, tk represents the time locations of
the MUAPs, x represents the interpulse intervals, n is the
total number of interpulse intervals in a MUAPT, and i, k,
and l are integers that denote specific events.

By representing the interpulse intervals as a renewal
process and restricting the MUAP shape so that it is
invariant throughout the train, it is possible to derive
the approximations

Mean rectified value

¼ Efjuiðt;FÞjgffiliðt;FÞ
Z 1

0
jhiðtÞjdt

Mean squared value

¼MSfjuiðt;FÞjgffi liðt;FÞ
Z 1

0
h2

i ðtÞdt

where F is the force generated by the muscle and is the
firing rate of the motor unit.

The power density spectrum of a MUAPT was derived
from the above formulation by LeFever and De Luca [(27)
and independently by Lago and Jones (28)]. It can be
expressed as

Sui
ðv; t;FÞ ¼ Sdi

ðv; t;FÞjHið jvÞj2

¼liðt;FÞ
f1�jMð jv;t;FÞj2g
1�2 
RealfMðjv;t;FÞgþjMð jv;t;FÞj2 fjHiðjvÞj2g

for 6¼ 0
where is the frequency in radians per second, Hið jvÞ is

the Fourier transform of hiðtÞ, and Mð jv; t;FÞ is the Fourier
transform of the probability distribution function, pxðx; t;FÞ
of the interpulse intervals.
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The EMG Signal

The EMG signal may be synthesized by linearly summing
the MUAPTs. This approach is expressed in the equation

mðt;FÞ ¼
Xp

i¼1

uiðt;FÞ

and is displayed in Fig. 5, where 25 mathematically gen-
erated MUAPTs were added to yield the signal at the
bottom. This composite signal bears striking similarity
to the real EMG signal.

From this concept, it is possible to derive expressions for
commonly used parameters: mean rectified value, root-
mean-squared (rms) value, and variance of the rectified
EMG signal. The interested reader is referred to Muscles
Alive (25).

Continuing with the evolution of the model, it is possible
to derive an expression for the power density spectrum of
the EMG signal:

Smðv; t;FÞ ¼ Rðv;dÞ
XpðFÞ

i¼1

Sui
ðv; tÞ þ

XqðFÞ
i; j¼1

i 6¼j

Sui
ujðv; tÞ

2
64

3
75

where Rðv;dÞ ¼ K sin2ðvd=2yÞ is the bipolar electrode fil-
ter function; d is the distance between detection surfaces of
the electrode; is the angular frequency; y is the conduction
velocity along the muscle fibers; Sui

ðvÞ is the power density
of the MUAPT, uiðtÞ; Suiuj

ðvÞ is the cross-power density
spectrum MUAPTs uiðtÞ and ujðtÞ; p is the total number of
MUAPTs that constitute the signal; and q is the number of
MUAPTs with correlated discharges.

Lindstrom (8), using a dipole model, arrived at another
expression for the power density spectrum:

Smðv; t;FÞ ¼ Rðv;dÞ 1y2ðt;FÞG vd2yðt;FÞð Þ
h i

This representation explicitly denotes the interconnection
between the spectrum of the EMG signal and the conduc-
tion velocity of the muscle fibers. Such a relationship is
implicit in the previously presented modeling approach
because any change in the conduction velocity would
directly manifest itself in a change in the time duration

of h(t) as seen by the two detection surfaces of a stationary
bipolar electrode.

ELECTRODES

Two main types of electrodes are used to detect the EMG
signal: one is the surface (or skin) electrode and the other is
the inserted (wire or needle) electrode. Electrodes are
typically used singularly or in pairs. These configurations
are referred to as monopolar and bipolar, respectively.

Surface Electrodes

There are two categories of surface electrode: passive and
active. Passive electrode consists of conductive (usually
metal) detection surface that senses the current on the
skin through its skin electrode interface. Active electrodes
contain a high input impedance electronics amplifier in the
same housing as the detection surfaces. This arrangement
renders it less sensitive to the impedance (and therefore
quality) of the electrode–skin interface. The current trend
is towards active electrodes.

The simplest form of passive electrode consists of silver
disks that adhere to the skin. Electrical contact is greatly
improved by introducing a conductive gel or paste between
the electrode and skin. The impedance can be further
reduced by removing the dead surface layer of the skin
along with its protective oils; this is best done by light
abrasion of the skin.

The lack of chemical equilibrium at the metal electrolyte
junction sets up a polarization potential that may vary with
temperature fluctuations, sweat accumulation, changes in
electrolyte concentration of the paste or gel, relative move-
ment of the metal and skin, as well as the amount of
current flowing into the electrode. It is important to note
that the polarization potential has both a direct current
(dc) and an alternating current (ac) component. The ac
component is greatly reduced by providing a reversible
chloride exchange interface with the metal of the electrode.
Such an arrangement is found in the silver–silver chloride
electrodes. This type of electrode has become highly pop-
ular in electromyography because of its light mass (0.25 g),
small size (< 10 mm diameter), and high reliability and
durability. The dc component of the polarization potential
is nullified by ac amplification when the electrodes are used
in pairs. This point is elaborated upon in later sections of
this article.

The active surface electrodes have been developed to
eliminate the need for skin preparation and conducting
medium. They are often referred to as ‘‘dry’’ or ‘‘pasteless’’
electrodes. These electrodes may be either resistively or
capacitively coupled to the skin. Although the capacitively
coupled electrodes have the advantage of not requiring a
conductive medium, they have a higher inherent noise
level. Also, these electrodes do not have long term relia-
bility because their dielectric properties are susceptible to
change with the presence of perspiration and the erosion of
the dielectric substance. For these reasons, they have not
yet found a place in electromyography.

An adequately large input impedance is achieved when
resistance is on the order of 10 TV and capacitance is small
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Figure 5. An EMG signal formed by adding (superimposing) 25
mathematically generated MUAPTs.



(typically, 3 or 4 pF). The advent of modern microelectro-
nics has made possible the construction of amplifiers
housed in integrated circuitry which have the required
input impedance and associated necessary characteristics.
An example of such an electrode is presented in Fig. 6. This
genre of electrodes was conceptualized and first con-
structed at the NeuroMuscular Research Laboratory at
Children’s Hospital Medical Center, Boston, MA in the
late 1970s. They each have two detection surfaces and
associated electronic circuitry within their housing.

The chief disadvantages of surface electrodes are that
they can be used effectively only with superficial muscles
and that they cannot be used to detect signals selectively
from small muscles. In the latter case, the detection of
‘‘cross-talk’’ signals from other adjacent muscles becomes a
concern. These limitations are often outweighed by their
advantages in the following circumstances:

1. When representation of the EMG signal correspond-
ing to a substantial part of the muscle is required.

2. In motor behavior studies, when the time of activa-
tion and the magnitude of the signal contain the
required information.

3. In psychophysiological studies of general gross
relaxation of tenseness, such as in biofeedback
research and therapy.

4. In the detection of EMG signals for the purpose of
controlling external devices such as myoelectrically
controlled prostheses and other like aids for the
physically disabled population.

5. In clinical environments, where a relatively simple
assessment of the muscle involvement is required, for
example, in physical therapy evaluations and sports
medicine evaluations.

6. Where the simultaneous activity or interplay of activ-
ity is being studied in a fairly large group of muscles
under conditions where palpation is impractical, for
example, in the muscles of the lower limb during
walking.

7. In studies of children or other individuals who object
to needle insertions.

Needle Electrodes

By far, the most common indwelling electrode is the needle
electrode. A wide variety is commercially available. (see
Fig. 7). The most common needle electrode is the ‘‘con-
centric’’ electrode used by clinicians. This monopolar con-
figuration contains one insulated wire in the cannula. The
tip of the wire is bare and acts as a detection surface. The
bipolar configuration contains a second wire in the cannula
and provides a second detection surface. The needle elec-
trode has two main advantages. One is that its relatively
small pickup area enables the electrode to detect individual
MUAPs during relatively low force contractions. The other
is that the electrodes may be conveniently repositioned
within the muscle (after insertion) so that new tissue
territories may be explored or the signal quality may be
improved. These amenities have naturally led to the devel-
opment of various specialized versions such as the multi-
filar electrode developed by Buchthal et al. (29), the planar
quadrifilar electrode of De Luca and Forrest (30), the single
fiber electrode of Ekstedt and Stålberg (13), and the macro-
electrode of Stålberg (14). The single-fiber electrode con-
sists of a thin, stiff, sharpened metal filament, usually
made of tungsten. When inserted into a muscle it detects
the action potentials of individual fibers. This electrode has
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Figure 6. Examples of active surface electrode in bipolar config-
urations from Delsys Inc. The spacing between the bars is 10 mm,
the length of the bars is 10 mm and the thickness is 1 mm. These
electrodes do not require any skin preparation or conductive paste
or gels.

a

b

c

d

e

f

g

Figure 7. Examples of various needle electrodes: (a) A solid tip
single-fiber electrode. If it is sufficiently thin, it can be inserted into
a nerve bundle and detect neuroelectrical signals. (b) Concentric
needle with one monopolar detection surface formed by the beveled
cross-section of centrally located wire typically 200 mm in diame-
ter. Commonly used in clinical practice. (c) Bipolar needle elec-
trode with two wires exposed in cross-section, typically 100 mm in
diameter. Used in clinical practice. (d) Single-fiber electrode with
25 mm diameter wire. Used to detect the activity of individual
muscle fibers. (e) Macroelectrode with 25 mm diameter wire and
with the cannula of the needle used as a detection surface. Used to
detect the motor unit action potential from a large portion of the
motor unit territory. (f) Quadrifilar planar electrode with four
50 mm wires located on the corners of a square 150mm apart
(center to center). Used for multiple channel recordings and in
EMG signal decomposition technique. (g) Multifilar electrode con-
sisting of a row of wires, generally used to study the motor unit
territory.



proven to be useful for neurological examinations of dein-
nervated muscles. Examples of these electrodes may be
seen in Fig. 7.

Wire Electrodes

Since the early 1960s, this type of electrode has been
popularized by Basmajian and Stecko (31). Similar elec-
trodes that differ only in minor details of construction were
developed independently at about the same time by other
researchers. Wire electrodes have proved a boon to kine-
siological studies because they are extremely fine, they are
easily implanted and withdrawn from skeletal muscles,
and they are generally less painful than needle electrodes
whose cannula remains inserted in the muscle throughout
the duration of the test.

Wire electrodes may be made from any small diameter,
highly nonoxidizing, stiff wire with insulation. Alloys of
platinum, silver, nickel, and chromium are typically used.
Insulations, such as nylon, polyurethane, and Teflon, are
conveniently available. The preferable alloy is 90% plati-
num, 10% iridium; it offers the appropriate combination of
chemical inertness, mechanical strength, stiffness and
economy. The Teflon and nylon insulations are preferred
because they add some mechanical rigidity to the wires,
making them easier to handle. The electrode is constructed
by inserting two insulated fine (25–100 mm in diameter)
wires through the cannula of a hypodermic needle.
Approximately 1–2 mm of the distal tips of the wire is
deinsulated and bent to form two staggered hooks (see
Fig. 8 for completed version). The electrode is introduced
into the muscle by inserting the hypodermic needle and
then withdrawing it. The wires remain lodged in the
muscle tissues. They may be removed by gently pulling
them out: They are so pliable that the hooks straighten out
on retraction.

In kinesiological studies, where the main purpose of
using wire electrodes is to record a signal that is propor-
tional to the contraction level of muscle, repositioning of
the electrode is not important. But for other applications,
such as recording distinguishable MUAPTs, this limitation
is counterproductive. Some have used the phrase ‘‘poke and
hope’’ to describe the standard wire electrode technique for
this particular application. Another limitation of the wire
electrode is its tendency to migrate after it has been
inserted, especially during the first few contractions of
the muscle. The migration usually stops after a few con-
tractions. Consequently, it is recommended to perform a
half dozen or so short duration contraction before the
actual recording session begins.

Electrode Maintenance

Proper usage of wire and needle electrodes requires con-
stant surveillance of the physical and electrical character-
istics of the electrode detection surfaces. Particular
attention should be given to keeping the tips free of debris
and oxidation. The reader is referred to the book Muscles
Alive (25) for details on these procedures as well as sugges-
tions for sterilization.

How to Choose the Proper Electrode

The specific type of electrode chosen to detect the EMG
signal depends on the particular application and the con-
venience of use. The application refers to the information
that is expected to be obtained from the signal; for example,
obtaining individual MUAPs or the gross EMG signal
reflecting the activity of many muscle fibers. The conve-
nience aspect refers to the time and effort the investigator
wishes to devote to the disposition of the subject or patient.
Children, for example, are generally resistant to having
needles inserted in their muscles.

The following electrode usage is recommended. The
reader, however, should keep in the mind that crossover
applications are always possible for specific circumstances.

Surface Electrodes

Time force relationship of EMG signals.

Kinesiological studies of surface muscles.

Neurophysiological studies of surface muscles.

Psychophysiological studies.

Interfacing an individual with external electromechan-
ical devices.

Needle Electrode

MUAP characteristics.

Control properties of motor units (firing rate, recruit-
ment, etc.).

Exploratory clinical electromyography.

Wire Electrodes

Kinesiological studies of deep muscles.

Neurophysiological studies of deep muscles.

Limited studies of motor unit properties.

Comfortable recording procedure from deep muscles.

Where to Locate the Electrode

The location of the electrode should be determined by three
important considerations: (1) signal/noise ratio, (2) signal
stability (reliability), and (3) cross-talk from adjacent mus-
cles. The stability consideration addresses the issue of the
modulation of the signal amplitude due to relative move-
ment of the active fibers with respect to the detection
surfaces of the electrode. The issue of cross-talk concerns
the detection by the electrode of signals emanating from
adjacent muscles.

For most configurations of needle electrodes, the ques-
tion of cross-talk is of minor concern because the electrode
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Figure 8. A bipolar wire electrode with its carrier needle used for
insertion.



is so selective that it detects only signals from nearby
muscle fibers. Because the muscle fibers of different motor
units are scattered in a semirandom fashion throughout
the muscle, the location of the electrode becomes irrelevant
from the point of view of signal quality and information
content. The stability of the signal will not necessarily be
improved in any one location. Nonetheless, it is wise to
steer clear of the innervation zone so as to reduce the
probability of irritating a nerve ending.

All the considerations that have been discussed for
needle electrodes also apply to wire electrodes. In this case,
any complication will be unforgiving in that the electrode
may not be relocated. Since the wire electrodes have a
larger pickup area, a concern arises with respect to how the
location of the insertion affects the stability of the signal.
This question is even more dramatic in the case of surface
electrodes.

For surface electrodes, the issue of cross-talk must be
considered. Obviously, it is not wise to optimize the signal
detected, only to have the detected signal unacceptably con-
taminated by an unwanted source. A second consideration
concerns the susceptibility of the signal to the architecture of
the muscle. Both the innervation zone and the tendon muscle
tissue interface have been found to alter the characteristics of
the signal. It is suggested that the preferred location of an
electrode is in the region halfway between the center of the
innervation zone and the further tendon. See the review article
by De Luca (12) for additional details.

SIGNAL DETECTION: PRACTICAL CONSIDERATIONS

When attempting to collect an EMG signal, both the novice
and the expert should remember that the characteristics of
the observed EMG signal are a function of the apparatus
used to acquire the signal as well as the electrical current
that is generated by the membrane of the muscle fibers.
The ‘‘distortion’’ of the signal as it progresses from the
source to the electrode may be viewed as a filtering
sequence. An overview of the major filtering effects is
presented in Fig. 9. A brief summary of the pertinent facts
follows. The reader interested in additional details is
referred to Muscles Alive (25).

Electrode Configuration

The electrical activity inside a muscle or on the surface of
the skin outside a muscle may be easily acquired by placing
an electrode with only one detection surface in either
environment and detecting the electrical potential at this
point with respect to a ‘‘reference’’ electrode located in an
environment that either is electrically quiet or contains
electrical signals unrelated to those being detected. (‘‘Unre-
lated’’ means that the two signals have minimal physiolo-
gical and anatomical associations.) A surface electrode is
commonly used as the reference electrode. Such an
arrangement is called monopolar and is at times used in
clinical environments because of its relative technical sim-
plicity. A schematic arrangement of the monopolar detec-
tion configuration may be seen in Fig. 10. The monopolar
configuration has the drawback that it will detect all the
electrical signals in the vicinity of the detection surface;
this includes unwanted signals from sources other than the
muscle of interest.

The bipolar detection configuration overcomes this lim-
itation (see Fig. 10). In this case, two surfaces are used to
detect two potentials in the muscle tissue of interest each
with respect to the reference electrode. The two signals are
then fed to a differential amplifier which amplifies the
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‘‘physiological EMG signal’’ refers to the collection of signals that
emanate from the surface of the muscle fibers. These are not
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Figure 10. (a) Monopolar detection arrangement. (b) Bipolar
detection arrangement. Note that in the bipolar detection arrange-
ment, the EMG signals are considered to be different, whereas the
noise is similar.



difference of the two signals, thus eliminating any ‘‘com-
mon mode’’ components in the two signals. Signals ema-
nating from the muscle tissue of interest near the detection
surface will be dissimilar at each detection surface because
of the localized electrochemical events occurring in the
contracting muscle fibers, whereas ‘‘ac noise’’ signals ori-
ginating from a more distant source (e.g., 50 or 60 Hz
electromagnetic signals radiating from power cords, out-
lets, and electrical devices) and ‘‘dc noise’’ signals (e.g.,
polarization potentials in the metal electrolyte junction)
will be detected with an essentially similar amplitude at
both detection surfaces. Therefore, they will be subtracted,
but not necessarily nullified prior to being amplified. The
measure bf the ability of the differential amplifier to elim-
inate the common mode signal is called the common mode
rejection ratio.

Spatial Filtering

1. As the signal propagates through the tissues, the
amplitude decreases as a function of distance. The
amplitude of the EMG signal decreases to approxi-
mately 25% within 100 mm. Thus, an indwelling
electrode will detect only signals from nearby muscle
fibers.

2. The filtering characteristic of the muscle tissues is a
function of the distance between the active muscle
fibers and the detection surface(s) of the electrode. In
the case of surface electrodes, the thickness of the
fatty and skin tissues must also be considered. The
tissues behaves as a low pass filter whose bandwidth
and gain decrease as the distance increases.

3. The muscle tissue is anisotropic. Therefore, the orien-
tation of the detection surfaces of the electrode with
respect to the length of the muscle fibers is critical.

Electrode Electrolyte Interface

1. The contact layer between the metallic detection
surface of the electrode and the conductive tissue
forms an electrochemical junction that behaves as a
high pass filter.

2. The gain and bandwidth will be a function of the area
of the detection surfaces and any chemical electrical
alteration of the junction.

Bipolar Electrode Configuration

1. This configuration ideally behaves as a bandpass
filter; however, this is true only if the inputs to the
amplifier are balanced and the filtering aspects of the
electrode electrolyte junctions are equivalent.

2. A larger interdetection surface spacing will render a
lower bandwidth. This aspect is particularly signifi-
cant for surface electrodes.

3. The greater the interdetection surface spacing, the
greater the susceptibility of the electrode to detecting
measurable amplitudes of EMG signals from adja-
cent and deep muscles. Again, this aspect is parti-
cularly significant for surface electrodes.

4. An interdetection surface spacing of 1.0 cm is recom-
mended for surface electrodes.

Amplifier Characteristics

1. These should be designed and/or set for values that
will minimally distort the EMG signal detected by
the electrodes.

2. The leads to the input of the amplifier (actually, the
first stage of the amplification) should be as short as
possible and should not be susceptible to movement.
This may be accomplished by building the first stage
of the amplifier (the preamplifier) in a small config-
uration which should be located near (within 10 cm)
the electrode. For surface EMG amplifiers the
first stage is often located in the housing of the
electrodes.

3. The following are typical specifications that can be
attained by modern day electronics. It is worth noting
that the values below will improve as more advanced
electronics components become available in the
future.

(a) Common-mode input impedance: As large as possible
(typically > 1015 V in parallel with < 7 pF).

(b) Common mode rejection ratio: > 85 dB.

(c) Input bias current: as low as possible (typically < 5 fA).

(d) Noise (shorted inputs) < 1.5 mV rms for 20–500 Hz
bandwidth.

(e) Bandwidth in hertz (3 dB points for 12 dB/octave or
more rolloff):

Surface electrodes 20–500

Wire electrodes 20–2,000

Monopolar and bipolar
needle electrodes for general use

20–5,000

Needle electrodes for signal
decomposition

1,000–10,000

Single fiber electrode 1,000–10,000

Macroelectrode 20–5,000

An example of an eight-channel modern surface EMG
amplifier is presented in Fig. 11. Such systems are
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Figure 11. An eight-channel surface EMG system from Delsys
Inc. The dimensions of this device (205 108 57 mm) are typical
for current day units. Note that the active electrodes connect to an
input unit that is separate from the body of the amplifier and can
be conveniently attached to the body of the subject.



available in configurations of various channels up to 32, but
8 and 16 channel versions are most common.

Recording Characteristics

The effective or actual bandwidth of the device or algorithm
that is used to record or store the signal must be greater
than that of the amplifiers.

Other Considerations

1. It is preferable to have the subject, the electrode, and
the recording equipment in an electromagnetically
quiet environment. If all the procedures and cautions
discussed in this article are followed and heeded,
high quality recordings will be obtained in the elec-
tromagnetic environments found in most institu-
tions, including hospitals.

2. In the use of indwelling electrodes, great caution
should be taken to minimize (eliminate, if possible)
any relative movement between the detection sur-
faces of the electrodes and the muscle fibers. Relative
movements of 0.1 mm may dramatically alter the
characteristics of the detected EMG signal and may
possibly cause the electrode to detect a different
motor unit population.

SIGNAL ANALYSIS TECHNIQUES

The EMG signal is a time and force (and possibly other
parameters) dependent signal whose amplitude varies in a
random nature above and below the zero value. Thus,
simple average aging of the signal will not provide any
useful information.

Rectification

A simple method that is commonly used to overcome the
above restriction is to rectify the signal before performing
mode pertinent analysis. The process of rectification
involves the concept of rendering only positive deflections
of the signal. This may be accomplished either by eliminat-
ing the negative values (half-wave rectification) or by
inverting the negative values (full-wave rectification).
The latter is the preferred procedure because it retains
all the energy of the signal.

Averages or Means of Rectified Signals

The equivalent operation to smoothing in a digital sense is
averaging. By taking the average of randomly varying
values of a signal, the larger fluctuations are removed,
thus achieving the same results as the analog smoothing
operation. The mathematical expression for the average or
mean of the rectified EMG signal is

jmðtÞjtj�ti
¼ 1tj � ti

Z tj

ti

jmðtÞjdt

where ti and tj are the points in time over which the
integration and, hence, the averaging is performed. The
shorter the time interval, the less smooth the averaged
value will be.

The preceding expression will provide only one value
over the time window T ¼ tj � ti. To obtain the time varying
average of a complete record of a signal, it is necessary to
move the time window T duration along the record. This
operation is referred to as moving average.

jmðtÞj ¼ 1T

Z tþT

t
jmðtÞjdt

Like the equivalent operation in the analogue sense, this
operation introduces a lag; that is, T time must pass before
the value of the average of the T time interval can be
obtained. In most cases, this outcome does not present a
serious restriction, especially if the value of T is chosen
wisely. For typical applications, values ranging from 100 to
200 ms are suggested. It should be noted that shorter time
windows, T, yield less smooth time dependent average
(mean) of the rectified signal.

Integration

The most commonly used and abused data reduction pro-
cedure in electromyography is integration. The literature
of the past three decades is swamped with improper usage
of this term, although happily within the past decade it is
possible to find increasing numbers of proper usage. When
applied to a procedure for processing a signal, the temp
integration has a well-defined meaning that is expressed in
a mathematical sense. It applies to a calculation that
obtains the area under a signal or a curve. The units of
this parameter are volt seconds (V
s). It is apparent that an
observed EMG signal with an average value of zero will
also have a total area (integrated value) of zero. Therefore,
the concept of integration may be applied only to the
rectified value of the EMG signal.

IfjmðtÞjg ¼
Z tþT

t
jmðtÞjdt

Note that the operation is a subset of the procedure of
obtaining the average rectified value. Since the rectified
value is always positive, the integrated rectified value will
increase continuously as a function of time. The only
difference between the integrated rectified value and
the average rectified value is that in the latter case the
value is divided by T, the time over which the average is
calculated. If a sufficiently long integration time T is
chosen, the integrated rectified value will provide a
smoothly varying measure of the signal as a function of
time. There is no additional information in the integrated
rectified value.

Root-Mean-Square (rms) Value

Mathematical derivations of the time and force dependent
parameters indicate that the rms value provides more a
more rigorous measure of the information content of the
signal because it measures the energy of the signal. Its use
in electromyography, however, has been sparse in the past.
The recent increase is due possibly to the availability of
analog chips that perform the rms operation and to
the increased technical competence in electromyography.
The time-varying rms value is obtained by performing the
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operations described by the term in reverse order; that is,

rms fmðtÞg ¼ 1T

Z tþT

t
m2ðtÞdt

 !1=2

This parameter is recommended above the others.

Zero Crossings and Turns Counting

This method consists of counting the number of times per
unit time that the amplitude of the signal contains either a
peak or crosses a zero value of the signal. It was popular-
ized in electromyography by Williston (32). The relative
ease with which these measurements could be obtained
quickly made this technique popular among clinicians.
Extensive clinical applications have been reported, some
indicating that discrimination may be made between myo-
pathic and normal muscle; however, such distinctions are
usually drawn on a statistical basis.

This technique is not recommended for measuring the
behavior of the signal as a function of force (when recruit-
ment or derecruitment of motor units occurs) or as a
function of time during a sustained contraction. Lindström
et al. (33) showed that the relationship between the turns
or zeros and the number of MUAPTs is linear for low level
contractions. But as the contraction level increases, the
additionally recruited motor units contribute MUAPTs to
the EMG signal. When the signal amplitude attains the
character of Gaussian random noise, the linear proportion-
ality no longer holds.

Frequency Domain Analysis

Analysis of the EMG signal in the frequency domain
involves measurements and parameters that describe spe-
cific aspects of the frequency spectrum of the signal. Fast
Fourier transform techniques are commonly available and
are convenient for obtaining the power density spectrum of
the signal.

Three parameters of the power density spectrum may be
conveniently used to provide useful measures of the spec-
trum. They are the median frequency, the mean frequency,
and the bandwidth of the spectrum. Other parameters,
such as the mode frequency and ratios of segments of the
power density spectrum, have been used by some investi-
gators, but are not considered reliable measures given the
inevitably noisy nature of the spectrum. The median
frequency and the mean frequency are defined by the
equations:

Z fmed

0
Smð f Þdf ¼

Z 1
fmed

Smð f Þdf

fmean ¼
Z f

0
fSmð f Þdf

Z f

0
Smð f Þdf

where Smð f Þ is the power density spectrum of the EMG
signal. Stulen and De Luca (34) performed a mathematical
analysis to investigate the restrictions in estimating var-
ious parameters of the power density spectrum. The med-
ian and mean frequency parameters were found to be the
most reliable, and of these two the median frequency was
found to be less sensitive to noise. This quality is particu-

larly useful when a signal is obtained during low level
contractions where the signal to-noise ratio may be < 6.

The above discussion on frequency spectrum parameters
removes temporal information from the calculated para-
meters. This approach is appropriate for analyzing signals
that are stationary or nearly stationary, such as those
emanating from isometric, constant-force contractions.
Measurement of frequency parameters during dynamic con-
tractions requires techniques that retain the temporal infor-
mation. During the past decade time–frequency analyses
techniques have evolved in the field of Electromyography, as
they have in the realm of other biosignals such as ECG and
EEG. Early among the researchers to apply these techni-
ques to the EMG signal were Contable et al. (35) who
investigated the change in the frequency content of EMG
signals during high jumps, and Roark et al. (19) who inves-
tigated the movement of the thyroarytenoid muscles during
vocalization. In both these applications, the time–frequency
techniques were essential because they investigated mus-
cles that contracted dynamically and briefly.

Much of the work presented here is adapted, with
permission, from Refs. 25, pp. 38, 58, 68, 74, and 81. The
author thanks Williams & Wilkens for permission to
extract this material.
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INTRODUCTION

Recording techniques developed over the past three dec-
ades have made it possible to study the peripheral and
central nervous system (CNS) in detail and often during
unconstrained conditions. There have been many studies
using the ElectroNeuroGram (ENG) to investigate the
physiology of the neuromuscular system, in particular,
chronic studies in freely moving animals (1,2). Other stu-
dies relate to monitoring the state of the nerve (e.g., in
relation to axotomized nerves and regeneration of nerve
fibers). Clinically, the ENG is used to measure the conduc-
tion velocities and latencies in peripheral nerves by stimu-
lating a nerve at different points along the nerve.
Extracellular potentials can be recorded by either con-

centric needle electrodes or surface electrodes. The poten-
tials can be derived from purely sensory nerve, from
sensory components of mixed nerve, or from motor nerves
(3). The study of extracellular potentials from sensory
nerves in general has been shown to be of considerable
value in diagnosing peripheral nerve disorders. For an
indebt description of the ENG in clinical neurophysiology
see Ref. 4. Several studies pertain to the use of sensory
signals as feedback information to control neuroprosthetic
devices. Studies (5) have shown that the application of
closed-loop control techniques can improve the regulation
of the muscle activation. Techniques using an electrical
interface to nerves innervating natural sensors (6–12),
such as those found in the skin, muscles, tendons, and
joints are an attractive alternative to artificial sensors.
Since these natural sensors are present throughout the
body, remain functional after injury, and are optimally
placed through evolution to provide information for nat-
ural feedback control, a rich source of information that
could be used to control future FES devices exists as long as
a method can be found to access them.

Interestingly, much of the peripheral sensory apparatus
in spinal and brain-injured human individuals is viable.
This means that the natural sensors are transmitting
relevant nerve signals through the peripheral nervous
system. Therefore, if the body’s natural sensors are to
provide a suitable feedback signal for the control of FES
systems in paralyzed subjects, the challenge is to be able to
extract reliable and relevant information from the nerve
innervating the sensors over extended periods.

The nerve cuff electrode still has an unrivaled position
as a tool for recording ENG signals from peripheral nerves
in chronic experiments (13,14) and as means to provide
information to be used in neural prosthesis systems
(9,15,16). Other kinds of electrodes are to challenge the
cuff electrode, such as intra-fascicular electrodes (6,10,18)
or multisite electrodes with hundreds of contacts within a
few cubic millimeters (2,10,11,17–19). These types of
nerve-interface provide advantages with respect to selec-
tivity and number of sensors.

This article describes the characteristics of the periph-
eral nerve signals, principals of neural recordings, and the
signals obtained with different electrodes in long-term
implants. An essential part in the success of recording
peripheral neural signals or activating peripheral neural
tissue is the neural interface.

THE PERIPHERAL NERVOUS SYSTEM

A peripheral nerve contains thousands of nerve fibers, each
of them transmitting information, either from the periph-
ery to the CNS or from the CNS to the periphery. The
efferent fibers transmit information to actuators; mainly
muscles, whereas afferent fibers transmit sensory infor-
mation about the state of organs and events (e.g., muscle
length, touch, skin temperature, joint angles, nociception,
and several other modalities of sensory information). Most
of the peripheral nerves contain both afferent and efferent
fibers, and the peripheral nerve can thus be seen as a
bidirectional information channel.
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Anatomical Definitions and Structures

If the CNS is defined as the tissues and neural circuitry that
comprise the brain and spinal cord, the peripheral nervous
system can be defined as the part of the nervous system that
lies outside of the CNS. Given some generalization of this
definition, the peripheral nervous system consists of the
spinal roots, dorsal root ganglions, axons/dendrites, support
cells, and sensory end organs. The structure of the periph-
eral nerve trunk is illustrated below showing the following:
nerve trunk, nerve fascicle, axon, schwann cells, epineur-
ium, perineurium, and endoneurium. Though not generally
considered part of the peripheral nerve, the nerve can also
contain resident macrophages, leucocytes, and other cell
types involved in the inflammatory response (Fig. 1).

THE NEURO-ELECTRONIC INTERFACE

The ENG can be described as the extracellular potential of
an active peripheral nerve recorded at some distance from
the nerve or from within the nerve trunk. The extracellular
potential is formed from the contributions of the super-
imposed electrical fields of the active sources within the
nerve. The general form of the extracellular response of a
whole nerve to electrical stimulation is triphasic, it is in the
lower end of the microvolt scale in amplitude, and looses
both amplitude and high frequency content at larger radial
distances from the nerve trunk (20).

Principles of Nerve Recordings

All cells of the body have a membrane potential. The
membrane potential is a consequence of the cell membrane
being selectively permeable to different ion species, result-
ing in different ion concentrations at the intracellular and
extracellular space. The difference in ion concentrations
causes an electrochemical voltage difference across the
membrane, called the membrane potential. Under normal
physiological conditions, the interior of the cell is negative
with respect to the extracellular space without a net elec-
tric current flowing through the membrane. Therefore, if a

macroscopic view of the cell membrane is justified (i.e., at
distances that are large with respect to the thickness of the
membrane), the existence of the resting membrane poten-
tial cannot be detected at the extracellular space.

Action Potentials. The change in membrane permeabil-
ity is achieved by opening and closing of ion channels. The
kinetics of the opening and closing of the channels deter-
mines the shape of the membrane current, which is char-
acteristic for different types of nerve and muscle cells. The
membrane potential changes as current flows through the
membrane. The course of the membrane potential, from its
resting state over an entire cycle of opening and closing of
ion channels back to the initial state, is called the action
potential. The associated current flowing through the
membrane is the action current (Fig. 2).

A widely used model of peripheral myelinated nerve
fibers is based on the model of single action potentials of
fibers from rabbit sciatic nerve by Chiu et al. (22), compris-
ing only sodium current and a leakage current. This model
was adapted to 37 8C and to human peripheral nerve
conduction velocity by Sweeney et al. (23).

An extensive review of different membrane models can
be found in Varghese (24). More recent modeling work of
human fibers includes Wesselink et al. (25) and McIntyre
et al. (25).

Extracellular Currents and Potential Distribution. During
the action potential, current is entering and leaving the cell
through the membrane. Since there are no sources or sinks
of electricity in the nerve fibers, the current flows in closed
loops, and the current entering the cell at one site has to
leave at a remote location. Likewise, the current leaving
the cell has to reenter at a distant location, resulting in the
redistribution and conduction of the current through the
extracellular space. The extracellular conduction current
(or, more precisely, its associated electric or magnetic field)
can be detected and measured. The electroneurogram
measures the electric potential field generated by the
ensemble of extracellular conduction currents originating
from active sites at many different fibers.
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Figure 1. Figure showing the structure and compo-
nents of the peripheral nerve trunk. (Adapted from
Crouche, 1969, with permission.)



For the case of a single active myelinated fiber in an
unbound homogeneous medium, the fiber can simply be
modeled as a series of point current sources, representing
the nodes of Ranvier, where current is entering and leaving
the fiber (if myelin is assumed to be a perfect insulator).
The extracellular potential w of an active fiber can then
easily be calculated by superposition of the electric poten-
tial fields of point current sources as follows (26):

’ðx; y; tÞ ¼ 1

4ps

X
n

Imðt� xn=vÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 þ ðx� xnÞ2

q

where s is the conductivity, Im the action current (Fig. 2), v
the propagation velocity, and (xn, 0) the position of the node
of Ranvier n.

Figure 2 shows the extracellular potential w(0, y,t) of a
single active myelinated fiber (10mm) in unbound homo-
geneous medium for different distances y from the fiber.
For very short distances from the fiber (y¼ 1 mm, corre-
sponding to one internodal distance), the extracellular
potential follows mostly the shape of the action current
from the closest node of Ranvier. With increasing distance
from the fiber, not only does the amplitude of the extra-
cellular potential drop rapidly down, but also its shape
changes as the potential is averaged over increasingly
numbers of active nodes. The influence of fiber diameter
and distance from the fiber on the amplitude and duration
of the extracellular potential has been discussed in detail in
Struijk (26).

The amplitude and shape of the extracellular potential
are also strongly influenced by inhomogeneities in the sur-
rounding medium, called the volume conductor (e.g., the
highly resistive perineurium, surrounding tissue, or cuff
electrodes). For a more realistic (complex) volume conductor
than the above infinitely large, homogeneous case, numer-
ical methods are required to calculate the distribution of the

extracellular potential, such as harmonic series expansion,
finite difference, or finite element methods.

Electrodes measure the extracellular potential by phy-
sically sampling the electric potential in the extracellular
space. Depending on the electrode type, this yields either
point-wise information (intrafascicular electrodes, needle
electrodes, electrode arrays) or measurements averaged
over a larger volume (cuff electrodes, surface electrodes).
The configuration (monopolar, bipolar, tripolar) and spa-
cing of the electrodes further affect the recording charac-
teristics (e.g., noise rejection, spatial selectivity, diameter
selectivity). Computer models are helpful in understanding
these recording characteristics and for the development of
electrodes with improved selectivity (27–29).

Neural Signals

Neural Signal Characteristics. The previous section,
gives the theoretical basis of how the action potential is
generated, and how this, in turn, results in a change in the
electric field in the extracellular space. These potentials
can be detected using electrodes in various recording con-
figurations to maximize the neural signal detected and
minimize the noise pickup. These configurations will be
discussed in the next section. Here, the ENG signal is
characterized. A starting point is to take recordings made
by electrodes placed within the nerve fascicle, such as a
longitudinal intra–fascicular electrode (LIFE).

Intrafascicular electrodes place their recording sites
within the nerve fascicle, but outside of the nerve fiber.
The site can be potentially adjacent to an active nerve fiber.
An ENG record from an intrafascicular electrode placed in
a branch of the tibial nerve in the rabbit model is shown
Fig. 3. The record shows the activity from many active
nerve fibers firing asynchronously from one another and
superimposed upon one another.
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Figure 2. Action potential and action current
of the squid giant axon (unmyelinated nerve
fiber). Time course of the propagating action
potential Vm and action current Im according
to the Hodgkin and Huxley model (21). After
initial depolarization, the sodium channels
open, resulting in a 100-fold increase of sodi-
um conductance, and thus inflow of sodium
ions, which depolarizes the membrane poten-
tial even further. The delayed opening of the
potassium channels (potassium outflow) and
closing of sodium channels repolarizes the
membrane potential, with a phase of hyper-
polarization (below resting potential).



If a closer look is taken of this multiunit activity record-
ing, it is possible to see the spiking activity of single nerve
fibers, or single unit activity. Analysis on the largest of
these single spikes reveals that the amplitude of the activ-
ity is on the order of � 10–100mVpp. The spectral compo-
nents of intrafascicular ENG records show that, similar to
extrafascicular ENG records, the activity has energy start-
ing at ca. � 100 Hz. However, unlike the unimodal extra-
fascicular ENG spectrum, the intrafascicular ENG
spectrum is bimodal, with higher frequency components
in the 5–� 10 kHz range (30) (Fig. 4).

Whether the ENG signals are recorded from extrafasci-
cular or intrafascicular electrodes, it can be seen that
ENGs are low amplitude signals and require amplification
of between 1000 and 100000 to bring the amplitude into
the � 1 V range where they can be adequately digitally
sampled and stored, or recorded on analog tape. Approx-
imate orders of magnitudes of various signals and their
approximate spectral frequencies that might appear in an
ENG record are shown in the Table 1.

Given the amount of amplification required and the
relative amplitudes of the ambient noise that could be

picked-up by the recording electrodes, recording configura-
tions and filtering must be considered to minimize the
noise pick-up and maximize the neural signals.

Recording Configurations

Components of a Recording Setup. The previous section
gave the theoretical basis of how the action potential is
generated and how this, in turn, results in a change in the
electric field in the extracellular space. These potentials
can, in turn, be detected using a combination of electrodes
placed in or around the nerve, and recording instrumenta-
tion. A typical recording setup consists of the following
components starting (from the input biological input end
and working toward the data storage or output):

Electrodes: The active electrode(s), the ground elec-
trode.

Differential preamplifier.

Main-amplifier and signal conditioning.

Digitization, Interpretation, and storage.

Visualization and audio monitoring.
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Figure 3. (a) Shows the raw record from a LIFE implanted in a medial gastrocnemius nerve branch
of the tibial nerve in response to ankle flexion and extension. (b) Shows the spectral composition of
the modulated LIFE activity for three different levels of activity starting from baseline, the lowest,
to maximum, the highest. It illustrates that the amplitude of the spectral composition varies with
the amount of activity, but the distribution remains constant.

Figure 4. The figure shows an ENG recording in response to repeated mechanical activation of
muscle afferents by stretching the muscle at various time scales. The amplitudes in all three traces
are the same. (Left panel) Trace is the lowest time resolution and the right trace has the highest
time resolution. The darker portion of the left trace is shown in the middle trace, which is zoomed in
time by a factor of 12.5. The highlighted portion of the middle trace is represented in the right trace,
which is zoomed in time by a factor of 20. (Right panel) Trace single spikes are now resolved, while in
the other two traces only the gross mass activity can be resolved.



This instrumentation chain is represented schemati-
cally below in Fig. 5.

The components of the instrumentation chain can
be blocked into four blocks: Preamplifier, Universal
Amplifier/Filter, Computer, and Monitor. The preamplifier
accepts signals from the electrode. Its function and config-
uration will be discussed in detail below. The Universal
Amplifier/Filter block performs the analog filtering and
main amplification, to reduce out of band noise, antialias
and further amplify the signal and prepare the signal for
the next block. The Computer block performs the digi-
tization interpretation and depending on the application,
storage of the neural data. It extracts and stores the
information in the neural signal. Parallel to this is a
monitoring block, which provides real-time feedback to
the experimenter on the quality of the data being col-
lected. In some cases, the monitoring block could be part of
the Computer block. Neural signals are conveniently in
the audio range, and the quality of the recording can be
very effectively evaluated by simply listening to the signal
through an audio monitor.

Differential Preamplifier. The differential preamplifier
is a key component used in all measurement schemes. This
component can also be called the headstage amplifier,
preamplifier, or bioamplifier, and so on. In the context of
biopotential recordings, the preamplifier is a low noise
amplification stage used to amplify biopotentials to voltage
levels in which signal conditioning can be performed using
standard filters, amplifiers, discriminators, and so on. It

also serves the purpose of impedance matching between
the relatively high impedance electrodes at its input and
the relatively low impedance input of standard instrumen-
tation.

Differential preamplifiers can be described as an active
(powered), three input (� reference), one output device. Its
main function is to measure a potential at each of its two
active input relative to a reference potential measured at
the ground input terminal, take the difference of the
measured potentials and multiply by a fixed gain. In
equation form, it performs the following function:

vout ¼ A2  ½A1ðvþ� vref Þ � A1ðv�� vref Þ�

A typical differential preamplifier fitted with a standard
connector is shown in Fig. 6 (b), though in practice packa-
ging, connector and form factor for different preamplifiers
vary widely. Common to differential preamplifiers are the
three input terminals, and one output terminal. Although
they can be realized using discrete components, most
differential preamplifiers are realized using low noise
instrumentation amplifier chips. Since the electrodes
attached to the vþ, v�, and vref terminals of the instrumen-
tation amplifier are physically located in different places;
this equation implies that a spatial derivative is performed.
It can also be seen that the voltage at the reference term-
inal is common to both active input terminals and should
ideally be rejected along with the common mode rejection
capabilities of the amplifier, measured by the common
mode rejection ratio, CMRR.

One factor, which has a strong influence on the record-
ing performance, is the impedance match of the electrodes
at the active input terminals. In voltage controlled voltage
source amplifiers the input impedance is much larger than
the impedance of components (the electrode þ tissue) pre-
ceding it so that most of the voltage drops across the input
impedance of the preamplifier, and the voltage is ade-
quately measured without attenuation. At the same time,
there must be a finite dc current path from the input of the
amplifier to ground to supply the required bias current to
the input of the amplifier. Since there are no dc components
in the extracellular nerve action potential, a commonly
used scheme is to capacitively decouple the input to the
amplifier. However, mismatches in the impedance of the
electrode seen at each terminal of the amplifier can result
in degradation of the CMR capacity of the amplifier.
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Table 1. Relative Amplitudes and Frequency Ranges of
Components of Signals and Noise that Could Be Present in
ENG Records

Source
Amplitude

Order
Frequency

Range

Electrochemical potential 1 V dca

Motion artefact 100 mV Broad
Line noise 10 mV 50–60, 100–120
Thermal (electronics) 10mV Broad
Electrocardiogram (ECG) 1 mV 0.1–100 Hz
Electromyogram (EMG) 1 mV 1–1 kHz
Electroneurogram (ENG) 10mV 100–10 kHz
Electroencephologram (EEG) 1mV dc–1 Hz

aDirect current¼ dc.

Figure 5. A generic instrumentation chain consisting
of a preamplifier that impedance matches the recording
electrode to the relatively low impedance filter–ampli-
fier chain, a bandpass filter, main amplifier, data sto-
rage and monitoring. Shown also is the grounding
configuration of the instrumentation attached to a
ground electrode in the tissue.



Though the voltage, the controlled voltage source pre-
amplifier scheme is the most commonly used type in cur-
rent systems, current mode amplifiers, such as the
application of microphone transformers have also been
successfully used (31). The main limitations to the trans-
former amplifier scheme are the physical size of the trans-
former, which precludes their use in multichannel
recording systems, and the necessity to carefully match
the electrode impedance and transformer bandwidth.

Monopolar. Figure 7 shows the simplest recording
configuration, the monopolar recording configuration
where the activity recorded from the þ terminal of the
preamplifier is amplified relative to a common reference
electrode. Though the recording, configuration is com-
monly used for recording EEG, in vitro electrophysiological
preparations and implanted cortical signals, the monopo-
lar recording configuration would be sufficient to record
activity from the peripheral nerve only in the ideal noise-
free case.

In practice, peripheral nerve electrodes, unlike the sur-
face EEG electrodes on the scalp, or intracortical electro-
des, are implanted and used on or in nerves that are

generally surrounded by large biological noise sources,
such as nearby skeletal muscles or the heart. As seen in
the previous section, these bioelectrical sources have
amplitudes that are orders of magnitude larger than the
nerve signal, whose spectral domain can overlap that of the
nerve activity making it difficult to filter the unwanted
EMG activity out of the recording. Altering the recording
configuration can reduce the pick-up of these unwanted
activities. The monopolar recording configuration could be
modified so that the reference electrode is place very close
to the recording electrode, but far enough away from the
nerve so that it only samples the unwanted EMG activity in
the vicinity of the recording electrode.

The pick-up of unwanted radio-frequency (RF) noise,
such as line noise, through the lead wires between the
electrode and the amplifier, is a second problem. To ade-
quately ground the recording system, the reference must
have a low impedance dc path between the tissue and the
electronic ground points. By necessity, the reference elec-
trode should have a large area. The recording electrode, on
the other hand, must sample the electric potential from a
small area of nerve in order not to short out the nerve
activity. The relative impedance of the recording and
reference electrodes is not balanced, making the RF
pick-up in each of these two electrodes leads different,
and not cancelled by the CMR of the differential amplifier.

Another problem with the monopolar recording config-
uration arises when one wants to record from more than
one channel. To minimize the pick-up of local EMG activ-
ity, one might use multiple recording and ground electro-
des. However, in general, it is not good practice to have
multiple ground electrodes in a single recording set-up (see
Fig. 12). Each ground electrode represents a low impedance
electrical pathway, through which large stray ground loop
currents might pass. Such currents could exist during
electrical stimulation or accidental electrocution.

Bipolar. The bipolar recording configuration overcomes
many of the problems of the monopolar recording config-
uration and is the most commonly used recording
configuration for most neural electrodes excluding cuff
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Figure 6. (a) Shows a schematic representation of the differential preamplifier and its electrode
connections when used as a bioamplifier on tissues. (b) Shows a low noise differential preamplifier
that could be used to record neural activity with a low impedance electrode.

Figure 7. The monopolar recording configuration consisting of a
recording electrode on or in the peripheral nerve and a common
indifferent/ground electrode.



electrodes. The bipolar recording configuration requires
two recording electrodes and a low impedance reference
electrode. The second recording electrode is matched to the
first recording electrode and is introduced to sample the
local noise in the vicinity of the first recording electrode.
The two recording electrodes are attached to a differential
preamplifier, which amplifies the relative difference of the
potentials seen by the first electrode and those seen by that
of the second electrode. Thus, the local EMG activity is seen
by the differential preamplifier as common mode and is
rejected. Similarly, since the two recording electrodes are
matched, the RF noise induced on their lead wires is
similar and is rejected by the preamplifier. The second
electrode effectively samples the noise, but not the neural
signal, and is referred to as the indifferent electrode
(Fig. 8).

A variation on the bipolar recording configuration is the
differential bipolar recording configuration. In this config-
uration, a second active recording electrode is introduced
in or on the nerve instead of an indifferent electrode
reducing the total number of electrodes that needs to be
implanted. Additional channels can be introduced with the
addition of matched recording electrode pairs and their
associated preamplifier. Each additional preamplifier
shares a common reference electrode to maintain only
one low impedance path to ground, and minimizing the
hazards of ground loops (see below).

The neural component of the potentials recorded by the
electrodes is generated by a traveling waveform, which
appears at the different recording sites along the nerve at
different times. Thus, there are some consequences in
using the differential bipolar recording configuration to
the shape of the recorded action potential. Because the
action potential is a traveling waveform, measuring the
action potential at two different locations along the nerve
and taking the difference, v(t1,s1) � v(t1,s2), can be related
to measuring the action potential measured at one location
but at two different times, v(t1,s1) � v(t2,s1). This relation-
ship assumes that the two electrodes record the action
potential equally, and the distance between the recording

sites are appropriate. v(t1,s1) � v(t1,s2) is Dv/Ds, while
v(t1,s1) � v(t2,s2) is Dv/Dt. The relationship between the
space interval, Ds, and the time interval, Dt, is the con-
duction velocity of the action potential, Ds/Dt. Therefore,
the shapes of action potentials recorded using the differ-
ential bipolar configuration are roughly the derivative of
the action potential recorded using the monopolar config-
uration. This alters the generally monophasic action poten-
tials recorded by monopolar recordings to biphasic action
potentials.

There is a dependence on the amplitude of the recorded
action potential with the spacing between electrodes. The
amplitude increases with electrode spacing until the spa-
cing approaches the wavelength of the action potential.
The wavelength of the action potential is dependent on the
conduction velocity, which is related to the caliber of the
nerve fiber. In general, distances should be kept > 1 cm for
cuff electrode recordings (32), and > 2 mm in the case of
differential bipolar recordings with LIFE (33).

Tripolar. The tripolar configuration is the most com-
monly used recording configuration with the nerve cuff
electrode. The nerve cuff electrode is an extrafascicular
recording configuration which places the active recording
sites outside of the nerve fascicle. Since the perineurium
has a relatively high impedance, most of the current gen-
erated by the nerve fiber during an action potential is
restricted to within the fascicle. To maximize the signals,
the nerve cuff design surrounds the nerve bundle with an
insulating silicone tube that restricts whatever current
leakage from the nerve bundle to the space between the
nerve bundle and the insulating cuff. Let us first consider a
cross sectional schematic of the electrode structure with a
bipolar recording scheme as shown in Fig. 9.

One particular advantage of the cuff electrode is that the
electrode is generally immune to noise sources that are
lateral to the nerve and cuff electrode since they produce
electrical fields that are shielded by the nerve cuff and
shorted by the circumferential recording site of the elec-
trode. However, noise sources producing electrical fields
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Figure 8. Bipolar recording configurations. (a) Shows a standard bipolar configuration where the
signals from one recording electrode are amplified with respect to a second electrode that samples
the ambient noise, the indifferent electrode. A separate ground electrode is placed somewhere in the
tissue. The differential bipolar recording configuration (b) places a second recording electrode in or
on the nerve and the difference of the signals from two active electrodes is amplified.



that are perpendicular produce a gradient through the
nerve cuff, which is amplified by the bipolar recording
configuration.

The tripolar recording configuration is a means to
reduce or eliminate the longitudinal potential gradients of
noise sources outside of the cuff. Two variants of the
tripolar configuration are shown below in Fig. 10.

Longitudinal potentials from sources outside of the
nerve cuff are influenced by the insulating cuff and linear-
lized within the cuff. The tripolar recording configuration
takes advantage of this property and averages the poten-
tials seen by the outer two electrodes to predict the extra-
cuff noise potential seen at the central electrode, either by
directly measuring and averaging the signals, as in the
True Tripolar configuration, or by shorting the contacts of
the outer two electrodes, as in the Pseudo-Tripolar config-
uration (shown below in Fig. 11).

The tripolar recording configuration introduces another
differentiation operation on the shape of the action poten-
tials recorded, and action potentials recorded with the
tripolar recording configuration are triphasic.

Cabling. The cabling between the electrode active site
and preamplifier is a major source of noise that can be
minimized by taking care during cabling. Line noise and
RF noise is induced in the leads between the electrode and
the preamplifier since they act as antennae. The effect is
similar to that with high impedance wired microphones.

Similar strategies could be used to reduce noise pickup.
Lead lengths should be kept as short as possible, though, in
the case of implanted electrodes, this may not always be
practical or possible since cables from multiple locations
are often bundled together and routed to a common percu-
taneous connector to minimize the number of holes
through the skin. Another strategy is to twist the differ-
ential lead pairs together so that the noise induced in each
pair is nearly the same and can be reduced using the CMR
of the differential pre-amplifier. When appropriate,
shielded cabling could be further be used, though care
should be taken to minimize ground loops when multiple
shielded cables are used.

Grounding. A critical factor influencing the quality of
the ENG recording is how the system is grounded. A low
impedance path to ground must be established between the
preamplifier and tissue to keep the input stage of the
preamplifier stable and out of saturation. In acute animal
preparations, the experiment is commonly performed on a
conductive metal surface, which is tied to ground to a
common internal ground electrode to reduce line noise.
In chronic animal experiments as well as in human
implanted systems, this means to reduce noise is not an
option since the subject is autonomous and freely moving.
In this case, a ground electrode with large surface area,
such as braided stainless steel shields, can be used to
establish a single ground point to the tissue. Because
the ground electrode is intended to provide a low impe-
dance pathway to a ground potential, the ground electrode
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Figure 9. Bipolar differential recording scheme used with the
cuff electrode. The insulating cuff restricts the current from the
nerve bundle to within the cuff to maximize the voltage generated
from the nerve.

Figure 10. Tripolar recording configurations. (Left panel) Shows the true tripolar recording con-
figuration consisting of a double differential amplification circuit. (Right panel) Shows a pseudo–
tripolar recording technique, which approximates the true tripolar recording configuration by
shorting the outer two electrodes 1 and 3.

Figure 11. Tripolar recording configuration in a cuff electrode.



provides a reference 0 potential in the tissue, and the
potential of the tissues immediately surrounding the
ground electrode forms a 0 isopotential. Multiple ground
points to the tissue are typically not a good idea since each
ground electrode would have a different chemoelectric
potential even if they are made of the same material,
and currents would flow from ground electrode to ground
electrode to maintain a 0 isopotential at each ground point.

The issue of ground loop currents is particularly a
problem when stimulation is performed at the same time
as recording and if the stimulator shares the same ground
with the recording circuit. Since each ground electrode is at
the same potential, the current from a stimulator can flow
into one ground electrode and out of another ground elec-
trode, as shown in Fig. 11, making it nearly impossible to
predict the current flow and location of stimulation. If the
magnitude of stimulation is large, such as with surface
stimulation, a significant portion of the current could flow
through the ground electrodes since the impedance of the
tissue and stimulating electrodes can be considerably
higher than the impedance of the ground electrode and
ground line. Current flow through the ground line can
result in large artifacts and potential damage to high gain
amplifiers.

One strategy to reduce ground loop currents especially
during stimulation is to electrically isolate different cir-
cuits from one another. Circuits, such as the analog ampli-
fier chain that demand low noise, are kept physically in
different subcircuits from circuits that are noise-producing,
such as stimulator circuits or digital circuits. If these
different types of circuits must reside on a common PCB
or ASIC, Parallel or Mecca grounding schemes with ground
planes surrounding each circuit type can be established to
prevent noise from spilling over and interfering with noise
sensitive parts of the circuit (34). The strategy applied to
Functional Electrical Stimulation (FES) systems where
stimulation and recording sites are in close proximity to
one another is to electrically isolate the stimulating circuit
from the recording circuit. This makes each circuit inde-
pendent from the other so that currents originating from
the stimulation circuit see a high impedance pathway with
no return current path in the recording system (Fig. 12).

Optoisolators. An effective means to isolate circuits is
with optoisolators. Optoisolators consist of two electrically
independent halves: a transmitter, and a receiver. The
basic analog optoisolator transmitter translates electrical
currents into light intensity, typically through an LED.
The transmitted light is detected with a phototransistor or
photodiode receiver, which gates a current in the receiver
that is mapped to the transmitter light intensity (Fig. 13).

If the transmitter and receiver are independently
grounded and powered, this combination of optical trans-
mitter/receiver electrically isolates the circuits at its input
and output. This, of course, implies that when using opto-
couplers, each isolated circuit must have its own power
supply and ground. The unisolated receivers can share a
single power supply. A point should be made here about the
number of ground electrodes in a recording set-up using
multiple isolated recording/stimulation circuits. Since each
isolated circuit must have its own ground, if several optoi-
solated recording/stimulation circuits are used, then each
independent circuit must have its own single ground elec-
trode. Ground loops between the circuits cannot form
because the grounds are independent from one another,
and there is no low impedance return path for ground loop
currents to follow.

The optocoupler shown in the above Fig. 13 is a non-
linear device that is dependent on the coupling of the diode
characteristics of the transmitter and receiver. Linear
analog optocouplers also exist that linearizes the diode
characteristics using feedback with a diode-transistor cou-
pling instead of the diode–diode coupling. The diode–diode
coupling, though nonlinear, has a relatively fast response
time, with rise and fall times on the order of 2ms. The
diode-transistor coupling scheme, however, is bandwidth
limited to considerably < 10 kHz. Newer linear optocou-
plers attempt to overcome the bandwidth limitation by
sampling and flash converting the input voltage to a digital
value, transmitting the digital value and reconstructing
the analogue value with a DAC (Fig. 14).

Electrode Impedance

Frequency Dependence of the Impedance. The impe-
dance of the electrode is a function of the electrochemical
properties of the electrochemical interface. Further discus-
sion on the electrochemical interface and impedance can be
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Figure 12. Illustrates potential ground loop currents that can be
induced during stimulation if multiple ground electrodes (shown
as triangles) are used. Since each ground electrode represents the
same potential, the nearest ground electrode can draw current,
which passes through the ground plane and out of the other ground
electrodes, increasing the uncertainty of the point of stimulation.

Figure 13. Schematic of a typical optoisolator using diode–diode
coupling.



found in other sections of this volume and in Grimnes and
Martinsen (35).

A typical impedance spectrum for a platinum electrode
is shown in Fig. 13. Though the absolute magnitudes of the
impedance will vary depending on the total area of the
electrode active site and the material used, this figure
shows the general shape and characteristics of the impe-
dance spectrum. Depending on the type of electrode used,
the upper corner frequency and the lower corner frequency
can be shifted. Similarly, the low frequency and high

frequency segments (the segment < 1 Hz, and > 1 kHz,
respectively, in Fig. 15) can be higher or lower than shown.

As seen earlier, most recording configurations rely on
the common mode rejection ratio, CMRR, of the differential
preamplifier to reduce noise pick-up and maintain stability
of their neural recording. One consequence of the fre-
quency dependence on the electrode impedance is that it
influences the common mode rejection ratio. The differen-
tial preamplifier and its input can be represented by the
following, where Vcm represents the common mode noise,
which is to be rejected, and Vdm represents the differential
nerve signal, which is to be amplified (Fig. 16).

Assuming an ideal preamplifier where the two input
resistances Rinþ and Rin� are equal, and applying the
differential preamplifier equation given earlier, the
common mode rejection ratio can be represented by

CMRR ¼ Adm

Acm

����
���� ¼

Zþ þ Z� þ 2R

Zþ � Z�

����
����

In the ideal case, where the electrode and tissue impe-
dances are matched, then the CMRR for an ideal differ-
ential preamplifier becomes infinite. However, real
electrodes are relatively difficult to match, especially when
dealing with small, high selectivity active site electrodes. A
10% error in electrode impedance at 1 kHz is common even
with matched electrodes. Based on the CMRR equation and
typical impedance shown earlier, the CMRR dependence
versus, frequency can be calculated (Fig. 17).

It shows that because of the relatively high R0 impe-
dance at low frequency, there can be degradation in the
CMRR, which results in inclusion of some of the relatively
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Figure 14. Use of optoisolated amplifiers and an optoisolated
stimulator eliminates the ground loops shown in Fig. 8 by elim-
inating low impedance return paths to the tissue or stimulator
circuit. Note that each isolated subcircuit has its own independent
ground. Moreover, since there is no current flowing through the
main ground from the tissue (shown as a dashed triangle), the
main ground does not need to be grounded to the tissue.
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Figure 15. (a) Shows a typical metal electrode impedance spectrum and its fit to the Cole model
shown in (c). (b) is the Warburg representation of the impedance spectrum where the real Z is plotted
with respect to the negative of the imaginary Z.



high amplitude noise that exists at these frequencies.
Similarly, not all of the ECG and EMG will be rejected.
Therefore, inclusion of noise components from these
sources should be expected in the raw ENG record and
must be filtered before analysis and use of the ENG can be
considered. High pass filtering the output of the differen-
tial preamplifier can remove much of the out of band noise
not rejected by the CMR of the differential amplifier, but
care should be taken to ensure that the differential pre-
amplifier is operating within its linear dynamic range.

EXAMPLES OF LONG-TERM PERIPHERAL NERVE
INTERFACES

Peripheral neural electrodes can be grouped according to
the way that they interface with the peripheral neural
tissue. They can be grouped into three main types: regen-
erating, intraneural, and extraneural electrodes. Common
for all electrode interfaces presented here are that they

record the extracellular potential from one or more periph-
eral nerve axons simultaneously (also referred to as extra-
cellular electrodes). A fourth electrode group aims instead to
record the intracellular potential of individual cells (also
referred to as intracellular electrodes). In this case, the
active recording site is placed inside a cell, so the electrode
must therefore be carefully positioned and held in place
during the entire duration of the recording. With their use,
there is the risk of permanently breaking the membrane and
injuring or killing the cell. As such, intracellular electrodes
can be used acutely in vitro, in situ, or in vivo, however, they
are not suitable for chronic animal, human or clinical use
because of mechanical stability issues and the unavoidable
damage to the cells that they record from. These electrodes
are therefore not considered further here.

The choice of an optimal peripheral neural electrode
largely depends on the application or the experimental
design. One electrode might prove useful for one purpose,
but not for suitable for another. A vast number of para-
meters have been used in the literature to describe, char-
acterize, and compare neural interfaces. Most electrode
interfaces can not only be used for recording from periph-
eral nerves, but also for applying electrical stimulation to
the nervous tissue. However, the focus here will be on
peripheral neural interfaces for recording. To provide a
base for comparison between electrode types, the discus-
sion will focus on the following issues:

Design parameters, including: The rationale for design,
the ease of use and the cost of manufacturing and
ease of implantation.

Application of the electrode, including: Recording selec-
tivity and recording stability, expected lifespan,
biocompatibility and robustness, and application
examples.

Regenerating Electrodes

Introduction. Peripheral nerve axons spontaneously
regrow after dissection or traumatic injury. The working
principle of a regenerating electrode is to fit an electrode in
the path between a proximal and distal nerve stump after a
deliberate cut or traumatic nerve injury, and to guide the
neural regrowth through perforations in the electrode
structure. Ideally, the axons will grow through the per-
forations and allow very high resolution (single axon)
recordings.

Sieve Electrodes

Design. Regenerating electrodes are often referred to
as Sieve electrodes, inspired from their appearance. The
structures are typically based on a sieve-shaped or per-
forated diaphragm, which contains an array of holes. The
active sites are placed inside the sidewalls of the hole or in
their immediate surroundings (similar to a printed circuit
board via) to make physical contact with an axon growing
through the hole. They are often designed incorporating a
used small flexible tube made of a biocompatibile material
(e.g., polyimide or silicone) that is used to hold the two ends
of the transected nerve stumps in place with the sieve
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Figure 16. Shows a model of the differential preamplifier and its
connections to input impedance loads, common mode, and differ-
ential mode inputs. The common mode input can represent noise
that we hope to exclude from the ENG while the differential mode
input represents the neural signal. The input Z represents the
tissue, electrode, and whatever input network is used between the
amplifier input and the signal sources.

Figure 17. The frequency dependence of the CMRR is shown for
an ideal preamplifier using electrodes that are mismatched by
10%. The frequency dependence of the electrodes has a large in-
fluence in the CMRR, which resembles the inverse of the electrode
impedance.



electrode structure fixed in place between them. The tubes
work to help guide the growing axons and to hold the
electrode structure in place (36) (see Fig. 18). The first
generations of Sieve electrodes were developed more than
two decades ago (37). With the development of microma-
chining techniques, the devices have become considerably
smaller and further enabled more suitable connections
between the electrode and the surrounding world (38).
These newer generations of sieve devices are made of
silicon (39–41), polyimide or silicone substrates (38,42).
Sieve electrodes have been designed with various shapes
of the holes [round (40), squares (43), or longitudinal slots
(39)]. The shape of the hole does not seem to have a major
effect on the regrowth of the axons (36), but other design
parameters, (such as the hole size, the thickness of the
sieve diaphragm, and the relative amount of open versus
closed space (also referred to as the transparency factor)
have been found to be important. The thickness of the sieve
diaphragm is typically in the order of 4–10mm (36,40,41).
Several findings suggest that 40–65mm diameter Sieve
holes work well (41,43,44), however, Bradley et al. (41)
found that the holes could be as small as 2mm. This may be
explained by the difference in transparency factors of the
electrodes. A high transparency factor is needed if the holes
are small to secure regrowth (45). Major effort has also
been put in to researching the use of neural growth factors
(NGF) and how these may assist in promoting the sponta-
neous regeneration, and this may become an important
factor in the future success of the Sieve electrodes.

Application. Bradley et al. (46) was among the first that
obtained long-term recordings using sieve electrodes in
mammals. They recorded from the rat glossophraryngeal
nerve, which is mainly sensory, mediating somatosensory
and gustatory information from the posterior oral cavity.
Spontaneous activity was observed up to 7 weeks after
implant. Evoked compound sensory responses were
recorded up to 17 weeks after implantation. Other long-
term evaluation studies have been reported by, for exam-

ple, Mesninger et al. (42,47,48). Despite the growing num-
ber of reports on long-term usage of Sieve electrodes, they
have not yet been tested in humans. An ideal axon-to-axon
reconnection through a Sieve electrode could provide the
ultimate interface to monitoring peripheral neural activity,
but to date, this concept has not been proven in humans.
Deliberate transection of a peripheral nerve to allow
implant of a sieve electrode is a highly invasive procedure,
and the success of the implant can only be evaluated several
weeks after implantation (36). The current designs are not
optimal since some axons may stop grow when the meet a
wall and not a hole (36). Furthermore, it is currently not
possible to control what fiber types regenerate. It has been
shown that myelinated fibers are more likely to grow
through than unmyelinated fibers, and large fibers are more
likely to grow through than small fibers (49). It will be
necessary to obtain a detailed map of what kind of sensory
or motor axons have reconnected in order to interpret the
peripheral neural signals properly (Fig. 19).

Intraneural Electrodes

Introduction. Intraneural electrodes are defined as
electrodes that penetrate the endoneurium and perineur-
ium of a peripheral nerve or the dorsal root ganglion (DRG)
neuropil. The active sites are placed in the extracelluar
space in close proximity with the nerve fibers, and there-
fore the electrodes aim to record from one single axon or
from a small population of axons. The intraneural, pene-
trating electrodes are dependent on the insulating proper-
ties of the epineurium/perineurium to record.

Microneurography. Microneurography is a procedure
in which a small needle electrode is placed directly inside a
nerve fascicle. The aim is to record from one axon or a small
a population of axons to study basic neural coding in the
animal or human subjects, or as a diagnostic tool in clinical
practice. Sketches of two types of microneurography elec-
trodes are depicted in Fig. 19.
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Figure 18. (a) Sketch of a Sieve electrode. The prox-
imal and distal nerve stumps are fed into a guide
tube. Neural axons must grow through holes in the
Sieve electrode to reconnect with the neural axons on
the other side. (b,c) Examples of Sieve electrodes. (d)
shows the Sieve electrode in situ. (Reproduced with
permission from T. Stieglitz, Fraunhofer Inst.,
Germany.)



Design. A classic needle electrode is manufactured from
a stiff core material (e.g., tungsten, stainless steel, or
carbon fiber) surrounded by a layer of insulating material.
The Tungsten needle electrode typically has a 200–300mm
base diameter and a 2–4mm tip diameter to ensure that the
material is stiff enough to be pushed through the skin and
muscle tissue and enter the perineurium without dama-
ging the tip. The needle tip is uninsulated to create the
active site. A separate ground wire must be placed sub-
cutaneously in the close surroundings of the recording
electrode (50,51).

A variation of the classic needle electrode was developed
to allow more recording sites to be placed inside the nerve.
The concentric needle electrode consists of one or more fine
recordings wires threaded through a hypodermic needle.
The fine wires are glued in place with an epoxy adhesive.
The wires are typically made from tungsten, platinum, or
platinum–iridium, and have a 20–25mm diameter that
provides a smaller, and thereby more selective recording,
site than with the Tungsten needle electrode. An active site
is made at the end of the wire by simply cutting the wire at
a straight or slightly oblique angle. The hypodermic needle
has a typical outer diameter of 200–250mm and an inner
diameter of 100mm. The hypodermic needle tip provides a
cutting edge for easy insertion of the electrode. Further,
the needle shaft works as the ground during recording (52).

The microneurography electrodes are implanted per-
pendicular to the nerve trunk, and they are typically
inserted by hand or using a micromanipulator. These
electrodes are inexpensive, and they are typically and both
types are easily manufactured by hand.

Application. Since Vallbo and colleagues developed the
microneurography technique for more than three decades
ago, the technique has proved to be a powerful tool in

clinical experiments on conscious humans in hundreds of
studies (51). However, the technique has a number of clear
limitations. Placement of one single recording electrode
may be extremely time consuming, and the delicate place-
ment may easily be jeopardized if the animal or human
subject moves. The microneurography needle electrodes
are considered safe for short-term experiments, but they
are not applicable for long-term implant and recording in
animals or humans.

Longitudinal Intrafascicular Electrodes. The longitudinal
intrafascicular electrodes (LIFE) are implanted parallel
to the main axis of the peripheral nerve, and the active
site of the electrode is placed along recording wires and not
at the tip. The active sites typically record from a small
population of axons.

Design. One of the first LIFE designs consisted of a
simple 300mm coiled stainless steel wire that was
implanted into the nerve using a 30G hypodermic needle
(53). The size of the hypodermic needle and implanted
electrode may cause unnecessary injury to the nerve,
and it also made it unsuitable for implantation in small
nerves. Pioneering work was later done at University of
Utah, as an attempt to solve these problems. A metal-wire
LIFE was developed, see Fig. 21b (54). Here the 1–2 mm
recording sites are created on 25mm insulated, platinum–
iridium wire. The recording wires are soldered to larger
stainless steel lead-out wires, and the connections are
protected by sliding a silicone tube over the solder joint.
A polyaramid strand is threaded through this loop and
glued to a 50–100mm electrosharpened Tungsten needle
(much similar to the tungsten needle electrode shown in
Fig. 19). The needle is used to penetrate the perineurium/
epineurium and pull the recording wires into place. The
large lead-out wires remain outside the nerve. The elec-
trode is sutured to the epineurium to hold it in place. The
lead-out wires are then tunneled subcutaneously through
the body to a chosen exit point. These metal-based LIFEs
are relatively low cost, and they can be hand built. One of
the disadvantages is the limited number of fine wires that
can be fitted into one nerve. Further, the hand-building
procedure does induce some variability in the size of the
recording site, which influences the impedance and signal/
noise ratio.

Later generations include polymer-wire LIFEs. Instead
of using platinum–iridium wire, the recording wires are
here based on 12mm kevlar fibers. A metal is first deposited
onto the kevlar to make the wire conductive, and a layer of
silicone insulation is then added only leaving the recording
sites exposed (55,56). The purpose of decreasing the intra-
fascicular wire size was to make the wires more flexible.

Application. The development of the LIFE has mainly
been driven by the need for alternative and safe neural
interfaces for clinical neuroprosthetic systems. Goodall
et al. implanted the 25mm platinum–iridium wire
LIFEs in cat radial nerves and demonstrated that it was
possible to obtain selective recordings of afferent activity
from up to 6 months (59). Yoshida et al. used the same types
of LIFES for recording neural activity in chronically
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Figure 19. Microneurography electrodes. (a) A drawing of the
geometry of a typical, commercially available tungsten needle
electrode. A separate ground or indifferent electrode must be place
in the close surroundings (Drawings appear courtesy of Dr. K.
Yoshida.) (b) A drawing of a concentric needle electrode. One or two
fine wires are threaded through a hypodermic needle and attached



implanted cats. These studies characterized the effect of
electrode spacing for rejecting EMG and stimulus artifacts
and explored the possibility of using multichannel record-
ings for noise reduction. Yoshida and Stein (33) also
explored the possibility of extracting joint angle informa-
tion from muscle afferent signals recorded with LIFEs (6).
The information was used as feedback in closed-loop con-
trol of the ankle joint in the cats. The chronic recording
stability and biocompatibility of the polymer-wire LIFES
have been demonstrated by Malstrom et al. (58) in dorsal
rootlets and in peripheral nerve (59) (Fig. 20).

Silicon-Based electrodes. The design and manufactur-
ing of silicon-based electrodes take advantage of often
sophisticated microfabrication techniques. These electro-
des may be inserted transversely into the peripheral nerve
as the microneurography needle electrodes, or they may be
inserted longitudinally as the LIFE electrodes. Many
groups around the world have designed, developed, and
tested different silicon-based electrodes, however, the vast
majority of those are developed for interfacing with the
cerebral cortex tissue. Many of these designs are currently
considered unsuitable as chronic peripheral nerve
implants because of the risk of mechanical failure of the
rigid base structure or small, thin electrode shafts. A
notable exception to this view is the Utah array. One
electrode that has been used for both peripheral nerve
and cerebral cortex implantation is presented here.

Design. The UTAH array was originally developed
by Normann and colleagues at University of Utah, and
this electrode is now commercially available through
Cyberkinetics Inc. The UTAH array is a three-dimensional
(3D) silicon structure usually consisting of 100 penetrating
electrodes arranged in a 10 10 array (see Fig. 21). Each
needle is a long, tapered structure that is 1.5 mm long and
has an 80mm diameter at the base. The distance between
the needles is 400mm. The base substrate for this electrode
is silicon, and glass is used as insulation material. Only the
very tip of each needle is deposited with gold, platinum, or
iridium to form the active site (59). Fig. 22 shows an array
with equal height needles, which was originally designed
for recording from the cerebral cortex where the neurons of
interest are often located at the same depth. A slanted
UTAH array was designed with different lengths of the
needles to better target different layers in the cerebral
cortex or to accommodate for the fact that fascicles in a
peripheral nerve are located at different depths. Implanta-
tion of the UTAH array requires a special insertion tool
that shoots the electrode into the neural tissue in a con-
trolled manner. This is necessary because the high density
of the needles increases the amount of force that is neces-
sary to penetrate the dura or the epineurium. Further, the
insertion tool avoids the elastic compression of the neural
tissue and possibly damage of the neural tissue that was
found during manual insertion (60).

Application. The recording properties of the Slanted
UTAH array was first tested by Branner and colleagues in
acute cat model (61,62) and later in similar chronic cat
implants (2). The 100-electrode array was inserted in the
cat sciatic nerve using the pneumatic insertion tool
(described above). The acute work demonstrated that it
was possible to achieve highly selective recordings with the
array. In the chronic experiments, the array was held in
place using a silicone cuff (self-spiraling or simply oval
shaped) to protect the implant and surrounding tissue, to
hold the implant in place, and to electrically shield the
electrode. This containment was found to be important for
the long-term survival of the electrode. In the chronic
experiments, electrodes with lead wires were implanted
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Figure 20. (a) Placement of a metal-wire LIFE electrode inside a
whole nerve fascicle. Only the fine wires with the active sites are
threaded through the nerve whereas the remaining part of the
LIFE is located outside the epineurium. (b) is a line drawing of a
two-channel metal-wire LIFE electrode. (a) Lead-out wires are
located outside the body and tunneled through the body to a chosen
exit point. (b,c) A silicone-tube is places over the connection point
for protection. (d) Active sites on the recording wires. (f–h) A
polyaramid fiber links the recording wire to a tungsten needle.
The tungsten needle is used to thread the fine wires through the
nerve and is removed after implantation. (Courtesy of Dr. K.
Yoshida, Aalborg University, Denmark.)

Figure 21. The 100-channel UTAH array. The electrode was ori-
ginally developed at University of Utah, by Dr. R. A. Normann and
colleagues. The electrode is commercially available through Cyber-
kinetics Inc. (Courtesy of Dr. R. A. Normann, University of Utah.)



up to 7 months, however, it was only possible to obtain
stable recordings for a few days after implant.

The slanted UTAH array has also been implanted in
dorsal root ganglions (through the dura) in acute cat model
to evaluate the neural coding of the lower leg position (10).
In this work, it was possible to obtain selective recordings
from the UTAH arrays over the duration of the experiment.
The UTAH array has recently been implanted in a human
volunteer (in a peripheral nerve in the lower arm), how-
ever, the results are pending (63). The UTAH array is also
currently under clinical evaluation as a cortical interface in
humans by Cyberkinetic, Inc.

Extraneural Electrodes

Introduction. The extraneural electrodes are the least
invasive interfacing technique presented here. They are
defined as electrodes that encircle the whole nerve or are
placed adjacent to the nerve without penetrating the epi-
neurium or dorsal root ganglion neuropil. The electrodes
record from a large number of nerve fibers at the same
time.

Circumferential Cuff Electrodes. The cuff electrode is
probably the peripheral nerve interface that appears with
the largest number of variations in designs and configura-
tions. Only the main designs will be presented here. It is
the most mature and widely used chronically implanted
electrode for use in neuroprosthetics and has been used in a
large number of animal studies and implants in human
subjects (see section below).

Design. A circumferential cuff electrode consists of a
tube or cuff that is placed around the whole nerve. The
active sites are attached to the inside of the cuff wall to
make contact with the epineurium (see Fig. 22). The tube
wall works as an insulating barrier keeping extracellular
currents emerging from the nerve within the cuff and
blocking electric currents from other surrounding tissue
(predominantly muscle activity, but also activity from
other nerves) outside of the cuff. The tube wall has found
to be essential to obtain measurable voltages from the

nerve trunk and to achieve a good signal/noise ratio. The
cuff tube or wall is made of a flexible, biocompatible mate-
rial, such as silicone, (1,64,65) or polyimide (66,67). The
cuffs may be handmade or microfabricated. The microfab-
rication technique has the advantage that thinner walls
can be obtained.

The shape and number of active sites placed inside the
cuff wall vary. The active sites are typically made of inert
metals, such as platinum or platium–iridium. In the classic
configuration, a cuff electrode consists of a silicone tube
lined with two or more thin conductive rings that are
displaced from one another along their common axis
(69). In this design, the number of active sites is usually
three, but more may be fitted into the cuff depending on the
application. The large conductive rings record from a large
number of fibers within the nerve they encircle. Later
designs placed several, smaller active sites around the
inner cuff wall in an attempt to interface individual fas-
cicles within the nerve trunk, and thereby increase the
selectivity of the cuff recording (68,69). The number and
size of the active sites have a large impact on the recording
and stimulation selectivity, which will be discussed in the
next section.

The cuff electrode is fitted onto a nerve by sliding the
nerve into a longitudinal slit in the cuff wall while traction
is placed on the cuff wall to keep the slit open. The proce-
dure may be made easier for the experimenter/surgeon by
gluing a number of sutures to the outside of the cuff wall
(see Fig. 22a). The experimenter/surgeon can grab onto
these sutures, pull the cuff open, and slide the cuff in place
around the nerve. Knots are tied to close the cuff and secure
that extracellular current is contained inside the cuff,
which is important to achieve good recordings. Other
closure mechanisms have been attempted.

1. A hinge or zipper-like closure has been suggested by
Dr. M. Haugland, Aalborg University, Denmark
[see Fig. 22c and patented by (70)]. Here the cuff
is cut open and integrated with a piano hinge
structure, that can be zipped up and threaded with
a suture for closure. The disadvantage of this
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Figure 22. The sketch representation of the cuff
(around the nerve) electrodes (left) and the newly
designed 12-contact circular cuff electrode (with a
longitudinal slit) for selective stimulation with a
four-channel stimulator. In order to minimize
contamination of the neural signal from the sur-
rounding biological signals, the electrode must fit
tightly around the nerve and close well. An elec-
trode can be closed with the flap covering the
longitudinal slit, and kept in position by means
of the surgical threads around the cuff (left side).
It can be closed by using a ‘‘zipper’’ method where
the ends of the cuff have little holes, through
which a plastic baton can be pulled (right side).
A self-wrapping polyimide multipolar electrode
for selective recording/stimulation of the whole
nerve is shown in (c). (Part a is courtesy of Dr. W.
Jensen, Aalborg University, Denmark.) (Parts b
and c are courtesy of Dr. T. Sinkjær and Dr. M.
Haugland, Aalborg University, Denmark.)



closure mechanism is that it adds several steps to
the fabrication process. Furthermore, greater skill is
required from the experimenter/surgeon for correct
implantation and closure.

2. A second cuff is placed over the first cuff. This is an
easy way to securely cover the longitudinal slit,
and it is easy to implant. The disadvantage of this
method is that overall implant diameter and stiffness
increases.

The diameter of a fixed-sized cuff is an important design
parameter. The inner diameter cannot be too large since
the cuff wall works an electrical shield, and the active sites
must make contact with the epineurium. It has been
suggested that the fixed-sized cuff should have an inner
diameter of � 20–50% larger than the nerve to avoid post-
implant nerve damage caused by edema or swelling of the
nerve (1,32).

A spiral cuff or a self-wrapping cuff design was originally
suggested by Naples et al. (71) to circumvent some of the
problems with the fixed-sized cuff. The spiral cuff electrode
consists of a planar silicone or polyimide sheeting containing
the active sites. The planar sheeting is flexible and is
designed to automatically coil around a peripheral nerve
(see Fig. 22b). These electrodes are generally handmade, but
also have been manufactured by microfabrication techni-
ques. The electrode will make a tight connection with the
epineurium, leaving no space between the nerve and the
contact sites. The self-sizing property of this design provides
several advantages; (1) It is not necessary to determine the
cuff diameter in advance as it is with the fixed-sized cuff
electrodes. (2) The coiling will automatically and easily close
the cuff and hold the cuff into place, and it is therefore very
easy to implant. (3) The coiling will provide the necessary
constriction of the extracellular current emerging from the
nerve fibers without any possible leakages. (4) The coiling
will allow the electrode to change size to accommodate for
possible edema in the days after implantation.

An example of a cuff-electrode design that incorporates
a number of the already discussed principles is a design
referred to as the polyimide-hybrid cuff electrode (69) (see
Fig. 22d). The electrode is based on a polyimide spiral cuff
design containing multiple, platinum contacts on the inner
wall. The polyimide-hybrid cuff is manufactured using
microfabrication techniques that makes it possible to place
a relatively high number of contacts inside the cuff and at

the same time allow space for lead-out wires, which was a
problem with the first multicontact cuffs. The microfabri-
cation technique further secures high repeatability in the
manufacturing process. Several patents on this type of
hybrid fabrication has been issued (72,73).

Application. The first circumferential cuff electrode
used for chronic recording was described by Hoffer et al.
(74) and later by Stein et al. (75). It is to date the most
successful and most widely used chronic peripheral inter-
face in both animals and humans. An overview of current
neuroprosthetic applications based on long-term recording
from peripheral nerves is given elsewhere in this chapter.
Many of these systems use cuff electrodes as their neural
interface, and at the time of this writing, is the only
implanted nerve interface being used in humans with
spinal cord injury or stroke to provide FNS systems with
natural sensory feedback information.

Reshaping Cuff Electrodes. The fixed-diameter, circum-
ferential cuffs or the spiral cuffs have their active recording
sites placed around the epineurium, and these electrodes
therefore mainly record from the most superficial axons or
fascicles. The reshaping cuff electrode attempt to accom-
modate for that by remodeling the shape of the nerve to
access individual fascicles.

Design. Two types of reshaping cuff electrodes were
developed by Durand and colleagues at Case Western
Reserve University. In the slowly penetrating interfasci-
cular electrode (SPINE) the active sites are placed inside
the nerve, however, without penetrating the epineurium
(76) (see Fig. 23). This is accomplished by a set of blunt
penetrating beams that is slowly pushed into the nerve
trunk by a closure tube. The active sites are placed on the
side of the beams and may therefore access different fas-
cicles of the nerve trunk. A refinement on this concept, the
flat interface nerve electrode (FINE) was later developed
(77). This electrode has a fixed shape like the fixed
diameter, circumferential cuffs, however, the shape is
rectangular instead of round (see Fig. 23). Ideally, the
individual fascicles will then make contact with different
contact sites along the cuff wall.

Application. The reshaping cuff electrodes were
mainly developed as a stimulation platform; however,
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Figure 23. Sketches of two cuff-electrode types
that reshape the nerve. (a) The flat-interface
electrode (FINE) has a rectangular shape and
flattens the peripheral nerve in order to make
selective contact with individual fascicles in
the nerve. The active sites are placed on the
cuff-wall. (b) The slowly penetrating interfas-
cicular electrode (SPINE) is designed with a
number of beams holding the active sites. A
closure tube is moved over the beams to force
the beams into position. The nerve will resh-
ape around the beams and thereby make selec-
tive contact with the fascicles in the nerve.
(Redrawn with permission from Dr. Durand,
Case Western Reserve University.)



both types could potentially be used for recording. Acute
studies with the SPINE electrode show that the slowly
penetrating beams can safely place active sites within the
nerve trunk, and it is possible to selectively activate
different fascicles of the nerve (77). One of the main design
issues with the FINE electrode has been to choose the
right size of the electrode without causing nerve damage.
Animal studies have shown that the FINE electrode is
suitable for both recording and stimulation in chronic
animal implants (78,79).

The Hook Electrode. The hook electrode was among the
first extraneural electrodes used in experimental neuro-
physiology and neuroscience. The hook electrode is not
useful for long-term nerve implants, however, it is still
widely used in acute animal experiments or as an intrao-
perative tool for nerve identification, and therefore a brief
introduction is given here.

Design. The hook electrode is constructed of usually two
or more hook-shaped wires that form the recording/stimula-
tion sites (typical materials used are platinum, stainless
steel, or tungsten) (see Fig. 24). The nerve trunk or fascicle is
placed so the epineurium makes close contact with the
hooks. The hook-wires are soldered to insulated lead-out
wires that are used to connect with the recording/stimula-
tion equipment. The lead-out wires are usually threaded
inside a tube or glued onto a stiff rod to form a base for
holding the hook electrode in place. The hook wires must be
stiff enough to support the whole nerve or nerve fascicle
without yielding. One of the main advantages of the hook
electrode is that it is easily handmade at a very low cost.

Application. The distance between the hooks may be
varied to change the electrical recording/stimulation proper-
ties, however, the relatively large distance between the active
sites means that the electrode has a poor selectivity. To use
the hook electrode, the whole nerve must first be made
accessible in the body, and surrounding fascia must be dis-
sected away to place the hooks underneath the nerve. To
avoid electrical shunting between the hooks caused by the
extracellular fluid, a paraffin oil or mineral oil pool is often
created around the hook electrode and nerve in acute animal
studies. For human experiment, the hook electrode and the

nerve may alternatively be suspended into the air to obtain a
similar, insulating effect between the hook wires.

USE OF PERIPHERAL NERVE SIGNALS
IN NEUROPROSTHETIC APPLICATIONS

Traumatic or nontraumatic injury to nerves at peripheral,
spinal, or cortical level may cause permanent loss of sensory
and motor functions. The goal of neuroprosthesis applications
is to replace, restore, or augment the lost neural function in
order to regain the lost mobility or sensation. Popovic and
Sinkjær (80) discussed clinical areas where FES is already
important or where it holds great potential if the adequate
technology will be developed. In the present section, the
state-of-the-art of using information provided by periph-
eral nerve signals in preclinical evaluated and experi-
mental neuroprosthetic applications will be discussed.

Neurorprostheses systems traditionally work by using
functional electrical stimulation (FES) to elicit controlled
muscle contraction. The functional electrical stimulation
can be applied using an open- (feed forward) or a closed-loop
(feedback) controller scheme. The open-loop systems have
proven to work, however, since no regulation is provided,
excessive stimulation and muscle fatigue are commonly
observed. Once the stimulation has been determined in the
open-loop system, it is not changed, and it is not possible to
detect or account for unexpected events or external distur-
bances. Several studies have shown that the application of
closed-loop control techniques can improve the accuracy and
stability of FES activated muscles. However, the closed-loop
systems are dependent on feedback on the current state of the
part of the body under control. The availability of sensors to
provide reliable feedback information is, therefore, essential.
An illustration of the basic elements in a closed-loop FES
control system is given in Fig. 25.

Artificial sensors placed outside the body have been
used widely within closed-loop FES applications to provide
the necessary feedback signals [e.g., including goniometers

ELECTRONEUROGRAPHY 125

Figure 24. A hook electrode consists of two simple wires/hooks
that are held in close contact with the nerve surface. The picture
shows an example of a custom made hook electrode. (Courtesy of
Dr. K. Yoshida, Aalborg University, Denmark.)

Figure 25. Illustration of the basic elements in a closed-loop
neuroprosthesis application. The instrumentation typically includes
an external (i.e., outside of the body) command interface and control
system and external/implanted interfaces for sensing or activat-
ing the biological tissue.



and accelerometers (80)]. However, the excess time con-
sumed donning and doffing the artificial sensors, and the
poor cosmetic visibility of bulky sensors has proven to be a
major disadvantage for end user acceptance (1). Artificial
sensors have also been placed inside the body; however,
they require power to work and can be a problem to replace
in case of failure.

The natural sensors, such as those found in, the skin
(cutaneous mechanoreceptors, nociceptors), muscles (pro-
prioceptors), or internal organs (visceral neurons) normally
providing the CNS with feedback information on the state of
the body. They are presently an attractive alternative to the
artificial sensors in the cases where the sensors are still
viable below the level of brain or spinal cord injury. Unlike
artificial sensors, natural sensors are distributed through-
out most of the body, and they do not require power or
maintenance. Also, efferent motor signals are of interest to
monitor the command signals from the CNS to the motor
end organs. In many cases, they can be accessed through the
same nerve based electrodes used for FES.

Therefore, the peripheral nerve signals of interest here
are any neural tissue that is accessible outside the verteb-
ral canal, including afferent and efferent somatic and
autonomic pathways (the peripheral nervous system was
defined in section The peripheral nervous system and
specific peripheral nerve interfaces are described above).

Preclinical Neuroprosthetic Systems

Cutaneous Afferent Feedback for the Correction of Drop-
foot. Foot-drop following upper or lower motor neuron
deficits is defined as the inability to dorsiflex the foot
during the swing phase of the gait (81). Electrical stimula-
tion of the peroneal nerve has proven to be a potentially
useful mean for enhancing foot dorsi-flexion in the swing
phase of walking and thereby make the patient walk faster
and more securely. The stimulator is often located just

distal to the knee and can be either externally mounted or
partly implantable. A key element in the system is the
external heel-switch placed under the foot, which provides
sensory information on heel-to-ground events necessary to
switch on the stimulation at the right time. This system
has proved clinically functional in large groups of patients.
If the external heel switch is replaced with an implantable
sensor, it can provide not only the advantages of foot drop
corrections systems without the need for footwear, but also
eliminates daily problems of mounting the heel switch or
swapping them in different pairs of shoes.

The sural nerve is purely sensory and innervates the
skin underneath the foot. It has been shown that whole
nerve cuff electrode recordings from this nerve can provide
information about foot contact events during walking,
including heel-to-ground and toe-off-ground events (82).
An example of recorded sural nerve activity during walking
is shown in Fig. 26. The sural nerve activity has been
processed (i.e., filtered, rectified, and bin-integrated). Dur-
ing walking, the nerve signal modulates, and two large
spikes are repeatedly observed that correlate with the
transitions between swing-to-stance phase and stance-to-
swing phase. One of the most significant problem in corre-
lating the nerve signal activity to the actual heel contact
during walking is the noise originating from nearby muscle
activity. The inclusion of a decision-assistive method like
adaptive logic networks as a part of the postprocessing of
the neural signal has been used improved the consistency
of detecting reliable events (12,83).

The different elements of the drop foot correction system
based on natural sensory feedback are shown in Fig. 26,
including the external control unit, the implanted sural
nerve cuff electrode and amplifier, and the peroneal nerve
cuff electrode and stimulator. The sural nerve cuff elec-
trode is connected to an external amplifier, and the signal
output is fed to a microprocessor-controlled stimulator that
activates the ankle dorsiflexor muscles.

126 ELECTRONEUROGRAPHY

Figure 26. Footdrop correction system, using natural sensory information from the Sural or
Peroneal nerve. The nerve signals were processed to determine heel contact with the floor and
to decide the timing of the ankle dorsi-flexion stimulation. The stimulation may be applied through a
peroneal nerve cuff electrode innervating the Tibials Anterior muscle or by surface electrodes.
(Reproduced with permission from Dr. T. Sinkjær, Dr. M. Haugland, and Dr. M. Hansen.)



The use of cutaneous afferent feedback in correction of
drop-foot has to date been evaluated in several patients. The
first evaluation included a 35 year-old subject with a hemi-
plegic dropfoot. In this case, the cuff electrode was connected
to the control system through percutaneous wires, and an
external stimulator was placed over the Tibialis Anterior
muscle (84). A later version of the system was tested in a
32-year old subject, and the external stimulator was here
replaced with an implanted cuff electrode around the per-
oneal nerve, which innervates the tibialis anterior muscle. An
implantable system is currently under development and
clinical testing by the Danish company Neurodan A/S.

Cutaneous Afferent Feedback for the Restoration of Hand
Grasp. The fingers of the human hand contain an estimated
200–300 touch sensing receptors per square centimeters
within the skin. It is among the highest densities of sensory
receptors in the body (85). The cutaneous receptors
and their responses have been studied extensively
using microneurography techniques in normal subjects
(85–87). The sensors mainly signal information about
indentation and stretch of the skin, and the sensors play
an important role in the control of precise finger movements
and hand grasp while manipulating objects. It was found
that slips across the skin were shown to elicit automatic
motor reflex responses that increased the grasp force.

A FES system was developed to evaluate the use of
cutaneous sensory information in restoration of hand grasp
functions. The system has been evaluated in three spinal
cord injured subjects (88–92). Results from a 27 years-old
tetraplegic male with a complete C5 spinal cord injury
(2 years postinjury) are presented in detail here. Before
system was implanted, the patient had no voluntary elbow
extension, no wrist function, and no finger function.
Furthermore, he had only partial sensation in the thumb,
but no sensation in 2nd to 5th fingers. He was implanted
with a tripolar nerve cuff electrode on the palmar inter-
digital nerve (branching of the median nerve). Eight intra-
muscular stimulation wire electrodes were simultaneously
placed in the following muscles: Extensor Pollicis Brevis,
Flexor Pollicis Brevis, Adductor Pollicis, and Flexor Digi-
torum Longus to provide the grip control.

The cuff electrode was implanted around the palmar
interdigital nerve, which is a pure cutaneous nerve innervat-
ing the radial aspect of the index finger (branching off the
median nerve). The cuff electrode recordings were used to
detect the occurrence of fast slips (increased neural activity
was recorded when objects were slipping through the subject’s
fingers, and the neural activity showed similar characteristics
as the cutaneous sural nerve activity shown in Fig. 26).

The stimulator was controlled by a computer, which also
sampled the nerve signals and performed the signal ana-
lysis. When stimulation was turned on, the object could be
held in a lateral grasp (key grip) by the stimulated thumb.
If the object slipped, either because of decreasing muscle
force or increasing load, the computer detected this from
the processed nerve signal and increased the stimulation
intensity with a fixed amount so that the slip was arrested,
and the object again held in a firm grip. When extra weight
was added, the slipped distance was also comparable to the
performance of healthy subjects.

Today this system is developed to an extent where the
subject can use it during functional tasks. During an eating
session where the subject has a fork in his instrumented
hand (grasped between the thumb and index finger), the
control system is designed to decrease the stimulation of
the finger muscles until the feedback signal from the skin
sensors detects a slip between the index finger and the fork.
When a slip is detected, the stimulation to the thumb
increases automatically proportional to the strength of
the sensory feedback, and if no further slips are detected,
the controller starts to decrease the stimulation. This
continuous tracking of the minimally necessarily needed
stimulation means that the hand muscles are only loosely
stimulated when the subject decides to rest his arm (which
typically happens when they have a conversation with one
or more of the persons at a dinner table). The stimulation
will automatically increase when they start to eat again by
placing the fork in the food. A typically eating session will
last 20–30 min. A large fraction of this time is dedicated to
‘‘noneating’’ activities. During such times, the stimulation
is at a minimum (keeping the fork in the hand with a loose
grasp) and thereby preventing the hand muscles to be
fatigued. When the feedback is taken away, the subject
will typically leave the stimulation on at high stimulation
intensity for the full eating session. This will fatigue the
stimulated muscles, and the subject will try to eat their
dinner faster, or they will rest their muscles at intervals by
manually decreasing the stimulation. It is an effort that
requires more attention from the subject than the auto-
matic adjustment of the stimulation intensity.

The natural sensory feedback system was developed at
Aalborg University, Denmark, and based on a telemetric
system and on the Freehand system (NeuroControl Corp.).
The Freehand system consists of a number of epimysial
stimulation electrodes to provide muscle activation. More
than 200 patients have to date received this system
(Fig. 27).
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Figure 27. A neural prosthetic system for lateral-key grip rest-
oration after spinal cord injury including sensory feedback. The
FreeHand stimulation system (developed at Case Western Reserve
University, Ohio) was modified to take advantage of natural sen-
sory feedback signals obtained from a cutaneous, digital nerve in
the hand. (Adapted from Ref. 92 with permission.)
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Somatic Afferent Feedback in Control of Joint Movement.
The natural sensors that carry information about move-
ment and orientation of the body in space (proprioception)
are primarily located in the muscles, tendons, joints, and
ligaments. The sensory signals are essential for the central
nervous system in voluntary control of movement. In con-
trast to the more on–off type of information provided by the
natural sensors located in the skin (e.g., heel contract and
toe off events as used in correction of drop foot), the muscle
spindle afferents are believed to carry information on
muscle displacement (length, velocity, and acceleration).
The proprioceptive sensors may therefore be useful in FES
systems for control of joint movement. A majority of the
research within this area has so far focused on restoration
of standing and walking after spinal cord injury, however,
the same principles explained here may be applied in
control of upper extremity joints. Muscle afferent signals
have been studied in animal models using intrafascicular
(6,93) and whole nerve cuff electrodes (94,95), and these
studies have revealed some characteristic features in mus-
cle afferent responses that must be taken into considera-
tion in a future FES system design.

Muscle afferent signals were obtained from passively
stretched agonist-antagonist muscle groups around the
ankle joint innervated by the tibial and the peroneal nerve
branches in an animal model of spinal cord injury (6,94).
The muscle afferent signals were recorded during simple
flexion-extension rotations of the ankle joint, and it was
found that the muscle afferent activity from the two nerves
responded in a complementary manner, see Fig. 28. Thus,
the muscle afferent activity increased during muscle
stretch, but the activity stopped as soon as the movement
was reversed, and the muscle was shortened. In the animal
models used here, the muscles are not under normal effer-
ent control from the central nervous system, and the
intrafusal muscle fibers (where the muscle spindles are
located) therefore become slack during muscle shortening,
and the muscle spindles stop responding. The muscle
afferents can therefore only provide information about
muscle length during muscle stretch. In order to obtain
a continuous and reliable muscle afferent feedback signal,
it is necessary to use information from more muscles or
muscle groups acting around a joint.

In spite of the nonlinear nature of the muscle afferent
signals, it has shown to be possible to use the signals as
feedback in a closed-loop control system. Yoshida and
Horch (6) obtained control of ankle extension (ramp-and-
hold movement) against a load and ankle flexion-extension
(sinosoidal movement) in a cat model. A look-up table was
first established by creating a map between the neural
activity and the ankle joint angle. The tibial and peroneal
nerve activity was simultaneously recorded using intra-
fascicular electrodes and decoded according to the look-up
table.

To better incorporate the nonlinear behavior, more
sophisticated information extraction algorithms have been
employed to decode the muscle afferent signals, including
a Neuro-Fuzzy network (96), and neural networks (97,98).
In all cases, continuous information from both an agonist
and antagonist muscle group was used as input to the
networks.

The next step is to explore if muscle afferent signals on
selected peripheral nerves can be recorded in humans and
applied to improve FES standing.

Visceral Neural Signals in Control of Bladder Function.
Normal bladder function (storage and emptying of urine) is
dependent on mechanoreceptive sensors detecting bladder
volume and efferent control that trigger a bladder contrac-
tion. Normal bladder function can be affected by a number
of pathological diseases or neural injuries, for example
when spinal cord injury occurs at the thoracic or cervial
level, the neural pathways normally controlling the blad-
der are affected. Bladder dysfunction can result in an
either overactive bladder (small volume capacity and
incomplete emptying, referred to as neurogenic detrusor
overactivity) or an underactive bladder (high volume
capacity), however, the result of both states is incontinence.
Neurogenic detrusor overactivity is the most common form
of detrusor dysfunction following spinal cord injury. An
overfilling of the bladder can also lead to a possible life-
threatening condition of autonomic dysreflexia (overactivity
of the autonomic nervous system).

Conventional treatments include suppression of reflex
contraction by drugs, manual catheterization, or inhibition
of the reflex contraction by surgical intervention, which is
also referred to as dorsal rhizotomy. Dorsal rhizotomy
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Figure 28. Muscle afferent signals recorded from the Tibial and Peroneal nerve branches during
passive joint rotation in a rabbit model. The Tibial and Peroneal nerve activity modulated in a push–
pull manner (i.e. the nerves responded to muscle stretch of the Gastrocnemius/Soleus and the
Tibialis Anterior muscles, respectively). The magnitude of the response modulated with the initial
position of the joint (the amount of prestretch in the muscles). (Courtesy of Dr. Jensen, Aalborg
University.)



increases the bladder capacity, however, reflex erection in
male patients is lost, and this is in most cases not an
attractive solution. To reestablish continence a closed-loop
FES system has been suggested including sensory feed-
back on bladder volume and/or detrusor activation from
bladder nerves.

Work in anaesthetized cats showed correlation between
recorded activity from the S2 sacral root and the intrave-
sical pressure associated with fullness of the bladder.
Recently, similar information on bladder volume informa-
tion has also been demonstrated in nerve cuff recordings
from the S3 sacral root and the pelvic nerve in anaesthe-
tized pigs (99) and extradural cuff recordings from sacral
roots in humans (100) (see Fig. 29). The findings reveal,
however, some problems in finding a reliable sensory feed-
back signal. It proved difficult to detect slow increases in
bladder volume (99). Further, recordings from the pelvic
nerve or sacral roots, however, are frequently contam-
inated with activity from other afferents, such as
cutaneous and muscle afferents from the pelvic floor,
rectum, and anus (100).

A closed-loop FES system for the management of neu-
rogenic detrusor activity would work by using the sensory
information from the bladder nerves to inhibit detrusor
contractions by stimulating pudendal or penile nerves, or
block efferent or afferent pelvic nerve transmission to
prevent reflex detrusor contractions. The principle was
tested in an anesthetized cat prepration where nerve cuff
recordings from the S1 in cats could detect bladder hyper-
reflexive like contractions. However, the contractions were
detected with a time delay in the order of seconds (using a
CUMSUM alogrithm), which decreases the feasibility of
the system (101).

Visceral Neural Signals in Respiratory Control. Obstruc-
tive sleep apnea is characterized by occlusions of upper
airways during sleep. Electrical stimulation of the genio-
glossus muscle directly or via the hypoglossal nerve can

improve the obstructions, however, a signal for detecting
the occurrence of the obstructions will be useful in a FES
closed-loop application (102).

This principle has been tested in a closed-loop FES
system where the response of hypoglossal nerve was
recorded during external loading of the pharynx during
sleep to simulate upper airway obstructions in a dog model.
It was shown that the hypoglossal nerve activity modulated
with the pressure both during REM and NREM sleep. Any
change in the cyclical rhythm of the recorded activity was
used as an indication of the onset of apnea to the controller
and triggered the onset of the stimulation of the same
hypoglossal nerve to prevent the airway obstruction (103).
Stimulation and recording from the same nerve is feasible in
this case because the only information needed from the
hypoglossal nerve is an indication of the onset of airway
obstruction (i.e., no continuous information is needed).

CONCLUSIONS

The goal of the article is to provide the reader with an
overview of currently available neural electrodes for long-
term interfacing peripheral neural tissue. This is done to
evaluate their suitability to monitor the neural traffic in
peripheral nerves and their suitability to perform as sen-
sors in neural prosthetic devices.

The role of neural prosthetic systems for increasing the
quality of life of disabled individuals is becoming more
evident each day. As the demand to develop systems cap-
able of providing expanded functionality increases, so too
does the need to develop adequate sensors for control. The
use of natural sensors represents an innovation. Future
research will show whether nerve-cuff electrodes and other
types of peripheral nerve electrodes can be used to reliably
extract signals from the large number of other receptors in
the body to improve and expand on the use of natural
sensors in neural prosthetic systems.
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Figure 29. Two examples of recorded neural activity from the sacral roots in an anaesthetized
human subject in preparation for surgery for implantation of a FineTech-Brindley Bladder system.
The traces show the bladder pressure (top), rectal pressure (middle) and extradural sacral root
activity (bottom) over time. (Courtesy of M. Kurstjens.)
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INTRODUCTION

The ‘‘electrostatic effect’’ causes particles with the same
sign of charge to repel each other, while two particles of
opposite charge attract: Charged particles produce electric
fields and a charged particle in an electric field experiences
a force. Electrophoretic techniques are based on the move-
ment or flow of ions in a solvent produced by an electric
field, causing separation of different ions.

THEORY

An external electric field V produces a force on an ion with a
charge Q equal to VQ(1). An ion in a solvent will be
accelerated, but movement in the solvent will be slowed
by an opposite force that comes from the viscosity of the
solvent. For small velocities, the opposite (viscous) force is
proportional to the velocity of electrophoresis. We call the
proportionality constant the ‘‘frictional coefficient’’. The
forces from the electric field and viscosity are opposed,
so the net acceleration becomes zero and the velocity of
electrophoresis (v) constant:

v ¼ VQ=frictional coefficient

Mobilities of Ions

The velocity an ion reaches for a given applied field is a
specific property of that ion. It is called the ‘‘mobility’’ of
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that ion:

v=V ¼ mobility of ion ¼ Q=frictional coefficient

For ions such as proteins that are very large compared
with solvent molecules, the frictional coefficient is 6p times
the product of the solvent viscosity and the effective radius
(size) of the ion (1).

The direction the ion moves is determined by the sign of
its charge Q and the direction of the electric field. The
electric field is produced by two oppositely charged sub-
stances (electrodes) placed at opposite ends of the solution
the ion is in, and their polarity (charge) determines the
field’s direction (Fig. 1) (2).

How fast ions in solution move is also affected by some
other factors, but these are still hard to calculate (1,3). In
aqueous solvents, ions are ‘‘hydrated’’, bound to a number
of water molecules (4,5). A protein has many charged
groups, both positive and negative, and those in contact
with the solvent also will be hydrated (6) and will in
addition have hydrated ions of opposite charge, called

‘‘counterions’’, nearby. In an electrophoresis apparatus
(Fig. 1), the protein will move toward the electrode of
opposite charge in an irregular fashion because random
diffusional motion adds to the uniform electrophoretic
movement. After each change of direction, the smaller ions
of opposite charge are out of their equilibrium positions and
need time(s) to readjust or move back into position. During
the readjustment period(s), the effective voltage that the
protein is exposed to is lower than the applied voltage,
because the smaller counterions, while out of position,
produce a field in the opposite direction.

Positively charged ions (cations) move in the opposite
direction to negative ions (anions). They all are hydrated
and the movement of the protein or other large ion of
interest is slowed by a flow of hydrated ions of opposite
charge (counterions) in the opposite direction. This is called
an ‘‘electrophoretic effect’’ and, together with the ‘‘relaxa-
tion’’ or ‘‘asymmetry’’ effect described before, makes it diffi-
cult to use the measured velocities of large ions to calculate
their real net charge or effective radius (1,3). Electrophor-
esis is consequently used largely as an empirical technique.
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The mobilities of many small ions are known (7). These
values are for fully charged ions. The actual (average)
charge of ions like acetate depends on the pH, so the
observed or actual (effective) mobility of some ions will
also be pH dependent.

Effective mobility ¼ ðmobilityÞðaverage chargeÞ

Proteins or polynucleotides have charged groups that
determine their ionic properties. These charged groups
in proteins are anionic and cationic, with pK values from
3 to 13, so the effective mobilities of proteins are very pH
dependent. For proteins, overall (net) charges vary from
positive at low pH to zero (isoelectric) to negative at more
alkaline pH values. Substances whose charge can vary
from positive to negative are called ‘‘amphoteric’’. Routine
electrophoretic separations are done at constant pH values,
in a ‘‘buffered’’ solution, to minimize effects of pH on
velocity of movement.

Electrical Effects

These techniques are electrical in character. An applied
voltage V produces movement of oppositely charged ions in
opposite directions. These flows of ions are the current i.
Solvents resist movement of ions through them and this
resistance is R, so that V¼ iR, just as in a wire or any other
electrical device. People using electrophoresis are inter-
ested in ion movement, so the reciprocal of the resistance,
called the ‘‘conductivity’’ (s), is used instead: sV¼ i.

Several factors determine the conductivity of a solution.
The conductivity is proportional to the concentrations of
the ions present (actually to their thermodynamic activ-
ities). It is also proportional to their mobilities or, if the pH
is a factor, to their effective mobilities. Since all ions
contribute,

s/
X

si/
X
ðconcentrationÞiðmobilityÞiðaverage chargeÞi

The conductivity is also proportional to the cross-sectional
area through which the ions move, but the area is usually
constant.

The current must be constant in any tube or channel
through which electrophoresis is occurring. There can be
no gaps or accumulations of current. Since the conductivity
in different parts of the tube may be different (see below),
the voltage along a tube or channel may also differ in
different parts of the tube or channel.

The purpose of electrophoresis is to separate ions and
this may be measured from the movements of a large
number of molecules using band broadening of scattered
laser light owing to Doppler effects (8), by following the
movement of the interface or ‘‘boundary’’ between a solu-
tion of a particular ion and the solvent, or by following the
movement of a region or ‘‘zone’’ containing an ion of interest
through a solvent (Fig. 1). Currently, most workers follow
the position(s) of relatively thin zone(s) of material, since
complete separation of a mixture takes less time the thin-
ner the original zone of the mixture is. However, even the
thinnest zone contains a leading boundary at the front and
a trailing boundary at the back, so the following discussion
applies to zone and boundary methods. We assume the ion
of interest is a large one, say a protein.

The large ion is usually restricted at first to one part of
the tube or channel through which electrophoresis occurs.
The solvent in other parts must also contain ions, usually
small ones, to carry the current where the large ion is not
present. In other words, the large ion is part of the elec-
trical system and so carries part of the current and con-
tributes to the conductivity. It will move in the same
direction as small ions with the same charge, called ‘‘co-
ions’’. So the large ion is competing with the co-ions to carry
the current.

The large ions must replace equivalent amounts (in
terms of charge) of co-ions so that an excess of ions of
one charge never accumulates anywhere. In other words,
total positive charges must always equal total negative
charges (electroneutrality principle). Large ions often have
lower mobilities than co-ions. The co-ions are diluted by
the large ions with a lower mobility. The moving zone with
the large ions has then a lower average conductivity.

Since gaps in the current cannot occur, the zone with the
large ions must keep up with the co-ions it is partially
replacing. To do this, the voltage in the large ion-containing
zone must increase to keep the current constant. If a single
large ion diffuses across the leading large ion–solvent
boundary, it has moved into a region of higher conductivity
and lower voltage. Consequently, the single large ion slows
down until the large ion zone catches up (2,7).

At the trailing boundary, co-ions with higher mobilities
are replacing lower mobility large ions. This increases the
conductivity in the region the large ions just left. The
voltage right behind the trailing boundary is consequently
lower. If a single large ion diffuses back into that region, it
will be in a lower voltage and will move more slowly than
the large ions in the large ion zone.

The effect of this competition is to cause zones of large
ions with mobilities lower than those of the co-ions to be
sharp at the leading boundary and diffuse at the trailing
boundary. In other words, zone broadening due to diffusion
of the large ions is either reduced or increased at the front
(leading) and rear (trailing) edges, respectively, of the zone,
depending on the relative mobilities of large ions and co-
ions.

There may be effects of pH as well. The small co-ions and
counterions are often also used to maintain the pH. The
competition between large ions and co-ions, by reducing co-
ion movement, leads to changes in the ratio of co-ion to
counterion where the large ions have moved in or out of a
region. The pH is affected by the ratio of small conjugate
acid and base ions, either of which may be the co-ion, so
movement of the large ion is accompanied by changes in
pH. Changes in pH can change the net charge on the large
ion, especially if it is a protein, and so change its effective
mobility. Changes in the pH where electrophoresis is
occurring can add to or reduce the competition effects
described above.

Enhancing Resolution

Separations of substances produced by any procedure will
be counteracted by the resulting diffusion of the separated
substances, so diffusion should be reduced as much as
possible. The competition between ions with the same
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charge during electrophoresis can add to or counteract
diffusion, and this is the basis of ‘‘mobility-based’’ enhanced
resolution techniques.

Mobility-Based Methods. Instead of a zone of solution
containing large and small ions set between zones of sol-
vent containing the same small ions, we put different small
ions on either side of the large ion zone. This is a ‘‘dis-
continuous’’ solvent system (2,3,7).

Figure 1b shows an upright cylinder whose lower half is
filled with co-ion C and counterion B. The upper half of the
cylinder has co-ion A and counterion B. An electric field is
applied so that the A ions follow the C ions toward one
electrode. If the mobility of the A ion and conductivity of the
A solution are less than those of the C solution, the boundary
between the solutions will move but diffusion across the
boundary by either ion will be restricted. Since the current
must be the same all along the tube, the lower conductivity
A solution must have a higher voltage making the A ions
keep up with the C ions. If A ions diffused ahead into the C
solution, the A ions would be in a lower voltage region and
would slow until the rest of the A solution caught up. If C
ions diffused back into the A solution, the higher voltage
there would drive them back to the C solution.

Suppose a solution of ions B and D was inserted between
the AB and CB solutions. If ion D has a mobility inter-
mediate between those of A and C, it will remain ‘‘sand-
wiched’’ between the AB and CB solutions and diffusion
will be restricted across the AD and DC boundaries. Sup-
pose further that a mixture of ions DEFG . . . of the same
charge as A and C were originally present in the inter-
mediate solution and these had mobilities intermediate to
those of A and C. Even if DEFG . . . were originally mixed
together, they would separate and travel, each in separate
but adjacent subzones, in order of decreasing mobility
going from the C zone to the A zone, all at the same velocity
and all with sharply maintained boundaries.

Another effect that occurs in discontinuous systems
involves concentrations. If the DEFG . . . ions were origin-
ally very dilute in their original zone, their zone would
compress and each ion’s subzone would become relatively
thin upon starting the electrophoresis. This is because each
ion subzone must carry as much current as the A and C
zones, and the higher the conductivities of the AB and CB
solutions, the thinner the DEFG . . . subzones will get. If
DEFG . . . are different proteins, which generally have very
high molecular weights and relatively low net charges, the
subzones will become very thin indeed. The ‘‘running’’
concentrations of DEFG . . . will become very high.

If the pattern produced by DEFG . . . as they move down
the column is determined or if they are made to elute from
the column as they emerge from it, the process is called
‘‘isotachophoresis’’, since DEFG . . . all move at the same
velocity (7). Having DEFG . . . unseparated from each other
makes analysis or preparation difficult, and isotachophor-
esis is currently relatively little used.

The most frequently employed procedure to separate
DEFG . . . is to increase the effective mobility of the A ion so
that it runs through the DEFG . . . subzones (2,7). These
are then in a uniform electric field, that of the AB solution,
and so electrophorese independently. While the separating

subzones also begin to diffuse, they were ‘‘stacked’’ in very
concentrated, and hence thin subzones. The thinner the
subzone is before independent electrophoresis, the thinner
it will be at the end of electrophoresis and the better the
resolution. This approach is employed in ‘‘disk electrophor-
esis’’.

The A ion is of lower mobility than the C ion and the pH
used lowers its effective mobility further. To increase the
effective mobility of the A ion, the original CB solution
contains a high concentration of the uncharged conjugate
acid or base of the B ion. The ions (and conjugate acid or
base) are chosen so that when A replaces C its average net
charge increases because of the new or ‘‘running’’ pH,
which is controlled by the ratio of B ion to its conjugate
acid or base.

It must be emphasized that the running concentrations
of the ions and uncharged acids or bases are not arbitrary
but are controlled by the physical (electrical) constraints
mentioned before and alter if they do not conform initially.
The constraints are summarized mathematically in
Ref. 7.

The importance of the B ion is emphasized by examina-
tion of another electrophoretic technique. Suppose the
concentration of the B ion is reduced to zero. Since trans-
port of ions must occur in both directions, reduction of the B
ion concentration to zero will reduce migration of A, DEFG
. . ., and C to zero (or nearly zero: in aqueous solvents, there
will always be some movement due to ionization of water)
(7,9). A, DEFG . . ., and C will be stacked. Since B must be
replaced, because of electrical neutrality, with protons or
hydroxyl ions, amphoteric ions such as proteins will be
‘‘isoionic’’. The pH of each zone or subzone is that at which
each amphoteric ion has zero net charge. This technique is
termed ‘‘isoelectric focusing’’.

To separate DEFG . . . a mixture of relatively low mole-
cular weight amphoteric substances such as ‘‘carrier
ampholyte’’ is added before voltage is applied. These sub-
stances have a range of isoelectric points, but the pK values
of their acidic and basic groups are close to each other, so
they stack to produce a buffered pH gradient (7,10). Indeed,
they are prepared and sold on the basis of the pH range
they cover.

The proteins ‘‘band’’ or collect at their characteristic
isoionic pH values. This state does not last indefinitely,
however, since the stacked ampholytes and proteins
behave like an isotachophoretic system unless the pH
gradient is physically immobilized (7) (see below). Isoelec-
tric focusing is frequently used preparatively, since large
amounts of protein may be processed.

Supporting Media-Based Methods. A mechanical problem
results from any zone separation procedure. Higher reso-
lution results in thinner separated zones. These are more
concentrated, and so are significantly denser than the
surrounding solvent, which leads to ‘‘convection’’: the zones
fall through the solvent and mix with it. This must be
prevented. A preparative isoelectric focusing apparatus
uses a density gradient of sucrose or other nonionic sub-
stance that contains ions DEFG . . . and the carrier ampho-
lytes. The separated zones of D, E, and other ions are
buoyed by the increasingly dense solvent below them.
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Sucrose density gradients have no mechanical strength,
so the electrophoresis pathway must be vertical, and in any
case the gradient only reduces convection. Generally, a
solid or semisolid supporting medium is used. This can be
fibrous (paper, cellulose acetate), particulate (cellulose
powder, glass beads), or a gel (starch, agar, polyacryla-
mide). A gel is a network of interacting or tangled fibers or
polymers that traps large quantities of solvent in the net-
work. To increase mechanical strength, some polymers can
be covalently crosslinked as is routinely done with poly-
acrylamide supports. Gels usually have a uniform percen-
tage of gel material, but can be prepared with a gradient of
gel material or other substances such as urea (10).

Support media should allow as free a passage as possible
to electrophoresing ions while restricting convection. Con-
vection (bulk flow) in a capillary is proportional to the
fourth power of the capillary radius (1), but the area
available for electrophoretic movement is proportional to
the square of the radius. Reducing the radius reduces
convection much more than the carrying capacity (area)
of the capillary.

Capillary tubes can be used without supporting mate-
rial inside (capillary electrophoresis) (11), but the other
materials operate by offering a restricted effective pore size
for electrophoretic transport. The effective pore size varies
with the medium: 1–2% agar gels have larger average pore
sizes than polyacrylamide gels made from 5 to 10% acry-
lamide solutions.

The importance of the supporting medium is illustrated
by an immunoelectrophoretic technique. Electrophoresis is
used to separate antigens before antibody diffuses into the
separated antigens (immunodiffusion) (12,13). Immunodif-
fusion requires supports with average pore sizes large
enough to allow antibodies, which are large and asym-
metric immunoglobins, to diffuse through them, while still
stabilizing the zones of precipitate that form. Agar gels, at
1–2% concentrations, are used.

A support medium is in very extensive contact with the
solution. Even a capillary tube has a great deal of surface
relative to the volume of solution within. Interaction with
the support or capillary surface is often not wanted: che-
mical interactions with the ions being separated or with the
other constituents of the solvent interfere with the ion
movement. Adsorption of some substances by the fused
silica surfaces of capillaries used in electrophoresis can
occur (11). The surface must then be coated with inert
material. Support media are often chosen for having as
little effect on electrophoresis as possible. Such effects are
called ‘‘electroosmosis’’: the solvent flows in an electric field
(4). If the medium or capillary inner surface has charged
groups, these must have counterions. The charged groups
fixed in the matrix of the medium or capillary tube and
their counterions are hydrated, but only the counterions
can move in an electric field. The counterion movement
causes solvent flow next to the capillary wall or support
medium.

This case is extreme, but some electroosmosis occurs
with any medium. Interaction of any two different sub-
stances results in a chemical potential gradient across the
interface (4). This is equivalent to an electrical potential
difference. Electroosmosis can distort zones of separated

ions, reducing separation, but as capillaries become thin-
ner or average pore sizes smaller, sideways (to electro-
phoretic movement) diffusion tends to overcome effects of
electroosmosis (7).

Electrophoretic procedures are to produce separations,
and if interactions of any kind improve separations, they
are desirable. Separation of serum proteins by capillary
electrophoresis in a commercial apparatus (Beckman-
Coulter Paragon CZE 2000) depends partly on electroos-
motic flow stemming from charged groups on the silica
surface of the capillary.

Electrophoresis in solutions containing ionic detergents
can separate uncharged substances. Detergents form clus-
ters in water solutions called ‘‘micelles’’ with hydrophilic
surfaces and hydrophobic interiors. Micelles of ionic deter-
gents move in an electric field, and uncharged substances,
if they partition into the micelles, will be moved along in
proportion to the extent of their partitioning. This is
‘‘micellar electrokinetic chromatography’’ (11).

Electrophoresis in support media that reversibly adsorb
substances being separated is called ‘‘electrochromatogra-
phy’’. Unlike conventional chromatography, which uses
hydrostatic pressure to move solutions of substances to
be separated through the medium, electrochromatography
uses an electric field.

The interactions with support media used to increase
resolution of electrophoretic separations range from indir-
ect to actual adsorption.

Acrylamide derivatives that will act as buffers over a
desired pH range are incorporated into polyacrylamide gels
and used in isoelectric focusing (7,9,10). These are called
Immobilines. They provide stable pH gradients (7) and
control movement of amphoteric ions by controlling the
pH. They also stabilize zones of protein that form.

Electrophoretic or diffusional movement of large ions is
reduced by supports, since they increase the tortuousness
of the path the ions must follow. If the average pore size is
made comparable to the effective sizes of the ions under-
going electrophoresis, the ions are literally filtered though
the medium so that smaller ions would be least retarded
and larger ions retarded more. This ‘‘molecular sieving’’
effect can improve the resolution achievable by electro-
phoretic techniques: the leading edges of zones of large ions
are slowed by the gel matrix allowing the rest of the zones
to catch up. This makes zones of larger ions thinner and
restricts subsequent diffusion.

This effect can also provide information about the phy-
sical characteristics of the ions. The effective mobilities of
large ions are determined by their net charges and fric-
tional coefficients. The latter is affected by the shape of the
large ion: A very asymmetric molecule has a larger effec-
tive size than a more compact one (1,3). Two molecules of
identical charge and molecular weight can be separated
even in the absence of a support if they have sufficiently
different shapes. Effective sizes can be determined from
electrophoresis on several gels with different average pore
sizes. Effective sizes can be used to calculate diffusion
constants (1,3), though they are normally used to obtain
molecular weights. Large ions of known molecular weights
may be electrophoresed on the same gels to calibrate the
pore sizes of the gels (12,13) (see below).
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If a mixture of large ions of differing shapes and sizes is
converted to a mixture with different sizes but the same
shape, then they will migrate according to their net charges
and molecular weights. If the charges are made a constant
function of the molecular weight then the ions will separate
according to their molecular weights alone (3,10,12,13).
The degree of separation will also be affected by the aver-
age pore size of the medium. Proteins that consist entirely
or nearly so of amino acids and that have been treated to
reduce any disulfide bonds are usually converted to rod-
like structures with a nearly constant charge-to-mass ratio
by adding the detergent, sodium dodecyl sulfate (SDS). The
detergent binds to such proteins in large and highly uni-
form amounts (3,12,13). The protein–SDS complexes then
migrate in order of decreasing polypeptide molecular
weight (see below). It is important to recognize that some
proteins may not behave ‘‘normally’’ in these respects, for
example, if they contain large amounts of carbohydrate.
The SDS–PAGE method, as it is called, is currently prob-
ably the single most widely used electrophoresis technique
in research laboratories.

Polynucleotide fragments have a relatively constant
charge-to-mass ratio at physiological pH values, since each
nucleotide is of similar molecular weight and has only a
single charged group: the phosphate. If they have the same
shape, separation of such fragments can be effected on the
basis of molecular weight (i.e., number of nucleotides) by
electrophoresis (10,13). This is the basis of the technique
for determining polynucleotide sequences (see below).

It is possible to separate and measure molecular weights
of native (double-stranded) DNA molecules that are larger
than the average pore size of the support medium (14). The
electric field pulls on all segments of the DNA equally, but
eventually, because of random thermal movement, one end
is farther along the field direction and the entire molecule
is pulled after that end along a path through the gel. If the
field is turned off, the stretched molecule contracts or
relaxes into a more compact, unstretched condition. If
the electric field is turned on again, the process starts over.
The rates of these processes are slower with longer DNAs,
so, if the rate of change of field direction is appropriate, the
DNAs will separate according to size. If not, they will tend
to run together. The change in direction of the applied field
and the length of time the field is applied in any direction
can be adjusted in commercial instruments. The gel used is
agarose (agar without the agaropectin). This is ‘‘pulsed-
field’’ gel electrophoresis, and can separate DNA molecules
as large as small chromosomes.

Sometimes adsorption strong enough to terminate elec-
trophoretic movement is desired. Substances are separated
on a sheet or thin slab of ordinary support medium, then an
electric field is applied perpendicular to the face of the
sheet and the separated substances are electrophoresed
onto a facing sheet of adsorbent material such as nitrocel-
lulose paper. This is ‘‘electroblotting’’ (13,15,16). It concen-
trates the electroeluted substances on the adsorbent sheet.
This makes immunological detection (immunoblotting) or
detection by any other method more sensitive (15,16). If the
separated substances blotted are DNA, this is ‘‘Southern
blotting’’ (17); RNA, ‘‘Northern blotting’’; protein, ‘‘Western
blotting’’ (10,13,15,16). These procedures are to identify

particular proteins or polynucleotides with particular
sequences.

Cells in living organisms produce tens of thousands of
proteins and polynucleotides, and in very different
amounts: for example, the concentrations of serum pro-
teins differ by up to 107-fold, complicating analysis.
Increased resolution has been also achieved through use
of two-dimensional (2D) electrophoresis. Some 30–60 pro-
teins can be resolved on a column or sheet of polyacryla-
mide. If electrophoresis is done in two dimensions, with
separation on the basis of different properties of the
proteins, 900–3600 proteins could be resolved (18,19).
The most popular form of 2D electrophoresis involves iso-
electric focusing on a gel strip for one dimension, attaching
the gel strip to a gel sheet, and performing SDS–gel elec-
trophoresis for the second dimension. Densitometers to
scan the gels and software for computerized mapping
and indexing of isolated proteins to help analyze the data
are available commercially, for example, from BioRad
Corp. and Amersham Biosciences Corp. The procedure is
laborious and exacting; many factors affect the patterns
obtained (19). Use of Immobiline gel strips for the first
dimension separation is very important in improving
reproducibility (19). The realized or potential information
from 2D electrophoresis is so great that it is a very popular
technique in research laboratories.

Voltage-Based Methods. Since diffusion is the enemy of
separation and increases with the square root of the time
(1), it is obviously better to carry out the electrophoresis
faster. Since the velocity of electrophoresis increases with
the voltage applied, using a higher voltage would improve
resolution. However, increasing the voltage also increases
the current and this increases electrophoretic heating,
called ‘‘Joule heating’’. Joule heating is proportional to
the wattage (volts times current) and can cause convective
disturbances in solutions, even if a support medium is
present. Joule heating is part of the reason electrophoresis
is done in solutions with moderate conductivities, equiva-
lent to 0.1 M NaCl or thereabouts (13): Ion concentrations
must be high enough to minimize electrostatic interactions
between large molecules (1), but high ion concentrations
mean high conductivities, which means high current flow
at a given voltage and therefore high heat generation.
Joule heating is in fact the ultimate limiting factor in
any electrophoretic procedure.

Use of thinner supports or capillaries minimizes the
effects of heating. Thin (< 1 mm thick) sheets of polyacry-
lamide allow more efficient heat dissipation (from both
sides) and are also useful when comparing samples. They
are necessary for 2D electrophoresis (18,19). Thinner sup-
ports use less material but require more sensitivity of
analysis. Capillaries are even more easily cooled (from
all sides) and very high voltages, of the order of several
thousand volts, can be used (11). The Beckman Coulter
Paragon CZE 2000 has seven capillaries so can accommo-
date seven samples at once, and serum protein electro-
phoresis turnaround times are 10 min. Very small sample
volumes, often a few nanoliters, are used. On the other
hand, electroosmosis can be a major problem and the
detection sensitivity is very low: the separated substances
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pass a detector, and the capillaries, usually < 0.1 mm in
diameter, provide a very short optical pathlength. Detec-
tion at very short wavelengths such as 214 nm, where
extinction coefficients are higher or use of other measuring
methods such as fluorescence or mass spectrometry are
alternatives that are employed. Still, the ability to use
higher voltages for separation, thus improving resolution,
has directed much attention to capillary electrophoresis.

EQUIPMENT AND PROCEDURES

The equipment for electrophoresis includes a power sup-
ply, the apparatus on which electrophoresis is actually
performed, and the reagents through which electromigra-
tion occurs.

Power Supply

This is sometimes combined with the apparatus. The power
supply provides a dc voltage that produces the electro-
phoretic movement. Maximum power outputs should be
matched with requirements.

Some power supplies may provide for applying a con-
stant voltage, constant power or constant current. The
conductivity of a setup changes with time during electro-
phoresis because of ion movement, so constant voltage is
used for ordinary electrophoresis, constant current for
isotachophoresis or disc electrophoresis (to make the zone
migration velocity constant) and constant wattage for iso-
electric focusing (10). Many power supplies also feature
timers to prevent running samples too long. Most have an
automatic shutdown of power if the apparatus is acciden-
tally opened. Because even low voltages can be dangerous,
safety issues must be addressed.

Apparatus

Many types are available, from simple partitioned plastic
boxes (e.g., from Beckman-Coulter) to large and elaborate
ones (e.g., from Helena). All basically hold the material
through which electromigration occurs, horizontally or
vertically, either as a plug or cylindrical rod or, most
commonly for routine clinical work, as a sheet. Sizes and
shapes of electrophoresis chambers are usually determined
by the cooling efficiency of the apparatus. Some have
special chambers for circulating cold water and some
instruments have incorporated cooling units. These may
be able to electrophorese a few samples at a time or many.

Horizontal electrophoresis is preferred when the sup-
porting medium cannot stand the mechanical stress of
standing upright. Evaporation from the top surface is often
a problem; DNA fragments are separated in ‘‘submarine’’
systems, where the support (an agarose gel) is covered in
buffer. The supports used when electrophoresis is done
vertically are sometimes encased in glass sheets.

The apparatus also provides for the connection between
the electrophoresis chamber and the electrodes. Typically,
the connection is made through two relatively large
volumes of solution, or ‘‘reservoirs’’. These reservoirs mini-
mize the effects of electrolysis. To reduce contamination
from extraneous metal ions, the electrodes are normally
made of platinum.

Accessories include drying ovens and containers for
staining and washing supports, though these may be inte-
grated with the rest of the apparatus.

Reagents

The reagents constitute the supporting medium and pro-
vide the ions for electrical conduction throughout much of
the apparatus. The ionic substances should be of good
purity, but the major requirement is that the ions should
not interact strongly with the substances to be separated
(like borate with glycoproteins) unless a specific interaction
(e.g., SDS) is desired. This means low heavy metal content
and avoidance of large polyanions. Generally, buffers and
salts with low ionic charges (no greater than phosphate at
pH 7 or so) are preferred.

The reagents for supporting media prepared in the
laboratory are usually ‘‘electrophoresis grade’’ for the rea-
sons just given; that is, ionic contaminants such as acrylic
acid in acrylamide are preferred to be at low levels. Some
workers claim that cheaper grades of many reagents are
satisfactory. In our experience, the quality of SDS seems to
be important, however.

For research work, gel supports are prepared by heating
slurries of agar or agarose in buffer or polymerizing acry-
lamide and derivatives in buffer and pouring them into a
support to set. A ‘‘comb’’ with wide teeth is placed in the
cooling or polymerizing liquid to form a series of identical
rectangular holes or depressions called ‘‘wells’’ in the sup-
port. The samples are mixed with sucrose or glycerol (to
make them dense enough to fall into the wells) and also
with a low molecular weight dye called ‘‘tracking dye’’ (to
visibly mark the progress of electrophoresis), then pipetted
into the wells before electrophoresis. For routine clinical
use, samples of a few microliters of samples not mixed with
sucrose or tracking dye are applied to the surface of the
support through a template or mask and allowed to soak
into the support a few minutes before electrophoresis.

Commercially prepared supports are convenient and
tend to be more uniform, so are employed for routine
clinical analysis. These include agarose, cellulose acetate
and polyacrylamide. They have plastic sheets as backing
for strength. Washing or preelectrophoresing these before
use is usually unnecessary.

Measurements

This means determining velocity(ies) or location(s) of the
substance(s) electrophoresed. In the cases of isotachophor-
esis or capillary electrophoresis, measurements of absorb-
ence, fluorescence, heat generation, conductivity, and so on
are made while the separation is occurring. If the sub-
stances are allowed to elute and are collected in separate
fractions, analysis may be done at leisure using any appro-
priate technique.

Usually, the (hopefully) separated substances remain
on the supporting medium; however, diffusion continues
after electrophoresis and measurements must be made
quickly or diffusion slowed or stopped after electrophoresis
ends. Fluorescent labeled single-stranded polynucleotides
are measured on DNA sequencing gels (polyacrylamide)
using a scanning fluorometer. Double-stranded (native)
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DNA is detected using dyes that become fluorescent when
the dye molecules move between (intercalate) stacked
nucleotide bases, which provides great sensitivity and
selectivity. Photographs are made of the patterns. Direct
measurement of proteins on the support is difficult to do as
the support itself often absorbs in the ultraviolet (UV) or
scatters. Transparency of cellulose acetate supports can be
increased (clearing) by soaking the support in methanol-
acetic acid before measuring absorbence. A scanning spec-
trophotometer must be used. Otherwise, the support is
dried or the separated substances, usually proteins, pre-
cipitated in the support.

With autoradiography, radioactivity is measured, most
often using photographic film (13) after the support is
dried. Autoradiography is potentially the most sensitive
method of measurement of distributions, since isotopes of
very high specific activity can be used.

Precipitation of proteins in the support matrix is usually
done by soaking the matrix in 7–10% acetic acid, though
trichloroacetic acid is sometimes used. Any SDS must be
removed or precipitation does not occur. Adding methanol
(30–40%) to the acetic acid and soaking is usually done to
remove SDS. The next step is staining using a dye: This is
to enhance visibility, for purposes of inspection, photogra-
phy, or, if a quantitative record is needed (generally the
case in routine clinical work), measurement of the absorb-
ence using a scanning spectrophotometer (densitometry).
Some commercial clinical electrophoresis apparatuses
(e.g., Helena) have automated staining; otherwise, it is
done manually.

The support is soaked in a solution of a dye that strongly
and specifically adsorbs to the denatured protein. Excess
dye is removed by electrophoresis or by diffusion: subse-
quent soaking in the same solution but without the dye.
This leaves a support with colored bands, dots, or stripes
where protein can be found.

The important parameters for detection are specificity
and sensitivity. One may be interested in staining speci-
fically for phosphoproteins or lipoproteins, for example.
Otherwise, the benchmark parameter is sensitivity. Tables
showing frequently used stains are given in Refs. 2 and 13.
The sensitivity of soluble protein stains increases with the
molar extinction coefficient of the dye (20). Substances with
very high effective extinction coefficients are more sensi-
tive, such as metal stains (e.g., silver stain) or colloidal
stains such as India ink or colloidal gold. Using silver
staining, as little protein as 0.1 ng/band can be detected
(13).

Sometimes some specific property must be measured, to
identify a particular band or spot. With enzymes, the
activity is the most specific property available, and two
means of identification can be used.

If a substrate or product of the enzyme has a distinctive
color, the support is soaked in an assay medium containing
the reactant until a color change due to product (or sub-
strate) appears. Naturally, the support and electrophoresis
conditions must be such that the activity was not lost
beforehand. If substrate or product is of low molecular
weight, some way of restricting its diffusion must be used.
Enzyme activity-specific stains are called ‘‘zymograms’’
(21).

Alternatively, the support can be cut into successive
sections, incubated in assay medium, and absorbence or
other changes resulting from enzyme activity measured.
Generally, a duplicate support or half of a single support is
stained for protein for comparison.

Recovery of material from supports is sometimes
desired, for example, for mass spectrometry. The ease of
recovery of large molecules such as proteins by diffusion is
proportional to the pore size of the supporting medium.
Recovery (especially from acrylamide gels) is sometimes
done using electrophoresis.

The times required for electrophoresis, including stain-
ing and densitometry, are of the order of hours. This has
limited clinical applications of electrophoretic techniques,
though capillary electrophoresis techniques may change
this.

EVALUATION

The result is a pattern or distribution profile given as a
function of distance migrated. Often this is expressed as Rf

values, relative to the distance migrated by a known ion,
usually tracking dye. Electrophoresis of proteins without
denaturants (native gel electrophoresis) on several gels of
different percentages (pore sizes) is followed by plotting
logarithms of their Rf values versus gel concentration, a
‘‘Ferguson plot’’ (12,13). This plot enables separation of the
contributions of size and charge: isozymes, for example,
have the same size (slopes of the lines) but different
charges (ordinate intercepts). In the presence of SDS,
protein complexes are dissociated (3,10,12,13). A protein
of unknown subunit molecular weight is electrophoresed
alongside of a mixture of proteins of known subunit mole-
cular weight in the presence of SDS. The logarithms of the
known molecular weights are plotted versus their Rf

values, yielding an approximate straight line, and the
unknown molecular weight obtained from its Rf value.

However, the pattern is often presented without further
analysis. Electrophoresis experiments are often used to
assess the purity or ‘‘homogeneity’’ of a preparation of a
macromolecule. Electrophoresis is still the single most
widely used criterion of purity. It is best if purity is tested
under widely different electrophoresis conditions: different
pH values, or the presence of absence of denaturants, such
as urea or SDS, in the case of proteins.

Isoelectric points can be obtained most readily by iso-
electric focusing, which can also be used as a criterion of
purity.

A major use of electrophoresis currently is for DNA
sequencing, owing to ongoing determinations of entire
genomes of organisms. Capillary electrophoresis using
linear (uncross-linked) polyacrylamide has replaced use
of polyacrylamide sheets as the method of choice for this
purpose, since throughput is increased several-fold
because of the higher voltages that can be applied. Applied
Biosystems has an instrument with 96 capillaries and
Amersham Biosciences has models with up to 384 capil-
laries. Analysis of the profiles is done by the instruments:
each fluorescent peak observed is assigned to adenine,
cytosine, guanine, or thymine on the basis of the emission
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spectra observed as polynucleotides terminated by dideox-
ynucleotide derivatives (22) with different emission spec-
tra electrophorese past the detector. Data from each
capillary are printed separately (Fig. 2).

Routine clinical electrophoresis separations are mostly
serum proteins, hemoglobins, or isozymes: creatine kinase,
lactic dehydrogenase, and alkaline phosphatase. Then
quantitation of the separated proteins is done.

Usually, the proteins are separated on agarose or cellu-
lose acetate sheets, stained, and the resulting pattern
scanned using a densitometer. The Beckman-Coulter
CZE 2000 instrument with seven capillaries is approved
by the FDA for serum protein analysis, and directly mea-
sures absorbencies as different proteins move past the
detector. In either situation, the electrophoretic patterns
from samples (blood serum, urine, or cerebrospinal fluid)
obtained from patients are compared with those from
samples taken from healthy people (Fig. 3). Higher immu-
noglobin levels are seen with a number of conditions such
as liver disease and chronic infections for example. The
profiles may be analyzed visually, but some densitometers
have analytical capabilities. Sometimes fluorescence
[usually of reduced nicotinamide adenine denucleotide
(NADH) in creatine kinase or lactic dehydrogenase iso-
zyme assays] is scanned instead.

Reliability

Resolution of proteins whose isoelectric points differ by as
little as 0.001 pH unit is claimed for isoelectric focusing
using Immobiline gels (13).

The resolving power of electrophoresis on polyacryla-
mide is sufficiently high that hundreds of polynucleotides,
each differing in length from one another by one nucleotide,
are separated in DNA sequencing (Fig. 2). Estimates of
molecular weights of proteins in SDS–gel electrophoresis is
also very widely done. Small differences, of the order of
1000 Da, in molecular weights can be detected (13); abso-
lute molecular weight estimates are less reliable, since the
SDS binding depends on the composition of the protein
(13). In the author’s experience, most protein molecular
weights estimated by this technique are not reliable
beyond average limits of�10%. It is best to remember that
‘‘molecular sieving’’ techniques in general measure effec-
tive sizes, and estimates of molecular weight involves
comparisons with proteins of known mass whose shapes
and hydrations are assumed to be similar.

While electrophoresis results are generally fairly repro-
ducible from experiment to experiment, it is best to use
internal standards whenever appropriate. This is for loca-
tion and identification of separated substances and for
quantitation.

Electrophoresis is widely used, especially in the biolo-
gical sciences for investigations of macromolecules. It is an
excellent analytical method characterized by high resolu-
tion and sensitivity and moderately good reproducibility, a
method capable of yielding considerable information about
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CATGTGAGCAAAAGGCCAGCAAAAGGCCAGGAACCGTAAAAGGCCGCGTTC

CGACAGGACTATAAAGATACCAGGCGTTTCCCCCTGGAAGCTCCCTCGTGC

ATAGCTCACGCTGTAGGTATCTCAGTTCGGTGTAGGTCGTTCGCTCCAAGC
700 710 720 730 740

580 590 600 610 620

450 460 470 480 490

Figure 2. Section of data printout from the Applied Biosystems
Prism capillary electrophoresis apparatus. The profile shows sig-
nals (fluorescence) given by polynucleotides with a fluorescent
nucleotide analogue at the end, obtained as these migrate past
the detector. Each peak is produced by a polynucleotide that is one
residue (nucleotide) longer than that producing the signal to its left
and one residue shorter than the polynucleotide producing the
peak to its right. The separation by molecular length is produced
by electrophoresis through linear (uncrosslinked) polyacrylamide.
Different nucleotide analogues give different emission maxima, so
the output identifies these as A, C, G, or T. Note the increasing
peak widths due to diffusion. The numbers are the lengths in
residues of the polynucleotides. (Courtesy of Dr. John Wunderlich
of the Molecular Genetics Instrumentation Facility of the
University of Georgia.)
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Figure 3. Recordings of absorbence at 214 nm versus time of
serum protein electrophoresis on the Beckman-Coulter Paragon
CZE 2000. The solid line is the electrophoretogram of a serum
protein sample from a person with chronic hepatitis C, relative to a
sample from a healthy person (broken line). Characteristic incr-
ease in the polyclonal gamma and decreases in albumin and
transferrin zones occur. (Courtesy of Beckman-Coulter Inc.)



size, shape, composition, and interactions of specific mole-
cules and about distribution of large numbers of molecules
at one time.

For clinical purposes, the resolution of isozymes such as
lactic dehydrogenase is reliable enough that the technique
has been used in critical care diagnoses, that is, life or
death decisions.
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INTRODUCTION

The Resting Membrane Potential

The cell membrane or sarcolemma, composed of lipid
bilayer, is hydrophobic and is highly impermeable to most
water-soluble molecules and ions. A potential is developed
across the lipid bilayer of the cell membrane due to unequal
distribution of charges on the two sides of the membrane,
thus the membrane acts as a capacitor. Membrane proteins
that span across cell membranes form ion channels allow-
ing transport of small water-soluble ions across the mem-
brane. These channels are highly selective and their
selectivity depends on diameter, shape of the ion channel,
on the distribution of charged amino acids in its lining (1).
The movements of the ions through these channels across
the membrane govern its potential.

The transport of the ions across the membrane is either
passive or active. The passive mechanism of transport of
any ion is governed by its electrochemical gradient, a
combination of chemical force exerted by diffusion of ions
due to concentration gradient and an electrical force
exerted by the electric field developed due the charges
accumulated on either side of the membrane (capacitor)
(2). Physiologically, cells have a high intracellular potas-
sium concentration, [Kþ]i, and a low sodium concentration,
[Naþ]i. Conversely, the extracellular medium is high in
Naþ and low in Kþ. In cardiac cells at rest, the membrane is
mostly permeable to Kþ ions through Kþ leak channels. As
Kþ flows out down its concentration gradient, a negative
potential is built up inside the cell. This increases as long as
it counterbalances the chemical driving force generated
by concentration gradient. This potential at which the net
ion flux is zero is called Nernst equilibrium potential of
that ion. The equilibrium potential for Kþ is given by its
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Nernst equation:

EK ¼
RT

ZF
ln
½Kþ�o
½Kþ�i

where R is the universal gas constant, T is temperature
in kelvin, F is Faraday constant, z is the valency of the
ion.

Typical resting membrane potentials of excitable cells
vary from 	90 to 	50 mV, depending on the type of the
cell. Epithelial cell and erythrocytes have smaller, but
still negative membrane potentials. It may tend toward
the excitatory threshold for an action potential as in a
cardiac pacemaker cell or remain stable with approxi-
mately no net ion flux observed in nonpaced cardiac
ventricular cells. As the ventricular cell at rest is more
permeable to Kþ ions than to any other ion, the resting
membrane potential (ca. 	84 mV) is close to EK at 37 8C.
Due to its permeability to other ions and also due to other
transport mechanisms the resting membrane potential
does not reach exactly EK.

The active ionic transport mechanisms maintain the
homeostasis of ionic concentrations in both the intra-
and extracellular media. These membrane proteins are
called carrier (pump) proteins and they utilize energy from
hydrolysis of adenosine triphosphate (ATP) to transport
ions against their concentration gradient.

EXPERIMENTAL TECHNIQUES TO QUANTIFY IONIC
MECHANISMS IN CELLS

The advent of patch clamp technique (3–7) has made it
possible to record the current from a single ion channel.
The technique involves clamping a patch of the cell mem-
brane and recording either voltage (current–clamp) or
current (voltage–clamp or patch–clamp) across the mem-
brane. Using this technique current of order as low as 10	12

A can be measured. This could be done using different
configurations of patch clamping (7).

1. A freshly made glass pipette with a tip diameter of
only a few micrometers is pressed gently on the
cell membrane to form a gigohm seal. This is called
as cell-attached patch configuration. The pipette
solutions form the extracellular solution and the
currents across the channel within the patch can
be recorded.

2. When gentle suction is applied to the pipette in cell-
attached configuration, the membrane ruptures
while maintaining the tight seal and the cytoplasm
and pipette solution start to mix. After a short time,
this mixing is complete and the ionic environment in
the cell is similar to the filling solution used in the
pipette. This configuration is called whole-cell patch
configuration. A recording obtained using this con-
figuration is from whole cell and not from a patch.
The advantage of this technique is that the intracel-
lular environment is accessible through the pipette.
Current–clamp technique is used in this configura-
tion to measure the action potentials (APs) of
excitable cells.

3. Sudden pulling out of the pipette from cell-attached
configuration holds the patch that formed the gig-
ohm seal giving raise to the inside–out configuration
(inside of the cell membrane is exposed to external
bath).

4. Slow pulling out of the pipette from whole cell con-
figuration holds the patch that formed the gig-ohm
seal giving rise to outside–out configuration. Both
inside–out and outside–out configurations allow
single channel recordings. Both the intracellular
and extracellular baths are accessible in these
cases.

5. The fifth configuration is obtained by creating arti-
ficial channels (permealizing membrane) on the
cell-attached patch by administering antibiotics,
like amphotericin. The voltage and current–clamp-
ing recordings obtained in this configuration record-
ings are similar to whole-cell recordings, the
advantage being the intracellular medium is not
dialyzed.

VOLTAGE-CLAMP TECHNIQUE

The method of voltage clamping has been the primary
experimental tool used to reconstruct models of cellular
electrical activity. As the behavior of the ion channels is
highly nonlinear under changing action potential, this
method enables us to quantify their properties by holding
the transmembrane potential (membrane potential) at a
particular voltage. The basic principle relies on providing
current to balance those currents through the ionic chan-
nels that are open and thus the transmembrane voltage is
clamped at a chosen constant level (clamp voltage) For
example, if the Naþ channel is studied, the membrane
potential is initially held at rest. When this potential is
changed instantaneously to a depolarized (more positive)
potential, sodium channels open and Naþ ions tends to
move in. The voltage amplifier senses these small changes
in voltage and a feedback current of equivalent amount is
applied in opposite direction of the ion flow. This measur-
able current changes for different clamp potentials as the
driving force (VClamp–ENa), and the gating parameters at
that VClamp changes enabling us to quantify the channel
properties. Ion channels conduct ions at a rate sufficiently
high that the flux through a single channel can be detected
electrically using patch clamp technique. The basic circuit
of voltage clamp setup is shown in Fig. 1.

CURRENT–CLAMP TECHNIQUE

The current–clamp technique is used to record action
potentials. This technique involves clamping the cell in
whole cell configuration and applying a suprathreshold
current pulse for a short duration until the Naþ channels
start to activate. The transmembrane change in voltage
gives the action potential recording.

A key concept to modeling of excitable cells is the idea
of ion channel selectivity of the cell membrane. As the
molecular behavior of channels is not known, modeling of
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nonlinear empirical models of membrane processes help us
to understand the role of various currents in the depolar-
ization and repolarization phases and the phenomena that
involve the interaction between these processes.

EXAMPLE OF ACTION POTENTIAL AND UNDERLYING
IONIC BASIS: THE CARDIAC ACTION POTENTIAL

Membrane excitability is the fundamental property of the
nerve and muscle cells, that is, in response to certain
environmental stimuli, generates an all-or-none electrical
signal or AP. Many different types of cardiac ion channels
and ion pumps altogether form a complex process that
results in cardiac AP (9). For example, the normal cardiac
action potentials can be classified into two broad cate-
gories; those that are self-oscillatory in nature, such as
pacemaker cells (sinoatrial and atrioventrciular cells) and
those that need an external stimulus above a threshold,
also called supra threshold, in order to be evoked, such as
atrial, Purkinjee fiber, or ventricular cells. An extraordin-
ary diversity in the action potential configurations can be
seen in different regions of the heart. The ventricular
tissue in particular displays a wide variety of action poten-
tial waveforms. These APs include pacemaker potentials in
purkinje cells, and disparate action potential durations
(APD) and morphologies in cells from the epicardial,
mid-myocardial, and the endocardial layers of the ventri-
cle. The ventricular action potential has been studied more
frequently than other representative cardiac membrane
potentials because ventricular arrhythmias are believed to
constitute the majority of reportedly fatal incidences of
cardiac arrhythmias (10).

Phases of Cardiac Action Potential

A typical ventricular action potential in higher mammals
such as canine and human consists of four distinct phases
(Fig. 1a). Phase 0 corresponds to a rapid depolarization or
upstroke of the membrane action potential. Phase 1 is the
initial rapid repolarization, and is followed by phase 2,
which constitutes the action potential plateau. Phase 3
represents the final repolarization, which allows the ven-
tricular cell to return to its resting state in phase 4. In
addition to its morphological features, ventricular APs are
commonly measured experimentally to determine its char-

acteristics. These include the resting membrane potential
(Vrest), the peak overshoot (PO) value that is the maximum
positive value achieved during the initial phase 0 depolar-
ization, the maximum upstroke velocity (dV/dtmax), which
occurs during phase 0, and the APDs measured when the
APs have repolarized to 50 and 90% of their final repolar-
ization value, also called APD50 and APD90, respectively.

One or more of these characteristics is usually altered in
the setting of a pathophysiological condition, and helps to
quantify the differences between the normal and the
abnormal action potentials.

Contributions of Ion Channels to Cardiac Action Potential

The temporal changes in a typical ventricular action poten-
tial configuration, that is, depolarization followed by a
repolarization (Fig. 2) are governed by the movement of
different ions, such as Naþ, Kþ, and Ca2þ ions across the
sarcolemma. These ions are usually transported between
the intracellular and the extracellular spaces by means of
carrier proteins and channel proteins embedded in the
cardiac membrane. These proteins form the passive (ion
channel-mediated and carrier-mediated) and active (car-
rier proteins such as pumps and exchanger) transporters of
the cell membrane. The ion channels, the pumps and
exchanger are the major ionic currents that form an action
potential in mathematical representations. A summary of
these currents that are present in a typical cardiac ven-
tricular cell and the role of the currents in action potential
generation are summarized in Table 1. The major ionic
currents contributing to different phases of the typical
action potential are presented in Table 2. The ventricular
action potential is the result of a delicate balance of the
inward and outward ionic currents and the active trans-
porters (pumps and exchangers).
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To restore the intracellular and extracellular ionic con-
centrations so that homeostasis is maintained, the ions
that cross the cell membrane during an action potential are
brought back by active mechanisms like Naþ–Kþ pump,
Ca2þ pump and coupled transporters like Naþ–Ca2þ

exchanger, Naþ–Hþ exchanger. All the active mechanisms
utilize hydrolysis of adenosine triphosphate (ATP), the
cellular source of energy to achieve this. Of these, Naþ–
Kþ pump, which brings in 2 Kþ ions for 3 Naþ ions out per
ATP consumed, results in a net positive current (INaK) in
outward direction and Naþ–Ca2þ exchanger, which
exchanges 3 Naþ ions for one Ca2þ ion, results in a net
positive current (INaCa) contributing a little to the action
potential. In most species, the exchanger current is in its
Ca2þ influx mode (reverse mode) during depolarization
resulting in outward current and is inward during Ca2þ

efflux mode during repolarization. This is because the
equilibrium potential of the current given by (3ENa–
2ECa) is around 	40 mV (13). The current contributed by
Ca2þ pump is negligible as it pumps few ions across mem-
brane. The Naþ–Hþ exchanger transports one Naþ for Hþ

thereby causing no net flux across the membrane.
By convention, any current inward is considered nega-

tive and contributes to depolarization and any current
outward is considered positive and contributes to repolar-
ization. An inward current of a cation adds positive charge

to the intracellular content, thereby making the trans-
membrane potential more positive; that is, depolarizes
the membrane away from the resting potential.

MATHEMATICAL MODELING OF CARDIAC CELLS

The Hodgkin–Huxley (HH) paradigm (14) type formalism
is approached for numerical reconstruction of ventricular
AP. At any particular moment, the movement of any
particular ion across the membrane depends on the rela-
tive density of the channels, the probability of the channel
that is selective to the ion being open, the conductance of
the ion, and the net driving force of the ion given by the
difference (Vm– Eion), where Vm is the transmembrane
voltage and Eion is the Nernst potential of the ion (2). Also,
it is assumed that ion fluxes are independent of each other,
that is, the probability of an ion crossing the membrane
does not depend on the probability of a different ion cross-
ing the membrane. Based on this, the cell membrane is
modeled as a capacitance in parallel to the resistances that
represent the flow of ions through their respective channels
along with their driving force. The resistive components
are characterized in the original HH model as conductan-
ce’s (g), the reciprocals of the resistances. The resistive
currents can therefore be written

Iion ¼ gion 
 ðVm 	 EionÞ

The experiments suggested that these conductances
could be voltage and time dependent resulting in a gating
mechanism. In HH type models, this gating mechanism is
explained by considering the conductance gion as the pro-
duct of maximum conductance gion-max the channel can
achieve and gating variables whose value lie between 0
and 1. The behavior of a gating variable x is given by first
order differential equation:

dx=dt ¼ ðx1 	 xÞtx
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Table 1. Major Ionic Membrane Mechanisms Underlying a Typical Cardiac Ventricular Action Potential

Membrane Mechanism Description Gene (a-subunit) Role in Action Potential

Inward Ionic Currents

INa Naþcurrent SCN5A Initial depolarization of action potential
ICaL L-type Ca2þ current a1C, a1D Maintains plateau phase of action potential
ICaT T-type Ca2þ current a1G, a1H Present in the late plateau phase

Outward Ionic Currents

It Ca2þ-independent transient
outward Kþ current

Kv4.2
Kv4.3
Kv1.4

Responsible for early repolarization

IKr,IKs Rapid and slow delayed Kþ

rectifier currents
HERG
KvLQT1

Aids repolarization during plateau

Iss,IKslow Slow inactivating Kþ currents Kv2.1
Kv1.5

Aids late repolarization

IK1 Inward rectifier Kþ current Kir2.1
Kir2.2

Late repolarization, helps establish Vrest

Other Ionic Currents

INaCa Naþ–Ca2þ exchanger current NCX1
NCX2

Late depolarization

INaK Naþ–Kþ pump current Naþ-Kþ-ATPase (a) Late repolarization

Table 2. The Action Potential Phases and the Major Ionic
Current Contributors

Phases of
Action
Potentials Description

Major
Contributing
Ionic Currents

Phase 0 Initial depolarization INa

Phase 1 Early repolarization It

Phase 2 Plateau phase ICaL, IKr, IKs, ICaT

Phase 3 Late repolarization IK1, INaK, INaCa,Iss,
IKslow, IKr, IKs,

Phase 4 Resting potential IK1



where x1 is the steady-state value the variable reaches at
a particular voltage and tx is the time constant at that
voltage that determines the rate at which steady state is
reached. These variables are voltage dependent. All of
these parameters are constrained by experimental data.
These models represent the lumped behavior of the
channels.

Increased understanding of the behavior of ion channels
at a single channel level due to improved patch–clamp
techniques lead to the development of state specific Markov
models. Based on single channel recordings, it is observed
that the channel opening or closing is random. Hence, the
conductance gion-max is multiplied by the total open channel
probability of the ion (Pion). These models represent the
channel behavior based on their conformational changes
and are capable of reproducing single channel behavior
(15).

The rate of change of membrane potential to a stimulus
current (Ist) is given by

ðdV=dtÞ ¼ 	1=Cmð Þ 

X

Ii þ ISt

� �

where Cm is the membrane capacitance, and Ii values are
different ionic currents.

THEORETICAL RESEARCH AND EXPERIMENTAL RESEARCH
IN MURINE CARDIAC VENTRICULAR CELLS

After the first models of the mammalian ventricular cells
by Beeler and Reuter (16) and Drouhard and Roberge (17),
sophisticated mathematical models that simulate the car-
diac action potentials in ventricular cells from different
species such as canine (18,19), guinea pig (20–24), human
(25,26), frog (27), and rabbit (28) have been published
during the past decade. The model equations have usually
based on the Hodgkin–Huxley (14) paradigm, wherein an
ionic current is described by a set of nonlinear differential
equations, and the parameters within these equations are
constrained by experimental data obtained via voltage–
clamp experiments in ventricular myocytes. There is a
growing recognition that it is important to understand
the complex, nonlinear interactions between the ionic
milieu of the cardiac cell, that ultimately influence the
action potential (29).

The mathematical models have demonstrated to be
useful didactic tools in research, and have also quantified
the important functional differences in the action potential
properties between different species. Additionally, the
computational models have also provided valuable, semi-
quantitative insights into the diverse ionic mechanisms
underlying the normal/abnormal action potential behavior
in different animal models. It is not always possible to
make precise experimental measurements regarding the
contribution of a particular ionic mechanism to an aberrant
action potential. The simulation results from these cardiac
models have helped in planning for future experimental
studies, and also in making predictions in cases where
suitable technology is unavailable (or not developed) to
make direct experimental measurements (e.g., visualiz-
ing the transmural activity within the ventricular wall).
These models will play increasingly important roles in

addition to experimental studies in the design and devel-
opment of future drugs and devices (30). An additional and
important feature of these ventricular models has been
their ability to simulate intracellular Ca2þ transient
([Ca2þ]i). Thus these models incorporate the feedback
mechanism between the APD and the intracellular calcium
[Ca2þ]i. The APD is known to influence the amplitude of the
[Ca2þ]i in ventricular cells (31), and [Ca2þ]i in turn influ-
ences the action potential waveform by Ca2þ-induced Ca2þ

inactivation of ICaL, and by determining the peak magni-
tude of INaCa (13).

The previously developed mathematical models of
human, dog, guinea pig, rabbit and frog provide a good
basis for the understanding of the ionic mechanisms
responsible for the generation of the cardiac action poten-
tial. However, there are significant differences in the action
potential waveforms and their corresponding properties
between different species. The unique nature of the rat
cardiac action potential, coupled with the recent available
experimental data for the ionic mechanisms involved in the
genesis of the action potential in isolated rat myocytes,
provided the motivation for us to develop the first detailed
mathematical model of the rat ventricular action potential.
An adult male rat ventricular myocyte model was con-
structed (32) and utilized this model to study the ionic
basis underlying the action potential heterogeneity in the
adult rat left ventricle. Important insights into the role of
long lasting Ca2þ current (ICaL), the Ca2þ-independent
transient outward Kþ current (It), and the steady-state
outward Kþ current (Iss) in determining the electrophysio-
logical differences between epicardial and endocardial cells
were obtained. This ventricular cell model has been used to
investigate the ionic mechanisms that underlie altered
electrophysiological characteristics associated with the
short-term model of streptozotocin induced, type-I diabetic
rats (33) and spontaneously hypertensive rats (34).Our
rat ventrcicular myocyte model was further utilized to
develop models for the mouse apex and septal left ventri-
cular cells (35–37). Thus these model simulations repro-
duce a variety of experimental results, and provide
quantitative insights into the functioning of ionic mechan-
isms underlying the regional heterogeneity in the adult
rat and mouse ventricle.

The ventricular cell models of dog, guinea pig, human,
and rabbit described in the previous section have been
mainly used to simulate the so-called spike and dome
configurations for action potentials (Fig. 2A) commonly
observed in ventricular cells from larger mammalian spe-
cies (38). However, no mathematical model has been pub-
lished to represent the murine (rat or mouse) cardiac action
potential (Fig. 2B) until our rat ventricular cell (12). The
murine ventricular action potentials have a much shorter
APD (typically the APD at 90% repolarization (APD90) is
< 100 ms), and lack a well-defined plateau phase (triangu-
lar in shape) (39–41). A comparison of the experimentally
recorded ionic currents underlying action potentials in
rat–mouse and other mammalian ventricular cells
shows that they display markedly different amplitudes
and time-dependent behavior. In fact, despite the similar-
ity of action potential waveforms in rat and mouse, the
underlying nature of the repolarizing Kþ currents are
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different (41–43). Thus the unique action potential char-
acteristics, and the lack of models to quantify these mem-
brane properties provided the motivation to develop the rat
and mouse ventricular cell models. The other motivation in
this case was the widespread use of the murine cardiovas-
cular system for the investigation of the cellular and
molecular physiology of the compromised cardiovascular
function (44).

Experimental studies indicate that the patterns of
action potential waveforms are somewhat similar in
rodents (rat or mouse), although the APD is shorter in
mouse, and the complement of the Kþ currents underlying
the cardiac repolarization in mouse are also different than
those in rat (45,46). The cardiac repolarization in rat is
controlled by two distinct depolarization activated Kþ cur-
rents, the Ca2þ-independent transient outward Kþ current
(It) and the steady-state outward Kþ current (Iss), (40,47).
In mouse ventricular myocytes, an additional current, the
4-AP sensitive (at concentrations less than 100 mM), slowly
inactivating, delayed rectifier Kþ current (IKslow) has been
deemed to play an important role (41,48). The properties
of the depolarization-activated Kþ currents have now
been well characterized in rats (40,49) and mouse (43,48),
and appear to be significantly different. It is therefore
interesting to investigate in computational modeling
whether the reported differences in the properties of the
depolarization-activated Kþ currents can account for the
dissimilar nature of the action potential configurations
observed in rats and mice.

COMPUTATIONAL MODELING OF THE MURINE
VENTRICULAR ACTION POTENTIALS

The goal of my computational modeling laboratory has
been to unify different experimental data and to develop
biophysically detailed models for the rat and mouse ven-
tricular cells and to determine the underlying ionic chan-
nels responsible for differences in cardiac action potential
variations in rats and mice under normal and diseased
conditions. A computational model has been developed for
the rat cardiac ventricular cell based on electrophysiology
data. Our control model (12) represents the bioelectric
activity in the left ventricular cells in adult male rats.
The differences in the membrane properties within the
left ventricle to simulate the action potential variations
of the endocardial and epicardial cells have been formu-
lated. Also, a right ventricular cell model from our control
model was built (the left ventricular cell model) to inves-
tigate ionic mechanisms in diabetic rats (33). Our right
ventricular cell model was also the template for us to
develop a mouse ventricular cell model by utilizing experi-
mental data (8,32).

The left (LV) and right (RV) ventricular cell models for
the rat consist of a Hodgkin–Huxley type membrane model
that is described by the membrane capacitance, various
ionic channels; the fast Naþ current (INa), long-lasting
Ca2þ current (ICaL), the 4AP sensitive, Ca2þ independent
transient outward Kþ current (It), steady-state outward Kþ

current (Iss), inward rectifier Kþ current (IK1), hyperpolar-
ization activated current (If), linear background current

(IB); the Naþ/Ca2þ ion exchanger (INaCa), and the Naþ/Kþ

(INaK) and Ca2þ membrane (ICaP) pumps, that are experi-
mentally observed in rat ventricular cells.

The mouse ventricular cell model was constructed by
using the rat right ventricular cell model as the template.
The mouse LV apex cell was developed by adding the 4AP
sensitive slowly inactivating, delayed rectifier Kþ current
(IKslow) based on the data of Fiset et al. (41) and Zhou et al.
(48), and by reformulating It and Iss based on experiments
performed by Agus et al. (35–37) and Xu et al. (43) in mice.
Further, a mouse LV septum cell model was developed by
formulating a new current Itos based on the data of (Xu et
al. (43)), and by reducing the densities of Itof, IKslow, and Iss

by 70, 23, and 30%, respectively, based on data of Gussak
et al. (45).

The important results of our simulation studies are

1. The action potential heterogeneity (Fig. 3) in the
adult rat LV is mainly due to the changes in the den-
sity and recovery kinetics of It and due to the altered
density of INa (12).

2. The RV cell model can be developed from the LV cell
model by changing the densities of It, Iss, ICaL, and
INaK based on experimental data.

3. The changes in the density and the reactivation
kinetics of It can account for the action potential
prolongation differences in RV myocytes of diabetic
(type-I, short term) rats (33) and LV myocytes of
spontaneously hypertensive rats (35) (Fig. 4).

4. The presence of IKslow in mouse is one of the main
factors contributing to the faster rate of repolariza-
tion seen in mouse compared to rats (Fig. 5) (8).

5. The LV septum cell model had more prolonged action
potentials than the apex cells and these simulation
results (Fig. 6a) are qualitatively similar to the
experimental data of (52) (Fig. 6b).
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6. The rat epicardial and endocardial ventricular cell
models were more rate-sensitive than the mouse
ventricular cell model and these simulation data
match the experimental data well.

In conclusion, the mathematical modeling study of mur-
ine ventricular myocytes complements our knowledge of
the biophysical data with simulation data and provide us
with quantitative descriptions to understand the ionic
currents underlying the cardiac action potential variations
in different species. This kind of computational work will

enhance our understanding of the ionic mechanisms that
contribute to the cardiac action potential variation in
normal and diseased animals, and will provide us with
better treatments for diseases in humans.

DISSEMINATION OF COMPUTATIONAL MODELS

My computational modeling laboratory has developed an
interactive cell modeling web site, iCell (http://ssd1.bme.
memphis.edu/icell/) since 1998. iCell, that integrates
research and education, was specifically developed as a
simulation-based teaching and learning resource for elec-
trophysiology (35–37,51,52). The main objectives for the
development of iCell were (1) to use technology in electro-
physiology education, (2) to provide a learning and teach-
ing resource via internet for cellular electrophysiology, (3)
to allow the user to understand the cellular physiology
mechanisms, membrane transport and variations of action
potentials and ion channels by running simulations, and
(4) to provide a computer platform independent resource
for cellular models to be used for teaching, learning and
collaboration. The site consists of JAVA applets represent-
ing models of various cardiac cells and neurons, and pro-
vides simulation data of their bioelectric transport
activities at cellular level. Each JAVA-based model allows
the user to go through menu options to change model
parameters, run and view simulation results. The site also
has a glossary section for the scientific terms. iCell has
been used as a teaching and learning tool for seven grad-
uate courses at the Joint Biomedical Engineering Program
of University of Memphis and University of Tennessee.
This modeling tool was also used as a collaboration site
among our colleagues interested in simulations of cell
membrane activities. Scientists from the fields of bios-
ciences, engineering, life sciences and medical sciences
in 17 countries, Argentina, Belgium, Brazil, Canada,
China, England, Germany, Greece, Ireland, Japan, Korea,
the Netherlands, New Zealand, Spain, Taiwan, Turkey and
the United States, have tested and utilized iCell as a
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0 100 200

–80

0

60

Time (ms)

V
o

lt
ag

e 
(m

V
)

Model Experiments

S

A
S

A

(a)

0 100 200

–80

0

60

Time (ms)

V
o

lt
ag

e 
(m

V
)

(b)

Simulated Ventricular Action Potentials for
Mouse LV Apex and Septum Cells

Figure 6. Simulated and experimentally recorded action poten-
tials of the mouse left ventricular apex (A) (solid line) and the
septum (S) (dashed line) cells (35–37).



simulation-based teaching, learning and collaboration
environment. The platform-independent software, iCell,
provides us with an interactive and user-friendly teaching
and learning resource, and also a collaboration environ-
ment for electrophysiology to be shared over the Internet.
The usage of simulations for teaching and learning will
continue advancing simulation-based engineering and
sciences for research and development.

The simulations provided by iCell and other resources,
such as CellML (http://www.cellml.org/public/news/
index.html), Virtual Cell (http://www.nrcam.uchc.edu/),
JSIM (http://nsr.bioeng.washington.edu/PLN/Software/),
simBio Cell/Biodynamics Simulation Project of Kyoto
University (http://www.biosim.med.kyoto-u.ac.jp/e/index.
html), and E-Cell (http://ecell.sourceforge.net/), will con-
tinue signifying the important verification and prediction
capabilities of the computer models to represent, analyze
and complement the physiological data and knowledge.
The model development demonstrates that computational
models have to be constructed from experimental electro-
physiology data, not only to explain and to verify the data
that they are based on, but also to predict results for
experiments that have not been performed and to guide
future experiments.

Overall, computational modeling and simulation results
continue to advance our understanding of living systems at
the cellular level in cardiac electrophysiology while pro-
moting collaborations and training in interdisciplinary
field of bioengineering between scientists in life scientists
and engineers. The presentation of computational models
in user friendly, interactive and menu driven software are
important in bringing collaborators of different disciplines
and training scientists and students in cross-disciplinary
projects.

IMPACT OF COMPUTATIONAL MODELING IN
VENTRICULAR CELLS

The following summarizes impacts of the computational
model development of ventricular bioelectric activity and
the model-generated data in different disciplines of life
sciences. I. Biophysics and Physiology: The results of the
computational studies expand our knowledge of the living
systems at the cellular level in electrophysiology. II. Clinical
Physiology and Medicine: The insights gained and conclu-
sions derived from the computational studies enhance our
understanding of the biocomplexity of the heart, and provide
us with better knowledge to be used in the future in treat-
ments for diseases in humans. The cardiac cells’ responses to
various pathophysiological states with simulation data will
also be better understood. III. Pharmacology: The differ-
ences in ventricular membrane ionic currents, especially
outward Kþ currents in different species have very impor-
tant practical implications. Different drugs are known to
affect different ionic currents and to change action potential
waveforms in different mammalian heart preparations
under various conditions of development, aging and gender.
A better understanding of the role of the ionic currents that
control repolarization in the ventricular myocytes obtained
from various species including rat and mouse, as presented

in this paper, will provide motivation and explanations for
species differences in treatment and drug actions, and also
promote pharmacological research that may lead to the
development of more specific drugs to be used in children
and adults.
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INTRODUCTION

The retina, situated at the back of the eye, is highly
complex, consisting of different layers and containing
many different cell types. It serves to encode images of
the outside world into a suitable form for transmission to
the brain for interpretation and the process of ‘‘seeing’’. It is
possible to view the retina in situ using ophthalmoscopic
techniques, and although this may reveal anatomical
abnormalities, it may not reveal either the extent or nature
of retinal dysfunction. The principal challenge for electro-
retinography is to provide information regarding retinal
function to facilitate patient care.

In essence, a controlled light stimulus is used to stimu-
late the retina, which responds by generating very small
electrical signals that can be recorded, with suitable ampli-
fication, using electrodes situated in relation to the eye,
usually contacting the cornea. These electrical signals, the
electroretinogram (ERG), have defined parameters (tim-
ing, shape, size) in normal individuals, and are altered in a
predictable manner in disease. In general, the brighter the
stimulus, the higher is the amplitude and the shorter the
peak time of the ERG. Modification of the adaptive state of
the eye (dark adapted or scotopic; light adapted or photo-
pic) facilitate the separation of different cell types and
layers within the retina. The objective information pro-
vided by electrophysiological examination has a significant
effect both on diagnosis and patient management (1).

TECHNIQUES

The main tests of retinal function are the ERG, the massed
retinal responses to full-field luminance stimulation, which
reflects the function of the photoreceptor and inner nuclear
layers of the retina, and the pattern electroretinogram
(PERG), which, in addition to being ‘‘driven’’ by the macu-
lar photoreceptors, largely arises in relation to retinal
ganglion cell function. Knowledge of this latter response
can also be particularly useful in improved interpretation
of an abnormal cortical visual evoked potential (VEP), but
that topic is beyond the remit of this contribution, and the
reader is referred elsewhere for a full discussion of the
interrelationships between PERG and ERG, and PERG
and VEP (2). Brief reference will also be made to the
electrooculogram (EOG), which examines the function of
the retinal pigment epithelium (RPE) and the interaction
between the RPE and the (rod) photoreceptors, and is often
used in conjunction with the ERG.

Electrophysiological recordings are affected not only by
stimulus and recording parameters, but also by the adap-
tive state of the eye, and standardization is mandatory for
meaningful scientific and clinical communication between
laboratories. The International Society for Clinical Elec-
trophysiology of Vision (ISCEV) has published Standards

for EOG (3), ERG (4), PERG (5), and the VEP (6). Readers
are strongly encouraged not only to adhere to the recom-
mendations of those documents, but also to consider that
the Standards are intended as minimum data sets, and
that recording protocols in excess of the Standards may be
necessary to accurately establish the diagnosis in some
disorders. Typical normal traces appear in Fig. 1.

A brief description of each test follows, with emphasis on
response generation. Referencing has been restricted; the
reader is referred to standard texts for further details (7,8).
The multifocal ERG (mfERG) is a relatively recent addition
to the diagnostic armamentarium, and although currently
more of a research application than a mainstream clinical
tool, this is likely to change in the future as more knowl-
edge is gained of the clinical applications and underlying
mechanisms. The ISCEV has published guidelines for
mfERG, to which the reader is referred (9).

THE ELECTROOCULOGRAM

The EOG enables assessment of the function of the RPE,
and the interaction between the RPE and the retinal
photoreceptors. The patient makes fixed 308 lateral eye
movements during a period of 20 min progressive dark
adaptation, followed by a 12–15 min period of progres-
sive light adaptation. The eye movements are made every
1–2 s for �10 s each minute. The amplitude of the signal
recorded between electrodes positioned at medial and
lateral canthi reaches a minimum during dark adaptation,
known as the dark trough, and a maximum during light
adaptation, the light peak. The development of a normal
light peak requires normally functioning photoreceptors in
contact with a normally functioning RPE, and reflects
progressive depolarization of the basal membrane of the
RPE. The EOG is quantified by calculating the size of the
light peak in relation to the dark trough as a percentage,
the Arden index. A normal EOG light rise is >175% for
most laboratories.

THE ELECTRORETINOGRAM

The functional properties of the retinal photoreceptors
underpin the principles of ERG recording. The retinal
rod system, with �120,000,000 rod photoreceptors, is
sensitive under dim lighting conditions, has coarse spa-
tial and poor temporal resolution. The rods adapt slowly to
changes in lighting conditions. They do not enable color
vision. They have a peak spectral sensitivity in the region
of 500 nm. There are three types of retinal cone. (1) Short
wavelength (S-cone), (2) medium (M-cone), and (3) long
wavelength (L-cone). In the past, they have been referred
to as blue, green, and red, respectively. There are perhaps
7,000,000 M- and L-cones and 800,000 S-cones. The rela-
tive proportion of L- versus M-cones varies from individual
to individual, but approximates to 50% over a population.
They are sensitive under bright lighting conditions; their
high spatial resolution enables fine visual acuity; they
adapt rapidly to changes in lighting conditions and can
follow a fast flicker (L- and M-cones). The overall maximum
spectral sensitivity is �550 nm, in the green-yellow
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region of the color spectrum. Normal color vision requires
all three cone types, but providing at least two cone types
are present (there are some disorders in which that is not
the case), at least some color vision is enabled. There are no
S-cones in the foveola, the very central part of the macula
responsible for very fine acuity.

The ERG is recorded using corneal electrodes and is the
mass electrical response of the retina using a brief flash of
light as a stimulus. The stimuli are delivered using a
Ganzfeld bowl, an integrating sphere that enables uniform
whole field illumination (Fig. 2a, b). In addition to flash
stimulation, the Ganzfeld also allows a diffuse background
for photopic adaptation. Some corneal electrodes are bipo-
lar contact lenses with a built-in reference electrode. If
such an electrode is not used, the reference electrodes
should be sited at the ipsilateral outer canthi. A standard
flash is defined by ISCEV as 1.5–3.0 cdsm	2. The response
to this flash under scotopic conditions, with a fully dilated
pupil, is the Standard or mixed response (Fig. 1). It is
probably this response that may be regarded as the ‘‘typi-
cal’’ ERG, but although there is a cone contribution, the
standard response is dominated by rod driven activity. The
‘‘maximal’’ ERGs that appear in this article were recorded
to�11.0 cdsm	2 flash better to view the a-wave. The use of
a brighter flash of such intensity is ‘‘suggested’’ in the most
recent ISCEV ERG Standard (4). The initial �10 ms of
the a-wave arises in relation to hyperpolarisation of the
(rod) photoreceptors and the slope of the a-wave can be

related to the kinetics of phototransduction (10). The larger
positive b-wave is generated postreceptorally in the inner-
nuclear layer of the retina in relation to depolarization of
the ON-bipolar cells (11). The oscillatory potentials, the
small wavelets on the ascending limb of the b-wave, are
probably generated in relation to amacrine cell activity.
When the standard flash is attenuated by 2.5 log units, the
stimulus intensity falls below the cone threshold, and a
rod-specific b-wave is obtained. At this relatively low lumi-
nance there is insufficient photoactivation to record an
a-wave (Fig. 1, column A, top).

The ERGs that reflect cone system activity are obtained
using a rod-saturating photopic background (17–
34 cdm	2) using superimposed single flash and 30 Hz
flicker stimulation. The rod system has low temporal reso-
lution and use of a 30 Hz stimulus, combined with a rod-
suppressing background, allows a cone-system specific
waveform to be recorded. This response is probably the
more sensitive measure of cone dysfunction, but is gener-
ated at an inner-retinal level (12) and thus does not allow
the distinction between cone photoreceptor and cone inner-
nuclear layer dysfunction. Although there is a demon-
strated contribution from hyperpolarizing (OFF-) bipolar
cells to shaping the photopic a-wave (13), this component
nonetheless has some contribution from cone photorecep-
tor function, and some localization within the retina may
be obtained with the single flash cone response. The cone
b-wave reflects postphototransduction activity, and to a
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Figure 1. Typical normal ERG recordings. The rod specific ERG consists of the inner-nuclear layer
generated b-wave. With a bright flash the waveform now contains an additional a-wave, the first 10–
12 ms of which arise in relation to photoreceptor hyperpolarization. The rod specific and bright flash
responses are recorded with full scotopic adaptation. After restoration to photopic adaptation the
cone flicker and single flash ERGs are recorded. The former consists of a sinusoidal type waveform,
the latter containing clear a- and b-waves. The pattern ERG (PERG) is the response of the macula to
a reversing black and white checkerboard. See text for further details.

Figure 2. (a) A conventional Ganzfeld used for ERG recording (front view). (b) The subject in
position at the Ganzfeld. (c) Photograph taken using an infrared (IR) camera at the back of the
Ganzfeld, which is used to monitor eye position and eye opening during both dark adapted and light
adapted conditions. The two gold-foil corneal recording electrodes are well seen. The central for-
ehead ground electrode is easily seen; the outer canthus reference electrodes are just visible.
(Courtesy of Chris Hogg.)



short flash stimulus ON and OFF activity within the
photopic system is effectively synchronized.

Separation of the cone ON (depolarizing bipolar cells,
DBCs) and OFF (hyperpolarizing bipolar cells, HBCs)
responses can be achieved using a long duration stimulus
with a photopic background (14,15). The stimulus can be
generated either via a shutter system or by using light
emitting diodes (Fig. 3). Stimulators based on light emit-
ting diodes (LEDs) offer several advantages over standard
stimulators. They are of low cost, have a stable output
intensity over time (reducing the need for calibration),
enable variable and highly accurate stimulus duration,
and a have a well-defined narrow band spectral output.
Further, being driven by relatively low voltage and current,
they are intrinsically safe, and generate low electrical noise.
Their use in ERG systems can be expected to increase.

It is also possible to elicit the activity of the S-cone
population. In the author’s laboratories this is achieved
using blue stimuli superimposed upon a bright orange
photopic background, again delivered using a LED based
device. The background thus serves to suppress activity
from rod and L-/M-cone systems. The response under
appropriate recording conditions consists of an early com-
ponent at �30 ms arising in relation to L-/M-cone systems
(there is overlap of the spectral sensitivities of the different
cone systems and a small response arises from L-/M-cones
with a bright blue stimulus), followed by a component
specific for S-cone function at 45–50 ms (16).

The retinal ganglion cells do not significantly contribute to
the clinical (flash) ERG. Also, as a mass response, the ERG is
normal when dysfunction is confined to small retinal areas,
and, despite the high photoreceptor density, this also applies
to macular dysfunction; the full-field ERG is normal if dys-
function is confined to the macula (e.g., Fig. 4, column B).

THE PATTERN ELECTRORETINOGRAM

The response of central retina to a structured isoluminant
stimulus can be measured, and is known as the pattern

ERG. The stimulus is usually a reversing black and white
checkerboard. The PERG has largely inner retinal origins,
but is ‘‘driven’’ by the macular photoreceptors, and PERG
measurement thus provides both a measure of central
retinal function and, in relation to its origins, of retinal
ganglion cell function. It is thus of clinical importance not
only in the objective assessment of macular function, but
also in the electrophysiological differentiation between
optic nerve and macular dysfunction by providing a mea-
sure of the retinal response to a similar stimulus to that
used to evoke the VEP (see Ref. 2 for a comprehensive
review). It is a much smaller signal than the (full-field)
ERG and computerized signal averaging is used to extract
the PERG signal.

The PERG is recorded using noncontact lens electrodes
in contact with the cornea or bulbar conjunctiva to preserve
the optics of the eye. Suitable electrodes are the gold foil
(17), the DTL (18), and the H–K loop (19). Ipsilateral outer-
canthus reference electrodes are essential to avoid contam-
ination from the cortically generated VEP, such as occurs if
forehead or ear ‘‘reference’’ electrodes are used (20). Pupil-
lary dilation is not used.

There are two main components of PERG to a reversing
checkerboard with a relatively slow reversal rate (<6
reversals s	1). There is a prominent positive component,
P50, at �50 ms followed by a larger negative component,
N95, at �95 ms (21). Clinical measurement of the PERG
usually comprises the amplitude of P50, measured from the
trough of the early negative N35 component; the peak
latency of P50; and the amplitude of N95, measured to
trough from the peak of P50 (Fig. 1). Approximately 70% of
P50 is likely to be related to retinal ganglion cell function,
but the remainder is not related to spiking cell function and
may be generated more distally in the retina (22). The exact
origins have yet to be ascertained at the time of writing.
The N95 is a contrast-related component generated in the
retinal ganglion cells.

An analysis time of 150 ms or greater is usually used for
recording the PERG, with �150 averages per trial needed
to obtain a reasonable signal-to-noise ratio. As it is a small
response, stringent technical controls are important dur-
ing recording and are fully discussed elsewhere (8). Bino-
cular stimulation and recording is preferred so the better
eye can maintain fixation and accommodation, but it is
necessary to use monocular recording if there is a history of
squint. P50 is sensitive to optical blur, and accurate refrac-
tion is needed. At low stimulus frequencies the amplitude
of the PERG is related almost linearly to stimulus contrast.
A high contrast black and white reversing checkerboard
with 0.88 checks in a 10–168 field is recommended by
ISCEV.

MULTIFOCAL ERG

The mfERG attempts to provide spatial information
regarding cone system function in central retina. The
stimulus usually consists of multiple hexagons displayed
on a screen (Fig. 5a) each of which flashes on with its own
pseudo-random binary sequence (an M-sequence). A cross-
correlation of the local flash sequence with the mass
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Figure 3. A ‘‘mini-Ganzfeld’’ based on light emitting diode tech-
nology. The device shown has four independent color channels,
blue, green, orange and red, each of which can be used as stimulus
or background alone or in combination. (Courtesy of Chris Hogg,
CH electronics, Bromley, Kent, UK; www.ch-electronics.net.)



response derives the responses relating to each individual
hexagon thus giving multiple cone system ERG waveforms
from a single recording electrode. The mfERG can be of use
in disturbances of macular function and to assess the
degree of central retinal involvement in generalized retinal
disease, but is highly susceptible to poor fixation, and the
ability of a patient accurately to maintain good fixation
throughout the recording session is a pre-requisite to
obtaining clinically meaningful data. Increasing use and
development of systems that can control stimulus delivery
in relation to eye position can be anticipated. Possibilities
include the use of ‘‘eye-tracking’’ devices and direct fundus
visualization during stimulation.

CLINICAL APPLICATIONS

EOG

Disorders of rod photoreceptor function can affect the EOG,
and the light rise is typically reduced in generalized photo-
receptor degenerations such as retinitis pigmentosa (RP,

rod–cone dystrophy), a genetically determined group of
disorders. Usually, the reduction in EOG light rise paral-
lels the degree of rod photoreceptor dysfunction, but gen-
eralized RPE dysfunction can also manifest a reduced EOG
light rise. Indeed, it is the latter property that leads to the
main clinical use of the EOG, the diagnosis of Best disease.
Best disease, or vitelliform macular dystrophy, is a dom-
inantly inherited macular degeneration related to muta-
tion in the gene VMD2. At presentation there are often
distinctive vitelliform lesions at the maculae on fundu-
scopy, but other appearances may occur. The diagnostic
findings are of a severely reduced or absent EOG light rise
accompanied by normal ERGs. Best disease may present in
childhood, but a child may find the repetitive eye move-
ments needed for EOG recording difficult or impossible
to maintain for the required 30–40 min. Under such
circumstances it is appropriate to test both parents; due
to the dominant inheritance pattern one of the disorder,
one of the parents will have carry the mutant gene and
will manifest a reduced EOG. Adult vitelliform macular
dystrophy (pattern dystrophy) may sometimes clinically
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Figure 4. Typical electroretinographic abnormalities in selected diseases compared to those in a
normal subject. Column A: Normal subject. Column B: A patient with macular dysfunction; the
PERG is undetectable, but full-field ERGs are normal. Column C: ‘‘Classical’’ retinitis pigmentosa;
all full-field ERGs are virtually extinguished, but the PERG is normal reflecting sparing of central
retinal function. Column D: Rod-cone dystrophy (retinitis pigmentosa); the rod and cone ERGs are
markedly abnormal (with the rod ERG being more affected). Note the delayed and reduced cone
ERGs, typical abnormalities present when there is generalized cone involvement in the context of
photoreceptor degeneration. The abnormal PERG reflects involvement of the macula. Column E:
Cone dystrophy; the rod and bright flash ERGs are normal, but the cone single flash and flicker
ERGs are delayed and reduced in keeping with generalized cone system dysfunction. The abnormal
PERG reflects involvement of the macula. Column F: X-linked congenital stationary night blindness
(complete type). The rod specific ERG is undetectable, but the normal a-wave of the bright flash dark
adapted ERG confirms the dysfunction to be postphototransduction. There are subtle but significant
changes in cone-system derived ERGs (note particularly the broadened trough and reduced ampli-
tude sharply rising peak of the b-wave), and reduction in the PERG.



be mistaken for Best disease, but although the EOG light
rise may be mildly subnormal, it is not reduced to the
same extent as in Best disease. The electrophysiological
recordings will usually resolve any clinical dilemma in
differential diagnosis.

ERG

Although the rod specific ERG b-wave is a sensitive indi-
cator of retinal rod system dysfunction, the fact that it is
generated in the inner-nuclear layer of the retina means
that reduction in this response does not allow localization
of the defect either to those structures or the upstream rod
photoreceptors. It is the a-wave of the responses to brighter
flashes that directly reflects activity of the photoreceptors
and enables the distinction between photoreceptor dys-
function and a primary disorder of inner-retinal function.
Genetically determined photoreceptor degenerations, such
as the rod–cone (retinitis pigmentosa, RP) or cone–rod
dystrophies, thus give overall ERG reduction (Fig. 4,
columns C, D). The cone-derived ERGs in generalized
photoreceptor degeneration characteristically show
abnormalities of both amplitude and timing, particularly
evident in the flicker ERG, but RP may occasionally only
affect the rod-derived ERGs in the early stages of disease.
Truly restricted disease, such as sector RP, is associated

with amplitude reduction, but no implicit time change,
whereas diffuse or generalized disease is usually also
associated with an abnormally delayed implicit time. Reti-
nitis pigmentosa is associated with pigmentary migration
from RPE into retina consequent upon photoreceptor cell
death, but the clinical appearance of the ocular fundus may
not reflect the severity or nature of the disorder. Electro-
retinography not only enables accurate diagnosis, when
interpreted in clinical context, but may also provide useful
prognostic information. There is no rod system involve-
ment in a pure cone dystrophy; such disorders have normal
rod responses, but abnormal cone responses, with the
30 Hz flicker response usually showing both amplitude
reduction and delay (Fig. 4, column E).

A waveform in which the bright flash a-wave is spared,
but there is selective b-wave reduction, is known as a
‘‘negative’’ or electronegative ERG (e.g., Fig. 4, column
F, row 2), and is associated with dysfunction postphoto-
transduction, often postreceptoral. For example, in central
retinal artery occlusion (CRAO) the finding of a ‘‘negative’’
ERG reflects the duality of the retinal blood supply, with
the photoreceptors supplied via choroidal circulation, and
the inner-nuclear layer supplied via the central retinal
artery. Other causes of negative ERG include X-linked
congenital stationary night blindness (CSNB, Fig. 4, col-
umn F), X-linked retinoschisis, quinine toxicity, melanoma
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Figure 5. (a) the typical multifocal ERG stimulus; (b) a normal subject; (c) a macular dystrophy.
There is loss of the responses to central hexagons but preservation of more peripheral responses.
(d) A retinal dystrophy with sparing of central macular function but loss of the responses in the
periphery.



associated retinopathy (MAR, an autoimmune mediated
disorder that can occur in patients with a history of cuta-
neous malignant melanoma), Batten disease (one of the
ceroid neuronal lipofuscinoses), and occasionally cone–rod
dystrophy. Carcinoma associated retinopathy (CAR),
unlike MAR, usually give profound global ERG reduction
in keeping with dysfunction at the level of the photorecep-
tor rather than a ‘‘negative’’ ERG. A negative ERG is also a
relatively common occurrence in Birdshot chorioretinopa-
thy (BCR), an inflammatory disease, but in that disorder
such an appearance may normalize following successful
treatment, usually with steroids and/or immunosuppres-
sive agents.

The most common ERG abnormality in BCR, or other
forms of inflammatory retinal disease, such as uveitis, is a
delayed 30 Hz flicker ERG, but there may be much less
marked amplitude change than occurs in photoreceptor
degeneration. The ERG abnormalities may occur prior to
the development of symptoms, and can normalize following
treatment. Electrophysiology can thus play an important
role not only in the characterization of the disease, but also
in the initiation and monitoring of treatment (23). This
relatively recent role of the ERG in the management of
inflammatory disease can be expected to receive increasing
clinical interest in the future.

PERG

Primary Evaluation of Macular Function. Disorders of
macular function result in an abnormality of the P50
component of the PERG, often with preservation of the
N95/P50 ratio. It is usually P50 amplitude that is affected;
latency changes are only occasionally present, particularly
in association with macular oedema or serous detachment
at the macula. In clinical practice, the PERG and the (full-
field) ERG provide complementary information regarding
retinal function; the ERG assesses peripheral retinal func-
tion, and the PERG the degree of central retinal involve-
ment. For example, dysfunction confined to the macula will
have a normal ERG and an abnormal PERG (Fig. 4, column
B), a common combination in macular dystrophies, such as
Stargardt-fundus flavimaculatus (S-FFM), whereas gen-
eralized retinal dysfunction with macular involvement will
have both an abnormal ERG and an abnormal PERG. This
facilitates the distinction between macular dystrophy, cone
dystrophy, and cone–rod dystrophy in a patient with an
abnormal macular appearance and a history suggestive of
a genetically determined disorder, important to the prog-
nosis and accurate counseling of the patient. In relation to
S-FFM, note that some patients have additional full-field
abnormalities that may be of prognostic value (24).

The PERG may be normal even when the ERG is almost
extinguished in patients with rod–cone dystrophy but nor-
mal central retinal function. Further, the objective assess-
ment of macular function provided by the PERG can
sometimes demonstrate early central retinal abnormalities
prior to the appearance of symptoms or signs of macular
involvement.

Ganglion Cell Dysfunction. The PERG will often be
normal in disturbance of optic nerve function. However,

there may be retrograde degeneration to the retinal gang-
lion cells in optic nerve disease and this may selectively
affect the ganglion cell derived N95 component. It is N95
loss that is the common abnormality if the PERG is
abnormal in optic nerve disease. That is unlike macular
dysfunction, where it is the P50 component that is primar-
ily affected. Shortening of P50 latency may also occur in
more severe disease, but, again, is not a feature of macular
dysfunction. Primary disorders of retinal ganglion cell,
such as Leber hereditary optic neuropathy (LHON) and
dominantly inherited optic atrophy (DOA), are associated
with N95 component loss, marked at presentation in
LHON, but often occurring later in the disease process
in DOA. There may be additional P50 amplitude reduction
in advanced retinal ganglion cell dysfunction, and the
associated shortening of P50 latency then becomes an
important diagnostic factor. Further, providing there is
sufficient vision remaining in at least one eye to maintain
fixation for binocular PERG recording, total extinction of
the PERG probably does not occur in optic nerve disease.
Even in an eye blind from optic nerve disease (no percep-
tion of light), a PERG may still readily be detectable (2).

THE PERG IN RELATION TO VEP INTERPRETATION

Although detailed discussion of the VEP is beyond the
scope of this article, a short discussion of the use of the
PERG in the improved interpretation of VEP abnormality
is warranted. The cortically generated VEP to pattern
reversal stimulation is a powerful clinical tool in the detec-
tion and assessment of optic nerve dysfunction, and pat-
tern VEP latency delay or loss is frequently associated with
optic nerve disease. However, the VEP is generated in the
occipital cortex, and a delayed PVEP must never be
assumed necessarily to indicate optic nerve dysfunction
in a visually symptomatic patient. Similar abnormalities
can occur either in macular disease or optic nerve disease.
The appearance of the macula may be a poor indicator of
function, and remember that a normal macular appearance
does not necessarily equate to normal macular function.
The different types of abnormality present in the PERG in
optic nerve and macular diseases usually allow the differ-
entiation between delayed VEP due to retinal macular
disease and that due to optic nerve disease. An abnormal
VEP with a normal PERG (or a normal P50 component
with an abnormality confined to N95) is consistent with
optic nerve/ganglion cell dysfunction, whereas pronounced
P50 reduction suggests a disturbance of macular function
(e.g., Fig. 4, columns B, D, E, F).

MULTIFOCAL ERG

The multifocal ERG can be used to assess the spatial extent
of central retinal cone involvement in disease. Normal
traces appear in Fig. 5b. Two clinical examples are shown;
Fig. 5c shows a patient with a retinal dystrophy in whom
there is sparing of central macular function; Fig. 5d shows
a patient with a macular dystrophy with loss of the
responses to central hexagons, but preservation of more
peripheral responses. As a restricted test of central retinal
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cone function, in clinical circumstances the mfERG should
always be taken in conjunction with conventional full-field
ERG.

CONCLUSIONS AND FUTURE DIRECTIONS

Diagnosis and management of the patient with visual
pathway disease is greatly assisted by the objective func-
tional information provided by electrophysiological exam-
ination. Separation of the function of different retinal cell
types and layers enables characterization both of acquired
and inherited retinal disorders, of great importance when
counseling families affected by or at risk of a genetically
determined disease. The PERG is complementary to the
ERG by providing a measure of central retinal function; the
mfERG may play a similar role.
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INTRODUCTION

Electrosurgery means the application of radio frequency
(RF) current at frequencies between � 300 kHz and 5 MHz
to achieve a desired surgical result; typically the fusion of
tissues or surgical cutting in which the tissue structure is
disrupted. In either case, the effect is achieved by heat
dissipated in the tissues from the RF current by resistive,
or joule, heating. This method has the ability to cut and
coagulate tissues simultaneously; and, as a consequence,
has made substantial contributions to several branches of
clinical medicine since its introduction in the late 1920s.

The tissue effects applied in electrosurgery are typically
described as (a) white coagulation, named for its appear-
ance, in which the tissue proteins are degraded at lower
temperatures, typically 50–90 8C; (b) black coagulation or
carbonization in which tissues are completely dried
out (desiccated) and reduced to charred carbonaceous
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remnants at higher temperatures; and (c) cutting in which
tissue structures are separated by the rapid boiling of small
volumes of tissue water. These three results usually occur
in some combination depending on the applied current and
voltage at the so-called active or surgical electrode.

Electrosurgery accomplishes many surgical jobs better
than any other device or technique while drastically redu-
cing the morbidity and mortality associated with surgery.
It does this by reducing the time under anesthesia and
complications due to operative and postoperative hemor-
rhage. Many of the delicate techniques in neurosurgery
would be impossible without electrosurgery—and it is
likely that open heart surgery and much of urologic surgery
would likewise not be done.

Historical Background

The application of heat for the treatment of wounds dates
back to antiquity. According to Major (1), Neolithic skulls
unearthed in France show clear evidence of thermal cau-
terization. The Edwin Smith papyrus (� 3000 BC) (2)
describes the use of thermal cautery for ulcers and tumors
of the breast. Licht (3) reports that according to Jee (4) the
ancient Hindu god Susruta, the highest authority in sur-
gery, said that ‘‘caustic is better than the knife, and the
cautery is better than either.’’ Cautery in ancient Hindu
medicine included heated metallic bars, boiling liquids,
and burning substances.

In cauterization the essential physical mechanism
behind the treatment is conduction heat transfer from a
hot object placed on the surface to raise the temperature
high enough to denature the tissue proteins. Cutting and
coagulation by means of electrosurgery is also accom-
plished by heating tissue to high temperatures, but the
essential difference is that the primary mechanism is
electrical power dissipation directly in the affected tissues
themselves, rather than heat transfer from an external hot
object on the tissue surface. It is rather like the difference
between heating food in a conventional oven and a micro-
wave oven, in a loose sense. Electrosurgery is sometimes
erroneously referred to as electrocautery. Since the physi-
cal mechanisms are different it is important to keep these
two techniques separate by precise terminology. Electro-
surgery is also referred to as surgical diathermy, particu-
larly in Europe. While this term is generally understood, it
is a bit of a misnomer since diathermy literally means
through-heating, such as might be applied in physical
medicine for the relief of pain or in hyperthermia therapy
for tumor treatment. Electrosurgical devices in operating
rooms are designed and built for surgical use only, and the
terminology in this section is standardized on that basis.

Early Experiments with High Frequency Current. The
origin of the application of rf current to achieve surgical
results is difficult to establish owing to the rapid pace of
development in the electrical arts during the late nineenth
and early twentieth centuries. Lee De Forrest, the inventor
of the vacuum tube (the audion, 1907 and 1908), filed a
patent for a spark gap rf generator to be used for electro-
surgery in February of 1907 (it was granted in December of
1907) (5). Also, during the same year, Doyen noted that the

effect of a surgical arc on the tissue was not a function of the
length of the arc, and that the temperatures of carbonized
tissue were as high as 500–600 8C (6). He also found that
final temperatures in the range of 65–70 8C resulted in
white coagulation while there was no damage to tissues for
temperatures < 60 8C (7).

By far, the most effective promoters of electrosurgery
were Cushing and Bovie. W. T. Bovie was a physicist
attached to the Harvard Cancer Commission. He had
developed two electrosurgical units, one for coagulating
and one for cutting. Harvey Cushing, the father of neuro-
surgery, had been concerned for some time with the pro-
blem of uncontrolled hemorrhage and diabetes insipidus,
the often fatal complications of hypophysectomy, among
other concerns (8). In 1926, working with Bovie, he applied
high frequency current in cerebral surgery with excellent
results. They published their work in 1928, emphasizing
the three distinct effects of electrosurgery: desiccation,
cutting and coagulation (9).

Early Electrosurgical Generators. Cameron-Miller
offered the Cauterodyne in 1926, similar to the later
model of 1930 that featured both vacuum tube cutting
and spark gap coagulation. It came in a burled walnut
bakelite case for $200. It is not known if the original 1926
device included tube cutting. The device designed and
manufactured by W. T. Bovie was of higher fundamental
frequency than the other early devices. The Bovie device
used a 2.3 MHz vacuum tube oscillator for pure cutting
(i.e., Cut 1) and a 500 kHz fundamental frequency spark
gap oscillator for fulguration and desiccation (Cut 2–4 and
Coag). The overall size, circuit and configuration of the
Bovie device remained essentially constant through the
1970s. Bovie’s name is so closely associated with electro-
surgery that it is frequently referred to as the Bovie knife
in spite of the extensive work which preceded his device
and the numerous devices of different manufacture avail-
able then and now. In essence, the available electrosur-
gical generators between� 1930 and the 1960s were of the
similar design to that used by Bovie, and consisted of a
spark gap generator for coagulating and a vacuum tube
generator for cutting.

The introduction of solid-state electrosurgical genera-
tors in the early 1970s by Valleylab and EMS heralded the
modern era of isolated outputs, complex waveforms, more
extensive safety features and hand-activated controls.
Interestingly, hand-activated controls are actually a recent
rediscovery and improvement on those used by Kelly and
Ward (10) and those available on the Cauterodyne device.
In some ways, higher technology devices of all designs are
made inevitable by the recent proliferation of delicate
measurement instrumentation that is also attached to a
patient in a typical surgical procedure.

Clinical Applications

The topics chosen in this introductory survey are by no
means comprehensive. Those readers interested in specific
surgical techniques should consult the texts by Kelly and
Ward (10) and Mitchell et al. (11) for general, gynecologic,
urologic and neurosurgical procedures; Otto (12) for minor
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electrosurgical procedures; Harris (13), Malone (14), and
Oringer (15,16) for dental electrosurgery; and Epstein (17)
and Burdick (18), for dermatologic procedures.

When high frequency currents are used for cutting and
coagulating, the tissue at the surgical site experiences
controlled damage due either to disruptive mechanical
forces or distributed thermal damage. Cutting is accom-
plished by disrupting or ablating the tissue in immediate
apposition to the scalpel electrode. Continuous sine wave-
forms (e.g., those obtained from vacuum tube or transistor
oscillators) have proven most effective for cutting. Coagu-
lating is accomplished by denaturation of tissue proteins
due to thermal damage. Interrupted waveforms, such as
exponentially damped sinusoids (obtained from spark gap
or other relaxation-type oscillators) are effective for coa-
gulation techniques requiring fulguration, or intense
sparking (fulgur is Latin for lightning). However, when
no sparks are generated, coagulation is created by tissue
heating alone, and the specific waveform is immaterial:
only its effective heating power, or root-mean-square (rms)
voltage or current determine the extent of the effect.
Suffice it to say that the difference between cutting and
coagulation is due to combined differences in heat-transfer
mechanisms and spatial distribution of mechanical forces.
In general, the tissue damage from cutting current is
confined to a very small region under the scalpel electrode
and is quite shallow in depth. Cells adjacent to the scalpel
are vaporized and cells only a few cellular layers deep are
essentially undamaged. Though dependent on surgical
technique, generally only the arterioles and smaller vessels
are sealed when a cut is made using pure sine wave
currents. Coagulation currents are used to close larger
vessels opened by the incision, to fuse tissue volumes by
denaturing the proteins (chiefly the collagen) and to
destroy regions of tissue. The tissue damage when coagu-
lating is deeper than when cutting. In the majority of
applications for coagulating current, the damage in the
tissue is cumulative thermal damage rather than tissue
disruption or ablation.

Cutting is a monopolar procedure, although some
experiments have been performed with bipolar cutting.
That is, the scalpel electrode represents essentially a point
current source and the surgical current is collected at a
remote site by a large area dispersive, or return electrode.
Coagulation may be accomplished using either monopolar
or bipolar electrodes. In bipolar applications, both the
current source and current sink electrodes are located at
the surgical site. A typical bipolar electrode might consist
of forceps with the opposing tongs connected the two active
terminals of the generator. In both cutting and coagulating
processes, whether monopolar or bipolar electrodes are
used, a layer of charred tissue often condenses on the cool
electrode that must periodically be removed (19).

The histologic effects of cutting current are varied and
apparently depend on technique. Knecht et al. (20) found
that the healing process in an electrosurgical incision was a
bit slower than for incisions made by a cold scalpel. In their
study, the wound strength of an electrosurgical cut was
less than that of a cold scalpel cut until � 21 days after
surgery. After 21 days, no difference in wound strength
was measurable. Ward found that an electrosurgical cut

generally formed slightly more scar tissue on healing than
a cold scalpel cut if the closure of the two wounds was
identical (21). The cellular layers within � 0.1 mm of the
scalpel electrode showed electrodesiccation effects when
sine wave cutting was used (21). In a later series of studies
on tissues of the oral cavity, Oringer observed that when
the cutting current was carefully controlled, the damage
was confined to the cut cellular layer, and the layer of cells
adjacent to the cut was undamaged (14,15). The cell
destruction was apparently self-limiting to the extent that
no damage to the cytoplasm or cell nucleus of the cut layer
was visible in light or electron micrographs (14). Oringer
(16) describes the margin of an excised squamous cell
carcinoma that had been removed with electrosurgery.
Under the electron microscope at a magnification of
47,400 the margin was seen to contain several clear exam-
ples of cells sheared in half with no damage to the remain-
der. Oringer, and others, observed faster healing with less
scar tissue in the electrosurgical incision. The variety of
results obtained is likely due to differences in waveform,
surgical technique, tissue characteristics and scalpel elec-
trodes used in the studies.

When combined sine wave and interrupted (coagulat-
ing) waveforms are used, or when spark gap sources are
used for cutting, a coagulum layer extends deeper into the
tissues under the desiccated layer (21). Coagulation tech-
niques include (1) fulguration (also called spray coagula-
tion or black coagulation) in which the tissue is carbonized
by arc strikes, (2) desiccation, in which the cells are dehy-
drated resulting in considerable shrinking, and (3) white
coagulation, in which the tissue is more slowly cooked to a
coagulum. In fulguration techniques, the active electrode is
held a few millimeters from the surface of the tissue and
arcs randomly strike from the electrode to the tissue. The
cell structure is destroyed at a very high temperature
resulting in charring of the tissue. In desiccation, the water
is evaporated from the cell relatively slowly leaving a white
dry flake of powder, the cells appear shrunken and drawn
out with elongated nuclei. The overall cellular anatomical
characteristics are preserved (21). Desiccation techniques
normally take longer to accomplish than fulguration for
the same volume of tissue. In white coagulation, the
electrode is in intimate contact with the tissue. No arcs
strike so the electrode voltage is low by comparison. The
total electrode current may be high, but the tissue current
density (current per unit area) at all points on the elec-
trode is moderate and the duration of the activation is
therefore relatively long. The cellular effects are varied,
ranging from a tough coagulum when connective tissue
predominates to granular debris easily removed by a curet
when the majority of the tissue is epithelial (21). Often the
goal of coagulation is to shrink and fuse or thermally
damage tissue collagen.

Minor Surgery. Minor surgery may be described as
surgery applied to tissues on exterior surfaces of the body
under local anesthetic, which includes dermatology. Other
external surfaces, which include oral, vaginal and cervical
tissues, are also routinely treated as minor surgery cases
on an outpatient basis or in the office. Typical minor
surgery procedures include the removal of warts, moles
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and vascular nevi, the surgical reduction of sebaceous
cysts, epiliation, cervical conization, relief of chronic nasal
obstruction, and the removal of polyps and tumors. The
techniques used in minor surgery are very similar to those
of general surgery, although the cutting electrodes come in
a wider variety of shapes and sizes.

Figure 1 illustrates some of the electrodes used (19). The
standard scalpel blade electrode used for incision is ellip-
tical in cross-section with a cutting edge which is of small
radius (not sharp) in order to yield the very high current
densities required for tissue ablation. The scalpel electrode
is sometimes angled for special techniques. Scalpel elec-
trodes are usually used for incisions, but may also be used
for coagulation. The flat side of the blade can be applied to a
tissue mass to obtain coagulation. The tip of the electrode
may be suspended above the tissue for fulguration. Other
electrode shapes accumulate less carbonized tissue residue
than the scalpel, and are often preferred for coagulation.
The needle, standard coagulation and ball electrodes are
used either for desiccation or fulguration. The ball elec-
trode may be used with coagulating current to treat per-
sistent nose bleed that does not respond to other methods.

Bipolar forceps and the turbinate electrode are used in
bipolar procedures. The forceps electrode has one electrical
connection on each side of the forceps, and is used, for
example, to grasp a seeping vessel; current between the
forceps electrodes then seals off the vessel end by fusing the
vessel walls together. The turbinate electrodes are used to

obtain submucous coagulation (desiccation) in the nasal
turbinates for relief of chronic vasomotor rhinitis: swelling
of the soft tissue in the nasal cavity caused by, for example,
allergies or irritants.

Neurosurgery and General Surgery. Blood is toxic to
neural tissue. Consequently, blood loss during neurosur-
gery is to be avoided at all costs. At its inception, electro-
surgery presented the first technique that accomplished
cutting with negligible blood loss. This was this feature of
electrosurgery that so strongly attracted Cushing. Many of
the now commonplace neurosurgical procedures would be
impossible without some method for obtaining hemostasis
while cutting.

White coagulation is generally used in neurosurgery
since it does not cause charring. White coagulation takes
a relatively long time to obtain compared to fulguration or
cutting. Holding the scalpel electrode to a location for long
activation times allows deep penetration of the high tem-
perature zone. This effect is used to advantage in rf lesion
generation for selective disabling of neural tissue. Bipolar
applicators restrict the current to a smaller region and are
used extensively for microneurosurgical techniques, since
they are more precise and safer. Many of the techniques are
properly classed as microsurgery. Often the tissue being
cut or coagulated is stabilized with a suction probe while
current is applied. The suction probe is usually noncon-
ductive glass or plastic; however, on occasion a metal
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Figure 1. Electrodes typically used for general
electrosurgery.



suction probe is used with monopolar coagulation to loca-
lize the current to the immediate area (11). Incisions of the
cerebral cortex are usually made with monopolar needle
electrodes. Surface tumors are removed by applying a
suction probe to the tumor and excising it at the base with
a cutting loop.

Dental Electrosurgery. The tissues of the oral cavity are
particularly highly vascularized. Also, the mouth and ali-
mentary canal contain high concentrations of bacteria.
Since the ability to ingest food is critical to survival these
tissues are among the fastest healing of the body. Electro-
surgery plays an important role in oral surgery in that it
drastically reduces bleeding that would obscure the opera-
tive field and the undesirable postoperative effects of pain,
edema and swelling in the submaxillary triangle (15). It
can be quite difficult to accurately resect redundant tissue
masses by cold scalpel techniques in the oral cavity. Elec-
trosurgery allows accurate resection with minimal elapsed
time and complications, an important feature when fitting
prosthodontic devices. Electrosurgery reduces the hazard
of transient bacteremia and secondary infection (14), and
the danger of surgical or mechanical metastasis of malig-
nant tumor emboli during biopsy (15). In short, all of the
advantages obtained in other types of surgery are experi-
enced in dental surgery as well as some additional bene-
ficial aspects.

The active electrodes used in dental electrosurgery are
for the most part similar to those shown in Fig. 2 (19).
Several shapes specific to dental procedures are: the open
hook electrodes in Fig. 2a are used along with other needle

electrodes to create subgingival troughs, those in Fig. 2b
are used with ball electrodes, and loop electrodes for seat-
ing orthodontic appliances and denture prostheses and
exposing roots. Other interesting applications include
the removal of premalignant neoplastic lesions from the
surface of the mucosa using a planing loop and the removal
of tissue masses from the tongue. Carefully applied elec-
trosurgery can be used to advantage on teeth as well as the
soft tissues of the oral cavity.

Urologic Surgery. Electrosurgery is used extensively in
urologic procedures. Urologic procedures, specifically
transurethral resections of the prostate, utilize by far
the highest currents at high voltage for the longest dura-
tions and largest number of activations per procedure of
any electrosurgical technique. Other urologic applications
of electrosurgery include: the resection of bladder tumors,
polyp removal by means of a snare electrode or desiccating
needle, kidney resection to remove a stone-bearing pocket,
and enlarging the urethral orifice in order to pass stones.
These other procedures utilize power levels similar to those
of general surgery.

A transurethral resection is intended to increase the
caliber of a urethra that has been partially closed by an
enlarged prostate gland. This procedure is one of the ear-
liest applications of electrosurgery in urology, having been
described in considerable detail by Kelly and Ward in 1932
(21). During transurethral resection, the urethra is irri-
gated with a nonconductive sterile solution, either dextrose
or glycerine, while a cutting loop is advanced to remove the
encroaching tissue. Surgical cutting accomplished in a
liquid medium requires higher currents since the liquid
carries heat away and disperses the current (even though it
is nonconductive) more than a gaseous environment would.
A typical resectoscope used in this procedure is shown
diagrammatically in Fig. 3. A long outer metal sheath,
which is plastic coated, contains a cutting loop that can
be extended from the sheath, a fiber optic cable bundle for
viewing the cutting action, an illumination source (either a
bulb at the end or an illumination fiber optic bundle), and
spaces for influx and efflux of irrigating fluid. The cutting
loop (of thin diameter to yield the high current densities
required) is moved in and out of the sheath by the surgeon
as required to accomplish the resection.

Gynecologic Surgery. One of the common gynecologic
applications of electrosurgery is cervical conization. Other
common gynecologic applications of electrosurgery include
the removal of tumors, cysts, and polyps. The use of elec-
trosurgery in laparoscopic tubal ligations will be treated in
some detail since it is also a very common procedure. The
laparoscopic tubal ligation is a minimally invasive sterili-
zation procedure typically accomplished by advancing an
electrode through a small incision in order to coagulate the
Fallopian tube. The position of the uterus is fixed by a
cannula inserted through the cervix under the surgeon’s
control. The abdominal cavity is insufflated with CO2 gas in
order to separate the tissue structures. The coagulating
electrode is then advanced through a small incision in the
abdominal wall to the Fallopian tube by the surgeon,
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Figure 2. Electrodes typically used for dental electrosurgery.
(a) Open hooks and needles, straight and angulated to reach
difficult locations. (b) Straight and angulated cutting loops.



observing through an endoscope (laparoscope), which has
been inserted through a separate small incision. The iso-
lated Fallopian tube is then coagulated at high current but
relatively low voltage.

Both monopolar and bipolar electrosurgical electrodes
have been used for this procedure; however, monopolar
tubal ligation methods are to be avoided as there have been
many instances of bowel wall perforations and other com-
plications following monopolar tubal ligation procedures
owing to surgical current flow in the bowel wall. Bipolar
techniques confine the current to a small region of tissue
and the risk of bowel perforation is minimal in comparison.
A bowel wall perforation can still result due to heat trans-
fer from the coagulated tissue, so the coagulating forceps
and Fallopian tube must be held away from the bowel wall
and allowed to cool before being released. Note that a
surrounding CO2 gas environment will increase the time
required for tissue cooling.

FUNDAMENTAL ENGINEERING PRINCIPLES
OF ELECTROSURGERY

RF Generators for Electrosurgery

In general, the RF frequencies used for electrosurgery fall
between 350 kHz and 4 MHz, depending on manufacturer
and intended use. The available output power ranges from
� 30–300 W. Peak open circuit output voltages vary from
< 200 V to 10 kV. Higher open circuit voltages are used to
strike longer arcs for fulguration, while the lower voltages
are used for bipolar coagulation. Most devices are capable
of generating several different waveforms, said to be appro-
priate for differing surgical procedures.

Vacuum Tube and Spark Gap Oscillators. The original rf
generators used in electrosurgery, diathermy, radiotele-
graphy, and radar circuits were spark gap oscillators
(Fig. 4). The exponentially damped sine wavefrom
(Fig. 4b) results from a breakdown of the spark gap (SG
in Fig. 4a) that initializes the oscillations. The waveform is
often called a Oudin waveform, though it is typical of all
spark gap units, Oudin output circuit or not. The RFC is a
RF choke to prevent the rf signal from coupling to the
power line. Later generator designs utilized vacuum tube
oscillator circuits that were typically Tuned-Plate, Tuned-
Grid Oscillators (22), as shown in Fig. 5a (Birtcher Elec-
trosectilis), or Hartley oscillators, Fig. 5b (Bovie AG). The
output of vacuum tube electrosurgical units is available as
either partially rectified [meaning that the RF oscillator is
active only on one of the half-cycles of the mains power (i.e.,
one vacuum tube)] or fully rectified [meaning that the RF

oscillator is active on both half-cycles of the mains power
(Fig. 5c)]. In both circuits of Fig. 5 each vacuum tube, V1
and V2, oscillates on opposite half cycles of the mains
power, period T. Electrosurgery generator designs varied
little from the standard units built by Bovie and Cameron-
Miller in the 1920s until � 1970 when solid-state genera-
tors became available. Solid-state generators made possi-
ble much more sophisticated waveforms and safety devices
in a smaller overall package. Though not specific to solid-
state technology, isolated outputs became common when
solid-state electrosurgery units were introduced. Until
� 1995 all electrosurgery generators acted essentially as
voltage sources with a typical output resistance in the
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Figure 3. Resectoscope typical for
transurethral resections of the pros-
tate (TURP).

Figure 4. Spark gap oscillator rf generator. (a) Spark gap oscil-
lator circuit. SG¼ spark gap, which acts as a switch, RFC¼ radio
frequency choke, L and C determine the fundamental rf frequency,
f0 and R the damping (R¼ the patient). (b) Oudin waveform with
amplitude determineed by the supply voltage peak, Vs. (c) Fre-
quency spectrum of the output Oudin waveform has energy cen-
tered at�0, the fundamental RF oscillation frequency with energy
concentrated at harmonics of the repeat frequency to both high and
low frequencies.



neighborhood of 300–500 V. Recent generator designs
incorporate embedded microprocessors and have constant
power delivery modes. Interestingly, both Bovie and
Cameron-Miller electrosurgical devices are available in
the present day, though the designs are considerably
different.

Solid-State Generators. Solid-state electrosurgical gen-
erators generally operate on a different design principle
than the vacuum tube devices. Rather than combine the
oscillator and power amplifier into one stage, solid-state
generators utilize wave synthesis networks that drive a
power amplifier output stage. This approach has the
advantage that quite complex waveforms may be employed

for cutting and coagulating; although to date the wave-
forms used vary little, if at all, from those of vacuum tube
and spark gap oscillators. Many solid-state generators
(chiefly those with bipolar transistors in the output ampli-
fier) do not have as high open circuit output voltages as
vacuum tube and spark gap devices. It sometimes appears
to the user of those devices that there is less power avail-
able for cutting and coagulating since the lower open
circuit voltages will not strike arcs as far away from the
tissue. This turns out to be a limitation of concern in the
high voltage procedures, namely in TURPs, but not in high
current procedures, such as laparoscopic tubal ligations. In
general, solid-state generators that use bipolar transistors
in the high voltage output amplifier stage are vulnerable to
transistor failure. The more recently introduced solid-state
generators (after � 1985) employ high voltage VMOS or
HEXFET field effect transistors (23) in the output stage to
give higher open circuit voltages and/or to reduce the stress
on the bipolar output transistors.

A general block diagram of a typical solid-state electro-
surgical generator is shown in Fig. 6 (24). The fundamental
frequency, most often � 500 kHz, is generated by a master
oscillator circuit, typically an astable multivibrator. The
primary oscillator acts as the clock or timing reference for
the rest of the generator. The unmodified master oscillator
signal is amplified and used for cutting. An interrupted
waveform is formed by gating the continuous oscillator
output through an external timing circuit, as shown in
the figure. The repeat frequency of the timer is typically on
the order of 20 kHz (24), much higher than that of spark
gap oscillators. The duty cycle of a waveform is the ratio of
duration of the output burst to the time between initiation
of bursts. Duty cycles for solid state coagulating waveforms
vary, but a duty cycle of 10–20% would be considered
typical. This is in sharp contrast to the spark gap devices
that have duty cycles often < 1%. The higher duty cycle of
solid-state units compensates in part for their lower peak
output voltages so the actual maximum available power is
similar in both families of devices.

Constant power output is obtained by measuring the
output voltage and current and adjusting the drive signal
to compensate for changes in the equivalent load impe-
dance (25), as in Fig. 7a. The sampling rate for this adjust-
ment is on the order of hundreds of hertz (� 200 Hz for the
device depicted). In Fig. 7b, the performance of the example
system is compared to a standard voltage source generator
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Figure 6. Block diagram for typical solid state
ESU. Footswitch (and hand switch) controls sim-
plified by omitting the interlock circuitry that
prevents simultaneous activation. Master oscilla-
tor sets fundamental RF frequency, f0. Interrup-
ted waveform repeat frequency, frep. Provisions
for blending cut and coag modes often provided.
Power amplifier either bipolar junction transis-
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with fixed output impedance 300 V and maximum output
power of 250 W at 300 V load impedance. The differences at
high load impedances typical of electrosurgical cutting (up
to � 2 kV) are easily seen in the figure.

Safety Appliances. Since the electrosurgical unit (ESU)
represents a high power source in the operating room, the
potential for adverse tissue effects and accidental results
must be managed. One of the more common types of
accident has historically been one or more skin burns at
the dispersive, or return, electrode site (during monopolar
procedures). Often these have resulted from the return
electrode losing its attachment to the skin. Earlier ESU
designs incorporated a so-called circuit sentry, or its
equivalent, which ensured that the return electrode cable
made contact with the return electrode by means of mon-
itoring current continuity through the cable and electrode
connection at some low frequency. This ensured that the
electrode was connected to the ESU, but did not ensure
that it was connected to the patient.

Modern ESU devices monitor the patient return elec-
trode to ensure its continued connection to the skin. In
these devices, the patient return electrode is divided
approximately into halves and a small current (typically
on the order of 5 mA or less) at high frequency but below the
surgical frequency (typically in the neighborhood of
100 kHz) is applied between the electrode halves, the
connection being through the skin, only, as in Fig. 8
(25). The impedance between them is monitored, and if
it exceeds maximum or minimum limits, or a set fraction of

the baseline value (typically 40% or so over the baseline) an
alarm sounds and the generator is deactivated. The patient
return monitor system resets the baseline impedance if it
falls below the initial value.

The high frequency of operation of electrosurgery units
also contributes to the hazards associated with its use. At
very high frequencies, current may flow in two different
ways. First, in good conductors, such as skin and other wet
tissues, the current flows by conduction and Ohm’s law
applies. Second, in insulating dielectric substances, such as
air, surgical rubber or plastic, the current flows as so-called
displacement current. The value of the displacement cur-
rent density is linearly related to the frequency, so for the
same materials, voltages and geometric arrangement of
conductors, higher frequencies conduct more displacement
current in dielectric substances than do lower frequencies.
A consequence of this relationship is that at electrosurgical
frequencies and voltages the capacitance between the wire
conductor in a scalpel electrode and tissue over which the
wire passes may have low impedance if the insulation is
thin. Scalpel electrode wires are covered with thick insula-
tion of high dielectric constant in order to prevent tissue
damage at high scalpel electrode voltages. If the wire is
inadequately designed or the insulation is damaged, the
displacement current in the wire insulation may be dense
enough to cause damage to the underlying tissue.

Electrosurgical unit outputs may be isolated, referred to
ground, or grounded terminals (Fig. 9). Grounded patient
return leads (Fig. 9a) have a hard wired connection to the
ESU chassis ground wire. Referred to ground means that
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there is a fixed impedance, typically a capacitor, between
the patient return lead and ground (Fig. 9b). The capaci-
tance is chosen to represent a low impedance at the ESU rf
frequency and a high impedance at power mains frequency
and frequencies associated with stimulation of electrically
excitable tissues. Isolated outputs (Fig. 9c) have high
impedance to earth ground at both output terminals,
usually by means of an output transformer; these are
almost uniformly used for bipolar modes, and are common
in monopolar modes as well. No isolation system is ideal,

however, and all rf currents should be thought of as ground
seeking in some sense. In an isolated system, either patient
lead can become a source of RF current.

A less obvious consequence of the high frequency is that
every object in the room (the surgeon, the patient, the
operating table and associated fixtures, the electrosurgical
generator, other instrumentation) all have a small but
finite parasitic or distributed capacitance to earth. This
makes all of the RF currents in the operating room ground
seeking, to some extent. Even the best isolated generator
will have some ground leakage current at RF, and this
value may be much more than the mains frequency leakage
current (depending on the design of the output circuitry).
Certainly, all of the grounded output generators can have
significant differences between the active cable current
and the return or dispersive electrode cable current. The
difference current flows in all of the parallel pathways,
conductive and/or capacitive. If any of these pathways
carry too much current in too small an area, a thermal
burn could develop. To the extent reasonable, direct con-
ductive pathways through clamps, foot stirrups, and other
metallic fixtures should be eliminated. This can be accom-
plished by using devices that have insulating covers over
the pieces likely to contact the tissue, or insulated cou-
plings, connectors or other barriers at some location
between the tissue and the clamp which connects the
device to the surgical table. Additional safety can be
obtained by using monitors and other instruments that
have RF isolation built into their electrode leads. These
precautions and others will greatly reduce the hazards
associated with alternative current pathways. There are
International Electrotechnical Commission standards that
cover the requirements for electrosurgical applicators,
generator output connections, and isolation schemes
(26,27). It is important to note that safe operation of
electrosurgical devices can be obtained by more than one
design strategy. The ESU, patient, and surroundings
should be thought of as a system, in order to ensure a safe
environment.

Representative Surgical Procedures

The output voltages and currents that are required of an
electrosurgical generator depend on the particular proce-
dure for which it is to be used. Fulguration requires high
voltages to initiate the arcs, but not large currents, so a
generator of high output impedance works quite well.
Spray coagulation uses higher currents at the high vol-
tages, the difference between spray coagulation and ful-
guration being one of degree rather than principle. White
coagulation requires relatively high current at low voltage
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Figure 8. Patient return monitor circuit ensures that
the return electrode remains attached to the patient.
Split return electrode conforms to patient contours; both
halves of return electrode carry surgical rf current.
Insulator prevents lower frequency interrogation cur-
rent from finding a shorter pathway. Current pathway is
through the patient’s skin, ensuring contact.
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since no arc is formed at the scalpel electrode. The highest
power, that is voltages and currents together, is required
for transurethral resections of the prostate (TURP) proce-
dures. The cutting characteristics of the various generator
designs make them more or less optimal for certain pro-
cedures. Given the variety of designs available and varia-
tions in surgical technique among the users, it is no
surprise to find that generator selection often boils down
to personal preference.

The two modes used in electrosurgical procedures,
bipolar, and monopolar, have quite different current field
distributions. The bipolar mode is very effective in coagu-
lating small vessels and tissue masses. Bipolar techniques
are especially useful in microsurgical procedures. In bipo-
lar electrosurgery, a two-wire coagulating electrode is
clamped around a tissue lump or vessel and electrosurgical
current is applied between the electrodes until the desired
surgical effect is obtained. In monopolar electrosurgery,
there are two separate electrodes, an active or cutting
electrode and a large area dispersive or ground or return
electrode located at some convenient remote site. Current
is concentrated at the active electrode to accomplish the
surgery while the dispersive or return electrode is designed
to distribute the current in order to prevent tissue damage.
The majority of applications of electrosurgery utilize mono-
polar methods, since that is the traditional technique and is
most effective for cutting and excision. There are, however,
many situations in which bipolar methods are preferred.

The power needed for a particular cutting or coagulating
action depends on whether or not an arc is established at
the scalpel electrode, on the volume of tissue, and on the
type of electrosurgical action desired. Bipolar actions,

which are typified by forceps electrodes grasping a volume
of tissue to be coagulated, engage only a very small volume
of tissue, since the current field is confined to be near the
forceps, and usually white coagulation is desired. Conse-
quently, the current is moderate to high and the voltage is
low: tens to hundreds of milliamps (rms) at 40–100 V (rms),
typically. In bipolar activations the current is determined
primarily by the size of forceps electrodes used, and to a
lesser extent by the volume of tissue. The volume of tissue
more directly affects the time required to obtain adequate
coagulation.

Monopolar actions, which may be for cutting or coagula-
tion, are more variable and difficult to classify. In a study
reported in 1973 in Health Devices (28), the voltages, cur-
rents, resistances, powers, and durations of activation dur-
ing various monopolar electrosurgical procedures were
measured. The resistance measured in this study was the
total resistance between the active electrode cable and the
dispersive electrode cable. Two types of procedure have
significantly different electrical statistics compared to all
other surgical cases: laparoscopic tubal ligations and trans-
urethral resections of the prostate. The data in Table 1 have
been grouped into general surgery (hernia repair, laparo-
tomies, cholesystectomies, craniotomies etc.), laparoscopic
tubal ligations, and TURPs. The table has been assembled
from data collected at several different hospitals during
procedures performed by different surgeons. For each sepa-
rate surgical case, the minimum, average and maximum of
each variable was recorded. The data in the table represent
the means and standard deviations of the recorded mini-
mum, average and maximum value calculated over the
cases as originally presented in Ref. 19. While the total
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Table 1. Typical Statistics for Representative Surgical Procedures in Which Electrosurgery
Is Useda

General Surgery
(8 cases)

Laparoscopic Tubal
Ligation (19 cases)

Transurethral
Resection (8 cases)

Number of activations 22 (s.d¼ 24) 9 (7.5) 168 (151)
Voltage, V, rms

Min 118 (58) 82 (20) 212 (43)
Avg 179 (57) 140 (65) 340 (12)
Max 267 (143) 207 (108) 399 (17)

Current, mA, rms
Min 128 (29) 311 (108) 304 (109)
Avg 243 (116) 423 (73) 600 (30)
Max 423 (240) 615 (202) 786 (47)

Power, W
Min 18 (7.5) 28 (9.3) 86 (41)
Avg 43 (25) 57 (19) 208 (15)
Max 103 (94) 99 (44) 290 (17)

Resistance, V
Min 620 (720) 200 (50) 400 (40)
Avg 1070 (760) 410 (430) 580 (14)
Max 1960 (890) 660(670) 1110 (360)

Duration of Activation, s
Min 1 1 1
Avg 1.6 (1.0) 4.8 (3.3) 1.1 (0.12)
Max 3.6 (3.0) 13.6 (13.1) 2.9 (1.9)

aData collected by ECRI and reported in Health Devices(28). Data given include the means of each variable and its

associated standard deviation in parentheses. The raw data were given as the minimum, average and maximum value

during a particular procedure. The mean is the mean of the recorded minimum, average, or maximum value over all

procedures in the study. This table originally appeared in Ref. 19.



number of cases studied under each category is not large,
the data do give an overall indication of the range expected
in surgical cases.

On the average, laparoscopic tubal ligations required
the fewest activations (the range was 5–29), and TURPs by
far the most activations (the range was 70–469). The
resistances presented by the series combination of the
scalpel electrode and tissue were similar for all procedures
at 410V for laparoscopic tubal ligations (range 130–
1080V), 580V for TURPs (range 340–1800V) and
1070V for general surgery (range 180–2650V). Higher
equivalent resistances correlate with arc formation during
the cutting process, so the values associated with general
surgery might reasonably be expected to be higher.

Ablation, Coagulation and Tissue Fusion

The electrosurgical unit is designed to create irreversible
thermal alteration of tissues; that is, controlled thermal
damage. The objective is to heat target tissues to tempera-
tures for times sufficient to yield the desired result. All of the
physical effects of rf current are the result of elevated
temperatures. The key observation is that the degree of
alteration depends on both the temperature and the time of
exposure. This section describes tissue effects resulting from
the rf current from lower to higher temperature ranges.

Kinetic models of thermal damage processes based on
an Arrhenius formulation have been used for many years
to describe and quantify thermal damage (29):

VðtÞ ¼
Z t

0
Ae	½E=RT�dt ð1Þ

The dimensionless parameter, V is an indicator of the
relative severity of the thermal damage. Thermal damage
is a unimolecular reaction in which tissue proteins change
irreversibly from their native ordered state to an altered
damage state. In the kinetic model, A is a measure of the
molecular collision frequency (s	1), E is an energy barrier
the molecules surmount in order to transform from native
state to denatured state (Jmol	1), R is the universal gas
constant (Jmol	1-K), T is the absolute temperature (K),
and t is the time (s). The damage process coefficients, A and

E, must be experimentally determined. This model
assumes that only a single first-order process is active:
The model can be used on multiple-process damage accu-
mulation if each process is thermodynamically indepen-
dent with its own set of process coefficients. A damage
process may be described by its critical temperature, Tcrit,
defined as the temperature at which dV/dt¼ 1.0.

The physical significance of V is that it is the logarithm
of the ratio of the initial concentration of undamaged
material, C(0), to the remaining undamaged material at
the conclusion, C(t):

VðtÞ ¼ ln
Cð0Þ
CðtÞ

� �
ð2Þ

However, typical damage end points have been qualitative
tissue indicators such as edema formation or hyalinization
of collagen (i.e., amorphous collagen as opposed to the
normal regular fibrous array). One exception that has
proved useful is the birefringent properties of some tissues,
primarily muscle and collagenous structures. Birefringent
tissue acts similarly to a quarter wave transformer in that
polarized light has its polarization rotated as it passes
through a regular array. Consequently, when observed
through an analyzer filter rotated 908 with respect to the
polarizer, birefringent tissue appears bright and nonbire-
fringent tissue dark (Fig. 10). In muscle, the birefringent
properties are due to the regularity and spacing of the
actin-myosin array. In collagenous connective tissues, it is
the array of collagen fibers that determines birefringence.
In both cases, elevated temperatures destroy the regularity
of the array and birefringence is lost. In numerical models
the transient temperature history of each point may be
used along with equations 1 and 2 to predict the extent of
thermal damage for comparison to histologic sections.

Ablation. Electrosurgical (RF) current, lasers, ultra-
sound, and microwaves have been used to obtain coagula-
tive necrosis in myocardium In vivo for the elimination of
ectopic contractile foci. The first meaning for ablation is to
remove, as by surgery. The second meaning, to wear away,
melt or vaporize is more familiar in the engineering sense
(as in ablative heat transfer). In cardiac ablation, the goal
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Figure 10. Principle of tissue birefringence.
(a) Birefringent tissue is able to rotate the polariza-
tion (large arrow) of polarized light. (b) Thermally
damaged tissue loses this property.



is to deactivate badly behaved cardiac muscle (reentrant
pathways). Though no actual mass defects are created in
the tissue structure, the process is termed ‘‘ablation’’ in the
sense that the affected tissue is removed from the inven-
tory of electrophysiologically active cardiac muscle. Results
are evaluated in clinical use by monitoring electrophysio-
logic activity during treatment. Additional feedback may
be applied to improve the repeatability of results.

Figure 11 illustrates the loss of birefringence at elevated
temperatures in cardiac muscle. Figure 11a shows a cir-
cular disk active electrode applied to the epicardial surface

of excised myocardium. The ground plane is applied to the
endocardial surface. Figure 11b is a light microscopic (LM)
view of the histologic section at an original magnification of
10� stained with hematoxylin and eosin. Figure 11c is the
corresponding Transmission Polarizing Microscopy (TPM)
view of the same section. The views are taken from the
region shown in dashes at the outer edge of the disk elec-
trode. While the boundary of thermal damage can just be
identified by a skilled observer in the LM image (Fig. 11b),
a clear line of demarcation is visible in the TPM image
(Fig. 11c). For heating times in the range of 1–2 min useful
estimates of the kinetic coefficients are E¼ 1.45� 105

(Jmol	1) and A¼ 12.8� 1021 (s	1). These coefficients give
erroneous predictions for heating times outside of this
range, however.

Birfringence loss identifies irreversible major structural
damage in the cardiac myocyte. It is certainly arguable
that electrophysiologic function is probably lost at lower
temperatures than the 50þ 8C required to achieve the
result shown in the figure. However, clinically, the 50 8C
isotherm seems to correspond with the desired result (30),
and also with the birefringence loss boundary for heating
times in this range (31).

Tissue Fusion and Vessel Sealing. Irreversible thermal
alteration of collagen is apparently the dominant process in
coagulation and successful tissue fusion (32–34). Electron
microscopic (EM) studies suggest that the end-to-end
fusion process in blood vessels is dominated by random
reentwinement of thermally dissociated adventitial col-
lagen fibrils (Type I) during the end stage heating and
early cooling phases (34). Successful vessel seals depend on
the fusion of intimal surface tissues and the support pro-
vided by thermal alteration of medial and adventitial
tissues.

Collagen is a ubiquitous tissue structural protein con-
sisting of three left-hand a-helices wound in a rope-like
molecular form (Fig. 12) with a periodicity of � 68 nm (35).
In this figure a small segment of a typical 300 nm long
molecule is shown. The 300 nm molecules spontaneously
organize into quarter-staggered microfibrils 20–40 nm in
diameter and these coalesce into larger diameter collagen
fibers In situ. There are at least 13 different types of
collagen fibers that form the structural scaffolding for all
tissues, the most common are Types I, II, and III collagen.
Collagen In situ is birefringent. One useful measure of
irreversible thermal alteration in collagen is that when
heated for sufficient time to temperatures in excess of
� 60 8C the regularity of the fiber array is disrupted and
collagen loses its birefringent property (see Fig. 13). When
viewed through the analyzer, native state collagen shows
up as a bright field due to its birefringent properties.
Thermally damaged collagen loses this property and is
dark in the field. The kinetic coefficients for collagen biref-
ringence loss in rat skin are (36): A¼ 1.606� 1045 (s	1) and
E¼ 3.06� 105 (Jmol	1). The birefringence-loss damage
process in collagen has a critical temperature of 80 8C.
These coefficients have proven useful over a wide range
of heating times from milliseconds to hours.

Collagen shrinks in length as well as losing its organized
regular rope-like arrangement of fibers. A model for
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Figure 11. Disk electrode applied to myocardium. (a) Geometry.
(b) Light microscopic view of region in dashed rectangle at the edge
of the electrode. Original magnification 40�. (c) Transmission
Polarizing Microscopy (TPM) view of the same section showing
the clear delineation of the zone of birefringence loss. Original
magnification 40�.



collagen shrinkage obtained by Chen et al. (37,38) is a bit
different in style from the first-order kinetic model. They
measured shrinkage in rat chordae tendonae over several
orders of magnitude in time for temperatures between 65
and 90 8C and under different applied stresses. They were
able to collapse all of their measured data into a single
curve, sketched approximately in Fig. 14. In their experi-
ments an initial ‘‘slow’’ shrinkage process (for equivalent
exposure time < t1) is followed by a rapid shrinkage rate
(t1< t< t2) and a final slow shrinkage process. The prac-
tical maximum for shrinkage in length, j (%), is 60%.
Longer equivalent exposures result in gellification of the
collagen and complete loss of structural properties. After
initial shrinkage, the collagen partially relaxes during
cooling, indicated by the shrinkage decay region in
Fig. 14. The curve fit functions utilize a nondimensional
time axis, t/t2, where the fit parameters are expressed in
the form of the logarithm of the time ratio:

n ¼ ln
t

t2

� �
ð3Þ

The shrinkage is obtained by interpolation between the
two slow region curves (through the fast region):

j ¼ ð1	 f ðnÞÞ½a0 þ a1n� þ f ðnÞ½b0 þ b1n� ð4Þ

where a0¼ 1.80� 2.25; a1¼ 0.983� 0.937; b0¼ 42.4� 2.94;
and b1¼ 3.17� 0.47 (all in %). The best-fit interpolation
function, f(n), is given by

f ðnÞ ¼ eaðn	nmÞ

1þ eaðn	nmÞ
ð5Þ

where a¼ 2.48� 0.438, and nm¼ ln{t1/t2}¼	0.77� 0.26.
Finally, at any temperature t2 is given by

t2 ¼ e½aþbPþM=T� ð6Þ

where a¼	152.35; b¼ 0.0109 (kPa	1); P¼ applied stress
(kPa); and M¼ 53,256 (K).

The functional form of t2 contains the kinetic nature of
the process, but is in the form of an exposure time rather
than a rate of formation, as was used in Eq. 2, and so the
coefficient, M, is positive. To use the collagen shrinkage
model, the shrinkage is referred to an equivalent t2. That
is, at each point in space and time an equivalent value for
the increment in t/t2 is calculated and accumulated until
shrinkage is calculated.

A representative clinical application of collagen shrink-
age is the correction of hyperopia using rf current, termed
Conductive Keratoplasty. In this procedure a small needle
electrode is inserted into the cornea to a depth of just over
one-half of the thickness (see Fig. 15a). A teflon shoulder
controls the depth of insertion. The speculum used to
retract the eyelids comprises the return electrode in this
procedure (Fig. 15b). The RF lesions are placed at 458
increments on circumferences with diameters of 6, 7, or
8 mm—8, 16, or 24 lesions depending on the degree of
curvature correction (i.e., diopter change) required
(Fig. 15c). Pulsed RF current heats and shrinks the corneal
collagen to decrease the circumference and thus the radius
of curvature of the cornea. Figure 16 is a histologic cross-
section of a typical lesion seen a few minutes after its
creation. Figure 16a is a light microscopic section (hema-
toxylin and eosin stain) and Fig. 16b is the corresponding
transmission polarizing microscopy section showing the
loss of collagenous birefringence near the electrode path.
The effect of shrinkage on the collagen fibers is clearly
visible as the normal fibrous wave is stretched in the
vicinity of the electrode site (Fig. 16b).

A representative example of tissue fusion processes is
the sealing of blood vessels by fusion of the intimal sur-
faces. In this application, forceps electrodes grasp the
vessel and a bipolar rf current is used to heat and fuse
the tissue (Fig. 17). An example experimental result is
shown in Fig. 18, where a successful seal was obtained
In vivo in a femoral artery. In that experiment a thermo-
couple was advanced through the vessel to the site of the
electrodes, accounting for the hole in the cross-section.
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Figure 12. Sketch of periodic structure of the
basic collagen molecule.

68 nm

1 2 3

Figure 13. Vessel collagen birefringence loss. (a) Thermally fused canine carotid artery, H&E stain
(Original magnification 40�). (b) TPM view of same section showing loss of birefringence in adv-
entitial collagen under bipolar plate electrodes.



Sealing and fusion of vessels by electrosurgical current
is strongly influenced by the inhomogeneous architecture
of the tissue constituents, particularly in the large arteries.
Inhomogeneities in electrical properties of the constitu-
ents, specifically smooth muscle, collagen and elastin, lead
to sharp spatial gradients in volumetric power deposition
that result in uneven heating. The mechanical properties
of the various tissue constituents are also of considerable
importance. Vascular collagen and elastin distribution
varies from vessel to vessel, species to species in the same
vessel, and point to point in the same vessel of the same
species.

Cutting Processes

The essential mechanism of cutting is the vaporization of
water. Water is by far the most thermodynamically active
tissue constituent. Its phase transition temperature near
100 8C (depending on local pressure) is low enough that
vaporization in tissue exerts tremendous forces on the
structure and underlying scaffolding. The ratio of liquid
to vapor density at atmospheric pressure is such that the
volume is multiplied by a factor of � 1300 when liquid
water vaporizes. Expansion of captured water is capable
of disrupting tissue structure and creating an incision. The
goal in electrosurgical cutting is to vaporize the water in a
very small tissue volume so quickly that the tissue struc-
ture bursts before there is sufficient time for heat transfer
to thermally damage (coagulate) surrounding tissues (39).
The same strategy is used in laser cutting.

Cutting electrodes have high rates of curvature to
obtain the high electric fields necessary to accomplish
cutting. The electrodes are not generally sharp, in a tactile
sense, but the edge electrical boundary conditions are such
that extremely strong electric fields result. With the pos-
sible exception of needle electrodes, the scalpel electrodes
of Figs. 1 and 2 are not capable of mechanically damaging
tissues. The intense electric fields vaporize tissue water
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Figure 14. Collagen shrinkage model curve (38). [Reproduced with
permission from ‘‘Corneal reshaping by radio frequency current:
numerical model studies’’ Proc. SPIE v4247 (2001) pp 109–118.]

Figure 15. Needle electrode used to
shrink corneal collagen and change
curvature for correction of hyperopia.
(a) Cross-section of electrode in place,
(b) View of speculum return electrodes,
(c) spot pattern for shrinkage lesion
location. [Reproduced with permission
from ‘‘Corneal reshaping by radio
frequency current: numerical model
studies’’ Proc. SPIE v4247 (2001)
pp109–118.]



ahead of the electrode, and the tissue structure parts due to
internal tension to allow the electrode to pass essentially
without tissue contact. Certainly, if the surgeon advances
the electrode too quickly there is a dragging sensation due
to perceptible friction, and much more radiating thermal
damage around the incision site.

Good cutting technique requires matching the genera-
tor output characteristics (primarily the source impedance,
but also to some extent the fundamental frequency), open
circuit voltage setting, electrode shape and cutting speed to
optimize the surgical result. Continuous sine waves are
more effective for cutting than interrupted waveforms
since the time between vaporization episodes is so much
shorter that radiating heat transfer is virtually eliminated.
Well-hydrated compartmentalized tissues, like skeletal
muscle or gingiva, cut more cleanly than drier tissues,
such as skin. Higher fundamental frequencies seem to give
cleaner cuts than lower frequencies, but the reason for this
is not known.

ADVANCED PRINCIPLES OF ELECTROSURGERY

Hazards of Use and Remedies

Any energy source, including electrosurgery, has hazards
associated with its use. The goal of the user is to achieve safe
use of the device by minimizing the risk. While it is not
possible to completely eliminate hazards, it is possible by

careful technique to reduce them to acceptable levels. Sev-
eral of the common hazards associated with electrosurgery
are alternate site burns, explosions, stimulation of excitable
tissues, and interference with monitoring devices and pace-
makers. The RF currents are designed to thermally damage
tissues, so the possibility of alternate site burns (at sites
other than the surgical site) is always present. Explosions of
combustible gases were, and still are, a hazard of electro-
surgery. Combustible gases include at least two relatively
little-used anesthetic agents (ether and cyclopropane) and
bowel gas, which has both hydrogen and methane, as a
result of bacterial metabolism. Arcs and/or sparks are rou-
tinely generated when cutting tissue so there is always an
ignition source for a combustible mixture. While the funda-
mental frequency of electrosurgery is above the threshold
for stimulation, arcs or sparks generate low frequency
components that can stimulate electrically excitable tissues,
that is, muscle and nerve. Radiated rf in the operating room
and rf currents in the tissues posed few problems in early
days, unless a faulty ground or other machine fault led to a
burn at some alternate site. In the present day, electrosur-
gery raises considerable havoc with instrumentation ampli-
fiers, pacemakers, and other electronic measurement
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Figure 16. Histologic view of col-
lagen shrinkage for Conductive Ker-
atoplasty. (a) Light microscopic
view, hematoxylin, and eosin stain.
(a) The TPM view, same section.
Original magnification 40�.

Figure 17. Bipolar forceps electrodes for vessel sealing.

Figure 18. Histologic cross-section of a vessel sealing experiment
in the canine femoral artery. Successful seal obtained with a
center temperature of 89 8C for 2 s. Hole in center of section is
location of thermocouple used to monitor temperature. Original
magnification 40�.



devices. Because so many potentially current-carrying
objects and devices are now routinely attached to the
patient, the attendant hazards have increased.

The remarkable feature of electrosurgical accidents is
that, although they are rare (one estimate puts the prob-
ability at � 0.0013%, or 200 out of 15 million procedures
using electrosurgery, on an annual basis) they are usually
a profound and traumatic event for the patient and the
surgical team, and often cause for expensive litigation. The
non-surgeon might reasonably wonder, in the light of the
problems, why electrosurgery is used. The answer is that
the tremendous advantages achieved by the use of electro-
surgery (the remarkable reduction in morbidity and mor-
tality and the low cost compared to competing technologies)
make it a very effective technology for use in clinical
medicine. It is important to note that hazards attend
any energy source (and electrosurgery is one among sev-
eral in the operating room) and they can be reduced and
managed, but not eliminated. Clever application of appro-
priate technology can make considerable contributions in
this area by reducing device interactions.

Alternate Site Burns

Electrosurgical units in general have very high open circuit
output voltages that may appear at the scalpel electrode
when it is not in contact with the tissue. When current is
flowing the scalpel voltage is much reduced. Standard
vacuum tube electrosurgery units may have open circuit
voltages approaching 10,000 V peak-to-peak. This high
open circuit output voltage is very effective in the initiation
of fulguration techniques and in the spray coagulation of
large tissue segments, which makes these units popular for
certain procedures, especially in urologic surgery. How-
ever, the high voltages at the scalpel electrode also can
initiate arcs to other objects, and must be handled with
caution. This can be an especially difficult problem in
minimally invasive surgery through an endoscope since
the surgeon’s field of view may be limited. The solid-state
electrosurgery units usually have lower maximum output
voltages (somewhere in the range of 1000–5000 V peak-to-
peak depending on design) the exception being recent
designs based on HEXFET or VMOS technology, which
approach the open circuit voltage of vacuum tube devices.

All electrosurgery units have output voltages that are
potentially hazardous.

It is prudent to inspect all surgical cables periodically
for damage to the insulation: especially those that are
routinely steam sterilized. While in use, it is not a good
idea to wrap the active cable around a towel clamp to
stabilize it while accomplishing cutting or coagulation:
The leakage current to the towel clamp will be concen-
trated at the tips of the towel clamp and may cause a burn.
One should not energize the electrosurgical unit when the
scalpel is not being used for cutting or coagulating. This is
because when not using electrosurgery, the full open cir-
cuit voltage is applied between the active and return
electrode cables, and one runs the risk of inadvertent tissue
damage. Care should be taken to ensure that an unused
scalpel electrode is not placed in a wet environment during
surgery. The leakage current of any scalpel electrode may
be increased by dampness. Additionally, some of the hand
control designs can be activated by moisture at the handle.
In one recent case, a hand control scalpel was placed on the
drape in between activations. The scalpel was in a valley in
the drape sheet in which irrigating fluid collected. The
pooled fluid activated the electrosurgery machine and a
fairly severe steam or hot water burn resulted on the
patient’s skin.

The high voltages and frequencies typical of electrosur-
gery make it essential to use apparatus with insulation of
good integrity. It should also be kept in mind that the
electric fields extend for some distance around cables in use
at high voltage. An effort should be made not to have active
and return electrode cables running parallel to each other
for any distance in order to reduce the capacitive coupling
between them, unless the apparatus is specifically deigned
to be used this way, as in bipolar device cables.

There is an additional problem in monopolar endoscopic
surgery that must be addressed. It arises when a metal
laparoscope with an operating channel is isolated from a
voltage reference plane, as depicted in Fig. 19. In this case,
the insulating skin anchor isolates the metal laparoscope
(or metallic trochar sleeve) so that its potential is deter-
mined by parasitic capacitances between the metallic ele-
ments. The resulting circuit creates a capacitive voltage
divider, diagrammed in Fig. 20. The two parasitic capaci-
tances are unavoidable. The voltage divide ratio for this
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Figure 19. Diagram of isolated laparoscope with active
operating channel.



equivalent circuit is

VL ¼
C1

C1 þ C2
ð7Þ

The parameter C1 is always quite a bit larger than C2, and
the surface potential on the laparoscope, VL, may be as
much as 80–90% of the surgical voltage. This induced
voltage is capable of generating sparks to the surrounding
tissues out of the field of view of the surgeon. Several cases
of distributed severe burns have resulted from situations
similar to this. There are two remedies. First, the operating
laparoscope may be grounded. This does not eliminate the
C1 capacitance, so there will be capacitively coupled cur-
rents between the scalpel electrode and the laparoscope.
However, the laparoscope will be at zero potential. The
second approach involves monitoring the scalpel electrode
and return electrode currents. If they are substantially
different then a hazard situation exists. There is at least
one commercial device designed to do this.

Explosions. The original explosion hazard in the oper-
ating room arose from the use of explosive anesthetic
agents, such as ether and cyclopropane. Combustible mix-
tures of these gases can be ignited by any arc discharge of
sufficient energy—by static discharges between personnel
and grounded objects, by arcs due to power switch openings
in mains-powered devices, and by electrosurgical arcs at
the cutting site. A few early instances of explosions and
ensuing fires in operating rooms stimulated the establish-
ment of requirements for operating room construction and
use to lessen this hazard. In particular, operating rooms in
the United States were required to have semiconducting
flooring that was to be checked periodically for conducti-
vity; operating room personnel were required to wear
conductive shoe covers that would drain off accumulated
static charge to the conductive flooring; and explosion-
proof switches and plugs were required below the five foot
level where the relatively heavy combustible gases might
collect. Also, surgical table coverings and fixtures are con-
nected to ground through moderate impedance in order to
prevent static accumulation. These requirements greatly
reduced the explosion risk in the operating room, but lead
to some rather amusing non sequiturs. For example, it
makes little sense to attach an explosion-proof foot switch
to an electrosurgical generator (particularly to a spark gap
oscillator) since arcing is inherent to the use of electro-
surgery. Of course, since the wall plugs for mains power
were required to be explosion proof, the power line plug on
the generator was also often explosion proof. Because of the
inordinate expense of explosion proof construction and the

rare use of combustible gases, the majority of new operat-
ing room construction is designed to satisfy the require-
ments for oxygen use only and specifically designated not
for use of explosive gases.

There are, however, other explosion–combustion
sources. Two constituents of bowel gas are combustible,
hydrogen and methane, and there is almost always suffi-
cient swallowed air to comprise an explosive mixture.
Approximately 33% of the adult population are significant
methane producers due to the indigenous gut flora and
fauna responsible for certain aspects of digestion. One
preventive measure that has been used is insufflation of
the bowel with carbon dioxide, or some other inert gas,
during electrosurgery. A large volume of CO2 will dilute
and displace the combustible mixture, reducing the chance
of explosion.

Additionally, care must be taken in pure oxygen envir-
onments not to ignite organic materials. Body hair has
been ignited in a pure oxygen environment by an electro-
surgical arc. In surgery on the larynx, both electrosurgery
and CO2 lasers have ignited plastic endotracheal tubes and
surgical gloves in the oxygen-rich environment.

Stimulation of Electrically Excitable Tissues. The stimu-
lation of motor nerves is a well-known phenomenon accom-
panying electrosurgery. Stimulation of the abdominal
muscles is often observed, and the obturator nerve bundle
(connecting the spinal column to the leg) is also quite often
stimulated. Obturator nerve stimulation is inherent to
transurethral resections, and the resulting movement is
always undesirable. Part of the stimulation problem arises
from the low frequency components of the surgical arc, and
part from the confinement of current. For example, the
obturator nerve is clustered with the major blood vessels
supplying the leg (iliac/femoral artery and vein) and
emerges from the pelvis under the inguinal ligament into
the upper thigh area. The pelvic bone structures are essen-
tially nonconductive and impede current flow. The nerve–
artery–vein cluster represents a relatively high conductiv-
ity pathway of small cross-section between the abdomen
and the upper thigh, a typical location for the return
electrode. As such, the surgical current in TURP proce-
dures is somewhat concentrated in that tissue cluster, and
stimulation is often observed. In the case of general abdom-
inal surgery, the majority of surgical current flows in the
surface tissue structures, reducing the likelihood of obtura-
tor stimulation. In the case of transurethral resections, the
current source is deep in the floor of the abdomen, and the
surface tissues carry a smaller fraction of the total surgical
current. The very high currents in TURPs and the frequent
use of spark gap oscillators means that an abundant supply
of intense low and high frequency signals is contained in
the surgical current. It is a personal observation that motor
unit stimulation is closely correlated with relatively
intense arc strikes while accomplishing cutting or coagu-
lating. This is to be expected from the frequency spectrum
of the surgical signals.

There are, in addition, several reported instances
of ventricular fibrillation induced by electrosurgery
(40–43). The low frequency arc components and high inten-
sity high frequency signals are capable of stimulating
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Scalpel to laparoscope

C2
Laparoscope to tissue

VL: Voltage on laparoscope

Figure 20. Equivalent capacitive voltage divider circuit for iso-
lated laparoscope with active operating channel.



excitable tissues, with ventricular fibrillation as a possible
outcome.

Interference with Instrumentation. The cutting current
generated by standard oscillators, such as the vacuum tube
and solid-state devices, has a well defined, narrow band-
width. When an arc is struck at the surgical site, extensive
signal energy is added at the high frequency end and at the
low frequency end of the spectrum. Signals from spark gap
oscillators have these components whether or not an arc is
established at the tissue. Over the range of physiological
frequencies the arc components are of very low amplitude
compared to the generator fundamental frequency; but
since the surgical currents and voltages are very high,
the arc components may be many times larger than phy-
siological signals such as the ECG. This creates a consider-
able problem for all measuring instruments including
demand, or noncompetitive, pacemakers. There are many
reported instances of inhibition of demand pacemakers by
electrosurgery (44–47).

The population most at risk for pacemaker inhibition is
patients undergoing either open heart surgery or transur-
ethral resections of the prostate. Open heart operations put
the electrosurgical scalpel electrode in close proximity to
the pacemaker electrodes. The TURPs use the highest
currents and voltages, and the interference signals are
potentially large at the pacemaker electrodes. There is
some indication that a higher incidence of prostate pro-
blems is associated with long-term pacemaker implanta-
tion, so it is to be expected that this problem will continue.
The present use of shielded pacemakers virtually elimi-
nates microwave sensitivity, but not electrosurgical effects.

All pacemakers may be damaged to failure by electro-
surgery signals, and some caution should be observed when
performing electrosurgery in the presence of pacemakers.
Bipolar electrosurgery is much less likely than monopolar
to cause interference with pacemakers because the surgical
current field is confined and the voltages are low. There
are many techniques for which bipolar electrosurgery is
unacceptable, however, so monopolar methods must be
used. In those cases, care should be exercised to encourage
the surgical current field to avoid the right ventricle. To
the extent that is practical, elevate the pacing electrode
site (either the right ventricular wall or the external
surface) away from the conductive fluids and tissues when
cutting near the heart. Place the dispersive electrode on
the left side of the body (this will only help a little bit).
Anticipate some form of pacemaker malfunction.

Representative Electric Field Distributions

The effect of rf current on tissues is to heat them according
to the first law of thermodynamics:

rtct
@T

@t
¼ r� ðkrTÞ þ qgen þ qm þwtcbðTa 	 TÞ 	 hfg

@m

@t
ð8Þ

where r¼density (kgm	3), c¼ specific heat (Jkg	1K	1),
T¼ temperature (K), t¼ time (s), k¼ thermal conducti-
vity (Wm	1K	1), qgen¼ externally applied rf power
(Wm	3), qm¼metabolic heat (Wm	3), w¼perfusion

(kgbkgt
	1s	1), hfg¼ vaporization enthalpy (Jkg	1) and

dm/dt is the mass rate of vaporization (kgs	1). Each term
in the relation has units of (Wm	3) and the t subscript
refers to tissue, while the b subscript refers to blood proper-
ties. This form does not include vaporization processes
typical in cutting. Typically, both metabolic heat and
perfusion heat transfer are negligible in electrosurgery.
It is important to note that all of the tissue properties are
dependent on the water content. As tissue dries out the
density, electrical, and thermal conductivity decrease. As
temperature rises the electrical conductivity increases
� 1–2%/8C, until drying at higher temperatures causes a
decrease.

At electrosurgical frequencies the quasistatic assump-
tion applies (simplifying calculations) and heat dissipation
is dominated by joule, or resistive, heating (Wm	3):

qgen ¼ E  J ¼ sjEj2 ¼ jJ j
2

s
ð9Þ

where E¼ electric field vector (Vm	1), J¼ current density
vector (Am	2), and s¼ electrical conductivity (Sm	1).
This section reviews several representative electric field
distributions.

Simple Field Geometries: Analytical Solutions. The sim-
plest case is that of the electric field between parallel plates
(Fig. 21). For a uniform medium between the plates the
electric field is uniform (i.e., V increases linearly from V2 to
V1) and is equal to the voltage difference divided by the
distance between the plates: (V1	V2)/d¼DV/d. It points
from the higher potential (V1) to the lower potential (V2). In
this case the heating term, qgen, is also simple: qgen¼s DV2/
d2. For an operating voltage difference of 50 V(rms) and
plate separation distance of 2 cm, the electric field is 2500
(Vm	1), and if the electrical conductivity is 0.3 (Sm	1) the
power density would be 1.88 Wcm	3.

Another simple analytical solution is for the case of
coaxial cylinders (Fig. 22). In this geometry the potential
increases as the natural log of the radius from V2 to V1, and
the electric field (pointing in the radial direction) is given
by

E ¼ IL

2psr
ar ð10Þ

where IL¼ the current per unit length of coaxial structure
(i.e., length into the page, Am	1). For this geometry the rf
power generation decreases as 1/r2:

qgen ¼ E � J ¼ s
IL

2ps

� �2 1

r2
ð11Þ
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Figure 21. Geometry for infinite flat plate electrode calculation.



For a center cylinder electrode 2 mm in diameter and
outer cylinder 2 cm in diameter and tissue electrical
conductivity 0.3 (S�m�1), the overall conductance per
unit length would be G¼ 0.816 (S�m�1)— that is, G¼ 2s/
(ln{b/a}). At a voltage difference of 50 V(rms), the current
per unit length would be IL¼ 40.9 (A�m�1) and maximum
electric field 21.7 (kV�m�1) at r¼ 1 mm. The maximum
volume power density would be 142 W�cm�3 at r¼ 1 mm in
this example.

These examples are useful in understanding simple
surgical fields. The uniform electric field case is not very
different from that obtained near the center of a bipolar
forceps electrode used to coagulate a tissue volume. The
coaxial case is close to the electric field around a needle
electrode as long as one is not too close to the tip. In both
cases the analytical field expressions are simple because
the boundaries are parallel to Cartesian and cylindrical
coordinates, respectively. Also, the boundaries are chiefly
isopotential, or Dirichlet, boundaries.

Disk Electrode Field. The electric field around a disk
electrode applied to a large volume of tissue is a much more
complex geometry (Fig. 23). This geometry was solved
analytically by Wiley and Webster (48) for the V¼ 0
reference electrode located at r¼þ1 and z¼�1. The
electrode is an isopotential surface (@V/@r¼ 0) and the air
is insulating (zero flux, @V/@z¼ 0); and at the edge of the
disk (r¼a) the field must satisfy two mutually exclusive
boundary conditions. The consequence is that the electric
field and current density both increase without bound at

the electrode edge, r¼a (48):

Jzðr; 0Þ ¼
J0

2 1� ðr=aÞ2
h i1=2

ð12Þ

where J0¼ I/pr2, the average current density. Figure 24
plots the normalized surface current (J0¼ 1) density versus
normalized radius under the electrode. For radii less than
� 0.89a the current density is less than the average value.
This is at first glance an alarming result: It is not obvious
why burns do not result at the edge of every electrode.
There are three mitigating factors. First, the singularity at
r¼a is an integrable singularity—meaning that one may
integrate Jz(r,0) from r¼ 0 to r¼a and get a finite result
(i.e., integral {Jz dA}¼ I, the total current). Second, actual
electrodes do not have mathematically sharp edges, but
rather are filleted. Third, heat transfer dissipates the
temperature rise at the edge and even though qgen

increases without bound (in a microscopic sense) the tem-
perature rise at the edge reaches a finite maximum—still
much higher than that at the center of the electrode,
however.

The electric fields near a disk electrode, such as that
used to ablate myocardium (Fig. 11) is very similar to the
analytical solution. Figure 25 is the result of a quasi static
Finite Element Method (FEM) calculation for the geometry
used to create Fig. 11. The assumed electrode potential is
50 V(rms), and the isopotential lines (25a) are not signi-
ficantly different in shape from those of the analytical
solution (48). The electric field (current density lines) lines
(Fig. 25b) are very crowded at the edge of the electrode, as
expected from the above discussion. The result is that the
volume power density, qgen, (Fig. 25c) is higher by a factor of
1000 or more (see the 12 W�cm�3 contour) than about one
electrode radius away (cf. to the 0.062 W�cm�3 contour).

Needle Electrode Field. Needle electrodes are often used
to desiccate or coagulate small lesions. They are also used
to shrink corneal collagen to change its curvature, as was
discussed above (in the section Ablation, Coagulation and
Tissue Fusion). The electric field around the tip of such an
electrode is extremely high compared to the average value.
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Figure 22. Geometry for coaxial cylinder electrode example. The
outer cylinder typically comprises the return electrode, V2¼ 0.

Figure 23. Solution geometry for disk electrode applied to infinite
medium. Return electrode, V¼ 0, located at r¼1 and z¼�1.
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Figure 24. Normalized surface current density under the elec-
trode from r¼ 0–0.95a.



For comparison, the electric field and corresponding
volume power density field were calculated around a
needle electrode in cornea: Cornea electrical conductivity,
at 1.125 Sm	1, is quite a bit higher that the 0.3 Sm	1

assumed for muscle in previous calculations. An electrical
conductivity of 1.5 Sm	1 was assumed for the aqueous
humor, accounting for the discontinuity in the constant
power density contours at the interface. The results are
shown in Fig. 26 for an assumed electrode potential of
50 V(rms).

Note that the volume power densities are extremely
high compared to the disk electrode calculation due to
the small dimensions of the needle electrode. Power den-
sities of 100 kWcm	3 have adiabatic (no heat transfer)
heating rates near 27,000 8Cs	1 and will vaporize signifi-
cant amounts of water in microseconds. In practice, the
applied voltage is in the neighborhood of 50–80 V (rms),
however, pulsed rf is used with pulse times in the neigh-
borhood of 15 ms. Vaporization begins during the first rf
pulses in a very small volume around the electrode tip.
Subsequent drying near the tip causes the dominant heat-

ing field to advance from the tip toward the surface while
the overall impedance decreases due to an average increase
in temperature around the electrode. At the higher
voltage settings the heating may be sufficient to cause
the impedance to increase near the end of rf activation
due to drying in the cornea (49).

Bipolar Forceps Electrode Field. The bipolar forceps
electrodes typically used in vessel sealing are essentially
flat plate electrodes. The electric field between them is
nearly uniform, with some small electrode edge effect.
Figure 27 is a representative FEM calculation assuming
an applied potential of 50 V(rms) and electrode separation
of 2 mm. Here the power densities are in the neighbor-
hood of 150–200 Wcm	3. The calculations have again
assumed a uniform electrical conductivity of 0.3 Sm	1

while the actual value is a complex combination of collagen
(s¼ 0.26–0.42 Sm	1 depending on orientation), elastin
(s¼ 0.67–1.0 Sm	1 depending on orientation) and smooth
muscle (s¼ 0.3 Sm	1).
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Figure 25. Circular disk electrode
FEM model results. Muscle conduc-
tivity 90.3 Sm	1. (a) Potential field,
V(r,z). (b) Electric field streamlines.
(c) Volume power density with con-
tours at 0.062, 0.86, and 12 Wcm	3.

Figure 26. Needle electrode in cornea, FEM model
results. Cornea conductivity 1.125 Sm	1, aqueous
humor 1.5 Sm	1. (a) Potential field V(r,z) for 50 V
(rms) electrode potential. (b) Electric field stream-
lines. (c) Volume power density with contours at 115,
3.2, and 0.098 kWcm	3.



SUMMARY

Radio frequency current has been used for many years to
reduce time under anesthesia and improve the clinical
result. The ability to simultaneously cut tissue and coagu-
late blood vessels greatly reduces morbidity and mortality,
and enables a large number of procedures that are other-
wise not possible, especially in neurosurgery. Electrosur-
gery is one of several energy sources making substantial
contributions in surgery, sources that include: lasers,
microwaves, ultrasound, micromechanical disruption,
and cryogenics. The major advantage of electrosurgery
over the other modes originates from its ability to shape
the treated tissue volume by design of the applicator
electrode geometry alone. Consequently, a single electro-
surgical generator is capable of a wide range of applications
from various forms of coagulation and tissue fusion to
cutting, either through an endoscope or in open procedures,
either microsurgery or, as it were, macrosurgery. Since the

electrodes are in contact with tissue, apposition pressure
may be applied to improve the fusion probability. Electrode
contact also gives the surgeon tactile feedback not char-
acteristic of many of the other energy sources.

Useful predictions of clinical outcomes may be made
with quasistatic electric field models coupled to transient
thermal models including kinetic formulations of damage
accumulation. Numerical model work can be used (1) to
study trends due to uncertainty in tissue properties or
changes in electrode voltage, current, power, or time of
application; (2) to reveal discontinuities in the electric field
due to boundary, conditions; and (3) to study the relative
importance of each of the governing physical phenomena
individually. When trends in the model match experimen-
tal results, one knows that all of the relevant physical
phenomena have been included and the surgical process
is well understood.

As with any such source of energy there are hazards in
the use of electrosurgery. The hazards may be minimized,
but not eliminated. Nevertheless, the advantages of use far
outweigh the disadvantages, particularly in several very
important procedures. The best safeguard is an informed
and vigilant user population.
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Figure 27. Bipolar forceps applied to a vessel, FEM model results.
(a) Potential field, V(x,y) for 50 V(rms) electrode potential. (b) El-
ectric field streamlines. (c) Volume power density, qgen, with con-
tours at 85, 193, and 443 (W�cm�3). (d) Typical result: canine
femoral artery temperature 89 8C for 2 s (thermocouple in center
of artery; original magnification 40�, Mallory’s trichrome stain).
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INTRODUCTION

The word endoscope is derived from two Greek words, endo
meaning ‘‘inside’’ and scope meaning ‘‘to view’’. The term
endoscopy is defined as, ‘‘using an instrument (endoscope) to
visually examine the interior of a hollow organ or cavity of
the body.’’ In this second edition of the Encyclopedia of
Medical Devices and Instrumentation, we will revisit the
excellent background provided in the first edition, and then
move on from the conventional ‘‘view’’ of endoscopes and
endoscopy to a more global ‘‘view’’ of how light can be
delivered inside the body and the myriad light-tissue inter-
actions that can be used for both diagnostic and therapeutic
procedures using endoscopes. We will update the medical
uses of endoscopy presented in the first edition, and then
look at the medical specialties that have new capabilities in
endoscopy since the first edition; cardiology and neurosur-
gery. This will be by no means an exhaustive list, but instead
a sampling of the many capabilities now available using
endoscopes. We will also present new delivery devices
(fibers, waveguides, etc.) that have been introduced since
the optical fiber to allow a broader range of wavelengths and
more applications that deliver light inside the body.
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HISTORY

Pre-1800s

Endoscopy had its beginnings in antiquity with the inspec-
tion of bodily openings using the speculum, a spoon-shaped
instrument for spreading open the mouth, anus, and
vagina. Another instrument of fundamental importance
to endoscopy is the catheter, as it has been used to evacuate
overfilled bladders for more than 3000 years. Catheters
and a rectoscope were used by Hippocrates II (460–377 BC),
where inspection of the oral cavity and of the pharynx was
routine, including operations on tonsils, uvula, and nasal
polyps. This trend continued for the better part of two
millennia.

1800–1900

In 1804, Phillip Bozzini came upon the scene with the
Lichtleiter, and attempts were made to view into the living
body through the endoscope’s narrow opening (1). It took
almost 100 years to achieve this goal. These prototype
endoscopes consisted of hollow tubes through which light
of a candle, and even sunlight, was projected in order to
visualize the inside of a bodily opening. The Lichtleiter, the
light conductor, consists of two parts: (1) the light container
with the optical part; and (2) the mechanical part, which
consists of the viewing tubes fitted to accommodate the
anatomical accesses of the organs to be examined. The
apparatus is shaped like a vase, is � 35 cm tall, made of
hollow lead, and covered with paper and leather. On its
front is a large, round opening divided into two parts by a
vertical partition. In one half, a wax candle is placed and
held by springs such that the flame is always in the same
position. Concave mirrors are placed behind the candle and
reflect the candle light through the one-half of the tube onto
the object to be examined. The image of the object is then
reflected back through the other half of the tube to the eye
of the observer. Depending on the width of the cavity to be
examined, different specula were used. These specula con-
sisted of leaves that could be spread open by use of a screw
device in order to expand the channels. An example is
shown in Fig. 1.

In 1828, the physicist C. H. Pfaff mentioned that pla-
tinum wires could be made incandescent through electric
current. The glowing platinum wire has a desirable side
effect; its white-hot heat illuminates the cavity of a surgical
field so brightly that it provided the first internal light
source. In 1845, the Viennese dentist Moritz Heider was
the first to combine the illumination and tissue heating
capabilities of the platinum wires when he cauterized a
dental pulp with this method. However, the simultaneous
heat that is produced by the wire is so intense that it was
difficult to attach to the tip of small endoscopes. The term
endoscopy was first used in the medical literature in 1865
by two French physicians, Segals and Desmoreaux. In
1873, Kussmaul, successfully passed a hollow tube into
the stomach of a sword-swallower. Observation was limited
because these long stiff hollow tubes were poorly lit by sun,
candlelight, and mirrors. It took the advent of X rays to
prove the swallowing of a sword was not a trick (2). Later
that year, Gustave Trouvé, an instrument maker from
Paris, introduced the polyscope at the World Exhibition
in Vienna. His polyscope took many forms; rectoscope,
gastroscope, laryngoscope, and cystoscope for looking into
the rectum, stomach, larynx, and urinary tract, respec-
tively. Trouvé was responsible for the idea of using electric
current successfully for endoscopic illumination by placing
the light source at the tip of the instrument, and the first to
accomplish internal illumination. He was also the first to
utilize a double prism for two observers by splitting the
field with a Lutz prism by 908, and incorporated a Galilean
lens system, which magnified 2.5-fold, but did not enlarge
the visual field. In 1876, Maximillian Nitze started his
work on the urethroscope, and by the fall of 1877 he had
instruments for illumination of the urethra, bladder, and
larynx that used the platinum wire illumination method.
Nitze also reported the first cystoscopy of the urinary
bladder in 1877. As early as 1879, Nitze had his instrument
patented for bladder, urethra, stomach, and esophagus in
both Europe and the United States. The use of fiber optics
was foreshadowed by Dr. Roth and Professor Reuss of
Vienna in 1888 when they used bent glass rods to illumi-
nate body cavities. With the invention of the light bulb by
Thomas Edison, small light sources could be attached to
the tip of the endoscopes without the need for cooling. The
mignon lamp with a relatively small battery to operate it,
led the next resurgence in endoscopy.

1900–Present

It was not until the early 1900s, however, that endoscopy
became more than a curiosity. With the advancement of
more sophisticated equipment and the discoveries of elec-
trically related technologies, illumination capabilities were
greatly improved. New and better quality lenses, prisms,
and mirrors dramatically enhanced the potential applica-
tions of endoscopy and opened up new avenues of applica-
tion. During this period, Elner is credited in 1910 with the
first report of a technically advanced gastroscope (3) to
view the stomach, and only 2 years later, Sussmann
reported the first partially flexible gastroscope, which uti-
lized screw systems and levers to contort the scope’s shaft
(4). The diagnostic merit of endoscopy was beginning to be
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Figure 1. Phillip Bozzini’s Lichtleiter endoscope.



realized, as an atlas of endoscopic pathologies was being
developed (5). Methods for saving images of the scene
under investigation ranged from the early metal halide
photographic process to 35 mm film cameras. Cameras
were attached on view ports to allow simultaneous docu-
mentation of the view that the endoscopist had. Only
within the last few decades has the use of digital photo-
graphy been applied to the field of endoscopy, with an
enhancement in diagnostic potential because of digital
signal processing capabilities. In spite of the technical
advances, problems with heat produced at the tip, blind
spots in the field of view, and organ perforation limited the
widespread use of endoscopes.

The most significant technological development began
in the 1950s with the introduction of fiber optics. These
thin glass or plastic optical fibers (on the order of 1 mm)
allowed for ‘‘cold light’’ illumination at the tip, controlled
flexibility to remove blind spots, and with quality image
transmission opened up photographic capabilities, thus
improving previous limitations. The use of fiber optics also
allowed for the incorporation of ancillary channels for the
passage of air, water, suction, and implementation of
biopsy forceps or instruments for therapeutic procedures.
Obviously, the most significant capabilities fiber optics
has brought to endoscopes are their small size, flexibility,
and ability to deliver laser light. Lasers are now used in
both diagnostic and therapeutic procedures. In fact, the
overwhelming advantage of using laser light is that it can
act as both a diagnostic and therapeutic light source, and
often in the same endoscope. Let us now look briefly at the
theory behind efficient propagation of light in an optical
fiber.

LIGHT DELIVERY WITH OPTICAL FIBERS

Efficient light delivery is made possible in solid-core optical
fibers by use of total internal reflection. Total internal
reflection (TIR) is achieved at the interface between two
media when the incident medium has a refractive index
larger than the transmitting medium, ni>nt, and the
angle of incidence is greater than the critical angle. The
critical angle is defined as the angle of incidence i where the
transmitted angle t goes to 908, and with no transmittance
there is total internal reflection. For a given interface
where ni and nt are known, the critical angle can be
calculated from Snell’s law as (6)

ucritical ¼ sin	1ðnt sin ut=niÞ ð1Þ

For the optical fiber, TIR is achieved by designing the
core refractive index ni to be greater than the cladding
refractive index nt, and by focusing the input light so that it
propagates along the axis of the fiber thereby maintaining
a large angle with respect to the interface between core and
cladding (see Fig. 2). Apart from choosing a fiber material
that has close to lossless transmission at the wavelength of
choice, one needs to focus the light beam so that the
diameter of the fiber core is at least three times the radius
of the input light beam and the cone of convergent focused
light of angle 2 is less than the acceptance cone of the fiber
core. The acceptance half-angle of the fiber is related to the

NA and the refractive indexes by

NA ¼ n0 sin u ¼ ðn2
i 	 n2

t Þ
1=2 ð2Þ

Numerical apertures for solid-core fibers range from 0.2
to 1 for fibers in air, where n0¼ 1.0, and are a measure of
the light gathering capability of a fiber. An NA of 1 indi-
cates that essentially all light incident at the fiber, even
light near a 908 angle of incidence, can be launched into the
fiber. In practicality, the NA approaches 1 and focusing and
transverse mode distribution then play an important role
in efficient light coupling. This is the case for unclad single-
crystal sapphire fibers where the NA approaches one. For
hollow-core waveguides (HWGs) the same rules apply for
efficient coupling, that is, core diameter at least three times
the radius of the input light beam and the convergence
angle of the focused light u less than the acceptance angle of
the waveguide. Waveguiding is accomplished by coating
the inside of the HWG with a metallic or dielectric coating
depending on the desired wavelength. Fibers are available
in diameters from several micrometers, for single-mode
transmission, to� 1 mm, for multimode fibers. A propagat-
ing mode in a fiber is a defined path in which the light
travels. Light propagates on a single path in a single-mode
fiber or on many paths in a multimode fiber. The mode
depends on geometry, the refractive index profile of the
fiber, and the wavelength of the light. In the next section,
we will look at the many different kinds of ‘‘optical fibers’’
that have become available since the previous edition and
the myriad wavelengths that are now available for diag-
nostic and therapeutic procedures through endoscopes.

NEW ‘‘OPTICAL FIBER’’ DEVICES

There are now available to the endoscopist an array of
different light delivery devices that can be incorporated
into an endoscope. Conventional silica glass fibers transmit
wavelengths from the visible (400 nm) to the mid-infrared
(IR) (2.5mm). New solid-core fibers are available for the
transmission of IR wavelengths; these include germanium-
oxide glass, fluoride glass, sapphire (out to 5mm), and
silver halide fibers (out to 30mm) (7–9). In addition to
the conventional solid-core optical fiber, there are now
fibers available that have a hollow core and fibers that
are intentionally ‘‘holey’’, that is to say they have a solid
core with an array of periodic holes that run the length of
the fiber. The hollow waveguides come in two flavors, but
each efficiently transmits IR wavelengths.

The first hollow waveguide is a small silica tube that is
metal coated on the inside and efficiently transmits IR light
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Figure 2. Light coupling into an optical fiber with core refractive
index ni and cladding refractive index nt, and the associated in-
cident angles (u and ui), refracted angles, and their ray trajectories.
The numerical aperture (NA) is a measure of the acceptance
angle u of a fiber.



from � 2 to 10mm. These HWGs can be optimized for
transmission of 2.94mm Er:YAG laser light or 10.6mm
CO2 laser light, and can therefore handle high laser power
for therapeutic procedures (Polymicro Technologies, LLC).
The second HWG is known as a photonic bandgap fiber
(PBG) and is made from a multilayer thin-film process,
rolled in a tube, and then heat drawn into the shape of a
fiber. These PBG fibers are designed to transmit IR wave-
lengths, but only over a narrow band of 1–2mm, for exam-
ple, 9–11mm for delivery of CO2 laser light (Omniguide
Communications, Inc.). The ‘‘holey’’ fibers are silica fibers
that have been very carefully etched to create holes in a
periodic pattern about the center of the core that span the
length of the fiber. The pattern of these holes is chosen to
propagate light very efficiently at a particular band of
wavelengths, hence these fibers can be designed for a
particular application; to-date largely in the visible and
near-IR.

With each of these new fibers there are trade-offs in
flexibility, transmission bandwidth, and ability to handle
high power laser light. There are also differing fiber needs
for diagnostic and therapeutic application. Diagnostic ima-
ging fibers, for example, require a large NA for high light
gathering capability. Comparatively, a therapeutic fiber
endoscope may require a small NA to confine the delivery of
the high power laser light to a specific region. This can also
be achieved by use of evanescent waves launched at the
interface between a high refractive-index optic and the
tissue. Evanescent waves are different from the freely
propagating light that typically exits fibers in that it is a
surface wave. This surface wave only penetrates into the
tissue on the order of the wavelength of the light. For
typical wavelengths in the visible and IR, this amounts
to light penetration depths on the order of microns, appro-
priate for very precise delivery of light into tissue. Both
diagnostic and therapeutic applications have been demon-
strated by coupling a high refractive-index conic tip (sap-
phire and zinc sulfide) to a HWG (see Fig. 3) (10). The

diagnostic capability allows Fourier transform infrared
(FTIR) spectroscopy to be performed on living (In vivo)
tissue, where, for example, fatty tissues can be distin-
guished from normal intimal aorta tissue. Through the
same HWG catheter, tissue ablation of atherosclerotic
plaque has proven the therapeutic capabilities. These
diagnostic and therapeutic applications can potentially
take advantage of evanescent waves, HWGs, and mid-
infrared FT spectroscopy in the 2–10 mm wavelength range
(10).

A hybrid optical fiber consisting of a germanium trunk
fiber and a low OH silica tip has shown the ability to
transmit up to 180 mJ of Er:YAG power for applications
requiring contact tissue ablation through a flexible endo-
scope (11). This pulse energy is more than sufficient for
ablation of a variety of hard and soft tissues.

Next, we will look at the potential influence these new
light delivery systems may have in endoscopy.

MEDICAL APPLICATIONS USING ENDOSCOPY

Endoscopy has had a major impact on the fields of medicine
and surgery. It is largely responsible for the field of mini-
mally invasive surgery. The ability to send diagnostic and
therapeutic light into the body via minimally invasive
procedures has reduced patient discomfort, pain, and
length of hospital stay; and in some cases has dramatically
changed the length of stay after a procedure from weeks to
days. Optical fibers have had a profound effect on endo-
scopy, and in doing so, dramatically changed medicine and
surgery. These small, flexible light pipes allowed physi-
cians to direct light into the body where it was not thought
possible, and even to direct laser light to perform micro-
surgeries in regions previously too delicate or intricate to
access.

In this section, we will examine the state of endoscopy in
arthroscopy, bronchoscopy, cardiology, cystoscopy, fetoscopy,
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Figure 3. An example of a HWG endoscope. Both diagnostic and therapeutic applications have
been demonstrated by coupling a high refractive-index conic tip (sapphire and zinc sulfide) to a
HWG. In this geometry with two waveguides, diagnostic spectrometer light can be coupled into the
tip in contact with tissue via one waveguide and sent back to a detector via the other waveguide.



gastrointestinal endoscopy, laparoscopy, neurosurgery,
and otolaryngology.

Arthroscopy

Arthroscopy had its birth in 1918 when Takagi modified a
pediatric cystoscope and viewed the interior of the knee of a
cadaver (12). Today its use is widespread in orthopedic
surgery with major emphasis on the knee joint. Arthro-
scopy has had a major impact on the way knee surgery is
performed and with positive outcomes. The surgery is
minimally invasive often with only two small incisions;
one for an endoscope to visualize the interior of the knee,
and another to pass microsurgical instruments for treat-
ment. Presently, endoscopes have the ability to view off-
axis at a range of angles from 0 to 1808, with varying field-
of-view (see Fig. 4). The larger the field-of-view the more
distorted the image, as in a fish-eye lens. A 458 off-axis
endoscope, for example, with a 908 field-of-view can be
rotated to visualize the entire forward-looking hemisphere.

The most common procedure is arthrotomy, which is
simply the surgical exploration of a joint. Possible indica-
tions include inspection of the interior of the knee or to
perform a synovial biopsy. Synovia are clear viscous fluids
that lubricate the linings of joints and the sheaths of
tendons. Other indications include drainage of a hematoma
or abscess, removal of a loose body or repair of a damaged
structure, such as a meniscus or a torn anterior cruciate
ligament, and the excision of an inflamed synovium (13,14).

Future directions in orthopedic surgery will see endo-
scopes put to use in smaller joints as endoscopes miniatur-
ize and become more flexible. The ultimate limit on the
diameter of these devices will likely be 10s of micrometers,
as single-mode fibers are typically 5–10 mm in diameter.
These dimensions will allow for endoscopy in virtually
every joint in the body, including very small, delicate joints.
Work in the shoulder and metacarpal-phalanges (hand–
finger) joints is already increasing because of these new
small flexible fiber optic endoscopes.

Bronchoscopy

Bronchoscopy is used to visualize the bronchial tree and
lungs. Since its inception in the early 1900s bronchoscopy
has been performed with rigid bronchoscopes, with much
wider application and acceptance following the introduc-
tion of flexible fiber optics in 1968. An advantage of the
equipment available is its portability, allowing procedures
to be done at a patient’s bedside, if necessary. With the
introduction of fiber optics, in 1966, the first fiber optic
bronchoscope was constructed, based on specifications and
characteristics that were proposed by Ikeda. He demon-
strated the instrument’s use and application and named it
the bronchofiberscope. Development over the last several
decades has seen the use of fiberoptic endoscopes in the
application of fiberoptic airway endoscopy in anesthesia
and critical care. These endoscopes have improved the safe
management of the airway and conduct of tracheal and
bronchial intubation. Fiber optic endoscopy has been par-
ticularly helpful in the conduct of tracheal and bronchial
intubation in the pediatric population.

Bronchoscopy is an integral part in diagnosis and treat-
ment of pulmonary disease (15,16). Bronchoscopic biopsy of
lung masses has a diagnostic yield of 70–95%, saving the
patient the higher risk associated with a thoracotomy.
Pulmonary infection is a major cause of morbidity and
mortality, especially in immuno-compromised patients,
and bronchoscopy allows quick access to secretions and
tissue for diagnosis. Those patients with airway and/or
mucous plugs can quickly be relieved of them using the
bronchoscope. Another diagnostic use of the bronchoscope
is pulmonary alveolar lavage, where sterile saline is
instilled into the lung then aspirated out and the cells in
the lavage fluid inspected for evidence of sarcoidosis, aller-
gic alveolitis, for example. Lavage is also of therapeutic
value in pulmonary alveolar proteinosis.

Bronchoscopy is usually well tolerated by the patient
with complications much less than 1% for even minor
complications. Laser use has also allowed for significant
relief of symptoms in cancer patients.

Cardiology

Early developments in minimally invasive cardiac surgery
included the cardiac catheter (1929), the intra-aortic bal-
loon pump (1961), and balloon angioplasty (1968). Endo-
scopy in cardiology has largely focused on using
intravascular catheters to inspect the inside of blood ves-
sels and more recently the inside of the heart itself. Cathe-
ters are thin flexible tubes inserted into a part of the body to
inject or drain away fluid, or to keep a passage open.
Catheters are similar to endoscopes, and they also have
many diagnostic and surgical applications.

For diagnostic purposes, angiography uses X rays in
concert with radio-opaque dyes (fluoroscopy) to look for
blockages in vessels, usually the coronary arteries that
supply oxygenated blood to the heart. A catheter is intro-
duced into the femoral artery and sent up the aorta and
into the coronary arteries to assess blood flow to the heart.
The catheter releases the dye and real-time X-ray fluoro-
scopy tracks the dye as it is pumped through the coronary
artery. Angiography in concert with intravascular
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Figure 4. Arthroscope and internal components used to view the
interior of knee joint space.



ultrasound (IVUS) is the currently accepted diagnostic in
cardiology (17–21). IVUS emits acoustic energy out the tip
of a catheter and listens for echoes to image the inside of
coronary arteries (see Fig. 5). An IVUS image is a cross-
sectional view of the blood vessel, and complements the
X-ray fluoroscopy image. The IVUS has been used to assess
atherosclerotic plaques in coronary arteries and has been
very successful at guiding the placement of stents. Stents
are expandable metal mesh cages in the shape of cylinders
that act as scaffolding to open obstructions in vessels
caused by atherosclerosis.

Another technique showing promise in endovascular
imaging uses light. The light-driven technology, optical
coherence tomography (OCT), is successful at detecting
fatty plaques, including those that are vulnerable to rup-
ture. Figure 6 compares OCT images of coronary artery to

conventional histology (LightLab Imaging, Inc.). Visible
are the necrotic core of an atherosclerotic plaque and the
thin cap at the intimal surface of the vessel. Near-IR light
has been used diagnostically for differentiating between
oxygenated and deoxygenated blood in myocardium (22–
24). The NIR light in the 2–2.5 mm wavelength range has
also been used to characterize myocardial tissue (25). In
this wavelength range, the absorption due to water is
declining through a local minimum, while there are absorp-
tion peaks in fat at 2.3 and 2.4mm that show distinct
spectral signatures. It has also been suggested that IR
light might be used to identify atherosclerotic plaques
(26–29), including plaques that are at high risk of rupture
or thrombosis (30). Arai et al. showed that fibrofatty pla-
ques have characteristic absorbances at mid-IR wave-
lengths of 3.4 and 5.75mm that are significantly greater
than normal aorta tissue (29). Peaks at these wavelengths,
and potentially other subtleties in the absorption spectra
[derived from multivariate statistical analysis (MSA)], can
be targeted for developing a diagnostic profile similar to
that described by Lewis and co-workers for IR and Raman
spectroscopic imaging (31,32). These mid-IR frequencies
may also be optimized for selective therapy via precise
laser surgery (10,33,34).

Surgical laser techniques have become routine over the
past two decades in a number of medical specialties such as
ophthalmology and dermatology. However, in cardiology
initial enthusiasm for fiber optic catheter ablation of ather-
osclerotic plaque (laser angioplasty) waned in the face of
unpredictable vascular perforations, restenosis, and
thrombosis (35,36). Therapeutically, IR light has found
application in transmyocardial revascularization (TMR)
through several partial myocardial perforations (37). Ide-
ally, lasers can ablate tissue with exquisite precision and
nearly no damage to the surrounding tissue. This precision
requires extremely shallow optical penetration, such that
only a microscopic zone near the tissue surface is affected.
This has been accomplished by using short laser pulses at
wavelengths that are strongly absorbed by proteins (193
nm in the UV) (38) or water (3mm in the IR) (39).

Therapeutic techniques using catheters recently have
targeted the atherosclerotic plaque that is deposited in the
vessel wall as we age. The deposition of atherosclerotic
plaque in coronary arteries is important for two reasons;
the arteries are small (1–3 mm), and they supply blood to
the heart muscle itself, so any reduction or blockage of
oxygen-supplying blood to the heart shows up symptoma-
tically as angina or worse, a heart attack. Catheters
equipped with lasers and inflatable balloons have been
used to open these blockages by ablating the plaque or
compressing the plaque back into the vessel wall, respec-
tively. Problems with balloon angioplasty have been vessel
wall perforation, thrombosis (blood clot formation), and
restenosis (reobstruction of the vessel due to an immune
response). Recently, balloon angioplasty was augmented
by the use of stents, as mentioned above. These expandable
cages are opened via a balloon catheter in the vessel lumen
and act as a mechanical scaffold to hold the plaque obstruc-
tion in place on the vessel wall. Stenting, however, still
suffered from restenosis, because of the mechanical injury
induced by the stent. Stents coated with small amounts of
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Figure 5. Image of a blood vessel with a stent using IVUS.
(Courtesy of LightLab Imaging.)

Figure 6. Images of coronary artery comparing OCT with con-
ventional histology. (Courtesy of LightLab Imaging.)



drugs (drug-eluding stents) have met with some success, in
that they are able to retard the regrowth of intimal hyper-
plasia responsible for the restenosis.

Cystoscopy

Endoscopy is an integral part of the practice of urology.
There are many procedures that look inside the urinary
tract using a cystoscope, with typical access through the
ureter (see Fig. 7). Common cystoscopy procedures include
ureteral catheterization, fulguration and or resection of
bladder tumor(s), direct vision internal urethrotomy, inser-
tion of stent, removal of bladder stone, and kidney stone
fragmentation (40,41).

A wide variety of therapeutic accessories are available
for endoscopic treatment, including snares and baskets for
stone removal, and electrohydraulic lithotripsy and laser
delivery for fragmenting large stones (42,43). These pro-
cedures are minimally invasive and, therefore, can be
accomplished with a much lower rate of morbidity and
mortality than would be achieved in an open surgical
procedure.

Laser incision of urethral, bladder neck, and urethral
strictures and fragmentation of kidney stones is being
investigated using flexible endoscopes made from germa-
nium fibers to transport Er:YAG laser light. Bladder neck
strictures are defined as a narrowing or stenosis of the
bladder neck that may result in recalcitrant scarring and
urinary incontinence. A significant number of patients
undergoing surgery for benign or malignant prostate
cancer suffer from bladder neck strictures, and there is
no simple and effective minimally invasive treatment.
The Er:YAG laser can ablate soft tissue � 20–30 times
better than a Ho:YAG laser (2.12mm), which is the laser of
choice in urology. The absorption coefficient is many
orders of magnitude different for these two lasers,
� 10,000 cm	1 for Er:YAG versus 400 cm	1 for the
Ho:YAG. This translates to a 1/e depth of optical penetra-
tion of 1 versus 25mm for these two lasers. Water is the
dominant absorptive chromophore in the tissue in this
mid-IR region of the spectrum. Hence, the Er:YAG is
better suited to procedures where precision is required
in laser ablation of soft tissue.

Fetoscopy

Fetoscopy allows for the direct visualization of a fetus in
the womb. It also allows for the collection of fetal blood
samples and fetal skin sampling, for diagnosis of certain
hemoglobinopathies and congenital skin diseases, respec-
tively (44–46).

The instrument is a small-diameter (1–2 mm) needle-
scope with typical entry through the abdominal wall under
local anesthesia and guided by ultrasound. Optimal view-
ing is from 18 to 22-weeks gestation when the amniotic
fluid clarity is greatest. Once the instrument is introduced,
a small-gauge needle is typically used to obtain blood
samples or small biopsy forceps can be used for skin biopsy.

Complete fetal visualization is not usually achieved.
The procedure has some risk with fetal loss � 10% and
prematurity another 10%. The future of this procedure is
not clear, as it is not currently in general use, despite the
safe and relatively simple prenatal diagnosis it offers. It
has been replaced in many circumstances by ultrasound for
the fetal visualization aspect, but is still valuable for blood
and skin sampling.

Gastrointestinal Endoscopy

The techniques of fiberoptic gastrointestinal (GI) endo-
scopy were developed in the 1960s, but surgeons were slow
to embrace the techniques. These procedures were devel-
oped by gastroenterologists who became skilled practi-
tioners and teachers of the art (see Fig. 8). Gradually,
GI surgeons adopted these procedures, and in 1980 the
American Board of Surgery mandated that endoscopic
training be a part of the curriculum in general surgical
training. Endoscopy has since become an integral part of
surgical education and practice (47). The GI endoscopy is
used in the esophagus, stomach, small bowel and liver,
biliary, colon, and in pediatric endoscopy. There are
numerous accessories available for the GI endoscope. They
include biopsy forceps, graspers, cautery tools, and wire
snares (see Figs. 9 and 10).
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Figure 7. Cystoscope and accessories used for viewing the urin-
ary tract in the medical specialty urology.

Figure 8. Upper intestinal panendoscope for the adult patient.



In the esophagus, endoscopy is used in the dilation of
benign esophageal strictures, balloon dilatation of Achala-
sia, management of foreign bodies and bezoars of the upper
GI tract, and endoscopic laser therapy of GI neoplasms (48–
50). Endoscopy of benign esophageal strictures is a com-
mon procedure performed by gastroenterologists to treat
esophageal narrowing and relieve dysphagia. Achalasia is
a motility disorder of the esophagus characterized by
symptoms of progressive dysphagia for both solids and
liquids with (1) aperistalsis in the body of the esophagus,
(2) high lower esophageal sphincter (LES) pressure, and (3)
failure of the LES to relax. Examples of foreign bodies are
coins, meat impaction, frequently in the elderly population,
sharp and pointed objects, such as, a toothpick, a chicken or
fish bone, needles, and hatpins. Bezoars are a hard mass of
material often found in the stomach and are divided into
three main types: phytobezoars, trichobezoars, and mis-
cellaneous. These bezoars can be managed by endoscopy
dependent on size and location, typically by capture and
removal rather than endoscopic fragmentation. Since the
1970s, the incidence of esophageal adenocarcinoma has
increased more rapidly than any other form of cancer
and now represents the majority of esophageal neoplasms
in the West (51). Esophagectomy is considered the gold
standard for the treatment of high grade dysplasia in
Barrett’s esophagus (BE) and for noninvasive adenocarci-
noma (ACA) of the distal esophagus (52). Barrett’s esopha-

gus is the replacement of native squamous mucosa by
specialized intestinal metaplasia and is known to be the
major risk factor for the development of adenocarcinoma. A
recent study of 45 patients supports the use of endoscopic
surveillance in patients who have undergone ‘‘curative’’
esophagectomy for Barrett’s dysplasia or localized cancer
(53–55). OCT imaging has recently shown the ability to
image Barrett’s esophagus through a small fiber endo-
scope. The GI neoplasm treatment is also particularly
amenable using neodymium-YAG laser palliative treat-
ment of malignancies of the esophagus and gastroesopha-
geal junction as first described by Fleischer in 1982.

For the stomach, endoscopic therapy for benign stric-
tures of the gastric outlet is but one procedure. These
strictures of the gastric outlet are similar to the esophageal
stricture mentioned above. They are most frequently caused
by peptic ulcer disease in the region of the pylorus, although
chronic ingestion of nonsteroidal anti-inflammatory drugs
is a frequent cause as well. Other endoscopic procedures in
the stomach include sclerotherapy of esophageal varices
(abnormally swollen or knotted vessels, especially veins),
percutaneous endoscopic gastrostomy and jejunostomy,
injection therapy for upper GI hemorrhage, and thermal
coagulation therapy for upper GI bleeding.

In the small bowel and liver, enteroscopy is an endo-
scopic procedure to directly inspect the small bowel mucosa
and take biopsies by enteroscopy from selected sites in the
jejunum and proximal ileum. Until the recent development
of the enteroscope, these parts of the small bowel were not
possible to endoscopically evaluate. Enteroscopy is in its
technological infancy. It presently allows for access to the
most proximal aspects of the small bowel to obtain tissue at
bleeding lesions. However, it cannot be utilized to ade-
quately visualize the entire mucosa.

Endoscopy in the biliary system is used to perform
sphincterotomies, papillotomies and stent insertions, to
manage large bile duct stones and malignant biliary stric-
tures, biliary and pancreatic manometry, and endoscopic
retrograde cholangiopancreatography. The use of endo-
scopes all but changed the surgical technique for gallblad-
der removal and moved its outcome from a major inpatient
surgery to a minimally invasive surgery with only small
incisions for the endoscope.

In the colon, nonoperative and interventional manage-
ment of hemorrhoids is performed with endoscopes. Other
procedures include dilatation of colonic strictures,
approaches to the difficult polyp and difficult colonic intu-
bation, and clinical approaches of anorectal manometry.
Additionally, colonoscopy is used for investigating irritable
bowel syndrome, Crohn’s disease, and ulcerative colitis
(47,56).

Pediatric endoscopy has been used to perform gastro-
scopy, colonoscopy, and endoscopic retrograde cholangio-
pancreatography. Advances have largely involved the
application of techniques used in adults to the pediatric
patient; this was made possible with the introduction of
smaller fiberoptic endoscopes.

And finally general endoscopy has been used as a-
surveillance program for premalignant lesions, to assess
outpatient endoscopy, and endosonography and echo
probes.
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Figure 9. An end view of the distal tip of a panendoscope illus-
trating the accessory channels and illumination ports.

Figure 10. A polyp wire snare device with retraction handle.



Laparoscopy

Laparoscopy or peritoneoscopy is an important diagnostic
procedure that allows direct visualization of the surface of
many intra-abdominal organs, as well as allowing the
performance of guided biopsies and minimally invasive
therapy. Landmarks in laparoscopic surgery include the
first laparoscopic appendectomy (1983) and the first
laparoscopic cholescystectomy (1987). The first laparo-
scope was an ordinary proctoscope with illumination com-
ing from an electric headlight worn by the endoscopist.
Since then, with the advent of newer technologies, a fiber
optic cable was added to the rigid telescope making flexible
laparoscopes available. Today, despite the advent of var-
ious noninvasive scanning technologies, laparoscopy is still
clinically useful for visualizing and biopsying intra-abdom-
inal tumors, particularly those that involve the liver, peri-
toneum, and pelvic organs (57,58).

The laparoscopic procedure begins with the introduc-
tion of a trocar into the abdomen at the inferior umbilical
crease for insufflation of carbon dioxide gas. A trocar is a
sharply pointed steel rod sheathed with a tight-fitting
cylindrical tube (cannula), used together to drain or extract
fluid from a body cavity. The whole instrument is inserted
then the trocar is removed, leaving the cannula in place.
The gas acts as a cushion to permit the safe entry of sharp
instruments into the peritoneal cavity and enable a better
view. Common procedures include laparoscopic cholecys-
tectomy and laparoscopic appendectomy, laparoscopic
removal of the gallbladder and appendix, respectively.
Laparoscopic cholecystectomy has all but replaced the
conventional surgery for removal of the gallbladder. What
used to involve opening the abdominal cavity for gallblad-
der removal and a 5–7 day stay at the hospital, has been
transformed to a minimally invasive procedure with only a
few days in the hospital. Lastly, laparoscopic sterilization
and abortion are also performed with endoscopes.

Neuroendoscopy

Fiber optics is particularly well suited for the field of
neuroendoscopy for both diagnostic and therapeutic pro-
cedures in the inner brain, because of size, flexibility,
visualization, and laser delivery. We briefly review a case
study that highlights some of the advantages of fiber optic
endoscopes for minimally invasive surgery in the inner
brain.

A recent case report on laser-assisted endoscopic third
ventriculostomy (ETV) for obstructive hydrocephalus
shows the use of diagnostic and therapeutic endoscopy
in neurosurgery (59). Under stereotactic and endoscopic
guidance, multiple perforations in the ventricular floor
using a 1.32 mm neodymium–yttrium–aluminum–garnet
(Nd:YAG) or an aluminum–gallium–arsenide (AlGaAs)
0.805mm diode laser and removal of intervening coagu-
lated tissue ensued with a 4–6 mm opening between third
ventricle and basilar cisterns. These perforations allow for
the cerebrospinal fluid (CSF) to be diverted so that a
permanent communication can be made between the third
cerebral ventricle and arachnoid cisterns of the cranial
base. In a series of 40 consecutive cases, 79% of the patients
had a favorable outcome. This compares well with a recent

series summarizing > 100 patients and long-term follow-
up with success rates ranging from 50 to 84%.

When the 1.32 mm Nd:YAG laser is used, the high
absorption in water requires that the fiber be placed in
contact with the ventricular floor. Conversely, the high
power diode laser’s dispersion-dominant properties can
lead to damage to neural structures around the ventricular
cavity. Therefore, the 0.805 mm diode laser was used in a
contact mode, but only after carbonization of the fiber tip so
that thermal increase of the fiber tip allowing ventricular
floor perforation was due to absorption of the laser energy
by the carbon layer only and not by direct laser–tissue
interaction. The 1.32 mm Nd:YAG laser was found to have
higher efficiency for coagulation and perforation than the
0.805 mm diode laser, and would appear to be the better
choice for neuroendoscopic use in this procedure. The
endoscope allows for visualization and treatment of a very
difficult part of the brain to access, and the use of lasers in
endoscopes is advantageous in cases of distorted anatomy
and microstructures and may reduce technical failures.

In another case of endoscopic-delivered laser light for
therapeutic purpose, an IR free-electron laser (FEL) was
used to ablate (cut) a suspected meningioma brain tumor at
Vanderbilt’s Keck FEL Center (60). A HWG catheter was
used to deliver 6.45 mm IR FEL light to a benign neural
tumor in the first human surgery to use a FEL. The
6.45 mm FEL light is a candidate for soft tissue surgery
because of its ability to ablate (cut) soft tissue with a
minimum of thermal damage to the surrounding tissue;
on the order of micrometers of damage. This is obviously
very important for surgery in the brain where viable,
eloquent tissue may be in contact with the tumorous tissue
that is being removed.

The FEL is a research center device that generates laser
light over a vast portion of the electromagnetic spectrum; to
date FELs have generated laser light from the UV (190 nm)
to millimeter (61). The FEL is beneficial in identifying
wavelengths, particularly in the IR where there are no
other laser sources, for selective laser-tissue interaction.

Otolaryngology

Early use of endoscopes for ear, nose, and throat often
focused on the interior of the ear. The benefit of endoscopes
for diagnosis and therapy had been recognized early on
with the advent of the laser and fiber optics (62–65). Recent
investigations at the University of Ulm on the use of an
Er:YAG laser with a germanium-oxide fiber delivery sys-
tem has focused on tympanoplasty and stapedotomy (mid-
dle ear surgery) (66). The Er:YAG laser was found to be
optimum for operating on the eardrum along the ossicles as
far as the footplate without carbonization, and with sharp-
edged, 0.2-mm-diameter canals ‘‘drilled’’ through the bone.
Using this technique, children with mucotympanon could
have their eardrums reopened in the doctor’s office without
the need for drain tubes.

An endoscope suitable for quantitatively examining the
larynx (vocal chords) uses a green laser and a double
reflecting mirror (67). The device can be clipped onto
the shaft of a commercial rigid laryngoscope. The double
reflecting mirror sends out two beams parallel to one
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another that allows for quantitative morphometry of
laryngeal structures such as, vocal cords, glottis, lesions,
and polyps.

The miniaturization and flexibility of fiber optics has
allowed endoscopes to be applied in the small and delicate
organ of the ear with much success. A case in point for the
unique capabilities that the fiber optic endoscope has that
can be applied to many fields of medicine in a very pro-
ductive manner.

Future Directions

One pressing issue for ‘‘reusable’’ endoscopes is the ability
to guarantee a clean, sterile device for more than one
procedure. With the advent of the World Wide Web
(WWW), many web sites are available to gain information
on endoscopes, as well as the procedures they are used in.
The U.S. Food and Drug Administration (FDA) has a site at
their Center for Devices and Radiological Health (CDRH)
that monitors medical devices and their performance in
approved procedures. The FDA has also created guidelines
for cleaning these devices.

The results of an FDA-sponsored survey, Future Trends
in Medical Device Technology: Results of an Expert Survey
in 1998, expressed a strong view that endoscopy and
minimally invasive procedures would experience signifi-
cant new developments during the next 5 and 10 year
periods leading to new clinical products (68). The 15 parti-
cipants included physicians, engineers, healthcare policy-
makers and payers, manufacturers, futurists and
technology analysts. In interviews and group discussions,
survey participants expressed an expectation of continuing
advancements in endoscopic procedures including fiber
optic laser surgery and optical diagnosis, and a range of

miniaturized devices. Clinically, most participants
expected an emphasis on minimally invasive cardiovascu-
lar surgery and minimally invasive neurosurgery; two new
fields we introduced in this edition. Also predicted were
continuing advances in noninvasive medical imaging,
including a trend to image-guided procedures. Most pro-
found expectations were for developments in functional
and multimodality imaging. Finally, participants observed
that longer term trends might ultimately lead to noninva-
sive technologies. These technologies would direct electro-
magnetic or ultrasonic energy, not material devices,
transdermally to internal body structures and organs for
therapeutic interventions.

Perhaps a stepping-stone on this path is the PillCam
(Given Imaging), a swallowable 11� 26-mm capsule with
cameras on both ends and a flashing light source, used to
image the entire GI tract from the esophagus to the colon.
The PillCam capsule has a field of view of 1408, and enables
detection of objects as small as 0.1 mm in the esophagus
and 0.5 mm in the small bowel. Figure 11 shows the
PillCams used for small bowel (SB) and esophagus
(ESO) procedures and samples of the images obtained.
Shown are examples of active bleeding, Crohn’s disease,
and tumor in the small bowel; and normal Z-line, esopha-
gitis, and suspected Barrett’s in the esophagus. Patient
exam time is 20 min for an esophageal procedure and 8 h
for a small bowel procedure. As the PillCam passes through
the GI tract images are acquired at 2 Hz and the informa-
tion is transmitted via an array of sensors secured to the
patient’s chest and abdomen and passed to a data recorder
worn around the patient’s waist. The PillCam generates
� 57,000 images in a normal 8 h procedure, while the
patient is allowed to carry on their normal activity. An
obvious enhancement of patient comfort.
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Figure 11. The PillCam from Given Imaging and sample images from the small bowel and eso-
phagus. Shown are examples of active bleeding, Crohn’s disease, and tumor in the small bowel; and
normal Z-line, esophagitis, and suspected Barrett’s in the esophagus. The PillCam is a swallowable
11� 26 mm capsule with cameras on both ends and a flashing light source, used to image the entire
GI tract from the esophagus to the colon.



AESOP (formerly Computer Motion and now Intuitive
Surgical) was the first robot, FDA approved in 1994, to
maneuver a tiny endoscopic video camera inside a patient
according to voice commands provided by the surgeon. This
advance marked a major development in closed chest and
port-access bypass techniques allowing surgeons direct
and precise control of their operative field of view. In
1999, one-third of all minimally invasive procedures used
AESOP to control endoscopes.

The da Vinci Surgical System (Intuitive Surgical) pro-
vides surgeons the flexibility of traditional open surgery
while operating through tiny ports by integrating robotic
technology with surgeon skill. The da Vinci consists of a
surgeon console, a patient-side cart, instruments and
image processing equipment (see Fig. 12). The surgeon
operates while seated at a console viewing a 3D image of
the surgical field. The surgeon’s fingers grasp the master
controls below the display with hands and wrists naturally
positioned relative to their eyes, and the surgeon’s hand,
wrist, and finger movements are translated into precise,
real-time movements of endoscopic surgical instruments
inside the patient. The patient-side cart provides up to four
robotic arms, three instrument arms, and one endoscope
arm that execute the surgeon’s commands. The laparo-
scopic arms pivot at the 1 cm operating ports and are
designed with seven degrees of motion that mimic the
dexterity of the human hand and wrist. Operating images
are enhanced, refined, and optimized using image synchro-
nizers, high intensity illuminators, and camera control
units to provide enhanced 3D images of the operative field
via a dual-lens three-chip digital camera endoscope. The
FDA has cleared da Vinci for use in general laparoscopic
surgery, thoracoscopic (chest) surgery, laparoscopic radical

prostatectomies, and thoracoscopically assisted cardiot-
omy procedures. Additionally, the da Vinci System is also
presently involved in a cardiac clinical trial in the United
States for totally endoscopic coronary artery bypass graft
surgery. This technology will likely find application in
vascular, orthopedic, spinal, neurologic, and other surgical
disciplines that will certainly enhance minimally invasive
surgery.

Minimally invasive technologies that enhance the pre-
sent state of endoscopy will continue. The expectation that
microelectromechanical systems (MEMS) technology will
add a plethora of miniaturized devices to the armament of
the endoscopist is well founded, as it is an extension of the
impact that fiber optics had on the field of endoscopy. The
MEMS will likely add the ability to have light source and
detector at the tip of the endoscope, instead of piping the
light into and out of the endoscope. Many other functions
including ‘‘lab on a chip’’ MEMS technology may allow for
tissue biopsies to be performed in situ. This miniaturiza-
tion will likely lead to more capabilities for endoscopes, as
well as, the ability to access previous inaccessible venues in
the body. Endoscopy is poised to continue its substantial
contribution to minimally invasive procedures in medicine
and surgery. This will pave the way for the likely future of
noninvasive procedures in surgery and medicine.
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INTRODUCTION

History of Tissue Engineering

In 1988, researchers gathered at the Granlibakken Resort
in Lake Tahoe, CA under the sponsor ship of the National
Science Foundation (NSF) to develop the fundamental
principles of tissue engineering as an emerging technology.
Based on an earlier proposal by Dr. Y.C. Fung to develop an
Engineering Research Center focused on the engineering
of living tissues, NSF held several meetings that led to the
decision to designate tissue engineering as a new emerging
field. A formal definition was finally agreed upon at the
Granlibakken workshop. Based on this meeting, tissue
engineering is defined as ‘‘the application of the principles
and methods of engineering and the life sciences toward
the fundamental understanding of structure–function
relationships in normal and pathological mammalian tis-
sues and the development of biological substitutes to
restore, maintain, and improve function’’ (1). This was
further refined in 1992 by Eugene Bell who developed a
list of more specific goals:

1. Providing cellular prostheses or replacement parts
for the human body.

2. Providing formed acellular replacement parts cap-
able of inducing regeneration.

3. Providing tissue or organ-like model systems popu-
lated with cells for basic research and for many
applied uses such as the study of disease states using
aberrant cells.

4. Providing vehicles for delivering engineered cells to
the organism.

5. Surfacing nonbiological devices (2).

These discussions eventually culminated in the pioneer-
ing review article by Langer and Vacanti in 1993 (3). The
general strategies to create engineered tissue would
include the isolation of cells or cell substitutes, the use
of tissue-inducing substances, and development of three-
dimensional (3D) matrices on which to grow tissue.
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Much of tissue engineering owes its beginnings to recon-
structive surgery and internal medicine. In the sixteenth
century, Gaspare Tagliacozzi developed a method for nasal
reconstruction using flaps of skin taken from the arm and
grafted onto the injury site (4). With the scientific devel-
opment of the germ theory of disease and the sterile
techniques that were introduced, modern surgery became
established as a means to treat patients with internal
injuries. In the late nineteenth century, surgeons used
veins and arteries as conduits to enhance the nerve regen-
eration (5). World War I saw improvements in reconstruc-
tive surgery as doctors were able to hone their skills due to
the number of soldiers injured in battle. Reconstructive
surgery had it limitations in terms of the availability of
biological material. By the 1940s, much progress had been
made in understanding the function of the immune system
is accepting tissue from a donor. This eventually led to the
first successful organ transplant (kidney) in 1954. The next
50 years, would see tremendous advances in organ trans-
plants as well as in immunosuppressive drug therapy.

An alternative to organ transplant has been the devel-
opment of artificial devices to mimic biological function.
The mid-nineteenth century also saw the rise in the use of
prosthetic limbs that would initiate the use of artificial
devices to replace biological functions. Artificial limbs were
used as far back as the Dark Ages to assist knights heading
off to battle. The intervening centuries saw improvements
over such devices through the use of stronger, lighter
materials, and a better understanding of biomechanics
(6). Besides limbs, artificial devices have also been
invented to replace the function of certain internal organs.
The dialysis machine was created in the 1940s to assist
patients with acute renal failure. In 2001, an implantable
artificial heart was first used in a human. While many
advances have been made in artificial devices, some of the
drawbacks include the breakdown of the artificial materi-
als, a lack of interaction with the human body, and the
inability to self-renew.

The modern era of tissue engineers seeks to overcome
the limitations of reconstructive surgery, organ transplan-
tations, and prosthetic devices by creating functional, com-
pletely biocompatible tissues and organs. Since the late
1980s, the field of tissue engineering has grown exponen-
tially and continues to draw scientists from diverse fields,
from the biological and medical sciences to engineering and
materials science.

THEORY

Tissue engineering adds to the modern health care system
by providing the tools to assist in the repair of tissue and
organs damaged by injury and disease. An exact replica of
the tissue could potentially be grown in the lab and later
inserted into the patient. Alternatively, precursors may be
placed in the body with the expectation that it will develop
into fully formed functional tissue. Also, devices may be
implanted into the body to encourage the regeneration of
already existing tissue in the body.

Engineered tissue is created by combining relevant cells
and chemical factors within a 3D matrix that serves as a

scaffold (Fig. 1). Sterile cell culture techniques allows for
the expansion of cells in vitro to obtain sufficient quantities
for use in engineered tissue. Cells can originate from the
patient, another donor, or even animal tissue. As our
understanding of biochemical cues during development
expands, tissue formation can be better controlled through
the delivery of pertinent growth factors or through the
interaction of complex multiple cell cultures. Scaffold
materials may be biological (collagen, extra cellular
matrix) or synthetic. Synthetic materials can be designed
to mimic the extra cellular matrix and may be infused with
chemical factors to support tissue regeneration. Since the
discovery and availability of synthetic polymers in the
1940s, scientific advances have made these materials bio-
degradable and biocompatible.

Cellular Processes

During the formation of tissue, either during development
or in the lab, cells undertake many different processes. In
order to maintain the integrity of the tissue, the cells tissue
must adhere to others as well as to the surrounding matrix
material. Certain cells must migrate through the 3D space
in order to properly position themselves within the tissue.
Once in position, they must also continue to multiply to
provide adequate tissue growth. Vascularization and
innervation of the tissue is required to complete integra-
tion of the engineered tissue with its surroundings. Tissue
derived from donor material also has immune concerns.

Development. Engineered tissue is best created by
mimicking the processes that occur during development
(7). Following fertilization, the zygote divides until the
blastocyst is formed. The early embryonic tissue is com-
prised of two cell phenotypes: epithelial cells and migratory
mesanchymal cells. The transformation between these
cells is regulated by growth factors, the extra cellular
matrix, and intracellular signaling. As the embryo devel-
ops, these cells will become diversified as they commit to
various tissue forms. These cells will eventually differenti-
ate into the various cell types found in the body.

Morphogenesis describes the cascade of events that
leads to the spatial pattern formation of the developing
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embryo. Regeneration of tissue mimics this process. Spe-
cific chemical factors, called morphogens, provide informa-
tion on the pattern via diffusion. The combination of
various morphogens due to diffusion leads to complex
pattern formation. One well-studied example is the devel-
opment of bone. Several bone morphogenic factors have
been isolated and observed to affect the bone and cartilage
morphogenesis and formation. Also, BMPs have been
implicated in the development of tissue as diverse as skin,
eye, heart, and kidney. These morphogens have the poten-
tial to assist in the engineering of bone tissue.

Adhesion. Tissue is held together by the adhesion
processes between different cells and the cells and extra-
cellular matrix. The cell–cell interactions consist of tight,
anchoring, and communication junctions. Tight junctions
are composed of transmembrane proteins that form con-
nections between cells. More contact points will decrease
the permeability between the cells so that the tissue can
become essentially impermeable. This is typically found
with epithelial cells, as in the intestinal, reproductive, and
respiratory tract, where the barrier that is formed is
essential to function.

Anchoring junctions are loosely held connections that
take advantage of the cytoskeleton. With adherens junc-
tions, actin filaments of the cytoskeleton are connected and
linked to integrins on the cell exterior. These integrins
form focal contacts that interact with cadherins found on
the surface of other cells. The focal contacts can also
interact with extracellular domains. With the involvement
of the cytoskeleton, these junctions can also affect cell
function by providing a mechanism to signal changes in
cell growth, survival, morphology, migration, and differ-
entiation.

Desmosomes are similar to adherens junctions, but they
involve intermediate filament protein, such as vimentin,
desmin, and keratin. These junctions connect with other
cells via cadherins. A similar junction called the hemides-
mosome behaves in the same manner, but connects with
basal lamina proteins via integrin.

Communication junctions are those that provide direct
communication between cells. These are large proteins
that form pore structure that connects the two cells. These
large pores (connexons) allow the transport of molecules
between cells. These junctions are commonly found
between neurons for rapid signal conduction.

In order to connect with other cells or the extracellular
matrix, the junction proteins must interact with some
receptor molecule. Integrins will bind with the amino
acid sequence arginine-glycine-aspartic acid (RGD). This
sequence is found in several proteins, such as collagen and
fibronectin and these peptides can be incorporated onto
other surfaces in order to improve cell adhesion. Cadherin–
cadherin binding is mediated via Ca2þ. Without the pre-
sence of Ca2þ, the connection is subject to proteolysis. The
Ig-like receptors contain motifs found in immunoglobulins.
These receptors can interact with neural cell adhesion
molecule (N-CAM) and are present during development.
Finally, selectins are specific receptor types that are
expressed during the inflammatory response. The lectin
domain found in oligosaccharides on neutrophils allows

these cells to interact with endothelial cells along the
surface of blood vessels.

Migration. During embryogenesis, diffusible factors
and ECM composition are important factors in the pattern
formation of tissue development. The migration of cells is
necessary for the formation of tissue not just for develop-
ment, but also during regeneration. Cell migration is also
observed in other body functions. Angiogenesis, or blood
vessel formation, involves the migration of endothelial cells
into new tissues. For immune responses, B and T cells
patrol the body ready to attack invaders. Tumor invasion
and, more importantly, metastasis relies on the migration
of cancer cells into other parts of the body. Controlling
migration can help to control the spread of cancer.

Signals from various factors can lead to the release of
cells from their contact with other cells or with the extra-
cellular matrix. Once released, different mechanisms can
affect the migration pattern of the cell depending on the
cell type. Cells may move in random directions. The move-
ment can be modeled by Brownian motion. In this case,
motion is due to collisions with other particles. This motion
is characterized by the time between collisions, the mean
free path (average distance before hitting another particle)
and the average speed. The characteristics are dependent
on the density of the particles.

Of more relevance is the issue of directed migration.
Direct migration depends on some sort of gradient. In
response to some kind of stimulus, cells may move toward
or away from the source of the stimulus. The stimulus may
affect speed, direction, or both. Chemotaxis is the general
term describing the response of cells to a chemical gradient.
The strength of the effect is dependent on the absolute
concentration as well as the steepness of the gradient.

Growth. Mitosis is a tightly controlled process to
regulate cell growth and depends on signals from the cell’s
environment. During mitosis, the deoxyribonucleic acid
(DNA) is replicated and copies are separated as the cells
divide into two exact copies. This process repeats itself
depending on the extracellular signaling and the proper-
ties of the cell itself. Certain cells, such as pancreatic beta
cells, are locked in the cell cycle and mitosis is arrested. In
order to overcome this barrier, stem cells can be used to
generate new differentiated cells. Also, cells may be con-
verted into a precursor cell form that can undergo prolif-
eration before switching back to the differentiated form.

Cell growth relies on the availability of essential nutri-
ents. As the need for nutrients increases during cells
proliferation, the availability becomes reduced barring
some mechanism for distributing the nutrients to the
growing tissue. Distribution of nutrients occurs naturally
in the human body in the form of the network of blood
vessels. The lack of such a vasculature for engineered
tissue limits the effective size that tissue can grow.

Vascularization. For most engineered tissue to become
integrated into the human body, it must become vascular-
ized by the body’s own blood vessel network. The body
provides a natural mechanism for neovascularization by
the process of wound healing. When tissue has been

ENGINEERED TISSUE 191



damaged, a cascade of events is initiated to block the
bleeding wound and encourage healing. Platelets, fibrin,
and fibronectin first form a mesh plug. Mast cells release
chemotactic agents to recruit other cells as part of the
inflammatory response. Keratinocytes migrate to the site
of the injury and begin to proliferate. Vascular endothelial
growth factor (VEGF) and fibroblast growth factor (FGF)
are released to encourage blood vessel formation. Once the
new tissue has been vascularized, remodeling of the tissue
occurs to complete the healing process.

For engineered tissue, two options are used to ensure
vascularization and promote tissue growth and integra-
tion. The engineered tissue can be designed to contain a
vascular network in vitro that would then be connected to
the body’s own network when it is implanted. This presents
a significant engineering challenge in trying to create
several different types of engineered tissue in one construct
simultaneously. An alternative method is to engineer the
tissue to recruit blood vessels from the body’s existing
framework. This has been accomplished though the con-
trolled release of VEGF from the biodegradable support
matrix of the engineered tissue (8).

Innervation. To become fully integrated into the body,
certain tissues and organs must also reconnect with the
body’s own nervous system. Several organs of the body
form connections with the sympathetic nervous system.
These connections are important to regulation of the organ.
Skeletal muscle tissue makes sensory and motor connec-
tions via the peripheral nervous system. In any case, the
cells of these engineered tissues need to make synaptic
connection with the axons of the relevant neurons. Because
the new tissue is being engineered to replace that which
has been lost to injury or disease, the neural framework
may not be available for integration. If it is present, the
neurons may be encouraged to regenerate toward the
tissue and form new connections. Another complex, but
theoretically possible, option may be to engineer the tissue
with neural connections that can be later integrated into
the existing nervous system. Also, artificial devices may be
integrated into the system to provide the appropriate con-
trol of the tissue function.

Immune Concerns. As with organ transplants, engi-
neered tissue also has concerns of rejection by the immune
system. The major histocompatibility complex I (MHC I)
present on the cells of the engineered tissue are recognized
by the T cells of the immune system as a foreign body. This
would eventually lead to cell lysis. The primary means of
preventing rejection, though, is the use of immune sup-
pressant drug therapy. While this may be acceptable, for a
patient receiving a life saving organ transplant, it is not for
those receiving engineered tissue. Certain tissues, such as
cartilage, may not interact with the immune system. Meta-
bolic tissues that only interact chemically can be physically
separated from the environment. Some engineered tissues
may contain cells that are only temporary until the body’s
own cells can take over. In these cases, immune suppres-
sant drug may be a viable option. For most other tissues,
methods are being developed for side stepping the immune
system.

Because the cells of the immune system are formed
within the bone marrow, one method is to transplant the
bone marrow from the cell and tissue donor along with the
organ. The donated bone marrow can form a chimera with
the patient’s existing bone marrow to allow the adaptation
of the immune system to the new tissue (9).

At the molecular level, the antigen of the foreign cell can
be blocked or completely eliminated. In order to block the
antigen, a fragment of antibody to the antigen can be added
to the tissue to mask the foreign cells from the patient’s
own immune system (10). This effect is temporary as the
fragments will eventually separate from the antigen.
Another drawback is that is may not counter all the
mechanisms of immune response. The antigen can also
be removed by placing an inactive form of the antigen gene
into the cells (11). A gene can also be added to the cells to
produce a protein that will inhibit rejection (12). Finally,
oligonucleotides can be added to hybridize with either
ribonucleic acid (RNA) or DNA in order to inhibit the
transcription or translation of the antigen molecule (13).

Microencapsulation is a means of physically separating
the cells from the environment. For this method, cells are
surrounded by a porous synthetic material. As long as the
membrane coating remains intact, the cells are isolated
from the immune system. The pore size can be adjusted to
allow chemical interaction with the environment while
preventing cellular interaction. The encapsulation should
allow nutrients to permeate through the membrane and
reach the cells. This was first used in clinical studies for the
encapsulation of xenogenic pancreatic islets (14).

Cell Types. While the response of the immune system is
of great importance to the success of the engineered
implant, the source of cells and their application will
determine the best method for immunomodulation. Cells
may come from the patients themselves (autologous), from
a human donor (allogeneic), or from another species (xeno-
geneic). Each type has its own advantages and disadvan-
tages.

Autologous cells are derived from the patient, expanded
in culture, and then placed back into the patient. These
cells are completely biocompatible with the patient and this
eliminates the need for any immune modulation. Genzyme,
for example, has developed a successful protocol for the
repairing articular cartilage. One drawback to using auto-
logous cells is that it requires a period of time to expand the
cells. This would not be acceptable for patients needing an
immediate tissue replacement. As a result, the engineered
tissue does not have off-the-shelf availability. Depending
on the tissue and the amount of damage, the amount of
cells that may be harvested from the patient may be
insufficient to form tissue.

Allogeneic cells can help to overcome some of the draw-
backs to autologous cells because the cells come from
donor sources that may be pooled together. This can
provide off-the-shelf availability, but at the expense of
immune rejection. The cells can be engineered to become
immune acceptable or immunosuppressive drug therapy
may be used. These cells are also well suited for tissues
that do not interact with the patient’s vasculature system
or may only be used until the native tissue regenerate.
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Advanced Tissue Science developed a skin replacement
tissue (Dermagraft) with cells derived from circumcision
surgeries.

Xenogeneic cells are derived from nonhuman species.
An animal source can provide an unlimited amount of cells,
but they provoke an acute immune response within min-
utes of implantation into the body. One useful application
of such cells is the encapsulation of pancreatic islets
(14,15). The membrane can be adjusted to allow the islets
to regulate blood sugar and insulin levels while protecting
the cells from the immune system. Another drawback to
xenogeneic cells is the threat of transmission of animal
viruses and well as endogenous retroviruses that may
interact with the patient.

Cells that have been isolated may be modified to alter
their characteristics before being incorporated into engi-
neered tissue. Primary cells that are subcultured even-
tually become cell lines. These cell lines may be finite or
continuous. The cells may also be normal or transformed
compared to the primary cell from which it is derived.
Transformation is associated with genetic instabilities that
may lead to a change in the phenotype. These changes may
impart different growth characteristics for the cell, such as
immortalization, anchorage independence, and overall
growth rate. The genetic material may be altered to effect
gene expression. Changes in protein expression may effect
the secretion of chemical factors or even the formation of
extracellular matrix. In the worst case, cells may become
cancerous and prove to be detrimental to the patient.
Examples of stable, well-characterized cell lines used in
tissue engineering include HEK-293 for nerve growth fac-
tor secretion (16), and 3T3-L1 for adipose tissue formation
(17).

Primary cells as well as cell lines can be artificially
transformed by introducing new genes by the process of
transfection. In this process, a new gene is carried by some
vector, such as a liposome or virus, to the host cells. The
gene is transferred into the cells and delivered into the
nucleus where it can be transcribed. This method allows
the creation of cells with desirable characteristics for engi-
neered tissue. Such cells may secrete growth factor that
will enhance tissue formation. Examples of engineered
tissue utilizing transfected cells include insertion of
hBMP-4 gene in bone marrow stromal cells for bone tissue
engineering (18) and aquaporin gene transfection in the
LLC-PK1 cell line for a bioartificial renal device (19),
secretion of neuronal growth factors from fibroblasts to
enhance axonal regeneration (20).

Regardless of the source, primary cells have limitations
depending on their age and genetic makeup. Adult cells
may only have a limited number of cell divisions before
they reach senescence or even become cancerous. Trans-
formed cell lines may allow for continuous growth, but
without proper control can become a problem for the
patient. These cells are typically used to enhance regen-
eration of existing tissue, but do not become integrated into
the body. Because of these issues, a universal cell that can
develop into multiple tissue types has an infinite capacity
to proliferate without loss of function, and if immune
acceptable would be ideal for engineered tissue. Stem cells
come closest to meeting these criteria.

Stem Cells. The potency of stem cells is defined by their
ability to differentiate into one or more cell genotypes (see
Fig. 2). Unipotent stem cells give rise to only one cell type
(ex. Spermatogonia). Multipotent stem cells are more func-
tional and can differentiate into multiple cell types.
Embryonic stem cells are considered pluripotent in that
they can form all the cell types found in an embryo and
adult. The fertilized egg develops into an embryo as well as
the amniotic sac and is considered totipotent. Embryonic
stem cells hold the most promise for engineering tissue, but
more work must be done on the basic principles of stem
and progenitor cell biology as well as on the control of
differentiation.

Multipotent stem cells obtained from embryonic or adult
sources are considered the optimal choice for tissue engi-
neering applications because of their ability to form multi-
ple tissue type. Hematopoietic stem cells (HSCs) are the
most well characterized of stem cells. While isolated from
bone marrow, HSCs can differentiate to form skeletal
muscle, cardiac muscle, hepatocytes, endothelial cells,
and epithelial cells. Multipotent stem cells can be found
in several other tissues, such as brain, heart, pancreas,
retina, liver, and lung, and skin.

To take full advantage of the functionality of stem cells,
more work needs to be done to elucidate the mechanisms
for differentiation. Once established, stem cells can be
encouraged to differentiate into the required cell type.
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The mechanism may rely on an environmental cue as to
whether they are physical contact, chemical, or chemotac-
tic in nature. The ability of stem cell to proliferate, inte-
grate, and differentiate also depends on the methods of
identifying, isolating, and expanding. Protocols for stem
cell culture need to be developed and optimized to ensure
the cells achieve their full potential.

Since some stem cells are harder to obtain than others,
getting stem cells to transdifferentiate from one form to
another would allow for further flexibility. Evidence
suggests that bone marrow stromal cells may convert to
neural stem cells (21) and neural stem cells to hemato-
poietic stem cells (22). Recent evidence, though, points to
the fusion of stem cells with other cells instead of true
transdifferentiation (23).

Another source for stem cells is from embryos discarded
from in vitro fertilization clinics. Human embryonic stem
cells have an even greater capacity to form tissues than the
multipotent stem cells. These cells have been isolated from
humans and protocols for long-term cultures have success-
fully been developed (24). The use of embryonic stem cells
has raised many ethical concerns because of the destruc-
tion of the fetus from which they are derived. This has led
to legislation tightly regulating their use. To avoid these
concerns, several proposals have been suggested to obtain
embryonic stem cells without compromising the potential
for life (25).

Stem cells have been used successfully for tissue engi-
neering applications. Stem cells have been seeded on scaf-
folds to form cartilage, small intestine, and bone (26).
Neural stem cells have also been used for repair of spinal
cord injuries (27). Embryonic stem cells have also been
seeded onto scaffolds where the native vasculature inte-
grated into the engineered tissue (28).

Instead of preseeding cells on scaffolds, stems cells may
also be injected directly to the site of injury to promote
tissue regeneration. Clinical studies in nonhuman pri-
mates have shown that neural stem cells can enhance
repair of spinal cord injuries (29). Stem cells have also
been used to regenerate damaged cardiac muscle tissue
(30). Embryonic stem cells may also be used to regenerate
pancreatic beta cells in order to alleviate diabetes (31).
Mesanchymal stem cells also show some promise for the
repair of articular cartilage for those suffering from
osteoarthritis (32).

Scaffolds

Primary cells will form monolayer cultures when disso-
ciated from tissue. In order to encourage the cells to form
engineered tissue, they must be placed in a 3D matrix that
acts as a support scaffold. Ideally, these scaffolds should be
compatible with the cells as well as being biodegrade. The
scaffold should have a high porosity to ensure the diffusion
of nutrients and other chemical factors as well as provide
room for cell migration and proliferation. The material
should have a higher surface area to ensure adequate room
for cell attachment. The matrix should maintain its struc-
tural integrity until tissue integration has been completed.
For certain applications, the final construct may need to be
formed into a specific 3D shape (see Fig. 3).

For tissue engineering, scaffolds may come in different
forms. An acellular matrix can be used to recruit cells from
the host tissue (33). With this form, the immune response is
not a concern though inflammation may occur. For most
applications, cells must be seeded onto the scaffold to
ensure successful tissue formation. Cells can be seeded
onto collagen gels that mimic the naturally occurring
extracellular matrix (34,35). Cells can also be encouraged
to self-assemble in culture. These systems are ideal for
tissue that forms simple shapes, such as sheets and cylin-
ders (36,37). Biodegradable polymers provide a flexible
means of creating scaffolds with properties desirable for
tissue formation.

Natural Polymers. Macromolecules found with the
extracellular matrix provide chemical and structural sup-
port for living tissue. Because of their function in tissue
formation, these natural polymers provide an excellent
scaffold for engineering new tissue. These natural poly-
mers have some limitations in their application. The
mechanical properties and degradation rates cannot be
controlled as well as synthetic polymers (38). Also, material
derived from donors may elicit an immune response (39).
Many of these limitations can be overcome by chemical
modification of the materials as well as creating com-
posite materials of natural polymers or natural–synthetic
polymers.

Collagen is a large family of proteins that make up much
of the extracellular matrix. At least 19 different types have
been isolated. Fibrillar collagen is comprised of several
collagen types that combine to form extended structures
that assist is maintaining tissue integrity. The relative
amounts of collagen are characteristic of the tissue type.
Collagen has been used for cartilage (40), nerve regenera-
tion (41), gallbladder engineering (42), corneal tissue (43),
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Figure 3. Example of a scaffold for engineered tissue. This scaf-
fold is designed for nerve regeneration. The cylindrical conduit was
manufactured by using the solvent casting method (see below)
with particle leaching. Poly(vinyl alcohol) rods were coated with a
suspension of salt crystals in a poly(lactic acid) (PLA)–chloroform
solution. Dissolution of the rods permitted the formation of the
large central pore through which nerve tissue could regenerate. A
porosity of 85% was obtained by controlling the volume fraction of
salt crystals.



and skin (44). It can be cross-linked to enhance mechanical
properties (45). Magnetically aligned collagen fibers can
also be used to enhance nerve regeneration (46).

Matrigel is comprised of proteins found in the basal
lamina. The basal lamina, or basement membrane, is a
specialized area of the extracellular matrix found at
epithelial–stromal boundaries. It is composed of collagen,
laminin, nidogen, and perlecan, (a heparin sulfate proteo-
glycan). It has been used for spinal cord repair (47) vas-
cular network formation (48), and cardiac tissue (49).

Alginates are synthesized naturally by brown seaweeds
as well as some bacteria. They are comprised of units of
mannuronic and guluronic acid. The proportion and repeat
unit sequence is dependent on the organism of origin.
Alginates will form a gel in the presence of calcium ions.
Alginates have been used for cartilage (50), cardiac tissue
(51), and liver engineering (52).

Fibrin is formed from the polymerization of fibrinogen
that occurs during the wound healing process. The process
is controlled by the presence of thrombin. Fibrin has been
used for cardiovascular repair (53), bone (54), cartilage
(55), and skin (56). Like collagen, the fibrin chains can
be cross-linked to alter the characteristics of the matrix
(57).

Chitosan is derived from chitin, a polysaccharide that
comprises the exoskeleton of crustaceans. The amide group
on chitin is replaced by an amine group. Since chitosan is
not protein based, it does not elicit an immune response.
Chitosan has been used for the engineering of cartilage (58)
and bone (59). It has also been combined with other mate-
rials to create novel composite matrices (60,61).

Besides isolating single components as scaffolding
material, intact decellularized tissue can also be used. In
this method, tissue is obtained from a donor and the cells
are destroyed chemically using compounds, such as sodium
dodecyl sulfate. This methods is currently used to engineer
blood vessels (62) and heart valves (63). Decellularized
tissue may also be applied to the engineering of other types
of tissues, such as utilizing porcine skin for urinary tract
reconstruction (64).

Synthetic Polymers. While natural polymers are an
excellent choice for scaffolds because of their biocompat-
ibility, synthetic polymers offer more flexibility. Compo-
sites with natural polymers can also be made to take
advantage of their properties as well. Biodegradable poly-
mers also have the additional benefit of decomposing into
nontoxic metabolites that can be removed from the body as
waste. The molecules can be modified to obtain mechanical
properties and appropriate degradation rates that are well
suited to the specific application.

The most common polymers in use are PLA and poly-
(glycolic acid) (PGA). These are the first two polymers to
obtain approval by the Food and Drug Administration
(FDA) for use in medical implants. During degradation,
the polymer is hydrolyzed to form lactic and glycolic acids.
Since PLA is more hydrophobic than PGA, it has a slower
degradation rate. As such, the degradation rate of the
polymers can be easily adjusted by changing the ratio of
lactic acid to glycolic acid within copolymers of PLA and
PGA, poly(lactic-co-glycolic acid) (PLGA). The degradation

rate is also affected by the overall molecular weight and
extent of crystallinity of the polymer. During degradation,
the polymer swells with water. The nonspecific interac-
tions between the water and polymer lead to hydrolysis at
random locations along the polymer chain. This leads to
bulk degradation of the matrix that can be detrimental to
the release profile of drugs. The hydrophobicity of PLA
also makes the matrix less amenable for cell adhesion.
Adsorption of proteins, such as laminin (65), to the matrix
surface encourages cell adhesion. Amines can also be
incorporated into the polymer chain to control protein
and cell attachment (66), because many types of tissue
have been engineered using PLA, PGA, as well as combi-
nations of their stereoisomers and copolymers (see Ref. 67
for a review).

The limitations due to bulk degradation can be over-
come using matrices based on polyanhydrides. These poly-
mers degrade only at the surface. When used for drug
delivery, the release profiles can be affected just by altering
the shape of the matrix. For tissue engineering, these
polymers provide a mechanism for renewing the surface
to allow new areas for cells to grow. As the surface
degrades, cells will slough off providing a fresh surface
for cell growth. One example of such a polymer, recently
approved by the FDA for use in the treatment of glioblas-
toma multiformae, is derived from bis(p-carboxyphenoxy
propane) and sebacic acid.

While PGA, PLA, and their copolymers provide much
flexibility for developing scaffolds that have particular
degradation properties, they are fairly brittle. This makes
them unsuitable for use in certain engineered tissues, such
as tendon and ligament, where mechanical stresses may be
present. Polycaprolactone (PCL) is also a polyester, but its
longer monomer unit provides greater elasticity. The poly-
mer and degradation product is nontoxic, which has led to
its FDA approval for use as a long-term contraceptive
implant (68). Other elastomeric polymers are poly-4-hydro-
xybutyrate and polyhydroxyalkanoate, which have been
used in various engineered tissues (69).

Certain polyesters have been developed to degrade into
biocompatible products that make them suitable for drug
delivery and tissue engineering applications. Poly(propy-
lene fumarate) (PPF), for example, will degrade into fuma-
ric acid, a natural component of the Kreb’s cycle, and 1,2-
propandiol, a common drug diluent. Mechanical properties
can be improved through the use of chemical cross-linkers
or certain ceramic composites (70). A tyrosine-based poly-
carbonate is another polyester that has been used in bone
engineering (71). This osteoconductive polymer has excel-
lent structural properties and has been shown to promote
bone growth (72).

Like polyanhydrides, poly(ortho esters) can be designed
for surface degradation. Their use in drug delivery (73) also
make them suitable candidates for tissue engineering.
Some poly(ortho esters) may degrade into acidic by-
products that can autocatalyze the degradation process,
which may be useful for systems where fast degradation of
the scaffold is desired.

In contrast to most hydrocarbon-based polymers, poly-
(phosphazenes) consist of a phosphorous and nitrogen
chain. These polymers undergo hydrolysis to form
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phophate and ammonium salts. Ethyl glycinate substi-
tuted poly(phosphazenes) have shown promise for osteo-
blast attachment (74).

Polyurethanes have long been used for medical implants
because of their good biocompatibility and mechanical
properties. They have been used in long-term implants,
such as cardiac pacemakers and vascular grafts. Though
not degradable, these polymers can be cross-linked with
degradable compounds to create scaffolds for engineered
tissue (75). The main disadvantage is the toxicity of the
degradation byproducts especially for cross-linkers based
on diisocyanates.

Poly(amino acids) have good potential as a scaffold
material because they are biocompatible and release amino
acids as their degradation product. Poly-L-lysine is a com-
mon example that is adsorbed to surfaces in order to
improve cell adhesion. Enzymatic degradation makes the
breakdown of the polymer difficult to control. These poly-
mers also have high reactivity and moisture sensitivity.
Along with being expensive to produce, these materials
have limited use for engineered tissue. An alternative is to
create a pseudo-poly(amino acid), where the amino group
in the polymer backbone is replaced with another nona-
mide linkage. This can improve the stability and mechan-
ical properties of the polymer (76).

Hydrogels. Hydrogels are a subcategory of biomaterials
defined by their ability to retain water within their poly-
meric matrix. Because of the high water content, hydrogels
have mechanical properties similar to that of soft tissue.
This may limit the application of hydrogels to certain
tissues, but the environment closely simulates the envir-
onment of native tissue. Hydrogels are created by the cross-
linking of water soluble polymers while in an aqueous
environment. The cross-linking can be initiated chemically
or via exposure to light of a particular wavelength. Natural
polymers, such as fibrin and collagen, can be used to create
hydrogels. For synthetic hydrogels, polyethylene glycol is a
popular choice because of its biocompatibility, hydrophili-
city and customizable transport properties (77).

Cells can also be entrapped within the matrix during the
gelling process that permits a more uniform distribution.
Cell entrapped in hydrogels include chondrocytes (78),
fibroblasts (79), and smooth muscle (80). Photoinitiated
cross-linking can be used to create cell–matrix composites
in situ (81). In such systems, cells still maintain their
viability (82). This process can be used to create a cell–
polymer matrix that fits exactly into the shape of the tissue
defect.

Scaffold Fabrication. Once a biomaterial has been
chosen that has the properties crucial to the particular
tissue to be engineered, it must be fabricated into an
appropriate matrix in which the cells can survive and form
the tissue. Several factors, such as porosity and pore
structure, surface area, structural strength, and shape,
are relevant to the design of a suitable scaffold. In general,
a high porosity is important to the formation of tissue
because it provides space for the cells to grow, as well as
allows nutrients to diffuse into the matrix and promote cell
survival (3). For certain situations, though, the porosity

should be optimized to ensure that growth factors impor-
tant to tissue regeneration are retained within the matrix
(83).

The strength of the scaffold is important to ensure that
the scaffold will protect the regenerating tissue until it
becomes integrated into the body. Also, some engineered
tissue, such as bone and cartilage, may require a strong
scaffold in order to retain integrity while functioning under
physiological loading conditions. The structural strength
is dependent on the mechanical properties of the polymer
as well as the processing of the scaffold. A high surface area
will ensure adequate contact for the cell adhesion. Depend-
ing on the polymer, the surface may have to be modified to
improve adhesion. Depending on the application, the scaf-
fold may need to be processed to form a particular 3D
shape. For example, cylinders can be used as vascular
grafts and for nerve regeneration.

Several processing techniques are available for the
fabrication of scaffolds (Table 1). These techniques allow
for the control of porosity and pore structure as well as the
contact area for cell adhesion. In fiber bonding, a polymer is
dissolved in a suitable solvent and fibers from another
polymer are suspended within the solution (84). The sol-
vent is then removed by vacuum drying. Heat is slowly
applied to the composite material to cause the fibers to
bond to one another. The other polymer is again dissolved
leaving behind the bonded fiber matrix. To ensure success
in this process, solvents must be chosen that do not dissolve
the fibers and the fibers must have a melt temperature
lower than that of the matrix polymer.

A similar method, called particle leaching, involves the
incorporation of particles suspended within the polymer
solution (85). As with fiber bonding, the particles are locked
within the polymer matrix after vacuum drying is done to
remove the solvent. In this method, though, the particles
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Table 1. Summary of Various Scaffold Fabrication
Methods

Fabrication Method Characteristics

Solvent casting No thermal degradation
Residual solvent may harm cells

Fiber bonding High porosity
Thermal degradation
Limited solvent–polymer combination

Particle leaching Porosity easy to control
Entrapment of particle with matrix
Brittle foams

Gas foaming No organic solvents
Noncontinuous pores

Freeze drying Small pore sizes
Low temperature

Phase separation For entrapment of small
bioactive molecules

Low temperature
Extrusion Long fibers

Thermal degradation
Membrane lamination Three dimensional shapes
3D printing Slow processing

Control of shapes
In situ polymerization Limited polymer–cell combinations

Injectable, shape to fit defect



are removed via dissolution leaving behind a porous
matrix. Typically, salt or sugar crystals, which are soluble
in water, are suspended within a relatively hydrophobic
polymer. The porosity can be controlled by altering the
amount of particles suspended in the matrix. If the amount
of particles is too low, they may become trapped within the
polymer and remain undissolved. The foams that are
formed tend to be brittle and also may require prewetting
with ethanol to promote fluid infiltration. Instead of sus-
pending the particles in a solution, they can be placed into a
polymer melt that is subsequently cooled and the particles
later dissolved away. A major drawback to this process is
the thermal degradation of the polymer that can greatly
affect its mechanical properties.

With gas foaming, carbon dioxide is added to the solid
polymer at a very high pressure so that it infiltrates the
matrix (86). When the pressure is rapidly dropped, the gas
will expand within the polymer creating a porous foam.
This method eliminates the need for an organic solvent
whose presence may be detrimental to cell survival and
tissue formation. One disadvantage is that the pores may
not connect. This can be overcome by using this method in
combination with particulate leaching.

Freeze drying can also be used to create porous polymer
matrices (87). A polymer dissolved in an organic solvent
can be mixed with water to form an emulsion. The emulsion
is then quenched in liquid nitrogen and the water is
removed by freeze drying. This method can create a matrix
with 90% porosity and very high surface area, but the pore
size may be too small.

Bioactive molecules may be added to the polymer matrix
so that their release can enhance tissue formation. In many
cases, though, the bioactive molecule may be incompatible
with the organic solvent or thermal conditions used in the
processing of the polymer matrix. Phase separation may
be used to overcome this problem (88). In this method, the
bioactive molecule is dispersed within the polymer solution
and the solution is cooled until two liquid phases are
formed. The two immiscible liquids are quickly frozen
and the solvent is removed by sublimation. Removal of
the solvent-rich phase leads to the highly porous structure
while the bioactive molecule remains trapped within the
solid polymer phase. The cold temperatures used in this
process ensure that the bioactive molecule is not adversely
affected. This method works well with small molecules, but
can be difficult with large proteins.

For certain structural applications, such as bone, the
mechanical strength of the polymer matrix is important to
the success of the engineered tissue. In these cases, the
matrix should have a high compressive strength to help
the tissue maintain its integrity until the formation of the
engineered tissue. To improve the mechanical properties of
the polymer, hydroxyapatite fibers may be included to
reinforce the polymer matrix (89).

Specific 3D shapes may be required for certain engi-
neered tissue. Simple shapes like rods and cylinders can be
formed via thermal extrusion (90). Particulates can be
added to create porous structures as with the particulate
leaching methods described earlier (91). The extrusion
process may also lead to thermal degradation of the poly-
mer matrix. Membranes formed by other techniques may

be cut into particular patterns and stacked to form specific
3D shapes (92). The membranes can be bonded through the
use of a suitable solvent. The 3D printing is a method akin
to rapid prototyping that can also be used to form specific
shapes (93). In this method, a polymer powder is spread
into an even layer, and solvent is sprayed in a specific
pattern to bind the powder together. Another powder layer
is added and the solvent is sprayed on to bind the powder to
the previous layer. The process is repeated until the entire
structure has been formed. Using this method, features as
small as 300mm can be formed.

When specific shapes are not required, in situ polymer-
ization can be used to deliver cells and matrix molecules to
the site of the of tissue defect. This process can be used to
create a cell–polymer matrix to precisely fill the site of the
defect. Poly(propylene fumarate) has been used as bone
cement (94). Hydrogels containing chondrocytes have been
used for cartilage engineering (95).

To ensure proper cell adhesion and growth, the surface
of the polymer must be suitable for cell attachment. The
wettability and surface free energy greatly influence the
extent of cell adhesion. A more hydrophilic surface is
necessary to ensure cells will attach to the surface. This
must be balanced with the cells needed to interact with
surrounding cells in order to form tissue. Surface eroding
polymers, such as polyanhydrides, can also renew their
surface providing additional area for cell adhesion, which
helps to promote cell growth. The surface of the polymer
may need to be modified. Amphipathic molecules may be
adsorbed to the surface. For example, the polar side chains
of poly-L-lysine provide a suitable surface for cell attach-
ment. Extracellular matrix molecules, such as laminin,
fibronectin, and collagen, can also be adsorbed to the sur-
face. These molecules contain the amino acid sequence
(RGD), which binds to integrins present on the cell surface.
The RDG along with IKVAV and YIGSR (found on laminin)
can also be covalently bonded to the polymer to create sites
for cell adhesion.

The surface of the scaffold can also be modified using
microfabrication techniques, these methods can be used to
alter the surface chemistry for improved cell adhesion or to
create micron scale structural features to affect cell func-
tion (96). Besides altering the surface chemistry, micro-
fabrication techniques can also be used to create microscale
morphological features on the surface. Microscale features
can effect the attachment, motility, and proliferation of
fibroblasts in culture (97). The texture of the surface can
also influence cardiac myocytes at the molecular level, such
as protein localization and gene expression (98). Grooved
surfaces can also be used to physically align cells and direct
nerve regeneration (99).

Photolithography is a technique commonly used in the
production of computer chips. With this method, a special
type of photopolymer called a photoresist is coated onto
the surface of the scaffold material. Separately, metal is
coated onto a glass substrate and laser etched to form a
mask in the pattern of interest. The mask is placed over the
photoresist and ultraviolet (UV) light is shown through to
polymerize the photoresist into the pattern of interest. A
solvent is used to remove the unpolymerized photoresist
and expose the scaffold. The surface can now be modified
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by several methods. Compounds, such as collagen and
laminin, can be adsorbed to the surface. Small molecules,
such as the RGD tripeptide, can be covalently bonded to
the surface. The surface can also be exposed to oxygen
plasma to make the area more hydrophilic. Once modified,
the remaining photoresist can be removed using another
solvent. The success of this method depends on the choice
of appropriate solvents and photoresist to use in con-
junction with the scaffold and surface modifiers. The
major drawback of this technique is that it can only be
applied to planar surfaces and relies on the use of expen-
sive specialized equipment. Lithography can also be used
to create elastomeric stamps. These stamps can be used to
place molecules onto the substrate in a defined pattern.
The stamp can be used repeatedly, which helps to reduce
the cost compared to traditional photolithography.

Reactive ion etching builds on the premise of photolitho-
graphy to create microstructural features on the surface
(see Fig. 4). Using glass or quartz for the substrate, metal
can be deposited onto the patterned photoresist. When the
photoresist is removed, the surface is exposed to ion plasma
that etches into the substrate leaving deep grooves in the
surface. The substrate can now be used as a mold. The
polymer matrix can be dissolved and cast onto the mold and
dried. When the matrix is lifted from the mold, it will
contain the micropatterned structure. As with photolitho-
graphy the matrix can only be planar. Despite this dis-
advantage, this method has been used to improve nerve
regeneration in bioartificial nerve grafts (100).

Surface of the biodegradable matrix can be etched directly
using the process of laser ablation. In this method, a laser
beam is used to etch grooves into the substrate. The laser is
pulsed rapidly to allow the dispersion of thermal energy and
thus reduce the degradation of the polymer matrix.

Another method for depositing molecules in specific
patterns is through the use of microfluidics. In this method,
a microscale channel system is placed on top of the sub-
strate. Various solutions are passed through the channel
and molecules are allowed to interact with the substrate
surface. The channel system is removed leaving behind the
patterned substrate.

Signals

Once cells have been seeded onto a biodegradable matrix,
signals must be provided to ensure the cells will continue to
grow and form fully functional tissue (see Fig. 5). These
signals must mimic the environment in which tissue natu-
rally regenerates or develops. Signals may come from
contact with the extracellular matrix or other cells. Diffu-
sible factors may be delivered to the cells spatially and
transiently. Mechanical and electrical stimuli may also
promote tissue formation for certain cell types. Cues
may also be provided based on the spatial arrangement
of the cells.

Extracellular Matrix. When forming tissue, cells will
interact with various proteins that make up the ECM. The
ECM is comprised of collagens, proteoglycans, hyaluronic
acid, fibronectin, vitronectin, and laminin. Integrins that
are found on the surface of cells can interact with short
amino acid sequences located on various ECM proteins. For
example, cells will adhere to the arginine-glycine-aspartic
acid-serine sequence (RGDS) found in fibronectin (101).
Integrins are transmembrane proteins that also interact
with cytoskeletal proteins like actin. In response to
changes in the ECM, they modulate signals to the cells
that result in a change in cell function. Certain amino acid
sequences have also been implicated in the interactions
between integrins and the ECM for specific cell types.
These include REDV for endothelial cell adhesion (102),
IKVAV for neurite outgrowth (103), and LRE for synaptic
development (104).
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Figure 4. Microfabrication of polymer surface using a combina-
tion of reactive ion etching and compression molding. Grooves are
10 mm wide and 3 mm deep.

Figure 5. Examples of signals used to control tissue formation.
(a) Cell–matrix interaction (RGD–integrin binding). (b) Cell–cell
interaction (desmosome). (c) Diffusible factors (chemotaxis).
(d) Mechanical forces (shear). (e) Spatial organization.



The primary purpose of the ECM is to anchor the cells so
that tissue can form. The connection can ensure that
polarized cells are oriented in the correct direction. When
cells die, the ECM may retain its integrity until new cells
can grow and form tissue. The composition of the ECM
varies among tissues. The differences help to define the
boundaries between tissue types as well as promote a
microenvironment that is best suited for that particular
tissue. Soluble regulatory factors may also be stored within
the ECM. Disruption of ECM, and thus the tissue, lead to
the release of these regulatory factors in order to affect cell
function. The ECM can affect functions, such as cell
growth, differentiation, and apoptosis. During develop-
ment, the ECM plays a role in the repatterning of the
epithelial-mesanchymal transformation. The physical con-
nect between the cells and the ECM also helps with the
modulation of signals due to mechanical stresses.

Diffusible Factors. During development or tissue regen-
eration, soluble diffusible factor help to control various cell
functions, such as proliferation, adhesion, migration, and
differentiation. Examples include the various families of
growth factors and morphogenic proteins as well as nutri-
ent to ensure cell survival. These factors may be expressed
by the cell itself (autocrine) or it may come from a nearby
cell (paracrine) or a remote site (endocrine). These factors
can elicit changes in the cell cycle, promote differentiation,
encourage cell motility and regulate the synthesis of DNA
and protein.

During normal development or regeneration, these fac-
tors are secreted from various cells and delivered to the
target tissue. In order to mimic this effect in engineered
tissue, various methods may be used. Prior to implanta-
tion, the engineered tissue may be subject to a medium that
is supplemented with factor to promote tissue growth. The
scaffold for the engineered tissue may have soluble factors
incorporated into the matrix. As the substrate degrades,
the factors are released in a controlled manner. Molecules
may also be immobilized onto the surface of the scaffold in
order to alter cell function. Immobilized growth factors can
still impart their effect on the cell without being interna-
lized by endocytosis. This provides a mechanism to potenti-
ate the effect of the growth factor.

For controlled release, the scaffold has a dual purpose to
provide structural support for the engineered tissue as well
as deliver signaling factors at the appropriate time and
dose. Other particles that provide controlled release, such
as microspheres, may also be incorporated into the engi-
neered tissue. Using a combination of chemical factors with
different release profiles can mimic the developmental
processes.

Spatial Organization. The spatial arrangement of the
cells in culture can have a direct impact on their function.
Three-dimensional scaffolds provide support, but also
encourage cells to display the appropriate phenotype
for tissue formation. Hepatocytes are prone to loss of phe-
notype when cultured as a monolayer (105). Chondrocytes
exhibit fibroblast behavior in monolayers compared to 3D
systems. The 3D cultures secrete a great amount of type II
collagen that is essential for cartilage formation (106).

The shape of the scaffold is an important consideration
for the regeneration of certain tissue types. Nerve tissue
engineering uses tubular conduits to help guide the regen-
erating axons. A luminal diameter that is 2.5 times the
diameter of the nerve bundle is optimal for axon extension
(107).

Mechanical Modulation. When grown in static cultures,
cells tend to settle and form monolayers. This can lead to a
loss of phenotype that would be detrimental to tissue
formation. To prevent this disaggregation, cells can be
cultured in microgravity (108). Microgravity is achieved
through the used of specialized bioreactor systems that
keeps the cell-scaffold matrix suspended within the media.
The net mechanical forces on the tissue are essentially
zero.

Mechanical stress may need to be imparted on the
engineered tissue in order to ensure the proper develop-
ment. Shear stresses can encourage the alignment of
fibrillar extracellular matrix proteins, such as collagen.
This effect will encourage the cell to align with the matrix
(109). Alignment of collagen can also be achieved through
the use of magnetic forces (46). Pulsatile shear stresses can
also effect the orientation of endothelial cells in engineered
blood vessels (110). This cyclic stress lead to the orientation
of the cells along the circumference of the blood vessel as
compared to cells aligned in the axial direction for constant
shear loading.

Physical loading of tissue can also impact the mechan-
ical properties of tissues. Signals are modulated via the
interaction between the cells and the ECM. Cyclic loading
can improve the tensile strength of tissues, such as
arteries, heart valves, ligament, muscle, and bone (111).
Hydrostatic pressure can also effect the formation of tissue.
Cyclic pressure can alter the metabolic function of chon-
drocytes to produce greater amounts of type II collagen for
cartilage formation (112).

Electrical Signals. Besides chemical and mechanical
signals, cells will also respond to electrical stimuli, such
as electric fields and direct current. Electric fields describe
the amount of force exhibited by a charged particle. These
forces can have an impact on materials that can be induced
to carry a charge, such as cells, or individual ionic mole-
cules. Electric fields can be used to move polarizable mate-
rials (dielectrophoresis) or encourage the motion of ions
(iontophoresis). Application of direct current (dc) can also
be used to mimic the conduction of electrical signals. The
effect depends on the tissue type and its conductivity as
well as the type of current (alternating or direct), the
frequency and magnitude of voltage, and the uniformity
of the electric field.

Because the neuromuscular system relies on electrical
signaling for its functions, such stimulation can affect
tissue formation. Muscle will atrophy when not exposed
to an electrical stimulus. Providing an electrical stimulus
to muscles until new neural connection can be made will
greatly improve the likelihood of success for the nerve
regenerative process. Neurons themselves may also res-
pond to electrical stimuli by altering the effect of biochem-
ical cure on growth cone dynamics (113). Myocytes will

ENGINEERED TISSUE 199



develop into functional heart tissue under electrical sti-
mulation (114). Muscle progenitor cells also show improved
contractility when exposed to electrical stimulation (115).

Other tissues that do not typically exhibit electrical
behavior may still respond to such stimuli. Corneal epithe-
lium has been found to emit dc electrical fields with injured
tissues. These cells will migrate toward the cathode in the
presence of artificial electrical fields (116). Direct and
alternating current (ac) electrical fields can also be used
to reduce wound area and wound volume comparatively
(117,118).

Cell-to-Cell Interactions. Cells can communicate
directly with each other through physical contact via tight
junctions, gap junctions, cadherins, and desmosomes or
through chemical interactions using soluble factors. Such
contact is important for architectural support and for
inducing a favorable phenotype. In complex tissue contain-
ing multiple cell types, one cell type can act as a physical
support for other cells. For example, smooth muscle cells
help to support various tubular tissues, such as bladder
ducts and blood vessels. Other cells may provide molecular
signals to control the metabolic processes in other cells.
Schwann cells secrete growth factors that stimulate neu-
rons to regenerate. Without this chemical support, some
cells may cease to proliferate and eventually die.

Bioreactor Technology

Once the appropriate cell source, scaffold, and signaling
molecules have been selected, the engineered tissue con-
struct may require a specialized bioreactor in which to
grow. The bioreactor can provide the vehicle for supplying
chemical factors, as well as place mechanical stresses on
the tissue if necessary. Liquid media optimized for tissue
growth supplies nutrients to the growing tissue and waste
products are removed.

A perfusion bioreactor describes the general type of
system where cells are retained. The cell-scaffold construct
is held in place and media is continuously fed into the
bioreactor. The tissue may be physically pinned in place or
fixed due to a balance of gravitational and shear forces.
Spinner flasks provide mixing through the use of stirrers
(119). The engineered tissue is pinned in place while the
stirrer keeps the fluid well mixed. The mixing ensured that
adequate nutrients are delivered to the cells and wastes are
quickly removed to prevent toxic buildup.

Several tissues may require mechanical stimuli in order
to achieve full functionality. Novel bioreactor systems have
been developed to provide these stresses. Pulsatile shear
forces have been used to create engineered arteries with
burst strengths comparable to native vessels (110). Placing
chondrocytes under cyclic hydrodynamic pressure can
enhance the formation of articular cartilage (120). Mechan-
ical cyclic stretching can also improve the strength of
engineered ligaments (121).

Tissue Properties

Biomechanics. Engineered tissue should have the same
mechanical properties of native tissue in order to achieve
full functionality. This issue is especially important with

tissue, such as bone and cartilage. Mechanical properties
can also influence the tissue architecture by altering the
structure of the extracellular matrix. The cytoskeleton
interactions with the extracellular matrix can also be
affected by the mechanical properties of the tissue. This
can alter cell growth, movement, and metabolic function.

Certain tissues also interact with the nervous system
based on mechanical signals. The alveoli and passageways
in lungs respond to inhalation (122). Stretch receptors in
the urinary bladder can detect when the organ must be
emptied. Sensory receptors in the skin can detect touch.
Engineered tissue must account for physical interaction
with other tissue as well as the outside environment.

The influence of biomechanics can be seen at multiple
spatial dimension. At the lowest level, biomechanics is
influenced by the forces of individual molecules. The indi-
vidual proteins of the extracellular matrix determine its
mechanical properties. The formation and dissolution of
chemical bonds can also alter the strength of the tissue. At
the cellular level, the plasma membrane and cytoskeleton
influence the physical properties of the cell. Cells can also
interact with their environment via mechanotransduction
pathways. The adhesion, aggregation, and migration of
cells will affect the overall tissue and its mechanical prop-
erties. At the tissue level, cells interact with the extra-
cellular matrix to create a material with specific physical
properties that are essential to its function. An example of
this hierarchy can be seen in tendon tissue (123). Indivi-
dual collagen molecules are bundled together to form
microfibers and fibrils. These fibrils combine with fibro-
blasts to create fascicles that in turn comprise the tendon
tissue.

The mechanical properties of structural tissue can be
defined by the relationship between stress and strain. As a
certain level of stress is placed on the tissue, it will deform.
This deformation relative to the initial length defines the
strain. In many cases, stress is proportional to strain. The
constant of proportionality is called the Young’s modulus.
For some tissue-like bone, the Young’s modulus may vary
from location to location (124).

Tissue exhibits characteristics of viscoelastic behavior.
As with most biological materials, tissue is slow to deform
in response to stress. This slow deformation is known as
creep. When stress is quickly placed on tissue and the
tissue deforms, the amount of force needed to maintain
the deformation decreases over time. This phenomenon is
known as stress relaxation. This viscoelastic behavior may
be due to the presence of interstitial fluid or the movement
of collagen fiber as with cartilage. Subtissue components,
like lamellae in bone, may slip relative to one another. Also,
some tissue may undergo internal friction due to repeated
motions as is seen in tendons and ligaments.

Besides normal forces due to stress, shear forces can also
influence the physical properties of tissue. Shear forces are
present in tissue where fluid flow is involved. For example,
blood flow will influence the properties of endothelial cells
in veins and arteries. Compressive forces cause the flow of
interstitial fluid in cartilage.

Structural tissue must be engineered to respond to the
shear and normal forces it will encounter when placed into
the body. In some cases, such as bone, the material placed
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into the site of injury must meet the mechanical require-
ments of the surrounding tissue. If not, the engineered
tissue will become damaged thus reducing the chances of
recovery.

Biocompatibility. Ideally, the cells and scaffolds that
are used in engineered tissue would not provoke an
immune or inflammatory response. Unless cells are
obtained from the patients themselves, the possibility of
rejection remains. The possibility of rejection is dependent
on the access that the immune system has with the
implanted engineered tissue. For tissue that lacks an
established vasculature, for example, cartilage and epider-
mis, the immune response is limited. Also, certain engi-
neered tissues may utilize cells for a short period of time
until the patient’s own cells recover. For example, nerve
regeneration may be promoted through the use of donor
Schwann cells that may become unnecessary once the
nerve has recovered. Barring these special cases, methods
must be developed to protect the tissue from the immune
system.

As with organ transplants, the primary method of con-
trolling the immune response to engineered tissue is
through the use of immunosuppressant therapy. These
drugs are required for the life of the patient. To avoid side
effects and the long-term implications of having a sup-
pressed immune system, methods must be developed to
mask the cells. Bone marrow from the donor can be trans-
planted with the engineered tissue to create a chimera. The
combined bone marrow can reduce the likelihood of
rejection.

At the molecular level, surface antigens can be altered to
prevent rejection. Fragments of antibodies that do not elicit
cytotoxic T cell attack may be used to make the antigen
from the patients own immune system. This is only tem-
porary and may not prevent all immune mechanisms. Gene
ablation can be used to create cells where the antigen
coding gene has been inactivated. Alternatively, a gene
may be added that is used to synthesize a protein that
inhibits rejection. The DNA or RNA that codes for the
antigen can be blocked with oligonucleotides that hybridize
to prevent transcription or translation.

For cells whose function is primarily metabolic, the cells
can be encapsulated to isolate them from the immune
system. Encapsulation is accomplished by surrounding
the cells with an artificial membrane. The pores in the
membrane must be small enough to prevent interaction
with the immune system, but large enough to allow nutri-
ents and therapeutic proteins to pass through. The mem-
brane must also be able to withstand any mechanical stress
that may disrupt the membrane and allow interaction with
the immune system.

Besides the immune system, the implantation of engi-
neered tissue will, to some extent, elicit an inflammatory
response. The response initiates a cascade of chemical
reactions that alters the gene expression of circulating
blood cells (granulocytes, platelets, monocytes, and
lymphocytes), resident inflammatory cells (e.g., macro-
phages, mast cells) and endothelial cells, In conjunction
with the cellular activation, many compounds (e.g., growth
factors, cytokines, chemokines) are released. The overall

effect is characterized by increased blood flow to the tissue
that increases temperature and causes redness, swelling,
and pain. This creates an environment that isolates
the inflamed tissue from the body and promotes wound
healing.

During the wound healing, damaged tissue is cleared by
the circulating blood cells, A fibrin and fibronectin mesh-
work is created to act as a substrate for migrating and
proliferating cells. Granular tissue containing fibroblasts,
myofibroblasts, monocytes, lymphocytes, and endothelial
cells forms at the site of the injury. The endothelial cells
lead to the formation of new blood vessels (angiogenesis).
The tissue undergoes remodeling as tissue regenerates to
replace what had been lost. At the end of the process,
fibroblast, myofiborblast, and endothelial cells will
undergo programmed cells to reduce scarring and return
the tissue to its original form.

Engineered tissue and biomaterials implanted in the
body can be affected by the inflammatory and wound
healing processes. During the granulation process, fibro-
blasts may migrate to the implant and encase it. This may
isolate the engineered tissue from the surrounding tissue
and prevent the integration of the engineered tissue with
the native tissue. The additional layer of cells will reduce
the diffusion of nutrients to the implant. Also, vasculariza-
tion may be reduced further, hampering regeneration.
Though, the layer of fibroblasts may be problematic, the
complete lack of fibroblasts may also indicate some level of
toxicity from the implant. The ideal implant will enhance
the wound healing process while ensuring the engineered
tissue does not become isolated.

Cryopreservation

To engineer tissue that can be delivered on demand, meth-
ods must be developed for long-term storage. Cryopreser-
vation can be used not only for the storage of the final tissue
product, but also for the cellular components. When new
cells are isolated for use in engineered tissue, they may be
preserved for latter expansion to prevent senescence or
DNA mutation. The original tissue from which cells are
derived may also be stored for later use. The isolated cells
can be preserved while a sample is screened for infectious
agents as well as the ability to form functional tissue. Cells
must be banked in accordance with FDA regulations to
ensure their genetic stability. During the production stage,
the engineered tissue may be preserved at various steps for
later quality control testing. The engineered tissue can be
stored at hospitals to ensure availability

The protocol for cryopreservation depends on the cooling
rate as well as the addition of compounds to reduce cell
damage. If the cooling rate is too low, osmosis will drive
water from the cell leading to severe dehydration. A high
cooling rate will promote intracellular ice formation. The
expansion of the ice forming inside the cell may lead to
damage of the plasma membrane. Additives may be used to
prevent cell damage caused by the increased ionic concen-
tration in the unfrozen part of the tissue. Additives may be
permeating [dimethyl sulfoxide (dmss) and ethylene glycol]
or nonpermeating [poly(vinyl pyrrolidone) and starch]. The
use of permeating additives would necessitate additional
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steps to remove the additive in preparation of the engi-
neered tissue for implantation. One drawback to nonper-
meating additives is that the osmotic stress due to high
extracellular concentrations may lead to dehydration of the
cells. The viability of the cells that have been preserved will
depend not just on the method, but also on the cell con-
centrations and the type of cell.

Regulations

During the 1990s, the FDA recognized the need to develop
regulations for products derived from tissue engineering
principles. Engineered tissue is renamed by the FDA as
tissue engineered medical products (TEMPs), which would
include products used to replace damage tissue. Organs for
transplantation and blood were excluded from this desig-
nation. Examples include artificial skin, bone graft, vas-
cular grafts, nerve grafts and metabolic assist devices.

The primary concerns of TEMPs were disease transmis-
sion, controls of product manufacturing to ensure product
integrity, clinical safety and efficacy, promotional claims,
and monitoring the industry. The characteristics that
determine the level risk include the cells source, the via-
bility of cells and tissue, homologous function, manipula-
tion of the implant chemically or genetically, systemic
versus local effects, the long-term storage of the device,
and the combination of the cells with other cells or drugs.

The first rule (63 FR 26744 Establishment Registration
and listing of manufacturers of Human Cellular and Tis-
sue-based Products) proposed the registration of the var-
ious established companies involved in the manufacturing
of TEMPs in order to provide better communication
between the FDA and industry. The second rule (Suitabil-
ity Determination for Donors of Human Cellular and Tis-
sue-Based Products, Final Rule 5/24/04 changes to 21 CFR
210, 211, 820) is designed to make changes to the regula-
tions for Good Manufacturing Practices to require industry
to test cells and tissue in order to prevent the transmission
of disease and the unwitting use of contaminated tissue.
The thirds rule (Current Good Tissue Practice for Manu-
facturers of Human Cellular and Tissue-based Products;
Inspection and Enforcement, final rule 5/25/05 changes to
21 CFR 820) defines the methods, facilities, and controls
used in the manufacturing of TEMPs.

EXAMPLES OF ENGINEERED TISSUE

Engineered tissue implants are designed from a combina-
tion of cells, a biodegradable scaffold, and chemical signal.
Once a need has been established for an implant, the
system must be designed to be compatible with the patient.
The implant relies on an adequate source of cells that can
form functional tissue. Alternatively, the implant may be
designed to recruit cells from the patient. Since the human
body is not a static system, the engineered tissue must be
able to interact with the patients existing tissue. Cells
must continue to survive. The structure of the scaffold
must maintain its integrity until the tissue is fully inte-
grated. The tissue structure should be achieved very
quickly and be fully accepted by the host. The implant
should foster cell migration into and out of the new tissue.

The implant should seamlessly integrate with surrounding
tissue.

Tissue can be categorized into three main types: struc-
tural, metabolic, or combination. Structural tissue pro-
vides physical strength and a stable structure. The
strength is determined by the extracellular matrix sup-
ported by the cells. Examples of structural tissue include
bone, ligament, and vascular grafts. Metabolic-type tissues
are defined as having functions based on the secretion or
absorption of chemicals. These can be subdivided into
tissues that respond to some stimulus (pancreas) and those
that function independent of stimuli (liver). Combined
tissue exhibit characteristics of both structural and meta-
bolic tissue (skin).

Metabolic

Pancreas. The pancreas controls the blood sugar level
through the regulation of insulin. The loss of this function
leads to diabetes mellitus and requires daily injection of
insulin. Over the long term, diabetes can damage other
tissue such as eyes, kidneys, and nerve. Islets of Langer-
hans comprise only 1–2% of pancreatic tissue, but are the
cells that regulate insulin levels. The islets are comprised
of different cell types that lack the capacity to expand. As a
result, islets must come from donor material.

The number of organ donors cannot supply sufficient
islets for fill the demand of diabetes patients. Xenografts
offer a viable alternative. Pig pancreatic tissue is currently
used for insulin production and so is considered a good
candidate for islet transplantation. To prevent an acute
immune response, the islets must be encapsulated. Glucose
and insulin along with other small molecules would diffuse
across the membrane to allow chemical interaction while
preventing antibodies from initiating an immune response.

Pancreatic islets have been encapsulated in various
polymers. A biodegradable hydrogel-based coating has
been developed for timed degradation of the capsule
(125). The polymer can be modified to degrade at the same
time that the islets reach the end of their functional life.
The cells would then be removed by the immune system.
Additional islets can be injected into the patient as
necessary. A bioartificial device incorporating microencap-
sulated pancreatic islets can be connected to the vascula-
ture to allow chemical interaction between the islets and
the blood stream (126).

An alternative to the bioartificial pancreas is to inject
islets directly into the existing pancreatic tissue. Islets
have successfully been transplanted into diabetic patients
(127). For this method to be successful, the islets must be
completely biocompatible with the patient. Progenitor cells
have been isolated from pancreatic tissue that exhibits the
capacity to differentiate into cells similar to beta cells (128).
Evidence indicates that adult stem cells may also develop
into pancreatic cells without showing any indication of
transdifferentiation (129). More work, though, needs to
be done to create a universally acceptable stem cell derived
pancreatic islet.

Liver. The primary cause of liver damage is cirrhosis
due to alcohol consumption and hepatitis. This damage will
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prevent the proper metabolism of nutrients as well as toxic
substance that must be removed from the body. When
damage is severe enough, the only treatment available is
an organ transplant, but due to the shortage of liver
donors, many patients die waiting. Partial liver
transplants use a single donor liver that is divided and
transplanted into multiple patients. This technique
demonstrates the ability of implanted tissue to assist the
native liver (130). Individual cultured hepatocytes may
also be transplanted to assist in liver function (131). Cells
are placed in organs with a high level of vascularization
(liver, pancreas, spleen). This enhances the chemical inter-
action between the hepatocytes and the blood stream. Like
islets, the hepatocytes may also be microencapsulated to
eliminate the need for immune suppressant therapy.

Until an organ becomes available, a patient can be
sustained through the use of a liver assist device. Several
different liver assist devices have been developed (132). In
these systems, hepatocytes are placed within a bioartificial
device and allowed to contact blood for plasma. The cells
are retained behind some form of membrane and small
molecules are allowed to diffuse through and become meta-
bolized. The technology behind liver assist devices may
eventually lead to the development of a whole engineered
organ.

Future research is geared toward creating an engi-
neered organ. Techniques will need to be developed to
ensure a high level of vascularization through the engi-
neered organ. Another method is to create a totally implan-
table liver assist device to act as a permanent liver
replacement. The system will need to be engineered to
be self-contained and small enough to fit into the abdomen
of the patient.

Structural Tissue

Bone. The main purpose of bone is to provide structural
support for the human body. Bone also helps to protect the
internal organs of the body. It provides attachment sites for
muscles to allow locomotion.

The primary cells found in bone are osteoclasts, osteo-
blasts, and osteocytes. Osteoblasts are responsible for the
deposition of bone matrix while osteoclasts erode it. The
cell dynamics permits the continuous turnover of bone
matrix material that helps the tissue quickly respond to
damage. Osteocytes can respond to mechanical stimuli and
also promote blood–calcium homeostasis. The bone matrix
is comprised of 65–70% hydroxyapatite. The remainder is
composed of organic molecules, such as collagen 1, fibro-
nectin, and various glycoproteins, sialoproteins and, pro-
teoglycans (133).

Autologous bone grafts are the primary method for bone
repair. This method has been very successful, but is
restricted by the amount of tissue that can be obtained
from the patient. Allogenic tissue may be used, but its rate
of graft incorporation is much lower. Also, rejection of the
tissue may be problematic and may introduce pathogens.
Metals and ceramics offer an alternative to the grafts, but
cannot become fully integrated into the existing tissue.
This may lead to fatigue failure at the metal–bone interface
or breakup of the ceramic material.

For engineered bone tissue, the graft combines scaffold
with bone cells and compounds that promote osteoinduc-
tion. The most common scaffold is based on natural or
synthetic hydroxyapatite (134). These materials have
major drawbacks in terms of their brittleness and rapid
dissolution rate. Many synthetic and natural polymers
have been considered for use as a scaffold (133). Osteo-
blasts are the primary cell component of engineered tissue
because of their ability to synthesize bone matrix. These
cells may be isolated from the patient or donor source.
Another option is to isolate mesanchymal stem cells from
the bone marrow. The cells have been show to differentiate
into the various bone cells when exposed to dexamethasone
(135). The primary growth factors that have been found to
affect bone tissue formation are bone morphogenetic pro-
teins (BMPs), transforming growth factor beta (TGF-),
fibroblast growth factors (FGFs), insulin growth factor I
and II (IGF I/II), and platelet derived growth factor
(PDGF). The VEGF may also be incorporated into the
matrix to promote vascularization of the bone tissue.

The bioreactors used for bone tissue engineering have
mostly been confined to spinner flask and rotating wall
vessels. The rotating wall vessels help to promote cell
interactions, but the microgravity imposed by the bioreac-
tor may actually lead to bone loss (136).

Currently, most engineered bone tissue utilizes a com-
bination of mesanchymal stem cells with a highly porous
biodegradable matrix (133). Alternatively, multipotent
cells isolated from the periosteum seeded on PLGA scaf-
folds created bone tissue that was well integrated with the
native tissue (137). Transfecting bone progenitor cells with
BMP-2 can also enhance their ability to create new tissue
(138).

Because of the large number of growth factor that can
influence bone formation, more work must be done to
understand the underlying mechanisms of how these
growth factors influence the various bone cell types.
New materials with surface modifications are also being
evaluated for their ability to control cell differentiation and
migration. Rapid prototyping is also emerging as a proces-
sing technique to create scaffolds with control spatial
arrangement, porosity, and bulk shape (139).

Cartilage. Cartilage is divided into two types: fibrous
and articular. Fibrocartilage is used to provide shape, but
flexibility to body parts, such as the ear and nose, while
articular cartilage is found in joints where bone meets
bone. Damage to articular cartilage can lead to painful
arthritis and loss of motion. Traditional surgical repair
techniques involve removal of damaged cartilage and
reshaping the tissue to prevent further damage. Grafts
from autologous tissue have not been successful in repair
tissue. One reason for the difficulty in repair is the lack of a
vasculature. The wound healing process available to other
tissue types will not effect cartilage regeneration.

Genzyme has developed a procedure that involves the
use of autologous cells that are expanded in culture and
reintroduced into the site of injury. This method has had a
fairly high success rate and can be used for defects up to
15 cm2. Larger defects require the use of a scaffold to hold
the engineered tissue in place. Photomonomers can be
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combined with chondrocytes and other growth factors to
engineer tissue in vivo (140). Ultraviolet light is then used
to initiate polymerization. This method is ideal for irregu-
larly shaped defects and is less invasive. The hydrogel
structure of the cross-linked polymer is also ideal for
cartilage growth because the chondrocytes have a spherical
morphology like that of native cells.

One of the main characteristics of cartilage that gives it
strength is the trizonal arrangement of collagen fiber. This
characteristic is difficult to mimic in vitro. Polyethylene
oxide based photopolymers have successfully been used to
encapsulate chondrocytes into discrete layers (141). Chon-
drocytes also respond to mechanical stresses that will
affect its production of extracellular matrix. Cyclic hydro-
static pressure that mimics the forces present in knee
joints can increase the synthesis of type II collagen
(112). Type II collagen is an important protein in the
extracellular matrix of articular cartilage. Fibrocartilage
ECM consists primarily of type I cartilage.

Cell culture technology has allowed for the rapid expan-
sion of autologous chondrocytes. Problems associated with
immune rejection can be avoided, but two surgeries are
required to create the engineered cartilage. Inroads have
been to engineer cartilage that is structurally equivalent to
native tissue. With proper control of differentiation, stems
cells may be injected directly into the injured site to form
new cartilage. Advances in immunomodulation technology
may render stem cells resistant to the immune system that
will eliminate the need for acquiring autologous cells. Also,
injectable biomaterials may eventually be created that can
be spatially arranged in situ to mimic the trizonal arrange-
ment of collagen.

Blood Vessels. Blood vessels play a major role in
delivering nutrient and removing wastes from all parts
of the body. Disruptions to the flow of blood can lead to
tissue loss downstream from the site of injury. In response
to transection of the blood vessel, a cascade of events leads
to the clotting of the blood and wound repair. Beside
physical damage to the blood vessel, arthrosclerosis can
lead to partial or complete blockage of the blood vessel.
Within the heart, this can lead to myocardial infarction and
even death unless bypass surgery is performed. Artificial
grafts are used to bypass the flow of blood around the site
of the blockage. This method has only been successful for
grafts >6 mm (142). Small diameter grafts are being engi-
neered to fill this gap (143). The major problem with
grafting is restenosis, which can lead to failure.

The artery consists of three layers: intimal, medial, and
adventitia. The intimal layer is comprised of the endothe-
lial cells that line the inside of the blood vessel. For
engineered arteries, these cells are typically obtained from
donor material. Advances still need to be made in stem cell
research to create new endothelial cells. The smooth mus-
cle cells of the medial layer control the flow of blood via
constriction or dilation of the artery. The adventitia layer is
made up of fibroblasts and extra cellular matrix. While this
layer is commonly left out of engineered arteries, its pre-
sence provides additional mechanical strength (37).

For the scaffold, PLA, PGA and their copolymers as well
as poly-4-hydroxybutyrate are most commonly used. Engi-

neered arteries have also been created without the use of
synthetic materials (37). In these cases, donor arteries
have their cells removed. The remaining matrix structure
is reseeded with endothelial cells on the inner-lumen and
smooth muscle cells on the exterior. Once the cell–scaffold
implant has been created, a mechanical stimulus can be
used to confer increased strength. Specialized bioreactors
that provide cyclic shear flow that mimic the pulsatile flow
of blood have been developed for engineering arteries (144).

The ideal engineered artery would have the mechanical
strength to withstand the pulsatile shear stresses and
blood pressure, would be biocompatible, and would inte-
grate seamlessly with the existing blood vessel. Since
autologous vessels may not be practical for patients suffer-
ing from arthrosclerosis, an acellular implant would be
better suited. Acellular implants have displayed excellent
results in animal models (145). These systems have a
greater capacity to remodel their structure to better mesh
with the native tissue. Cells are recruited from the existing
tissue. Better understanding of the remodeling mechanism
in humans would help to improve these implants.

Combined

Skin. Skin is considered to be the largest organ of the
body. Its primary function is to protect the body from the
environment. It helps to regulate fluid content and body
temperature. Skin acts as the first line of defense for
immune surveillance. Sensory receptor found in the skin
help the body examine the environment. When injured,
skin has the capacity to self-repair. The common form of
injury to skin is a burn. Ulcerations may also form due to
venal stasis, diabetes, and pressure sores. Skin continuity
may be disrupted due to accidental physical trauma or the
removal of skin cancers. Though the skin has the capacity
to regenerate, engineered skin may be required to provide
physical protection and metabolic regulation until the
native tissue covers the wound.

Skin is comprised of two layers: the dermis and epider-
mis. The epidermis is the outer layer comprised of kerati-
nocytes. This layer protects the dermis layer and helps to
regulate heat and water loss. The dermis contains the
vasculature, nerve bundles, and lymphatic systems that
connect the skin to the rest of the body.

The traditional method to large area skin repair was to
obtain skin from intact portions of the body and spread it
around to increase the rate of regeneration. This was
problematic for patients with severe injuries. Also, the
area for harvesting may become damaged as well. An
alternative was to use donor cadaver tissue that usually
provoked an immune response. To overcome these obsta-
cles, skin may be engineered to be biocompatible with the
patient and help to promote the body’s ability to self-repair.

Engineered skin should contain a belayed structure that
allows for rapid vascularization and innervation from the
body. The dermis layer should promote rapid wound repair.
The epidermal layer should have the capacity to protect the
body from the environment. The system should become
fully integrated into the wound (146).

Initially, engineered skin was designed to act as a
wound dressing and not become integrated with the native

204 ENGINEERED TISSUE



tissue. Alloderm, from Life Cell Technologies and approved
in 1992, was an acellular dermal matrix derived from
cadaver tissue. Integra was approved in 1996 and consisted
of a silicone sheet coated with collagen and glycoaminogly-
cans. The silicone sheet helped to prevent fluid loss, but
needed to be removed when the tissue eventually healed.
Autologous cultured skin substitutes have been used in
combination with Integra for engraftment into burn
wounds of pediatric patients. The elastic quality of this
engineer skin allowed the new tissue to grow with the
patient (147). In 1998, Organogenesis received FDA
approval for the first tissue engineer product (Apligraf).
The product utilized a collagen gel sheet seeded with
fibroblast. Dermagraft (Advanced Tissue Sciences) was
the first skin substitute to utilize biodegradable polyglac-
tin. The fiber mesh was coated with fibroblasts that secrete
growth promoting factors. More advanced cultured skin
substitutes, next generation engineered skin, should have
a full thickness bilayered structure that can become inte-
grated into the wound for faster recovery.

For full thickness engineered skin to become integrated
into the patient’s own tissue, the dermis layer must promote
immediate vascularization. Without a supply of nutrients to
the tissue, the epidermal layer would begin to die and slough
off (148). The inclusion of fibroblasts and endothelial cells in
the dermis layer promoted the formation of a capillary bed
that improved neovascularization (149).

Engineered skin can also be used for other functions
besides wound repair. Stem cells that are normally present
in the epidermis may be transfected and included in engi-
neered skin to produce therapeutic proteins for patient
suffering from chronic disorders (150). Engineered skin
may contain hair follicle cells to create tissue for hair
implants (151). Future engineered skin should include
melanocytes to match the skin to the patient’s native tones
as well as sweat glands to regulate sweating and sensory
receptors that integrate with the existing nervous system.

Nerves. Nerve tissue engineering presents a unique
problem not encountered with other tissue. Nerve tissue is
comprised of neurons and satellite cells. In the peripheral
nervous system, the satellite cells are Schwann cells. These
cells secrete growth factors to stimulate nerve regeneration
when they lose contact with neurons. In contact with
neurons, Schwann cells ensheath or myelinate the axon
in order to enhance the conduction of the electrical signal.
The central nervous system (brain and spinal column)
contains oligodendrocytes that ensheath axons and astro-
cytes forming the blood–brain barrier. Instead of promot-
ing regeneration, oligodendrocytes are actually inhibitory.
Damage to these neurons can lead to the loss of sensory and
motor function, paralysis, and even death.

When a nerve becomes severed, the proximal segment of
the axon closest to the cell body will extend and enter the
degenerated distal portion and continue growing until new
synaptic connections are made. If connections are not made
in a timely manner, the neuron may lose function and die
making the loss of function permanent. The traditional
method of nerve repair is to surgically reconnect the two
severed ends. When the damage is too extensive to recon-
nect the tissue, donor tissue from a less critical nerve is

used to bridge the gap. As an alternative, an engineered
bioartificial nerve graft can be used to bridge the gap to
eliminate the need for the donor material. Several nerve
grafts have been developed that utilize different scaffolds
materials, various cells, and combinations of growth factor
in order to enhance nerve regeneration (152). Clinical trials
for peripheral nerve repair have shown success using
poly(tetrafluoroethylene) to regenerate nerve tissue with
gaps up to 4 cm long (153). The FDA has also approved a
PGA conduit (Neurotube, Neuroregen LLC, Bel Air, MD)
and a collagen-based nerve tube (NeuraGen, Integra Neu-
rosciences, Plainsboro, NJ) for peripheral nerve repair. For
the material that is chosen, the physical parameters of the
conduit, such as porosity, can be optimized to ensure
adequate nutrient reach the regenerating tissue while
retaining growth factor with the implant (83).

Various chemical matrices, such as ECM components,
can be added to the conduit to further enhance nerve
regeneration (152). While the inclusion of these factors
may provide incremental improvements in the overall
design, they have not surpassed traditional surgical tech-
niques to regenerate nerves (154). In the 1940s, Weiss, a
pioneer in artificial nerve graft research, claimed that the
ideal substrate for nerve regeneration is degenerated nerve
(155). Degenerated nerve contains the matrix molecules
and cellular components that have been naturally opti-
mized to promote nerve regeneration.

Non-neuronal cells may be added to the artificial nerve
graft in order to create an environment that mimics the
natural nerve regeneration process. Schwann cells can be
used to enhance the regeneration of both peripheral and
central nerve tissue (156). Though they are not found in the
central system, Schwann cells can overcome the inhibitory
effect of the oligodendrocytes. Alternatively, fibroblasts
transfected to produce nerve growth factor and seeded into
an artificial nerve graft have been used to regenerate nerve
tissue (157). Neural stem cells used in conjunction with a
structured polymer scaffold have led to functional recovery
from spinal cord injuries in rat models (27).

The next generation of nerve grafts should regenerate
nerve tissue over much longer distances than currently
achieved. Grafts containing a matrix comparable to degen-
erated nerve should make this possible. Microfabrication
techniques also show promise for control of the growth of
axons at the cellular level (100). Eventually, techniques
must be developed to transplant new neural tissue into the
existing system. This will become necessary for the inner-
vation of engineered tissue and organs that relay on com-
munication with the nervous system. Additional research
is needed to understand the impact of additional neural
contact on the overall system. These techniques may make
possible a cure for paralysis where nerve tissue has degen-
erated beyond repair.

FUTURE PROSPECTS

The advances made in tissue engineering since the 1980s
are set to transform the standard methods for medical care.
The previous section is just a small sampling of the tissues
currently under investigation. Just about every tissue in
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the body is currently being studied for repair using engi-
neered tissue or cell therapy. Though much has been
accomplished, more work still needs to be done.

Stem cells have shown great promise as a universal cell
for developing engineered tissue implants. Research adult
stem cells, such as mesanchymal and hematopoietic cells,
hints at their capacity to act as a pluripotent cell type.
Additional work may reveal more cell types that these can
differentiate into. Strict regulations may hinder investiga-
tion of embryonic stem cells, but additional research in
cultivation methods can alleviate ethical concerns. More
work still needs to be done to control the differentiation of
these cells to prevent the formation of teratomas.

The variety of tissue types being engineered makes
development of a single universal scaffold difficult. The
mechanical characteristics of individual tissues require
scaffolds with specialized properties. Although a few poly-
mers have been accepted by the FDA, more will need to be
evaluated to ensure enough options are available for the
engineered tissue. New biomaterials should also be inves-
tigated to ensure a wide variety of options. For a given class
of biomaterials, though, the polymer should be customiz-
able to ensure the appropriate mechanical and degradation
properties. Also, the material should be capable of manip-
ulation to enhance adhesion and control tissue formation.

As stem cells increase in importance, more signaling
factors to control differentiation will be needed. Such con-
trol should not be limited to diffusible factors, but should
also include surface bound molecules that can mimic the
cell–cell contact interactions that occur during develop-
ment. Such molecules may be bound to the surface using
microfabrication techniques to encourage differentiation of
the stem cells into spatially arranged multiple cell types.
With advances in gene transfer and other immunomodula-
tion techniques, stem cells may be rendered fully biocom-
patible with the patient regardless of the donor source.

Several specific examples of engineered tissues were
presented earlier. Each tissue type has its own issues that
must be overcome for the engineered tissue to be success-
ful. In general, though, many tissues must interact with
the existing vascular and nervous systems. As engineered
tissue turns to engineered organs, protocols must be devel-
oped to ensure adequate nutrient will reach the cells.
Vascular endothelial growth factor provides a means of
recruiting blood vessels to the new tissue, but would not be
useful in growing whole organs in vitro. Bioreactors will
need to be designed to accommodate multiple tissue types,
including endothelial cells for neovasculature formation.
As the mechanisms for stem cell differentiation become
better understood, the possibility of growing entire organs
may become a reality.

Another general concern for engineered tissues is the
connection with the existing nervous system. Muscle and
skin interact with the peripheral nervous system. Several
internal organs interact with the brain via the autonomic
nervous system. For such organs and tissue to be fully
integrated and functional, methods must be developed to
attract existing neurons. In some cases, nerve tissue may
not be present so the engineered tissue may need to include
a neural component that can be integrated with the
nervous system.

Engineered tissue will ultimately be used to repair
practically any tissue in the body. With the almost infinite
combinations of biomaterials, growth factors and cells, the
only limit to creating new tissue is one’s imagination.
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INTRODUCTION

Electronic aids to daily living (EADLs) are devices that can
be used to control electrical devices in the client’s environ-
ment (1). Before 1998 (2), these devices were generally
known by the shorter term, ‘‘Environmental Control Unit’’
(ECU). Technically, this term should be reserved for fur-
nace thermostats and similar controls. The more generic
EADL applies to control of lighting and temperature, but
also applies to control of radios, televisions, telephones,
and other electrical and electronic devices in the environ-
ment of the client (3,4). See Fig. 1.

These systems all contain some method for the user to
provide input to the EADL, some means of determining the
current state of the device to be controlled (although this is
often visual inspection of the device itself, since EADLs are

generally thought of as being applied to the immediate
environment), and a means of exerting control over the
targeted device. The degree and generalization of control
differs among various EADL systems. These systems may
provide a means of switching power to the target device, of
controlling the features of an external device, or may
subsume an external device to provide enhanced control
internally.

POWER SWITCHING

The simplest EADLs only provide switching of the elec-
trical supply for devices in a room. Although not typically
considered as EADLs, the switch-adapted toys provided to
severely disabled children would, formally, be included in
this category of EADLs. To adapt a conventional battery
powered toy, the therapist inserts a ‘‘battery interrupter’’
to allow an external switch to control the flow of power from
the batteries to the workings of the toy. Power switching
EADLs operate in precisely the same manner. A switch is
placed in series with the device to be controlled, so that the
inaccessible power switch of the device can be left in the
‘‘ON’’ position, and the device can be activated by a more
accessible external switch. To provide control over appli-
ances and lights in the immediate environment, primitive
EADL systems consisted of little more than a set of elec-
trical switches and outlets in a box that connected to
devices within a room via extension cords. Control 1(5),
for example, allowed the connection of eight devices to the
receptacles of the control unit. Such devices are limited in
their utility and safety, since extension cords pose safety
hazards to people in the environment through risks of falls
(tripping over the extension cords) and fires (overheated or
worn cords). Because of the limitations posed by extension
cords, EADL technology was driven to use remote switch-
ing technologies (Fig. 2).

Second generation EADL systems used various remote
control technologies to activate power to electrical devices
in the environment. These strategies include the use of
ultrasonic pulses [e.g., TASH Ultra 4 (6)] (Fig. 4) infrared
(IR) light [e.g., Infrared Remote Control (7)], and electrical
signals propagated through the electrical circuitry of
the home [e.g., X-10 (8) Fig. 3]. All of these switching
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technologies remain in use, and some are used for much
more elaborate control systems. Here we are only consider-
ing power switching, however (Fig. 4).

The most prevalent power-switching EADL control sys-
tem is that produced by the X-10 Corporation. The X-10
system uses electrical signals sent over the wiring of a
home to control power modules that are plugged into wall
sockets in series with the device to be controlled. (In a
series connection, the power module is plugged into the
wall, and the remotely controlled device is plugged into the
power module.) The X-10 supports up to 16 channels of
control, with up to 16 modules on each, for a total of up to
256 devices controlled by a single system. The signals used
to control X-10 modules will not travel through the home’s
power transformer so, in single family dwellings, there is
no risk of interfering with devices in a neighbor’s home.
This is not necessarily true, however, in an apartment
setting, where it is possible for two X-10 users to inadver-
tently control each other’s devices. The general set-up of
early X-10 devices was to control up to 16 devices on an
available channel so that such interference would not
occur. In some apartments, the power within a single unit
may be on different ‘‘phases’’ of the power supplied to the
building. (These phases are required to provide 220-V
power for some appliances.) If this is the case, the X-10

signals from a controller plugged into one phase will not
cross to the second phase of the electrical wiring. A special
‘‘phase cross-over’’ is available from X-10 to overcome this
problem. The X-10 modules, in addition to switching power
on and off, can be used, via special lighting modules, to dim
and brighten room lighting. These modules work only with
incandescent lighting, but add a degree of control beyond
simple switching. For permanent installations, the wall
switches and receptacles of the home may be replaced with
X-10 controlled units. Because X-10 modules do not pre-
vent local control, these receptacles and switches will work
like standard units, with the added advantage of remote
control.

When they were introduced in the late 1970s, X-10
modules revolutionized the field of EADLs. Prior to X-10,
remote switching was a difficult and expensive endeavor,
restricted largely to applications for people with disabil-
ities and to industrial applications. The X-10 system, how-
ever, was intended as a convenience for able-bodied people
who did not want to walk across a room to turn on a light.
Because the target audience was able to perform the task
without remote switching, the technology had to be inex-
pensive enough that it was easier to pay the cost than get
out of a chair. The X-10 made it possible for an able-bodied

ENVIRONMENTAL CONTROL 211

Figure 2. Electralink power switching module.

Figure 3. X-10 switching modules.

Figure 4. Tash Ultra-4 power switching
modules.



person to remotely control electrical devices for under
$100, where most disability-related devices cost several
thousand dollars.

Interestingly, the almost universal adoption of X-10
protocols by disability related EADLs did not result in
sudden price drops in the disability field. In cases where
simple power switching provided adequate control, many
clinicians continue to adapt mass-market devices for indi-
viduals with disabilities. While this may not be a good use
of clinician time, it does allow those with limited funding to
gain a degree of control over their environments.

FEATURE CONTROL

As electronic systems became more pervasive in the home,
simply switching of lights and coffee pots failed to meet the
needs of individuals with disabilities who wanted to control
the immediate environment. With wall current control, a
person with a disability might be able to turn a light or
television on and off, but would have no control beyond
that. A person with a disability might want to be able to
surf cable channels as much as an able-bodied person with
a television remote control (9). When advertisements are
blaring from the speakers, a person with a disability might
want to be able to turn down the sound, or tune to another
radio station. Because the ability to control a radio from
across the room became a sales advantage when marketing
to sedentary, able-bodied adults, nearly all home electronic
devices are now delivered with a remote control, generally
using IR signals. Most of these remote controls are not
usable by a person with a disability, however, due to the
small buttons and labels that require fine motor control
and good sensory discrimination (Fig. 5).

The EADL systems designed to provide access to the
home environment of a person with a disability must
provide more than on/off control of home electronics. They
must also provide control of the features of home electronic
devices. Because of this need, EADL systems frequently
have hybrid capabilities. They will incorporate a means of
directly switching power to remote devices, often using

X-10 technology. This allows control of devices such as
lights, fans, and coffee pots, as well as electrical door
openers and other specialty devices (10). They will also
typically incorporate some form of IR remote control, which
will allow them to mimic the signals of standard remote
control devices. This control will be provided either by
programming in the standard sequences for all commer-
cially available VCRs, televisions, and satellite decoders, or
through teaching systems, where the EADL learns the
codes beamed at it by the conventional remote. Prepro-
grammed control codes allow a simple set-up process to
enable the EADL to control various devices, but only those
devices whose codes existed prior to the manufacture of the
EADL. The advantage of the learning approach is that it
can learn any codes, even those that have not yet been
invented. The disadvantage is that the controls must be
taught, requiring more set-up and configuration time for
the user and caregivers. In addition, there are cases where
the internal IR switching speed of the EADL differs enough
from that of the device to be controlled that some signals
cannot be reproduced reliably.

Infrared remote control, as adopted by most entertain-
ment systems controllers, is limited to approximate line of
sight control. Unless the controller is aimed in the general
direction of the device to be controlled (most have wide
dispersion patterns), the signals will not be received. This
means that an EADL cannot directly control, via IR, any
device not located in the same room. However, IR repea-
ters, such as the X-10 Powermid (11) can overcome this
limitation by using radio signals to send the control signals
received in one room to a transmitter in the room of the
device to be controlled. With a collection of repeaters, a
person would be able to control any infrared device in the
home from anywhere else in the home.

One problem that is shared by EADL users and able-
bodied consumers is the proliferation of remote control
devices. Many homes now are plagued with a remote
control for the television, the cable–satellite receiver, the
DVD player/VHS recorder (either one or two devices), the
home stereo/multimedia center, and other devices, all in
the same room. Universal remote controls allow switching
from controlling one device to another, but are often cum-
bersome to control. Some hope is on the horizon for
improved control of home audiovisual devices with less
difficulty. In November of 1999, a consortium of eight home
electronics manufacturers released a set of guidelines for
home electronics called HAVi (12). The HAVi specification
will allow compliant home electronics to communicate so
that any HAVi remote control can operate the features of
all of the HAVi devices sharing the standard. A single
remote control can control all of the audiovisual devices
in the home, through a single interface. Such standards are
effective to the extent that they are actually implemented.
As of the summer of 2004, the HAVi site lists six products,
from two manufacturers, that actually use the HAVi
standard.

The Infrared Data Association (13) (IrDA) is performing
similar specifications work focusing purely on IR controls.
The IrDA standard will allow an IR remote control to
operate features of computers, home audiovisual equip-
ment, and appliances equipped with IR controls through a
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Figure 5. Imperium 200H provides infrared remote control of
entertainment systems, power switching, and hospital bed control.



single standard protocol. In addition to allowing a single
remote control to control a wide range of devices, IrDA
standards will allow other IrDA devices, such as PDAs,
personal computers, and augmentative communications
systems to control home electronics. Having a single stan-
dard for home electronics will simplify the design of EADL
systems for people with disabilities.

A more recent standard, V2 (14), offers a much greater
level of control. If fully implemented, V2 would allow a
single EADL device to control the all of the features of all
electronic devices in its vicinity, from the volume of the
radio through the setting of the thermostat in the hall, to
the ‘‘Push to Walk’’ button on the cross-walk. Using a V2
EADL, a person with a disability could move from envir-
onment to environment, and be able to control the V2
enabled devices in any location.

One interesting aspect of feature control by EADLs is
the relationship between EADLs and computers. Some
EADL systems, such as the Quartet Simplicity (15), include
features to allow the user to control a personal computer
through the EADL. In general, this is little more than a
passthrough of the control system of the EADL to a com-
puter access system. Other EADLs, such as the PROXi
(16), are designed to accept control inputs from a personal
computer. The goal in both cases is to use the same input
method to control a personal computer as to control the
EADL. In general, the control demands of an EADL system
are much less stringent than those for a computer. An
input method that is adequate for EADL control may be
very tedious for general computer controls. On the other
hand, system that allows fluid control of a computer will
not be strained by the need to also control an EADL. The

‘‘proper’’ source of control will probably have to be decided
on a case-by-case basis.

One of the most important features of the environment
to be controlled by an EADL is not generally thought of as
an electronic device. In a study of EADL users conducted in
Finland (17), users reported that the feature that provided
the most gain in independence was the ability to open doors
independently. While doors are not electronic devices,
powered door openers may be, and can be controlled
through the EADL.

SUBSUMED DEVICES

Finally, modern EADLs frequently incorporate some com-
mon devices that are more easily replicated than controlled
remotely. Some devices, such as the telephone, are so
pervasive that an EADL system can assume that a tele-
phone will be required. Incorporating telephone electronics
into the EADL is actually less expensive, due to telephone
standardization, than inventing special systems to control
a conventional telephone. Other systems designed for indi-
viduals with disabilities are so difficult to control remotely
that the EADL must include the entire control system.
Hospital bed controls, for example, have no provisions for
remote control, but should be usable by a person with a
disability. Hence, some EADLs include hospital bed con-
trols internally, so that a person who is in the bed can
control its features (Fig. 6).

A telephone conversation may be considered as having
several components. The user must ‘‘pick up’’ to connect to
the telephone system (able-bodied individuals do this by
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Figure 6. Relax II scanning EADL with IR
remote control and X-10 switching.



picking up the handset). If the user is responding to an
incoming call, the act of picking up initiates the connection.
If the user is ‘‘originating’’ a call, the act of picking up will
be followed by ‘‘dialing’’, which describes the person to
whom the user wishes to speak. When a connection is
made (both parties have picked up), a conversation may
ensue. At the end of the conversation, the call is ‘‘termi-
nated’’ by breaking the connection.

Many EADL systems include a built-in speakerphone,
which will allow the user to originate and answer tele-
phone calls using the electronics of the EADL as the
telephone. Because of the existing standards, these sys-
tems are generally analogue, single-line telephones, elec-
tronically similar to those found in the typical home.
Many business settings now use multiline sets, which
are not compatible with home telephones. Other settings
use digital interchanges, which are also not compatible
with conventional telephones. Finally, there is a move
currently to use ‘‘Voice Over Internet Protocol’’ (VOIP) to
bypass telephone billing and use the internet to carry
telephone conversations. Because of this, the telephone
built in to a standard EADL may not meet the needs of a
disabled client in an office or other setting. Before recom-
mending an EADL as an access solution for a client,
therapists should check that the EADL communication
system is compatible with the telecommunications sys-
tems in that location.

Because the target consumer for an EADL will have
severe restrictions in mobility, the manufacturers of many
of these systems consider that a significant portion of the
customer’s day will be spent in bed, and so include some
sort of control system for standard hospital beds. These
systems commonly allow the user to adjust head and foot
height independently, extending the time the individual
can be independent of assistance for positioning. As with
telephone systems, different brands of hospital bed use
different styles of control. It is essential that the clinician
match the controls provided by the EADL with the inputs
required by the bed to be controlled.

CONTROLLING EADLs

For an EADL to provide improved function to the indivi-
dual with a disability, it must provide a control interface
that is more usable than that of the devices it controls. The
common strategies for control found in EADLs are scan-
ning and voice command.

Scanning Control

While scanning control is not particularly useful for com-
puter control (17), it may be quite satisfactory for control
of an EADL. When controlling a computer, the user must
select between hundreds of options, and perform thou-
sands of selections per day. When controlling the envir-
onment, the user may select among dozens of options, but
will probably not be making more than a hundred selec-
tions during the day. While the frequent waits for the
desired action to be offered in a computer scanning input
system can have a crippling effect on productivity, the
difference between turning on a light now versus a few

seconds from now is of little consequence. Because of this,
many EADL systems provide a scanning control system as
the primary means of controlling the immediate environ-
ment.

As with computer scanning, EADL scanning may be
arranged in a hierarchical pattern. At the topmost level,
the system may scan between lights, telephone, bed, enter-
tainment, and appliances. When ‘‘lights’’ are selected, the
system might scan between the various lights that are
under EADL control. When a single light is selected, the
system may scan between ‘‘Off ’’, ‘‘Dimmer’’, ‘‘Brighter’’,
and ‘‘On’’. As the number of devices to be controlled
increases, the number of selections required to control a
particular feature will increase, but the overall complexity
of the device need not.

Voice Command

Like scanning, voice command may be significantly more
functional in controlling an EADL than a computer. If the
user is willing to learn specific voice commands for control
that are selected to be highly differentiable, a voice com-
mand EADL system can be highly reliable. As the potential
vocabulary increases, the likelihood of misrecognitions
increases and the quality of control goes down.

As with all voice-command systems, background noise
can impair the accuracy of recognition. An EADL may easily
recognize the commands to turn on a radio in a quiet
room, for example, but may be unable to recognize the
command to turn off the radio when it is playing in the
background. This problem will be exacerbated if the voice
commands are to be received by a remote microphone, and
when the user is not looking directly at the microphone. On
the other hand, the use of a headset microphone can improve
control accuracy, but at the cost of encumbering the user.

In addition to microphone type and quality, voice qual-
ity can affect the reliability of the system. For individuals
with high level spinal cord injuries or other neurological
deficits, voice quality can change significantly during the
course of a day. A command that is easily recognized in the
morning when the person is well rested may be ignored
later in the day, after the user has fatigued. At this later
time, the user’s tolerance for frustration is also likely to be
lessened. The combined effect of vocal changes and frus-
tration may result in the user abandoning the device if an
alternative control is not provided. While voice command of
EADLs has a ‘‘magical’’ quality of control, for the person
whose disability affects vocal quality or endurance, it can
be a sporadic and limiting magic.

Other Control Strategies

For those systems that are controlled by a computer, any
access method that can be used to control the computer can
provide control over the environment as well. This includes
mouse emulators and expanded keyboards as well as scan-
ning and voice input. A recent study (18) has also demon-
strated the utility of switch-encoding as a means of
controlling the environment for children as young as 4,
or, by extension, for individuals with significant cognitive
limitations. In this strategy, the user closes one or two
switches in coded patterns (similar to Morse code) to
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operate the features of devices in the environment. The
devices can be labeled with the control patterns for those
users who cannot remember the controls, or during the
training phase.

The technology now exists, though it has not been
applied to EADL systems, to combine head and eye track-
ing technologies so that a person with a disability could
control devices in the environment by simply looking at
them. Head-tracking technology could determine, from the
user’s location, what objects were in the field of view. Eye
tracking could determine the distance and fine direction of
the intended object. A ‘‘heads-up’’ display might show the
features of the device available for control, and provide the
control interface. With such a system, a user wearing a
headset might be able to turn on a light simply by looking at
it and blinking. This type of control strategy, combined
with the V2 control protocol, would allow a person with a
disability truly ‘‘magical’’ control of the environment.

THE FUTURE OF EADLs

Recognizing that the EADL provides a bridge between
the individual with a disability and the environment in
which they live, EADL development is likely to occur in two
directions. The interface between the individual and the
EADL will be enhanced to provide better input to
the EADL, and remote controls will become more pervasive
so that more of the world can be controlled by the EADL.

The user’s ability to control the EADL is a function of the
ability of the person to emit controlled behavior. Scanning
requires the presence or absence of an action, and ignores
any grading. As assistive technologists develops sensing
technologies to identify gradients of movement or neural
activity, the number of selections that can be made directly
increases. For example, current EADLs may be controlled
by eye-blink for severely disabled individuals. But in the
future, EADLs could use eye-tracking technology to allow a
person to look at the device in the environment to be
controlled, and then blink to activate it. Electroencephalo-
graphy might, eventually, allow the control of devices in
the environment by simply thinking at them (19,20).

The continued development of remote control technol-
ogies will, in the future, allow EADLs to control more of the
environment that is currently available. Currently, EADLs
can switch power to any device that plugs into the wall or
that uses batteries. Feature control, however, is very lim-
ited. Cross-walk controls, elevators, and ATM machines do
not have the means of remote control today, and are often
beyond the reach of a person with a significant disability.
Microwave ranges, ovens, and air conditioners also have
feature controls that might be, but are not, remotely con-
trollable. If interoperability standards like V2 are
accepted, the controls that are provided for sedentary,
able-bodied users may provide control for the EADLs of
the future. It is generally recognized that the inclusion of
remote control for EADL access is not cost-effective, but if
the cost of providing remote control for able-bodied users
becomes low enough, such options might be made avail-
able, which will allow EADLs of the future to control them
as well.
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INTRODUCTION

Equipment acquisition is the process by which a hospital
introduces new technology into its operations. The process
involves determining the hospital’s needs and goals with
respect to new technology and equipment, how best to meet
those needs, and instituting the decisions. The process
involves virtually every clinical and support department
of the hospital. This is consistent with the Joint Commis-
sion on Accreditation of Healthcare Organizations
(JCAHO) (1) medical equipment management standards
which require hospitals to have a process for medical
equipment acquisition.

Unfortunately, in many hospitals it is a ritual, the
control and details of which are jealously guarded. In fact,
the needs of the hospital’s operation would be much better
served if all departments knew how the process worked. If
the rules of the process were known and based upon the
stated goals and priorities of the institution, then the
people who must attempt to justify requests for new equip-
ment would be able to do their jobs better, and with
subsequently better results. If a new technology can
improve the hospital’s finances and/or clinical or support
functions, then the methods by which this can be used to
justify requests should be clearly explained. If the hospi-
tal’s reimbursement structure is such that the introduction
of new technology is difficult, but the improvement of
current functions is more easily funded, then this should
be explained.

In short, there should be a policy and procedure for the
method by which the hospital acquires new equipment. It
should define what the hospital means by a capital expen-
diture, reflect the hospital’s overall goals and objectives,
clearly state how to prepare a justification, and explain, at
least in general terms, how a decision is to be made about
the funding of a proposal.

The scope of this article is limited to the justification,
selection, and implementation of new medical technology
and equipment (Table 1). It is not intended to provide
cookbook methods to be followed exactly, but instead to
explain principles that can be applied to different hospitals
and their differing needs. This seems to be particularly
appropriate because needs vary not only between hospi-
tals, but also with time.

JUSTIFICATION PROCESS

The justification process lays the groundwork for the acqui-
sition of medical equipment. The better the justification,
the more dependable the results will be. If the rules of the
justification process are carefully planned, and just as
carefully followed, the equipment acquisition function of
the hospital will be respected and adhered to by other
components of the hospital system. It is via the justification
process that the hospital’s needs are recognized, proposals

are created to meet these needs, and sufficient funds are
budgeted to fulfill the most acceptable proposals.

Needs assessment is the first step in the justification
process. The requirement for new equipment can be based
upon a variety of disparate requirements. There can be a
need for new technology or expansion of an existing service.
Need for equipment can be based upon cost effectiveness of
new technology, safety, maintenance costs, or simply a
need to replace old equipment. The justification for acquir-
ing equipment based upon any of these reasons must be
supported by facts.

The age of equipment by itself is not sufficient justifica-
tion for replacing equipment. If the age of equipment
exceeds accepted guidelines, and maintenance costs, for
example, are also exceeding accepted guidelines, then the
replacement of equipment is adequately justified. What
this points out, however, is that there must be guidelines
for replacement of equipment based upon both age and
maintenance costs.

A general guideline is that when equipment is over
7 years old, it is time to start considering its replacement.
The age when equipment should be considered for replace-
ment can also be based on its depreciation life, which varies
depending on the type of device. Wear and tear, along with
the advancement of the state of the art in equipment
design, will start catching up with the equipment at about
this time. When total maintenance costs exceed approxi-
mately one and one-half times replacement cost or when an
individual repair will cost more than one-half the replace-
ment cost, it is probably more appropriate to consider
replacing the equipment. Age and/or maintenance costs
by themselves do not necessarily require equipment repla-
cement. There can be mitigating circumstances, such as
the fact that the older equipment might be impossible to
replace. If an item is one of a standardized group, or part of
a larger system, it might be unrealistic to consider repla-
cing the entire group or system.

Safety considerations should be relatively easy to docu-
ment. If the performance of equipment puts it out of
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Table 1. Equipment Acquisition: Outline of Process

Justification Clinical testing
Needs assessment Use in expected application
Proposal Questionnaire or interview

Clinical Assessment
Financial Ranking
Environmental Requests for quotations

Budget request Final choice
Selection Negotiate

Literature review Contract
Library Implementation
Subscriptions Purchase order
Standards Installation
Manufacturer’s literature Acceptance testing

Vendor list Training
Request for proposal Operator
Preliminary review Service

Engineering testing Conclusion
Safety Report
Performance Follow-up

Contact other users



compliance with accepted standards, the standards and the
performance of the equipment can be documented. Again,
however, judgment can mitigate these standards. If a piece
predates current safety or performance standards, it is
perfectly acceptable to continue using it if clinical and
engineering personnel believe it still performs safely and
as intended. This judgment should also be documented.

Cost effectiveness is, by itself, adequate justification for
equipment acquisition. If it can be shown that within 3–5
years, the acquisition of new equipment will save more
than the cost of the acquisition, it will be money well spent.
The justification must be done very carefully, however, to
recognize all costs that will be incurred by the acquisition of
new equipment, and any additional operating costs.

If an existing clinical service is covering its costs and it
can be shown that there is a need to expand the service, the
equipment necessary to support the expansion can be cost
justified. Again, the justification must be done carefully to
ascertain that there are sufficient trained people, or people
who can be trained to use the equipment, as well as a
sufficient population of patients requiring the service.

The acquisition of new technology requires the most
difficult and demanding justification. The technology itself
must be assessed. Determine whether the technology is
viable, provides a needed service, and will be accepted.
There must be clinical professionals capable of utilizing the
technology or in a position to be trained to do so. Cost
justification of new technology is equally difficult. Very
careful thought will have to be given to identifying all costs
and revenues. The cost of the equipment, the cost of the
supplies necessary to operate it, and the cost of the per-
sonnel to operate it must all be determined.

In addition, the space requirements and special instal-
lation requirements, such as electrical power, computer
networking, air conditioning, plumbing, or medical gases,
will all have to be determined. Maintenance costs will have
to be identified and provisions made to cover them. It must
be determined that there is an adequate population base
that will provide patients to take advantage of the new
technology. State and local approval (certificate of need)
may also have to be met. The entire process is very time
consuming, and should be carefully planned to meet the
scheduling of the hospital.

Once needs have been justified, primarily by the people
intending to apply the new equipment, it will be necessary
to create a formal proposal. The formal proposal should be
prepared by a select group of people (medical, nursing,
purchasing, administration, and clinical engineering) most
closely associated with the management and use of the
equipment. Physicians are concerned with the function
performed by the equipment, nursing with the equipment’s
operations, and clinical engineering with the design, safety
and performance, and dependability of the equipment.
Administration and purchasing are involved with mana-
ging costs. Information technology staff may need to be
involved if equipment is networked, or facilities staff if
there are special installation requirements.

The proposal must provide a precise definition of the
clinical needs, the intended usage of the equipment, any
restrictions of a clinical nature, and a thorough financial
plan. The financial planning, in particular, should include

accepted planning techniques. For example, life-cycle cost
analysis is perhaps the most thorough method for deter-
mining the financial viability of a new project. (Life-cycle
analysis is the method of calculating the total cost of a
project by including the initial capital cost, the operating
costs for the expected lifetime of the equipment, and the
time cost of money.)

At this stage, it is appropriate to consider a variety of
physical or environmental factors that affect or are affected
by the proposed new equipment. The equipment will require
space for installation, use, and maintenance. Its power
requirements might call for a special electrical source,
medical gases or vacuum, or a water supply and drain.
Its size might prevent if from passing through doors. The
equipment might require special air-handling consideration
if it generates heat or must be operated in a temperature-
and/or humidity-controlled environment. Its weight might
preclude transport in elevators or require modification of
floors, or its sensitivity to vibration might require a special
installation. If the equipment is either susceptible to or
generates electrical or magnetic fields, special shielding
may be required. There might be special standards that
restrict the selection or installation of the type of equipment.

After the staff intending to use and manage the equip-
ment have completed their proposal, it will be necessary to
present this to the committee responsible for budgeting
new equipment or new projects. This ‘‘capital equipment
budget committee’’ will typically be chaired by an indivi-
dual from the hospital’s budget office and should include
representatives from central administration, nursing, and
clinical engineering. It is their responsibility to review
proposals for completeness and accuracy as well as feasi-
bility with respect to the hospital’s long-range plans and
patient population. Their judgment to approve or disap-
prove will be the necessary step before providing funds.

SELECTION PROCESS

Once the acquisition of new equipment has been justified,
planned, and budgeted, the next step is to select the
equipment that will actually be purchased. Again, this is
a formal process, with sequential steps that are necessary
to achieve the most appropriate equipment selection. There
are commercial software products available that help hos-
pitals establish priorities, develop proposals, and select
capital equipment (e.g., Strata Decision Technology).

For most equipment, a standing capital equipment
committee can oversee the selection and acquisition pro-
cess. This committee should at least include representa-
tives from clinical engineering, finance, and purchasing. It
might also include representatives from nursing and infor-
mation technology.

For major equipment or new technology, a selection
committee should be formed specifically for each acquisi-
tion. Such a committee should include physician, nursing,
and administrative personnel from the area for which the
equipment is intended, and a representative from clinical
engineering. Since the representative from clinical engi-
neering will serve on virtually all of these ad hoc selection
committees, this person’s experience would make him/her
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the best choice for chairperson. Realistically, however, it
might be more politically expedient to allow one of the
representatives from the area to chair the committee.

The first step involves a literature review. A library
search should be conducted, and the clinical engineering
department’s professional subscriptions reviewed, for
example, Health Devices and Biomedical Instrumentation
and Technology. Look for applicable standards from AAMI
or the American National Standards Institute (ANSI).
Obtain product literature from the manufacturers being
considered. Research the information maintained by the
FDA Center for Devices and Radiological Health (CDRH)
at http://www.fda.gov/cdrh. The FDA-CDRH Manufac-
turer and User Facility Device Experience Database
(MAUDE) contains reports of adverse events involving
medical devices, and their ‘‘Safety Alerts, Public Health
Advisories, and Notices’’ page contains safety-related infor-
mation on medical devices.

A list of proposed vendors to be contacted can be created
by consulting the Health Devices Sourcebook (ECRI) (2).
These vendors should be contacted and their literature on
the type of equipment being evaluated requested. Part of
the evaluation includes evaluating the manufacturers and
vendors. Commencing with this initial contact, notes
should be kept on the responsiveness and usefulness of
the representatives contacted.

A request for proposal (RFP) should be written on the
basis of the needs determined during the justification
process and the information acquired from the literature
review. When the selection criteria are straightforward,
the RFP and the request for quotation (RFQ) can be
combined. For more complex selections, such as equipment
systems or new technology, the RFP and RFQ should be
separate processes.

The RFP should be carefully written, well organized,
and thoroughly detailed. It should contain useful back-
ground information about the institution and the specific
user area. Applicable documents, such as drawings, should
be either included or explicitly made available for review by
the vendors. The equipment requirements should include a
statement regarding the major objectives to be fulfilled by
the equipment. The description of the specific require-
ments must include what is to be done, but should avoid
as much as possible restrictions on how it is to be done. It is
likely that, given reasonable latitude in addressing the
equipment requirements, manufacturers can make useful
suggestions based upon their experience and the unique
characteristics of their equipment.

The RFP should contain a description of the acceptance
testing that will be conducted before payment is approved. It
should also contain a request for a variety of ancillary
information: available operator and service documentation;
training materials and programs; warranties; and mainte-
nance options and facilities. There should also be a request
for the names of at least three users of comparable equip-
ment, located as close as possible to the hospital so that site
visits can be conveniently arranged. The RFP should be
reviewed by the entire in-house evaluation committee.

A cover letter should accompany the RFP to explain the
general instructions for submitting proposals: who to call
for answers to questions, deadline for submission, format,

and so on. When appropriate, there can also be such
information as to how the proposals will be evaluated,
how much latitude the vendors have in making their
proposals, and the conditions under which proposals can
be rejected. It is not necessary to send the RFP to all known
vendors of the type of equipment being evaluated. If there
is any reason why it would be undesirable to purchase from
particular vendors, for example, poor reputation in the
area or unsatisfactory dealings in the past, it would be
best to eliminate them from consideration before the RFP
process.

The response of the vendors to the RFP will allow the
selection committee to narrow the field to equipment that is
likely to meet the defined needs. The full evaluation com-
mittee should review the proposals. There will have been a
deadline for submission of proposals, but it might not be
appropriate to strictly enforce it. It is more important to
consider the long-term advantages to the hospital and not
to discount an otherwise acceptable proposal for being a
few days late. The proposals should be reviewed for com-
pleteness. Has all of the requested information been pro-
vided? Are there any misinterpretations? Are there
exceptions? The vendors should be contacted and addi-
tional information requested or clarifications discussed
as necessary. It will now also be possible to determine
the type of acquisition required, that is, whether the equip-
ment can be purchased from a single vendor, whether it
will have to be purchased from more than one vendor and
assembled, or whether the equipment will require some
special development effort to meet the clinical needs.

Evaluate the quality of each proposal. A simple form can
be used to record the results. The form should include the
elements of the review. Score the responses according to
the relative importance of each element, and whether there
was a complete, partial, or no response (Table 2). Include
comments to explain the reason for each score. Based upon
a review of the proposals submitted, the evaluation
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Table 2. Proposal Evaluation Form

Evaluation of Response to Request for Proposal
Date:
Reviewer:

Manufacturer:
Equipment included in proposal (models,

options, quantity):
Response submitted on time:

Score (0,1):__
Response followed specified format:

Score (0,1,2):__
Response included all information requested:

Score (0,2,4):__
Response includes exceptions:

Score (�2,�1,0):__
Response included additional, useful

suggestions:
Score (0,1,2):__

Response included reasonable alternatives:
Score (0,1,2):__
Total Score:__

Percent Score {[total score/total
possible score (11)]�100}:_____



committee should agree on which vendors and equipment
to consider further (i.e., the proposals that offer equipment
that meets the established criteria).

The next step will be to request equipment for an in-
house evaluation. The equipment requested for testing
should be the exact type that would be ordered. If prepro-
duction prototypes or engineering models are accepted for
evaluation, it should be realized that there are likely to be
changes in the operation and performance of the final
product. The dependability of prototype equipment cannot
be judged. In short, the evaluation will not be complete,
and, to some extent, the ability to judge the equipment or
compare it with other equipment will be hampered.

The most important aspect of the entire equipment
acquisition process, especially for equipment types not
already in use, is the in-house, comparative evaluation.
This evaluation has two phases: engineering and clinical.
The equipment requested for comparative evaluation has
been selected from the proposals submitted. The field
should be narrowed to include only vendors and equipment
worthy of serious consideration. Therefore, it will be worth-
while to commit significant effort to this evaluation.

The engineering phase of the evaluation will need test
procedures, test equipment, and forms for documenting the

results. The clinical phase will need representative areas,
users, protocols, a schedule for training as well as use, and
a method for collecting results: an interview, a review
meeting, or a questionnaire. All of these details should
be settled before the arrival of the equipment. For example,
it might be determined that sequential testing would be
preferable to simultaneous testing. Neither the hospital
nor the vendor would want to store equipment while wait-
ing for its evaluation.

The first step in testing equipment is the engineering
evaluation, done in the laboratory. The tests include safety
and performance aspects. Mechanical safety criteria
include consideration of the ruggedness or structural integ-
rity of the equipment as well as the potential for causing
injury to patients or personnel. Electrical safety tests are
conducted per the requirements in the AAMI/ANSI Elec-
trical Safety Standard and NFPA electrical standards as
appropriate. Performance testing is done as described by
any published standards, according to the manufacturer’s
own service literature, and per the needs determined in the
justification process. The results of the engineering tests
should be summarized in a chart to facilitate comparison
(Table 3). Differences and especially flaws should be high-
lighted.
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Table 3. Engineering Evaluation Form

Engineering Evaluation
Date:
Evaluator:

Manufacturer:
Equipment included in evaluation (models, options):
Safety

Mechanical: Score (0,1,2):__
Electrical: Score (0,1,2):__

Safety Subtotal (weight 0.2� average score):_____
Performance

Controls: Score (0,1,2):__
(List performance features; score according to test results;
weight according to importance):

Score (0,1,2):__

or Score (0,2,4):__
Performance Subtotal (weight 0.2�average score):_____

Manufacturer’s Specifications
(List important specifications; score according to test results;
weight according to importance): Score (0,1,2):__

or Score (0,2,4):__
Manufacturer’s Specifications Subtotal (weight 0.1� average score):_____

Technical Standards
(List applicable technical standards; score according to test results;
weight according to importance): Score (0,1,2):__

or Score (0,2,4):__
Technical Standards Subtotal (weight 0.2�average score):_____

Human Engineering
Design: Score (0,1,2):__
Size: Score (0,1,2):__
Weight: Score (0,1,2):__
Ease of use: Score (0,1,2):__
Reliability: Score (0,1,2):__
Serviceability: Score (0,1,2):__
Operator’s manual: Score (0,1,2):__
Service manual: Score (0,1,2):__

Human Engineering Subtotal (weight 0.1�average score):_____
Total Score:_____

Percent Score [(total score/total possible score)� 100]:_____



In addition to the straightforward safety and perfor-
mance tests, a number of characteristics should be eval-
uated based upon engineering judgment. The physical
construction should be judged, especially if there are con-
straints imposed by the intended application or installa-
tion. A study of the construction and assembly can also
allow a judgment regarding reliability. This judgment
should be based upon the quality of hardware and compo-
nents, the method of heat dissipation (fans suggest an
exceptional requirement for heat dissipation and require
periodic cleaning), the method of construction (the more
wiring and connectors, the more likelihood of related fail-
ure), and whether the design has had to be modified by such
means as alterations on circuit boards or ‘‘piggybacked’’
components.

The maintainability of the equipment is reflected both in
the methods of assembly and in the maintenance instruc-
tions in the operator and service manuals. The manuals
should explain how and how often preventive maintenance
or inspection or calibration should be performed. Finally, a
clinical engineer should be able to judge human engineer-
ing factors. For example, ease of use, how logical and self-
explanatory is the front panel, self-test features, and the
chances or likelihood of misuse all affect the safety and
efficacy of the equipment.

Design a form to record the engineering evaluation
results. The form will vary in the specific features and
tests that are included, according to the type of equipment
that is being evaluated, but the basic format will remain

the same. Include comments to explain the reason for the
score of each item. Table 3 is an example of an engineering
evaluation form.

The physicians, nurses, and clinical engineers on the
evaluation committee should contact their counterparts at
the institutions named as users of their equipment by the
vendors. Site visits can be particularly useful in cases
where the equipment or technology being considered is
new to the hospital. The committee can see the application
firsthand, and talk to the actual users face to face. Record
and score the results of interviews (Table 4).

Clinical testing is performed after engineering testing.
Equipment must satisfactorily pass the engineering test-
ing to be included in the clinical testing; there is no point in
wasting people’s time or taking a chance on injuring a
patient. Clinical testing should not be taken lightly; it is
usually more important than the technical testing. The
clinical testing is done only on equipment that has survived
all of the previous tests and by the people who will actually
be using it.

The clinical testing should be designed so that the
equipment is used for the intended application. The equip-
ment included in the clinical testing should be production
equipment unless special arrangements are likely to be
made with the manufacturer. Users should be trained just
as they would be for the actual equipment to be purchased.
In fact, the quality of the training should be included in the
evaluation. Users should also be given questionnaires or be
interviewed after the equipment has been used (Table 5).
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Table 4. User Evaluation Form

User Interview
Date:
Interviewer:

Institution:
Name and title of person(s) interviewed:
Manufacturer:
Equipment at site (models, options):
Years equipment in use:
Safety (any incidents involving patients or personnel)

Score (0,1,2):__
Safety Score (weight 0.2� score):_____

Performance (does equipment meet user needs)
Score (0,1,2):__

Performance Subtotal (weight 0.2� average score):_____
Reliability (frequency of equipment failures)

Score (0,1,2):__
Reliability Subtotal (weight 0.1� average score):_____

Ease of Use (satisfaction with ease of use)
Score (0,1,2):)__

Ease of Use Subtotal (weight 0.1� average score):_____
Ease of Service (satisfaction with ability to inspect and repair)

Score (0,1,2):__
Ease of Service Subtotal (weight 0.1�average score):_____

Manufacturer0s Support (quality of training and service)

Score (0,1,2):__
Manufacturer’s Support Subtotal (weight 0.1�average score):_____

Overall Satisfaction (would user buy equipment again)
Score (0,1,2):__

Overall Satisfaction Subtotal (weight 0.2� average score):_____
Total Score:_____

Percent Score {[total score/total possible score (2.0)]� 100}:_____



One further consideration to be judged by the full evalua-
tion committee is that of standardization. There are numer-
ous valid reasons for standardizing on equipment. Repairs
are easier to accomplish because of technicians’ familiarity
with the equipment. Repair parts are easier and less
expensive to keep in inventory. Standardization allows
exchange of equipment between clinical areas to help meet
varying demands. Training is also more easily provided.

There are also valid drawbacks, however. Standardiza-
tion makes the hospital dependent upon a limited number of
vendors. It can interfere with user acceptance if users feel
they have little or no say in the selection process. It can also
delay the introduction of new technology. It is important
that the evaluation committee consider the relative impor-
tance of the pros and cons of standardization in each case.

Assessment of the equipment should result in a ranking
of the equipment that has successfully completed the engi-
neering and clinical testing. The advantages and disad-
vantages of each item should be determined and ranked in
order of importance. Alternatively, the criteria can be
listed in order of importance. If possible, the list should
be divided between criteria that are mandatory and those
that are desirable. Then a judgment on whether the equip-
ment does or does not satisfy the criteria can be made.
From this charting, it is likely that clear preferences will
become obvious.

Ideally, there will be two or more finalists who are close to
equal in overall performance at this point. These finalists
should be sent a request for quotation (RFQ). The responses
to the RFQ will allow a cost comparison. A life-cycle cost
analysis can be accomplished with the aid of the hospital’s
financial officer. This will give a more accurate depiction of
the total cost of the equipment for its useful lifetime. While it
is beyond the scope of this article to describe life-cycle cost

analysis, it takes into account the initial costs (capital cost
of equipment plus installation), operating costs over the
anticipated life of the equipment (supplies, service, fees),
and the time cost of money (or present value). It may or may
not take personnel costs into account, since these will likely
be the same or similar for different models. To calculate a
percent score for purposes of evaluation, divide the cost of
the least expensive equipment by the cost of the equipment
being evaluated, and multiply by 100.

With the completion of the evaluation, a comparison of
the results should lead to a final selection. This should be as
objective as possible. If additional information is needed,
there should be no hesitation in contacting vendors. In fact,
it may be useful to have a final presentation by the vendors.
Develop a point system for the individual elements of the
proposal reviews, engineering evaluations, user inter-
views, clinical testing, and cost comparison. Weight these
elements according to their relative importance (Table 6).

Once the hospital has made its final choice of vendor and
equipment, it is not necessary to end negotiations. Negotia-
tions should be conducted before a vendor knows that they
are the preferred provider. Before a vendor is certain of an
order, they are much more likely to make concessions.
Requests for extra features, such as spare equipment, spare
parts, special tools, and test equipment, may be included in
the final quote. Trade-in of old equipment and compromises
on special features or warranties, for example, can help
reduce the cost of equipment. Consider negotiating hard-
ware and software upgrades for a specified period.

For large orders (e.g., dozens of infusion pumps), or for
installations (e.g., monitoring systems), request that the
vendor unpack, set up, inspect, distribute or install, and
document (using the hospital’s system) the equipment at
no additional cost. In most cases, the hospital will want
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Table 5. Clinical Testing Questionnaire

Clinical Trial
Date:
Clinician:

Manufacturer:
Equipment used (models, options):
Number of patients on whom equipment used:
Safety (any incidents involving patients or personnel)

Score (0,1,2):__
Safety Score (weight 0.2� score):_____

Performance (does equipment meet user needs)
Score (0,1,2):__

Performance Subtotal (weight 0.2�average score):_____
Reliability (number of equipment failures)

Score (0,1,2):__
Reliability Subtotal (weight 0.1�average score):_____

Ease of Use (satisfaction with ease of use)
Score (0,1,2):__

Ease of Use Subtotal (weight 0.1� average score):_____
Manufacturer0s Support (quality of training and support)

Score (0,1,2):__
Manufacturer’s Support Subtotal (weight 0.1� average score):_____

Overall Satisfaction (would user recommend equipment)
Score (0,1,2):__

Overall Satisfaction Subtotal (weight 0.2�average score):__
Total Score:_____

Percent Score {[total score/total possible score (1.8)]�100}:_____



the vendor to provide user training. This training should
meet the hospital’s specified needs (e.g., all users, all shifts,
train the trainer, videotapes or computer programs, etc.). The
hospital may also need service training for its clinical engi-
neering department. The hospital can negotiate not only the
service school tuition, but also room, board, and travel. The
negotiated quote should be reviewed by the end-users, clinical
engineering, finance, purchasing, and a contracts lawyer.

IMPLEMENTATION PROCESS

The successful conclusion of the equipment acquisition
process cannot be realized until the equipment is satisfac-
torily put into use. As with all the previous steps in the
equipment acquisition process, the implementation pro-
cess requires planning and monitoring.

The purchase order with which the equipment is
ordered is a legal document: a contract. As such, it can
protect the rights of the hospital. Therefore, it is important
to include not only the equipment being ordered, but also
all agreed-upon terms and conditions. These terms and
conditions should include delivery schedules, the work to
be performed by the vendor, warranty conditions, service
agreements, operator and service manuals, acceptance
criteria and testing, and operator and service training.

Before the equipment is delivered, arrangements should
be made for installation, for personnel to transport the
equipment, for storage, and for personnel to test the equip-
ment. If any of these are to be the responsibility of the
vendor, they should be included in the purchase order. If the
hospital has to perform any modifications or fabrications, all
necessary parts and preparations should be in place.

Acceptance testing should be done upon the completion
of installation. The test procedures for acceptance testing
should come from the initial specifications and from the
manufacturer’s data sheets and service manuals. Accep-
tance testing should be thorough, because this is the ideal
time to obtain satisfaction from the manufacturer. It is also
appropriate to initiate the documentation per the standard
system of the hospital at this time. The invoice for the
equipment should not be approved until the equipment has
been satisfactorily tested.

After the equipment is in place and working properly,
training should be scheduled. The manufacturer or their
representative, or the selected hospital personnel, should
have the training program completely prepared. If ongoing
training will be necessary over the lifetime of the equip-
ment, in-service instructors should be involved in the
initial training as well. The clinical engineering personnel
responsible for inspection and maintenance should also
receive operator and service training.

An often overlooked, but useful, adjunct to the imple-
mentation process is follow-up on the installation. Users
should be polled for the acceptance of the equipment and
their perception of its usefulness. Engineering personnel
should review the dependability of the equipment from
their service records. All of the people involved in the
equipment acquisition process should learn from every
acquisition, and what they have learned should be
reviewed during this follow-up.

CONCLUSION

Table 1 can be used as a list of tasks that should be
accomplished (or at least considered) in the equipment
acquisition process. A schedule and checklist can be gen-
erated from this list.

The equipment acquisition should be fully documented,
ideally by a write-up of the entire process. Table 1 can be
used to create an outline for the final report. The results of
the equipment acquisition process should be shared with
manufacturers and other interested parties. It should
always be the intention of the hospital personnel to
improve the situation with respect to the manufacturer.
Perhaps the most dependable way for medical equipment
manufacturers to learn what is important to hospitals is to
review what hospitals have said about the evaluation of
new equipment during their acquisition process.
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Table 6. Evaluation Scoring Form

Overall Evaluation Score
Date:
Reviewer:

Manufacturer:
Equipment (models, options):
Proposal Percent Score:__

Proposal Score (weight 0.1� score):_____
Engineering Evaluation Percent Score:__

Engineering Evaluation Score (weight 0.2� score):_____
User Evaluation Percent Score:__

User Evaluation Score (weight 0.1� score):_____
Clinical Testing Percent Score:__

Clinical Testing Score (weight 0.3� score):_____
Cost Comparison Percent Score:__

Cost Comparison Score (weight 0.1� score):_____
Total Score:_____
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INTRODUCTION

Preventive maintenance (PM) is one of the many functions
of a clinical engineering department. The other functions
include incoming inspection/testing, prepurchase evalua-
tion, coordination of outside equipment service, hazard and
recall notification, equipment installation, equipment
repair and upgrade, purchase request review, equipment
replacement planning, device incident review, and regula-
tory compliance maintainance. The primary objective of a
PM program for biomedical equipment is to prevent failure,
which is achieved through (1) detecting the degradation of
any non-durable parts of the device and restoring them to
like-new condition; (2) identifying any significant degrada-
tion of the performance of the device and restoring it to its
proper functional level; and (3) detecting and repairing any
partial degradation that might create a direct threat to the
safety of the patient or operator.

The term preventive maintenance has its origins with
mechanical equipment that has parts that are subject to
wear and need to be restored or replaced sometime during
the useful lifetime of the device. PM refers to the work
performed on equipment on a periodic basis and should be
distinguished from ‘‘repair’’ work that is performed in
response to a complaint from the equipment user that
the device has failed completely or is not working properly.
The term ‘‘corrective maintenance’’ is often used instead of
the term ‘‘repair.’’

Today, medical equipment uses electronic components
that fail in an unpredictable manner, and their failure
cannot be anticipated through measurements and checks
performed during a PM (1). Also, equipment failures that
are attributable to incorrect set up or improper use of the
device or the use of wrong or defective disposable accessory
cannot be prevented by doing PM (2). It has been argued
that current medical devices are virtually error-free in
terms of engineering performance. Device reliability is
an intrinsic function of the design of the device and cannot
be improved by PM. In modern equipment, the need for
performance and safety testing is greatly reduced because
of the design and self-testing capability of the equipment
(3,4). For example, the Philips HeartStart FR2þ defibril-
lator performs many maintenance activities itself. These
activities include daily and weekly self-tests to verify
readiness for use and more elaborate monthly self-tests
that verify the shock waveform delivery system, battery
capacity, and internal circuitry. The manufacturer also
states that the FR2þ requires no calibration or verification
of energy delivery. If the unit detects a problem during one
of the periodic self-tests, the unit beeps and displays a
flashing red or a solid red warning signal on the status
indicator (5).

The term ‘‘scheduled (planned) maintenance’’ was intro-
duced in 1999 by a joint AAMI/Industry Task Force on

Servicing and Remarketing while developing a document
for submission to the FDA entitled ‘‘Joint Medical Device
Industry Proposed Alternative to the Regulation of Servi-
cers, Refurbishers, and Remarketers’’ (6). However, many
still use the traditional term preventive maintenance
rather than this new, more carefully defined term. Accord-
ing to the document developed by the AAMI/Industry Task
Force, the term scheduled (planned) maintenance ‘‘consists
of some or all of the following activities: cleaning; deconta-
mination; preventive maintenance; calibration; perfor-
mance verification; and safety testing.’’ Among these
activities, the three key activities are (1) preventive main-
tenance (PM); (2) performance verification (PV) or calibra-
tion; and (3) safety testing (ST).

These three terms are defined by the AAMI/Industry
Task Force as follows. ‘‘Preventive maintenance is the
inspection, cleaning, lubricating, adjustment or replace-
ment of a device’s nondurable parts. Nondurable parts
are those components of the device that have been identi-
fied either by the device manufacturer or by general
industry experience as needing periodic attention, or
being subject to functional deterioration and having a
useful lifetime less than that of the complete device.
Examples include filters, batteries, cables, bearings, gas-
kets and flexible tubing.’’ PM performed on a medical
device is similar to the oil, filter, and spark plug changes
for automobiles.

‘‘Performance Verification is testing conducted to verify
that the device functions properly and meets the perfor-
mance specifications; such testing is normally conducted
during the device’s initial acceptance testing.’’ This testing
is important for detecting performance deterioration that
could cause a patient injury. For example, if the output of
the device (such as temperature, volume, or some form of
energy) is not within specifications, it could result in an
adverse patient outcome (7). If the performance deteriora-
tion can be detected by visual inspection or by a simple user
test, then periodic performance verification becomes less
critical. The data obtained during maintenance will also
assist in determining the level and intensity of perfor-
mance verification.

‘‘Safety testing is testing conducted to verify that the
device meets the safety specifications, such testing is nor-
mally conducted during the device’s initial acceptance
testing.’’

HISTORICAL BACKGROUND

The concept of a facility-wide medical equipment manage-
ment program first emerged in the early 1970s. At that
time, there was little management of a facility’s medical
equipment on a centralized basis. Examples of the lack of
proper management that affected the quality of care are
described in detail in the literature (8) and include poor
frequency response of ECG monitors, heavy accumulation
of dirt inside equipment, delay in equipment repair, little
attention to the replacement of parts that wear over time,
and the consequential high cost of repairs.

The Joint Commission on Accreditation of Healthcare
Organizations (JCAHO) has played an important role in

EQUIPMENT MAINTENANCE, BIOMEDICAL 223



promoting equipment maintenance programs in hospitals
in the United States. Almost all hospitals in the United
States are accredited by the JCAHO and are required to
comply with their standards.

Poor or nonexistent equipment maintenance programs
(8) coupled with the ‘‘great electrical safety scare’’ of the
early 1970s (9) created the impetus that has popularized
electrical safety programs in hospitals. Since then, equip-
ment maintenance and electrical safety testing has been an
important part of clinical and biomedical engineering pro-
grams in hospitals. The JCAHO standards in the mid-
1970s required that all electrically powered equipment
be tested for leakage current four times a year (10).

In 1983, the Medicare reimbursement program for hos-
pitals changed to a much tighter fixed-cost approach based
on so-called Diagnostic Related Groups (DRGs). In 1979,
JCAHO increased the maximum testing interval for
patient care equipment to six months. This change was
made in response to pressure from hospitals to reduce the
cost of complying with their standards. It has been reported
that there was no other rationale for changing the testing
intervals (10).

In 2001, JCAHO removed the annual PM requirement
for medical equipment (11). The reason cited for the change
was that the safety and reliability of medical equipment
had improved significantly during the prior decade. It was
also stated that some equipment could benefit from main-
tenance strategies other than the traditional ‘‘interval-
based’’ PM. Other PM strategies suggested included pre-
dictive maintenance, metered maintenance (e.g., hours of
usage for ventilators), and data-driven PM intervals.

INVENTORY

A critical component of an effective PM program is an
accurate inventory, which has been a key requirement
in the JCAHO equipment standards since they were intro-
duced in the early 1970s. The 2005 JCAHO standard
(EC.6.20) requires a current, accurate, and separate inven-
tory of medical equipment regardless of ownership (12).
The inventory should include all medical equipment used
in the hospital (owned, leased, rented, physician-owned,
patient-owned, etc.). A complete and accurate inventory is
also helpful for other equipment management functions
including tracking of manufacturer’s recalls, documenting
the cost of maintenance, replacement planning, and track-
ing model-specific and device-specific issues. The equip-
ment list should not be limited to those devices that are
included in the PM program (13).

INCLUSION CRITERIA

In 1989, JCAHO recognized that not all medical devices are
equally critical with respect to patient safety and intro-
duced the concept of risk-based inclusion criteria for the
equipment management program. Fennigkoh and Smith
developed a method for implementing a risk-based equip-
ment management program by attributing numerical
values to three variables; ‘‘equipment function,’’ ‘‘physical
risks associated with clinical application,’’ and ‘‘mainte-

nance requirements’’ (14). They compounded these
values into a single variable; the equipment management
(EM) number. The EM was calculated as follows: EM¼
Function ratingþRisk ratingþRequired Maintenance
rating. The three variables were not weighted equally.
Equipment function constituted 50% of the EM number
whereas risk and maintenance each constituted 25%. The
authors acknowledge the somewhat arbitrary nature of
weighting the equipment function rating at 50% of the
EM number; however, they viewed this variable as the
device’s most significant attribute. The authors also arbi-
trarily set a level for the EM number at greater than or
equal to 12 to determine whether the device will be
included in the EM program. Devices included in the
EM program are assigned a unique control number.
Devices with an EM number less than 12 were excluded
from the EM program and are not assigned a control
number.

Although risk-based calculators using the original Fen-
nigkoh and Smith model are still widely used, criticism of
this method exists on the basis that this particular risk-
based approach is arbitrary. The factors used in the calcu-
lation, their weighting, the calculated value above which
one decides to include the device in the management
program, and what PM interval to use are criticized as
all being somewhat subjective or arbitrary (13).

SELECTING THE PM INTERVAL

Selecting an appropriate PM interval is a very important
element of an effective maintenance program. Several
organizations have offered guidelines, requirements, and
standards for the selection of an appropriate PM interval
for the various devices. This list includes accreditation
organizations (e.g., JCAHO), state authorities (e.g.,
California Code of Regulations, Title 22), device manufac-
turers, and national safety organizations (e.g., NFPA).
JCAHO is the primary authority that most people look
to for minimum requirements for the PM intervals for
medical devices. However, the JCAHO 2005 Standards
[EC.6.10 (4) and EC.6.20 (5)] put responsibility back on
the hospital to define PM intervals for devices based on
manufacturer recommendations, risk levels, and hospital
experience. JCAHO also requires that an appropriate
maintenance strategy be selected for all of the devices in
the inventory (12).

According to one source (7) two approaches exist to
determining the proper PM interval. One is fixed and
the other is evidence-based. Other sources present some
contradictory views on how to select a PM interval for a
device. Some (13,15) argue that PMs should not necessarily
follow the manufacturer’s recommended intervals but
should be adjusted according to the actual PM failure rate.
Ridgway and Dinsmore (16,17) argue that if a device is
involved in an incident where a patient or staff member is
injured, a maintainer who has not followed the manufac-
turer’s recommendations will be deemed to have some
legal liability for the injury, irrespective of how the device
contributed to the injury. Dinsmore further argues that
the manufacturer recommendations should be followed
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because the manufacturer developed the device and proved
its safety to the FDA. He states that if no recommendations
exist from the manufacturer, then it is up to the clinical
engineering department to decide on the maintenance
regimen. National organizations such as the American
Society of Hospital Engineering (18) and ECRI (2) have
published recommendations on PM intervals for a wide
range of devices. The recommendations by ASHE were
published in 1996 and ECRI in 1995. However, conflicting
recommendations exist for certain devices in the list (see
Table 1).

The ANSI/AAMI standard EQ56 (19) ‘‘Recommended
Practice for a Medical Equipment Management Program’’
does not attempt to make specific recommendations for PM
intervals for devices. And, in many cases, PM interval
recommendations from the manufacturers are not readily
available. Those that have been made available are often
vague with little or no rationale provided. In some cases,
their recommendations simply state that testing should be
conducted periodically ‘‘per hospital procedures’’ or ‘‘per
JCAHO requirements.’’

Intervals for the electrical safety testing of patient
care equipment are discussed in the latest edition of NFPA
99-2005, Health Care Facilities, Section 8.5.2.1.2.2.
Although this document is a voluntary consensus standard
and not a regulation, many private and government agen-
cies reference and enforce NFPA standards. The following
electrical safety testing intervals are recommended. The
actual interval is determined by the device’s normal loca-
tion or area in which the device is used. For general care
areas, the recommended interval is 12 months; for critical
care areas and wet locations, the recommended interval is
6 months. The standard does allow facilities to use either
longer or shorter intervals if they have a documented
justification from previous safety testing records or evi-
dence of unusually light or heavy use (20).

In a similar fashion, the evidence-based method allows
adjustment of the interval up or down depending on the
documented finding of prior testing (7). This method is
based on the concepts of reliability-centered maintenance
(21). Ridgway proposes an evidence-based method using a
PM optimization program that is based on periodic ana-
lyses of the results of the PM inspections. His approach
takes into consideration the severity of the problems found
during the PMs. It classifies the problems found into one of
the four PM problem severity levels, level 1 through 4. This
method incorporates the concepts found in Failure Modes
and Effects Analysis (FMEA)—a discipline that has been
recently embraced by the JCAHO. It requires the classifi-
cation of the problems discovered during the PM testing

into four levels of criticality. Level 1 problems are poten-
tially life-threatening, whereas the other levels are pro-
gressively less severe. Examples of level 1 problems include
defibrillator output energy being significantly out of spe-
cification or an infusion pump significantly under- or over-
infusing. For a more detailed explanation of this method,
see Ref. (22). Others (23,24) have used maintenance data in
a similar way to rationalize longer maintenance intervals.

It should be noted that some regulations, codes, or
guidelines and some manufacturer’s recommendations
may advance more stringent requirements than other
standards for the same type of device or an interval that
the facility has used successfully in the past. In these
instances, the facility needs to balance the risks of non-
compliance, which may include injury to the patient, lia-
bility, and penalties for the organization, against the cost of
compliance. Many factors exist that need to be evaluated
before modifying the generally recommended intervals,
including equipment maintenance history and experience,
component wear, manufacturer recommendations, device
condition, and the level of technology used in the device (2).

Note also that the manufacturer’s recommendations for
their newer models of medical devices are generally less
stringent than those for their older models. In many
instances, the recommended PM intervals are greater than
12 months.

PM PROCEDURES

Selecting an appropriate PM procedure is another impor-
tant element of an effective maintenance program. Both
ECRI (2) and ASHE (18) have published PM procedures for
a broad range of devices. It should be noted that the
manufacturers usually provide more detailed PM proce-
dures for their specific devices than those published by
ECRI and ASHE. It is recommended that manufacturers’
recommendations that appear to be too complex be eval-
uated to see if they can be simplified (2). See Fig. 1 for a
sample PM procedure for an infusion pump.

EVALUATION OF A PM PROGRAM

The facility’s PM completion or completed on-time rates
are parameters that have been favored by both facility
managers and external accreditation agencies (7). How-
ever, the value of PM completion rate as an indicator of
program quality has been debated for many years (25).
Until 2003, to pass the maintenance portion of the medical
equipment program, the JCAHO required a consistent
95% PM completion rate. The shortcoming of this stan-
dard is that the 5% incomplete PMs could, and sometimes
did, include critical devices such as life-support equip-
ment. To address this undesirable loophole, the JCAHO,
in 2004, discontinued the 95% requirement. The 2005
standard EC.6.20 now segregates medical equipment into
two categories: life-support and nonlife-support devices.
Life-support equipment is defined by JCAHO as those
devices that are intended to sustain life and whose failure
to perform their primary function is expected to re-
sult in death. Examples include ventilators, anesthesia
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Table 1. Conflicting Recommendations for the PM Inter-
vals of Some Devices

Device Type
ASHE PM

Interval (months)
ECRI PM

Interval (months)

Defibrillator 3 6
Apnea monitor 6 12
Pulse oximeter 6 12
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For:  INFUSION PUMP                                                        PM Procedure No.  IP001 

Interval:  xx months                                    Estimated annual m-hrs:  x.0 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

* Notes:  

AC/AMR       Preventive Maintenance 
  
  SM1.  Inspect/clean the chassis/housing especially any moving parts including any user-accessible areas under covers (if 

applicable). Examine all cable connections.  Replace any damaged parts, as required.   

   SM2.  Confirm that all markings and labeling are legible. Clean or replace, as required.   

   SM3.   Replace or recondition the battery, as required.        

AC/AMR       Performance Verification  
 
   PV1. Verify that the flow rate or drip rate is within specification. Perform self-test, if applicable.    

   PV2.  Verify that all alarms (including occlusion and maximum pressure) and interlocks operate correctly.   

   PV3.  Verify that the battery charging system is operating within specification.   

   PV4. Verify the functional performance of all controls, switches, latches, clamps, soft touch keys, etc.  

   PV5.  Verify the functional performance of all indicators and displays, in all modes.  

   PV6.  Verify that the time/date indication is correct, if applicable.  

AC/AMR       Safety Testing  
 
   ST1.   Check that the physical condition of the power cord and plug, including the strain relief, is OK.    

   ST2.   Check the ground wire resistance. ( < 0.5 ohm ). 

   ST3.   Check chassis leakage to ground. ( < 300 micro amps ). 

 
Check the AC box if Action Completed and the AMR box if Adjustment or Minor Repair was required to 
bring the device into conformance with the performance or safety specifications.  In this case provide a note* on 
the nature of the problem found, in sufficient detail to identify the level of potential severity of the problem.   

Figure 1. Sample PM procedure for an infusion pump.



machines, and heart–lung bypass machines (12). ECRI
suggests that the following additional devices be included
in the life-support category: anesthesia ventilators, exter-
nal pacemakers, intra-aortic balloon pumps, and ventri-
cular assist devices (26). The completion of PMs for life-
support equipment is scored more stringently than the
completion rate performance for nonlife-support equip-
ment. It is theoretically possible that if the PM of a single
life-support device is missed, an adverse, noncompliance
‘‘finding’’ could be generated by the survey team. How-
ever, it has been reported that the surveyors will probably
be more focused on investigating gaps in the process that
led to the missed PM (27).

The 2005 JCAHO standards do not contain an explicit
PM completion requirement. However, many organiza-
tions appear to have set the goal for on-time PM completion
rate for life-support equipment at 100% and the goal for the
nonlife-support equipment at better than 90%. An impor-
tant aspect of PM completion is calculating the on-time PM
completion rate. The JCAHO does not state how the PM
completion rate should be calculated. Hospitals are free to
specify in their management plan that they have allowed
themselves either 1 or 2 months of extra time to complete
the scheduled maintenance. It is important for those
devices that have maintenance intervals of three months
or less, or are identified as life-support equipment, that the
PMs be completed within the month they are scheduled for
PM. Sometimes, additional time may be needed for devices
that are unavailable because they are continuously in use.
In this case, the appropriate department and the safety/
environment of care committee should be informed about
the delay.

The real issue to be addressed is the effectiveness of the
program. However, ‘‘effectiveness’’ of a PM program is
difficult to measure. If the purpose of the restoration of
any nondurable parts is to reduce device failures, then the
effectiveness of this element can be measured by the
resulting reduction in the device failure rate. In principle,
repair rates and incident analyses can provide a relation-
ship between PM and equipment failures (7).

Two challenges associated with achieving an acceptable
PM completion rate exist. The first is to find the missing
equipment listed on the monthly PM schedule. Multiple
documented attempts should be made to locate any devices
that are not found, which should be followed with a written
communication to the clinical users seeking their assis-
tance in locating the device. It is important to get a written
acknowledgment from the users that they have attempted
to locate the devices in question. This acknowledgment will
help when explaining to the surveyors that efforts were
made to locate the device. However, if the devices cannot be
located after this extended search it must be assumed that
they are no longer in use in the facility. The question now
is, are they still on site but deliberately or accidentally
hidden away? Or have they really been removed from the
facility? Until these questions can be answered, no satis-
factory way to deal with accounting for the failure to
complete the overdue PM exists. One strategy to reduce
the potential administrative paperwork is to classify the
missing equipment as ‘‘unable to locate.’’ This action (clas-
sifying the devices as unable to locate) should be commu-

nicated to the appropriate departments including the user
departments, the safety/environment of care committee,
materials management, and security. Consistent loss or
unable to locate device(s) should be viewed negatively by
the facility and should serve as an indicator that the facility
needs to re-evaluate its security plan. The users should be
reminded not to use the missing device(s) if they reappear.
These device(s) should be readily identifiable with the ‘‘out-
of-date’’ PM sticker. The service provider should be notified
so that they can give the re-emerging device(s) an incoming
inspection and restart its PM sequence.

The second challenge is to gain access to equipment that
is continually in use for patient care. It is difficult to
complete the PM if the device is in constant use for mon-
itoring or treatment of patients. Examples of devices that
often fall into this category include ventilators, patient
monitors, and certain types of laboratory or imaging equip-
ment. Ideally, to alleviate this problem, a back-up unit
should be available to substitute while maintenance is
performed on the primary unit. This spare unit can also
serve as a back-up for emergency failures as well. A good
working relationship with the users is very helpful in these
circumstances.

DOCUMENTATION

Documentation of maintenance work is another important
element of an effective maintenance program. The 2005
JCAHO standards require the hospital to document per-
formance, safety testing, and maintenance of medical
equipment (12).

Complete scheduled maintenance and repair documen-
tation is required when a device is involved in an incident,
or when the reliability of the device is questioned, and also
to determine the cost of maintenance. Most accrediting and
regulatory organizations accept a system of exception
reporting, which is recording only the results of steps failed
during performance verification as part of scheduled main-
tenance or after repair (18). It has been generally accepted
that it is reasonable to record only what went wrong during
the PM procedure (13). Having extensive documentation is
considered a safe practice. ECRI supports the use of excep-
tion reporting and recommends that before deciding on
using exception reporting the hospital take into account
that exception reporting, with its lack of affirmative detail,
may be less than convincing evidence in the event of a
liability suit (2).

Two ways to document scheduled (planned) mainte-
nance exist. One is to record the maintenance by hand
on a standard form or preprinted PM procedure and file the
records manually. The other is to use a computerized
maintenance management system (CMMS). Computerized
records should help in reducing the time and space
required for maintaining manual documentation. Even
with CMMS, the department may need to have a way to
store or transpose manual service reports from other ser-
vice providers. Other technologies like laptops and perso-
nal data assistants (PDAs) can further assist in
implementing the maintenance program. A comprehensive
review of CMMSs, that are currently in use can be found in
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the literature (28). The CMMS helps the clinical engineer-
ing staff to manage the medical equipment program effec-
tively. The core of the CMMS consists of equipment
inventory, repair and maintenance record, work order
subsystem, parts management subsystem, reporting cap-
abilities, and utilities. A CMMS can be classified broadly as
internally developed (typically using commercial off-the-
shelf personal computer hardware and database software)
and commercially available applications (desktop and web-
based) (29).

STAFFING REQUIREMENTS

The number of full-time equivalents (FTEs) required to do
scheduled maintenance varies based on the experience of
the staff, the inventory mix, and the inventory inclusion
criteria. See Ref. 30 for the method to determine the
number of FTEs required for maintenance. Based on a
clinical engineering practice survey, an average of one FTE
is required to support 590 medical devices (31). The gen-
erally cited relationship between the support required for
scheduled maintenance and repair for a typical inventory
mix of biomedical devices is 750–1250 devices per FTE.
Cost of the maintenance program includes salaries, bene-
fits, overtime and on-call pay, cost of test equipment and
tools, and training and education expenses. Salaries for the
clinical engineering staff can be obtained from the annual
survey published by the Journal of Clinical Engineering
and the 24� 7 magazine.

PM STICKERS

PM stickers or tags are placed on a device to indicate that
maintenance has been completed and the device has been
found safe to use. They also convey to the user a warning
not to use the device when the sticker is out-of-date. Color-
coded stickers (see Fig. 2) or tags are not required by the
JCAHO, but they can be very helpful in identifying devices
that need maintenance (2,32).

ENVIRONMENTAL ROUNDS

Conducting environmental rounds is another important
aspect of the medical equipment maintenance program.
The intent of these rounds is to discover situations, which
are, or could lead to, an equipment-related hazard or safety
problem. The clinical engineering staff should conduct

regular inspections of all clinical areas that are considered
to be ‘‘medical equipment-intensive’’ areas (e.g., ICU, CCU,
NICU, ER, and surgery). The interval between these equip-
ment-related environmental safety rounds should be
adjusted according to the frequency with which hazards
are found. Other areas that are considered less equipment-
intensive such as medical/surgical and other patient care
floors, laboratory areas, and outpatient clinics should also
be surveyed for electrical safety hazards but less fre-
quently. The equipment items in these areas are usually
line-powered items that do not have nondurable parts
requiring periodic attention and they usually do not
require periodic calibration or performance checking.
These items need periodic visual inspections to ensure that
they are still electrically safe (i.e., that no obvious defects
exist such as a damaged power cord or evidence of physical
damage that might electrify the case or controls). The
search should be focused on the physical integrity of the
equipment, particularly the power cord and the associated
connectors and other equipment defects such as dim
displays, torn membrane switches, taped lead wires, and
so on. Items with power cords that are exposed to possible
abuse from foot traffic or the wheels of other equipment
should receive closer attention than those items with less
exposed cords. Damaged wall outlets should be noted, as
should the use of extension cords or similar ‘‘jury-rigged’’
arrangements. Other indicators that should be noted and
investigated further are equipment enclosures (cases) that
are obviously distorted or damaged from being dropped. In
addition to these potential electrical safety hazards, other
targets of this survey are devices with past-due PM stickers
or with no sticker at all. When a safety hazard is identified,
or a past due or unstickered item is found, appropriate
corrective actions should be taken immediately and docu-
mented as required (33).
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INTRODUCTION

The purpose of the esophagus is to act as a conduit for food
from the mouth to the stomach. This is an active process
that is initially a conscious act with chewing and swallow-
ing, then becomes unconscious when the bolus of food
enters the esophagus. As part of this process, the esopha-
geal musculature acts to propagate the food bolus to the
stomach and to prevent reflux of gastric contents to the
esophagus to protect the esophagus itself. There are sev-
eral disease processes of the esophagus for which the
assessment the esophageal musculature function would
contribute to the diagnosis and management. This assess-
ment is done indirectly through the measurement of
intraesophageal pressures. This pressure measurement
is accomplished with esophageal manometry (1).

ESOPHAGEAL ANATOMY AND PHYSIOLOGY

The esophagus is, in essence, a muscular tube that con-
nects the mouth to the stomach. The esophagus anatomi-
cally starts in the neck, traverses the thorax, and enters
into the abdomen to join the stomach. It is �20–25 cm in
length, with the start of the esophagus being the upper
esophageal sphincter and the end being the gastroesopha-
geal junction. The upper esophageal sphincter is primarily
made up of the cricopharyngeus muscle attached to the
cricoid cartilage anteriorly. The musculature of the upper
esophagus is made of striated muscle, and this transitions
to smooth muscle in the lower esophagus. The esophagus is
made up of three primarily layers: the inner-mucosa, the
middle-submucosa, and the outer-muscle layer. The mus-
cle layer is made up of an inner-circular muscle layer and
an outer-longitudinal layer. At the inferior end of the
esophagus is the lower esophageal sphincter. This is not
a true anatomical sphincter, but rather a physiological
high pressure zone that is the cumulation of thickening
of the distal 5 cm of the esophageal musculature, the
interaction of the esophagus with the diaphragmatic
hiatus, and at 2 cm of intraabdominal esophagus. The
lower esophageal sphincter should not be confused with
the gastroesophageal junction, which is the entrance of
the esophagus to the stomach, nor with the Z line, which
is the transition of the esophageal squamous mucosa to the
glandular gastric mucosa.

The lower esophageal sphincter is tonically contracted
during rest to prevent reflux of gastric contents into the
esophagus. It relaxes with a swallow. Swallowing is
divided into an oral stage, pharyngeal stage, and esopha-
geal stage. The oral and pharyngeal stage prepare food by
chewing, the tongue pushing the food bolus to the pharynx,
the soft palate is pulled upward, the vocal cords are closed
and the epiglottis covers the larynx, the upper esophageal
sphincter relaxes, and the contraction of the pharyngeal
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muscles initiate the primary peristaltic wave. The esopha-
geal stage consists of a peristaltic wave that pushes the
food bolus to the stomach. There are primary peristaltic
waves, which are initiated by the pharynx with a swallow.
Secondary peristaltic waves are initiated within the eso-
phagus due to distention of the esophagus with food. As the
bolus reaches the lower esophagus, the lower esophageal
sphincter relaxes.

INDICATIONS FOR ESOPHAGEAL MANOMETRY

Indications for esophageal manometry include the follow-
ing five problems. (1) Dysphagia, to assess for an esopha-
geal motility disorder, such as achalasia or nutcracker
esophagus. It is important that mechanical causes of dys-
phagia, such as cancer, have been excluded. (2) Gastro-
esophageal reflux disease, not for primary diagnosis, but
for possible surgical planning. (3) Noncardiac chest pain,
which may be of esophageal origin. (4) Exclusion of general-
ized gastrointestinal disease (e.g., scleroderma or chronic
idiopathic pseudoobstruction), and exclusion of an esopha-
geal etiology for anorexia nervosa. (5) Determination of
lower esophageal sphincter location for proper placement
of an esophageal pH probe (2).

EQUIPMENT

The basic equipment used for manometry is the manome-
try catheter, infusion system (for water perfused systems),
transducers, Polygraf or A/D converter, and computer with
appropriate software (Fig. 1).

Esophageal manometry catheters come in two basic
types: water perfused and solid state. The water perfused
catheter contains several hollow tubes. Each tube has one
side opening at a specific site on the catheter. The openings
are at various points around the circumference of the
catheter. There is a 4 cm catheter with side holes placed
5 cm apart, and a 8 cm catheter with 4 lumens placed 1 cm
apart in the most distal end of the catheter, then 5 cm apart
for the next proximal 4 lumens. The radial spacing helps to
accurately measure upper and lower esophageal sphincter
pressures that are asymmetrical. The water perfused
catheters require an infusion system. The manometric
pump uses regulated compressed nitrogen gas to deliver
distilled water through the channels of the catheter. The
pressurized water from each channel is connected to a
single opening in the catheter within the patient’s esopha-
gus. The pressure changes are transmitted to the transdu-
cer, and these pressure changes are recorded and charted
by a computer with the appropriate software.

The solid-state catheter has internal microtransducers.
These directly measure intraesophageal pressures and
contractions. Some advantages are that the sensors
respond faster, do not require that the patient lie down,
and record pressures circumferentially. An additional
advantage is that as these catheters do not require fluid
containers, potential pitfalls with fluid disinfection are
avoided. Some drawbacks are that they are delicate,
more expensive to purchase and repair, and are prone to
baseline drift. As with the water-perfused system, the

solid-state system requires that the catheter be connected
to a computer console for recording and storing pressure
data.

Additional items are needed. These include a man-
ometer calibration tube for calibrating the solid-state
catheter, a viscous lidocaine, a lubricating jelly, tissues,
tape, an emesis basin, a syringe, a cup of water, a penlight,
and tongue blades.

CONDUCT OF THE TESTING

Prior to the procedure, the pressure channels require
calibration and connection to the computer console. The
patient sits upright and one of the nares is anesthetized.
Lubricating jelly is applied to the catheter and inserted
through one the nares into the pharynx. The patient is
asked to swallow and the catheter advance into the eso-
phagus to the stomach. The catheter is advanced for �65 cm
to insure all the sensor ports are within the stomach. If
using water-perfused catheters, the patient is moved to the
supine position. If using solid-state catheters, the patient is
kept in the semi-Fowler position, which is the head and
torso of the patient at a 458 angle bent at the waist.

The esophageal motility study consists of (1) the lower
esophageal sphincter study, (2) esophageal body study, and
(3) the upper esophageal sphincter study. Before beginning
the study, insure that all sensor ports are within the
stomach by having the patient take a deep breath and
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Figure 1. The esophageal manometry console with computer.
(Courtesy of Medtronic Corp., Minneapolis, MN.)



watching the motility recording. It should show a smooth
tracing with a pressure increase during inspiration. An
alternative method of determining that all side holes are
within the stomach is to apply gentle pressure to the
epigastrium to confirm that there is a simultaneous
increase in the recorded pressure. When all channels are
within the stomach, a gastric baseline is set to establish a
reference for pressure changes.

The lower esophageal sphincter study measures sphinc-
ter pressure, length, location, and relaxation. This is done
using either the ‘‘station pull-through’’ or ‘‘slow continuous
pull through’’ methods. With the station pull-through
technique, the catheter is slowly withdrawn through the
sphincter at 1 cm increments while looking for changes in
pressure. When the first channel enters the sphincter,
pressure will increase from baseline by at least 2 mmHg
(0.266 kPa). This identifies the lower border of the sphinc-
ter. As the catheter is continued to be pulled back, the
‘‘respiratory inversion point’’ is reached. This is the transi-
tion from the intraabdominal to the intrathoracic esopha-
gus. With inspiration, the catheter will record positive
pressures within the abdomen, but negative pressures
within the thorax. Inferior to the respiratory inversion
point is the lower esophageal sphincter high pressure zone.
This is the physiologic landmark used to perform pressure
measurements and relaxation studies. When the distal
channel passes through the upper border of the lower
esophageal sphincter, the pressure should decrease from
baseline. The length traveled from the lower to the upper

border of the sphincter measures the sphincter length. The
slow continuous pull-through method is done while the
catheter is pulled back continuously, while pressures are
being recorded. The catheter is pulled back 1 cm every 10 s.
These methods lead to identifying the distal and proximal
borders of the sphincter, overall sphincter length, abdom
inal sphincter length, and resting sphincter pressure
(Fig. 2). Sphincter relaxation involves observing the res-
ponse of the lower esophageal sphincter to swallowing
(Fig. 3). This is done by asking the patient to swallow
5 mL of water with the catheter positioned in the high

ESOPHAGEAL MANOMETRY 231

Figure 2. Lower esophageal sphincter profile as determined by
esophageal manometry. (Courtesy of Medtronic Corp., Minneapolis,
MN.)

Figure 3. Manometric tracings of lower esophageal sphincter relaxation. (Courtesy of Medtronic
Corp., Minneapolis, MN.)



pressure zone. The pressures are recorded with the swal-
low. Accurate determination of lower esophageal relaxa-
tion requires a Dent sleeve. Although this can be measured
using side holes, artifact can be created.

The study of the esophageal body determines the mus-
cular activity of the esophagus during swallowing. There
are four components of the study: (1) peristalsis, (2) ampli-
tude of contractions, (3) duration of contraction, and (4)
contraction morphology (Fig. 4). These measurements are
made with the distal pressure sensor positioned 3 cm
superior to the upper border of the lower esophageal
sphincter. The patient takes 10 wet swallows with 5 mL
of room temperature water. Esophageal body amplitude is
the force with which the esophageal musculature con-
tracts. The amplitude is measured from baseline to the
peak of the contraction wave. Duration is the length of time
that the esophageal muscle remains contracted. It is mea-
sured from the point at which the major upstroke of the
contraction begins to the point at which it ends. Velocity is
a measurement of the time it takes for a contraction to
migrate down the esophagus (unit of measure is cm s�1).
These measurements are used to determine esophageal
body motility function.

The study of the upper esophageal sphincter includes (1)
resting pressure, (2) relaxation, and (3) cricopharyngeal
coordination (Fig. 5). The study is done by withdrawing the
catheter in 1 cm increments until the upper esophageal
sphincter is reached. This is determined when the pressure
measured rises above the esophageal baseline. The cathe-

ter is positioned so that the first sensor is just superior to
the sphincter and the second sensor is at the proximal
border of the sphincter. The remaining channels are in the
body of the esophagus. The patient is given 5 mL of water
for wet swallows. The catheter is withdrawn during this
process. However, it should be emphasized that the upper
esophageal sphincter is quite asymmetric; therefore, pres-
sure readings are meaningless unless the exact position of
the side holes are known.

This concludes the study and the catheter is removed
from the patient.

INTERPRETATION OF THE TEST

Esophageal motility disorders are categorized into pri-
mary, secondary, and nonspecific (3). Primary esophageal
disorders are those in which the dysfunction is limited only
to the esophagus. Examples of these include the hypoten-
sive lower esophageal sphincter associated with gastroe-
sophageal reflux disease, achalasia, diffuse esophageal
spasm, hypertensive lower esophageal sphincter, and nut-
cracker esophagus. Secondary esophageal motility disor-
ders are those in which the swallowing occurs as a result of
a generalized disease. Examples of these include collagen-
vascular disease (e.g., scleroderma), endocrine and meta-
bolic disorders (diabetes mellitus), neuromuscular diseases
(myasthenia gravis, multiple sclerosis, and Parkinson’s
disease), chronic idiopathic intestinal pseudo-obstruction,
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Figure 4. Manometric tracings of esophageal body peristalsis. (Courtesy of Medtronic Corp.,
Minneapolis, MN.)



and Chagas’ disease. Nonspecific esophageal motility dis-
orders are those that are associated with the patient’s
symptoms, but the pattern of manometric dysmotility does
not fit into the primary or secondary categories. Another
category that is becoming better recognized and character-
ized is ineffective esophageal motility, which occurs
when esophageal motility appears normal, but does not
result in effective propagation of the food bolus down the
esophagus.
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INTRODUCTION

Our knowledge about the brain has increased dramatically
in the last decades due to the incorporation of new and
extraordinary techniques. In particular, fast computers
enable more realistic and complex simulations and boosted
the emergence of computational neuroscience. With
modern acquisition systems we can record simultaneously
up to few hundred neurons and deal with issues like
population coding and neural synchrony. Imaging techni-
ques such as magnetic resonance imaging (MRI) allow an
incredible visualization of the locus of different brain func-
tions. On the other extreme of the spectrum, molecular
neurobiology has been striking the field with extraordinary
achievements. In contrast to the progress and excitement
generated by these fields of neuroscience, electroencepha-
lography (EEG) and evoked potentials (EPs) have clearly
decreased in popularity. What can we learn from scalp
electrodes recordings, when one can use sophisticated
devices like MRI, or record from dozens of intracranial
electrodes? Still a lot.
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Figure 5. Manometric tracings of the upper esophageal sphincter. (Courtesy of Medtronic Corp.,
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There are mainly three advantages of the EEG: (1) it is
relatively inexpensive; (2) it is noninvasive, and therefore it
can be used in humans, (3) it has a very high temporal
resolution, thus enabling the study of the dynamics of brain
processes. These features make the EEG a very accessible
and useful tool. It is particularly interesting for the analysis
of high level brain processes that arise from the activity of
large cell assemblies and may be poorly reflected by single
neuron properties. Moreover, such processes can be well
localized in time and even be reflected in time varying
patterns (e.g., brain oscillations) that are faster than the
time resolution of imaging techniques. The caveat of non-
invasive EEGs is the fact that they reflect the average
activity of sources far from the recording sites, and therefore
do not have an optimal spatial resolution. Moreover, they
are largely contaminated by noise and artifacts.

Although the way of recording EEG and EP signals did
not change as much as multiunit recordings or imaging
techniques, there have been significant advances in the
methodology for analyzing the data. In fact, due to their
high complexity, low signal/noise ratio, nonlinearity, and
nonstationarity, they have been an ultimate challenge for
most methods of signal analysis. The development and
implementation of new algorithms that are specifically
designed for such complex signals allow us to get informa-
tion beyond the one accessible with previous approaches.
These methods open a new gateway to the study of high level
cognitive processes in humans with noninvasive techniques
and at no great expense. Here, we review some of the most

common paradigms to elicit evoked potentials and describe
basic and more advanced methods of analysis with special
emphasis on the information that can be gained from their
use. Although we focus on EEG recordings, these ideas also
apply to magnetoencephalograpic (MEG) recordings.

RECORDING

The electroencephalogram measures the average electrical
activity of the brain at different sites of the head. Typical
recordings are done at the scalp with high conductance
electrodes placed at specific locations according to the so-
called 10–20 system (1). The activity of each electrode can
be referenced to a common passive electrode (or to a pair of
linked electrodes placed at the earlobes)—monopolar
recordings—or can be recorded differentially between pairs
of contiguous electrodes—bipolar recordings—. In the lat-
ter case, there are several ways of choosing the electrode
pairs. Furthermore, there are specific montages of bipolar
recordings designed to visualize the propagation of activity
across different directions (1). Intracranial recordings are
common in animal studies and are very rare in humans.
Intracranial electrodes are mainly implanted in epileptic
patients refractory to medication in order to localize the
epileptic focus, and then evaluate the feasibility of a sur-
gical resection.

Figure 1 shows the 10–20 electrode distribution (a) and
a typical monopolar recording of a normal subject with eyes
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Figure 1. (a) Electrode montage of the 10–20 system and (b) an exemplary EEG recording with this
montage. All electrodes are referenced to a linked earlobes reference (A1 and A2). F¼ frontal,
C¼ central, P¼parietal, T¼ temporal, and O¼ occipital. Note the presence of blinking artifacts
(marked with an arrow) and of posterior alpha oscillations (marked with an oval).



open (b). Note the high amplitude deflections in the ante-
rior recordings due to blinking artifacts. In fact, one of the
main problems in EEG analysis is the very low signal/noise
ratio. Note also the presence of ongoing oscillations in the
posterior sites. These oscillations are � 10 Hz and are
known as the alpha rhythm. The EEG brain oscillations
of different frequencies and localizations have been corre-
lated with functions, stages and pathologies of the brain
(2–4).

In many scientific fields, especially in physics, one very
useful way to learn about a system is by studying its
reactions to perturbations. In brain research, it is also a
common strategy to see how single neurons or large neu-
ronal assemblies, as measured by the EEG, react to dif-
ferent types of stimuli. Evoked potentials are the changes
in the ongoing EEG activity due to stimulation. They are
time locked to the stimulus and they have a characteristic
pattern of response that is more or less reproducible under
similar experimental conditions. They are characterized by
their polarity and latency, for example, P100 meaning a
positive deflection (P for positive) occurring 100 ms after
stimulation. The recording of evoked potentials is done in
the same way as the EEGs. The stimulus delivery system
sends triggers to identify the stimuli onsets and offsets.

GENERATION OF EVOKED POTENTIALS

Evoked potentials are usually considered as the time-
locked and synchronized activity of a group of neurons
that add to the background EEG. A different approach
explains the evoked responses as a reorganization of the
ongoing EEG (3,5). According to this view, evoked poten-
tials can be generated by a selective and time-locked
enhancement of a particular frequency band or by a phase
resetting of ongoing frequencies. In particular, the study
of the EPs in the frequency domain attracted the attention
of several researchers (see section on Event-Related
Oscillations). A few of these works focus on correlations
between prestimulus EEG and the evoked responses (4).

SENSORY EVOKED POTENTIALS

There are mainly three modalities of stimulation: visual,
auditory, and somatosensory. Visual evoked potentials are
usually evoked by light flashes or visual patterns such as a
checkerboard or a patch. Figure 2 shows the grand average
visual evoked potentials of 10 subjects. Scalp electrodes
were placed according to the 10–20 system, with linked
earlobes reference. The stimuli were a color reversal of the
(black/white) checks in a checkerboard pattern (sidelength
of the checks: 50’). There is a positive deflection at� 100 ms
after stimulus presentation (P100) followed by a negative
rebound at 200 ms (N200). These peaks are best defined at
the occipital electrodes, which are the closest to the pri-
mary visual area. The P100 is also observed in the central
and frontal electrodes, but not as well defined and appear-
ing later than in the posterior sites. The P100–N200 com-
plex can be seen as part of an �10 Hz event-related
oscillation as it will be described in the following sections.
Visual EPs can be used clinically to identify lesions in the

visual pathway, such as the ones caused by optic neuritis
and multiple sclerosis (6–9).

Auditory evoked potentials are usually elicited by
tones or clicks. According to their latency they are further
subdivided into early, middle, and late latency EPs. Early
EPs comprise: (1) the electrococheleogram, which reflects
responses in the first 2.5 ms from the cochlea and the
auditory nerve, and (2) brain stem auditory evoked poten-
tials (BSAEP), which reflect responses from the brain
stem in the first 12 ms after stimulation and are recorded
from the vertex. The BSAEP are seen at the scalp due to
volume conduction. Early auditory EPs are mainly used
clinically to study the integrity of the auditory pathway
(10–12). They are also useful for detecting hearing impair-
ments in children and in subjects that cannot cooperate
in behavioral audiometry studies. Moreover, the presence
of early auditory EPs may be a sign of recovery from
coma.

Middle latency auditory EPs are a series of positive and
negative waves occurring between 12 and 50 ms after
stimulation. Clinical applications of these EPs are very
limited due to the fact that the location of their sources is
still controversial (10,11). Late auditory EPs occur between
50 and 250 ms after stimulation and consist of four main
peaks labeled P50, N100, P150, and N200 according to
their polarity and latency. They are of cortical origin and
have a maximum amplitude at vertex locations. Auditory
stimulation can also elicit potentials with latencies of> 200
ms. These are, however, responses to the context of the
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Figure 2. Grand average visual evoked potential. There is mainly
one positive response at 100 ms after stimulation (P100) followed
by a negative one at 200 ms (N200). These responses are best
localized in the posterior electrodes.



stimulus rather than to its physical characteristics and will
be further described in the next section.

Somatosensory EPs are obtained by applying short
lasting currents to sensory and motor peripheral nerves
and are mainly used to identify lesions in the somatosen-
sory pathway (13). In particular, they are used for the
diagnosis of diseases affecting the white matter like multi-
ple sclerosis, for noninvasive studies of spinal cord traumas
and for peripheral nerve disorders (13). They are also used
for monitoring the spinal cord during surgery, giving an
early warning of a potential neurological damage in
anesthetized patients (13).

Evoked potentials can be further classified as exogenous
and endogenous. Exogenous EPs are elicited by the phy-
sical characteristics of the external stimulus, such as
intensity, duration, frequency, and so on. In contrast,
endogenous EPs are elicited by internal brain processes
and respond to the significance of the stimulus. Endogen-
ous EPs can be used to study cognitive processes as dis-
cussed in the next section.

EVOKED POTENTIALS AND COGNITION

Usually, the term evoked potentials refers to EEG
responses to sensory stimulation. Sequences of stimuli
can be organized in paradigms and subjects can be asked
to perform different tasks. Event-related potentials (ERPs)
constitute a broader category of responses that are elicited
by ‘‘events’’, such as the recognition of a ‘‘target’’ stimulus
or the lack of a stimulus in a sequence.

Oddball Paradigm and P300

The most common method to elicit ERPs is by using the
oddball paradigm. Two different stimuli are distributed
pseudorandomly in a sequence; one of them appearing
frequently (standard stimulus), the other one being a
target stimulus appearing less often and unexpectedly.
Standard and target stimuli can be tones of different
frequencies, figures of different colors, shapes, and so on.
Subjects are usually asked to count the number of target
appearances in a session, or to press a button whenever a
target stimulus appears.

Figure 3 shows grand-average (10 subjects) visual
evoked potentials elicited with an oddball paradigm.
Figure 3 a shows the average responses to the frequent
(non target) stimuli and (b) shows one to the targets. The
experiment was the same as the one described in Fig. 2, but
in this case target stimuli were pseudorandomly distrib-
uted within the frequent ones. Frequent stimuli (75%) were
color reversals of the checks, as in the previous experiment,
and target stimuli (25%) were also color reversals but with
a small displacement of the checkerboard pattern (see Ref.
(14) for details). Subjects had to pay attention to the
appearance of the target stimuli.

The responses to the nontarget stimuli are qualitatively
similar to the responses to visual EPs (without a task)
shown in Fig. 2. As in the case of pattern visual EPs, the
P100–N200 complex can be observed upon nontarget and
target stimulation. These peaks are mainly related with
primary sensory processing due to the fact that they do not
depend on the task, they have a relatively short latency
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Figure 3. Grand-average pattern visual evoked potentials with an oddball paradigm. (a) Average
responses for the nontarget stimuli and (b) average responses for the target stimuli. Note the
appearance of a positive deflection at� 400 ms after stimulation (P300) only upon the target stimuli.



(100 ms) and they are best defined in the primary visual
area (occipital lobe). Note, however, that these components
can also modulate their amplitude in tasks with different
attention loads (15,16). Target stimulation led to a marked
positive component, the P300, occurring between 400 and
500 ms. The P300 is larger in the central and posterior
locations.

While the localization of the P300 in the scalp is well
known, the localization of the sources of the P300 in the
brain are still controversial (for a review see Ref. (17). Since
the P300 is task dependent and since it has a relatively long
latency, it is traditionally related to cognitive processes
such as signal matching, recognition, decision making,
attention and memory updating (6,18,19). There have been
many works using the P300 to study cognitive processes
[for reviews see Refs. (18–20)]. In various pathologies
cognition is impaired and this is reflected in abnormal
P300 responses, as shown in depression, schizophrenia,
dementia and others [for reviews see (18,21)].

The P300 can be also elicited by a passive oddball
paradigm (i.e., an oddball sequence without any task). In
this case, a P300 like response appears upon target stimu-
lation, reflecting the novelty of the stimulus rather than
the execution of a certain task. This response has been
named P3a. It is earlier than the classic P300 (also named
P3b), it is largest in frontal and central areas and it
habituates quickly (22,23).

Mismatch Negativity

Mismatch negativity (MMN) is a negative potential eli-
cited by auditory stimulation. It appears along with any
change in some repetitive pattern and peaks between 100
and 200 ms after stimulation (24). It is generally elicited
by the passive (i.e., no task) auditory oddball paradigm
and it is visualized by subtracting the frequent stimuli
from the deviant one. The MMN is generated in the
auditory cortex. It is known to reflect auditory memory
(i.e., the memory trace of preceding stimuli) and can be
elicited even in the absence of attention (25). It provides
an index of sound discrimination and has therefore being
used to study dyslexia (25). Since MMN reflects a pre-
attentive state, it can be also elicited during sleep (26).
Moreover, it has been proposed as an index for coma
prognosis (27,28).

Omitted Evoked Potentials

Omitted evoked potentials (OEPs) are similar in nature to
the P300 and MMN, but they are evoked by the omission of
a stimulus in a sequence (29–31). The nice feature of these
potentials is that they are elicited without external stimu-
lation, thus being purely endogenous components. Omitted
evoked potentials mainly reflect expectancy (32) and are
modulated by attention (31,33). The main problem in
recording OEPs is the lack of a stimulus trigger. This
results in large latency variations from trial to trial, and
therefore OEPs may not be visible after ensemble aver-
aging. Note that trained musicians were shown to have less
variability in the latency of the OEP responses (latency
jitter) in comparison to non-musicians due to their better
time-accuracy (34).

Contingent Negative Variation

Contingent negative variation (CNV) is a slowly rising
negative shift appearing before stimulus onset during
periods of expectancy and response preparation (35). It
is usually elicited by tasks resembling conditioned learning
experiments. A first stimulus gives a preparatory signal for
a motor response to be carried out at the time of a second
stimulus. The CNV reflects the contingency or association
between the two stimuli. It has been useful for the study of
aging and different psychopathologies, such as depression
and schizophrenia (for reviews see Refs. (36,37)). Similar in
nature to the CNVs are the ‘‘Bereitschaft’’ or ‘‘Readiness’’
potentials (38), which are negative potential shifts pre-
ceeding voluntary movements [for a review see Ref. (36)].

N400

Of particular interest are ERPs showing signs of language
processing. Kutas and Hillyard (39,40) described a nega-
tive deflection between 300 and 500 ms after stimulation
(N400), correlated with the appearance of semantically
anomalous words in otherwise meaningful sentences. It
reflects ‘‘semantic memory’’; that is, the predictability of a
word based on the semantic content of the preceding
sentence (16).

Error Related Negativity

The error related negativity (ERN) is a negative component
that appears after negative feedback (41,42). It can be
elicited with a wide variety of reaction time tasks and it
peaks within 100 ms of an error response. It reaches its
maximum over frontal and central areas and convergent
evidence from source localization analyses and imaging
studies point toward a generation in the anterior cingu-
lated cortex (41).

BASIC ANALYSIS

Figure 4a shows 16 single-trial visual ERPs from the left
occipital electrode of a typical subject. These are
responses to target stimuli using the oddball paradigm
described in the previous section. Note that it is very
difficult to distinguish the single-trial ERPs due to their
low amplitude and due to their similarity to spontaneous
fluctuations in the EEG. The usual way to improve the
visualization of the ERPs is by averaging the responses of
several trials. Since evoked potentials are locked to the
stimulus onset, their contribution will add, whereas one of
the ongoing EEG will cancel. Figure 4b shows the average
evoked potential. Here it is possible to identify the P100,
N200, and P300 responses described in the previous
section.

The main quantification of the average ERPs is by
means of their amplitudes and latencies. Most research
using ERPs compare statistically the distribution of peak
amplitudes and latencies of a certain group (e.g., subjects
in some particular state or doing some task) with a
matched control group. Such comparisons also can be used
clinically and, in general, pathological cases show peaks
with long latencies and small amplitudes (2,6).
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Another important aspect of ERPs is their topography.
In fact, the abnormal localization of evoked responses can
have clinical relevance. The usual way to visualize the
topography of the EPs is via contour plots (43–47). These
are obtained from the interpolation of the EP amplitudes at
fixed times. There are several issues to consider when
analyzing topographic plots: (1) the way the 3D head is
projected into two dimensions, (2) the choice of the refer-
ence, (3) the type of interpolation used, and (4) the number
of electrodes and their separation (46). These choices can
indeed bias the topographic maps obtained.

SOURCE LOCALIZATION

In the previous section, we briefly discussed the use of
topographic representations of the EEG and EPs. Besides
the merit of the topographic representation given by these
maps, the final goal is to get a hint on the sources of the
activity seen at the scalp. In other words, given a certain

distribution of voltages at the scalp one would like to
estimate the location and magnitude of their sources of
generation. This is known as the inverse problem and it has
no unique solution. The generating sources are usually
assumed to be dipoles, each one having six parameters to
be estimated, three for its position and three for its mag-
nitude. Clearly, the complexity of the calculation increases
rapidly with the number of dipoles and, in practice, no more
than two or three dipoles are considered. Dipole sources are
usually estimated using spherical head models. These
models consider the fact that the electromagnetic signal
has to cross layers of different impedances, such as the
dura mater and the scull. A drawback of spherical head
models is the fact that different subjects have different
head shapes. This led to the introduction of realistic head
models, which are obtained by modeling the head shape
using MRI scans and computer simulations. Besides all
these issues, there are already some impressive results in
the literature [see Refs. (49,86)] and references cited
therein describing the use and applications of the LORETA
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Figure 4. (a) Sixteen single-trial
responses of a typical subject and
(b) the average response. The triangle
marks the time of stimulation. Note
that the evoked responses are clearly
seen after averaging, but are hardly
identified in the single trials.



software; Ref. (50) and an extensive list of publications
using the BESA software at http://www.besa.de). Since a
reasonable estimation of the EEG and EP sources critically
depends on the number of electrodes, dipole location has
been quite popular for the analysis of magnetoencephalo-
grams, which have more recording sites.

EVENT-RELATED OSCILLATIONS

Evoked responses appear as single peaks or as oscillations
generated by the synchronous activation of a large net-
work. The presence of oscillatory activity induced by dif-
ferent type of stimuli has been largely reported in animal
studies. Bullock (51) gives an excellent review of the sub-
ject going from earlier studies by Adrian (52) to more recent
results in the 1990s (some of the later studies are included
in Ref. (53). Examples are event-related oscillations of 15–
25 Hz in the retina of fishes in response to flashes (54),
gamma oscillations in the olfactory bulb of cats and rabbits
after odor presentation (55,56) and beta oscillations in the
olfactory system of insects (57,58). Moreover, it has been
proposed that these brain oscillations play a role in infor-
mation processing (55). This idea became very popular
after the report of gamma activity correlated to the binding
of perceptual information in anesthetized cats (59).

Event-related oscillations in animals are quite robust
and in many cases visible by the naked eye. In humans, this
activity is more noisy and localized in time. Consequently,
more sophisticated time–frequency representations, like
the one given by the wavelet transform, are needed in order
to precisely localize event-related oscillations both in time
and frequency. We finish this section with a cautionary
note about event-related oscillations, particularly impor-
tant for human studies. Since oscillations are usually not
clear in the raw data, digital filters are used in order to
visualize them. However, one should be aware that digital
filters can introduce ‘‘ringing effects’’ and single peaks in
the original signal can look like oscillations after filtering.
In Fig. 5, we exemplify this effect by showing a delta
function (a) filtered with a broad and a narrow band elliptic
filter (b,c, respectively). Note that the original delta func-
tion can be mistaken for an oscillation after filtering,
especially with the narrow band filter [see also Ref. (51)].

WAVELET TRANSFORM AND EVENT-RELATED
OSCILLATIONS

Signals are usually represented either in the time or in the
frequency domain. The best time representation is given by
the signal itself and the best frequency representation is
given by its Fourier transform (FT). With the FT it is
possible to estimate the power spectrum of the signal,
which quantifies the amount of activity for each frequency.
The power spectrum has been the most successful method
for the analysis of EEGs (2), but it lacks time resolution.
Since event-related oscillations appear in a short time
range, a simultaneous representation in time and fre-
quency is more appropriate.

The Wavelet transform (WT) gives a time–frequency
representation that has two main advantages: (1) optimal

resolution in the time and frequency domains; (2) no
requirement of stationarity. It is defined as the correlation
between the signal x(t) and the wavelet functions ca;bðtÞ

Wc Xða; bÞ ¼ hxðtÞjca;bðtÞi ð1Þ

where ca;bðtÞ are dilated (contracted) and shifted versions
of a unique wavelet function c(t)

ca;b ¼ jaj�1=2c
t� b

a

� �
ð2Þ

(a, b are the scale and translation parameters, respec-
tively). The WT gives a decomposition of x(t) in different
scales, tending to be maximum at those scales and time
locations where the wavelet best resembles x(t). Moreover,
Eq. 1 can be inverted, thus giving the reconstruction of x(t).

The WT maps a signal of one independent variable t onto
a function of two independent variables a, b. This proce-
dure is redundant and not efficient for algorithm imple-
mentations. In consequence, it is more practical to define
the WT only at discrete scales a and discrete times b by
choosing the set of parameters fa j ¼ 2� j; b j; k ¼ 2� jkg,
with integers j, k.

Contracted versions of the wavelet function match the
high frequency components of the original signal and the
dilated versions match low frequency oscillations. Then, by
correlating the original signal with wavelet functions of
different sizes we can obtain the details of the signal at
different scales. The correlations with the different wavelet
functions can be arranged in a hierarchical scheme called
multiresolution decomposition (60). The multiresolution
decomposition separates the signal into ‘‘details’’ at differ-
ent scales and the remaining part is a coarser representa-
tion named ‘‘approximation’’.

Figure 6 shows the multiresolution decomposition of the
average ERP shown in Fig. 4. The left part of the figure
shows the wavelet coefficients and the right part shows
the corresponding reconstructed waveforms. After a five
octave wavelet decomposition using B-Spline wavelets (see
Refs. 14,61 for details) the coefficients in the following
bands were obtained (in brackets the EEG frequency bands
that approximately correspond to these values): D1: 63–
125 Hz, D2: 31–62 Hz (gamma), D3: 16–30 Hz (beta), D4:
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Figure 5. A delta function (a) after broad (b) and narrow (c) band
pass filtering. Note that single peaks can look like oscillations due
to filtering.



8–15 Hz (alpha), D5: 4–7 Hz (theta), and A5: 0.5–4 Hz
(delta). Note that the addition of the reconstructed wave-
forms of all frequency bands returns the original signal. In
the first 0.5 s after stimulation there is an increase in the
alpha and theta bands (D4, D5) correlated with P100–N200
complex and later there is an increase in the delta band
(A5) correlated with the P300. As an example of the use of
wavelets for the analysis of event related oscillations, in
the following we focus on the responses in the alpha band.

The grand average (across subjects) ERP is shown on
left side of Fig. 7. Upper plots correspond to the responses
to NT stimuli and lower plots to T stimuli. Only left
electrodes and Cz are shown, the responses of the right
electrodes being qualitatively similar. For both stimulus
types we observe the P100–N200 complex and the P300
appears only upon target stimulation. Center and right
plots of Fig. 7 show the alpha band wavelet coefficients and
the filtered ERPs reconstructed from these coefficients,
respectively. Amplitude increases are distributed over
the entire scalp for the two stimulus types, best defined
in the occipital electrodes. They appear first in the occipital
electrodes, with an increasing delay in the parietal, cen-

tral, and frontal locations. The fact that alpha responses
are not modulated by the task and the fact that their
maximal and earliest appearance is in occipital locations
(the primary visual sensory area) point toward a distrib-
uted generation and a correlation with sensory processing
(14,61). Note that these responses are localized in time,
thus stressing the use of wavelets.

In recent years, there have been an increasing number
of works applying the WT to the study of event-related
oscillations. Several of these studies dealt with gamma
oscillations, encouraged by the first results by Gray and
coworkers (59). In particular, induced gamma activity has
been correlated to face perception (62), coherent visual
perception (63), visual search tasks (64) cross-modal inte-
gration (64,65), and so on.

Another interesting approach to study event-related
oscillations is the one given by the concepts of event-related
synchronization (ERS) and event-related desynchronization
(ERD), which characterize increases and decreases of the
power in a given frequency band (66,67). Briefly, the band
limited power is calculated for each single trial and then
averaged across trials. Since ERS and ERD are defined as an
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Figure 6. Multiresolution decom-
position (a) and reconstruction
(b) of an average evoked potential.
D1–D5 and A5 are the different
scales in which the signal is decom-
posed.



average of the power of the signal, they are sensitive to
phase locked as well as nonphase locked oscillations. Inter-
estingly, similar concepts and a simple measure of phase
locking can be also defined using wavelets (68).

SINGLE–TRIAL ANALYSIS

As shown in Fig. 4, averaging several trials increases the
signal/noise ratio of the EPs. However, it relies on the basic
assumption that EPs are an invariant pattern perfectly
locked to the stimulus that lays on an independent station-
ary and stochastic background EEG signal. This assumption
is in a strict sense not valid. In fact, averaging implies a loss
of information related to systematic or unsystematic varia-
tions between the single trials. Furthermore, these varia-
tions (e.g., latency jitters) can affect the validity of the
average EP as a representation of the single trial responses.

Several techniques have been proposed to improve the
visualization of the single-trial EPs. Some of these
approaches involve the filtering of single-trial traces by
using techniques that are based on the Wiener formalism.
This provides an optimal filtering in the mean-square error
sense (69,70). However, these approaches assume that the
signal is a stationary process and, since the EPs are
compositions of transient responses with different time
and frequency localizations, they are not likely to give
optimal results. A obvious advantage is to implement
time-varying strategies. In the following, we describe a
recently proposed denoising implementation based on the
WT to obtain the EPs at the single trial level (71,72). Other
works also reported the use of wavelets for filtering average
EPs or for visualizing the EPs in the single trials (73–77)
see a brief discussion of these methods in Ref. 72.

In Fig. 6, we already showed the wavelet decomposition
and reconstruction of an average visual EP. Note that the

P100–N200 response is mainly correlated with the first
poststimulus coefficient in the details D4–D5. The P300 is
mainly correlated with the coefficients at �400–500 ms in
A5. This correspondence is easily identified because: (1) the
coefficients appear in the same time (and frequency) range
as the EPs and (2) they are relatively larger than the rest
due to phase-locking between trials (coefficients related
with background oscillations are diminished in the aver-
age). A straightforward way to avoid the fluctuations
related with the ongoing EEG is by equaling to zero those
coefficients that are not correlated with the EPs. However,
the choice of these coefficients should not be solely based on
the average EP and it should also consider the time ranges
in which the single-trial EPs are expected to occur (i.e.,
some neighbor coefficients should be included in order to
allow for latency jitters).

Figure 8a shows the coefficients kept for the reconstruc-
tion of the P100–N200 and P300 responses. Figure 8b
shows the contributions of each level obtained by eliminat-
ing all the other coefficients. Note that in the final recon-
struction of the average response (uppermost right plot)
background EEG oscillations are filtered. We should
remark that this is usually difficult to be achieved with
a Fourier filtering approach due to the different time and
frequency localizations of the P100–N200 and P300
responses, and also due to the overlapping frequency
components of these peaks and the ongoing EEG. In this
context, the main advantage of Wavelet denoising over
conventional filtering is that one can select different time
windows for the different scales. Once the coefficients of
interest are identified from the average ERP, we can apply
the same procedure to each single trial, thus filtering the
contribution of background EEG activity.

Figure 9 shows the first 15 single trials and the average
ERP for the recording shown in the previous figure. The
raw single trials have been already shown in Fig. 4. Note
that with denoising (red curves) we can distinguish the
P100–N200 and the P300 in most of the trials. Note also
that these responses are not easily identified in the original
signal (gray traces) due to their similarity with the ongoing
EEG. We can also observe some variability between trials.
For an easier visualization Fig. 10 shows a contour plot of
the single trial ERPs after denoising. This figure is the
output of a software package for denoising EPs (EP_den)
available at www.vis.caltech.edu/�rodri. In the denoised
plot, we observe a gray pattern followed by a black one
between 100 and 200 ms, corresponding to the P100–N200
peaks. The more unstable and wider gray pattern at� 400–
600 ms corresponds to the P300. In particular, it has been
shown that wavelet denoising improves the visualization of
the single trial EPs (and the estimation of their amplitudes
and latencies) in comparison with the original data and in
comparison with previous approaches, such as Wiener
filtering (72).

APPLICATIONS OF SINGLE-TRIAL ANALYSIS

The single-trial analysis of EPs has a wide variety of
applications. By using correlations between the average
EP and the single-trial responses, it is possible to calculate
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Figure 7. Grand average visual EPs to nontarget (NT) and target
(T) stimuli in an oddball paradigm (a). Both bþ and c plots shows
the wavelet coefficients in the alpha band and the corresponding
reconstruction of the signal from them, respectively.



selective averages including only trials with good
responses (71,72). Moreover, it is possible to eliminate
effects of latency jitters by aligning trials according to
the latency of the single-trial peaks (71,72). The use of
selective averages as well as jitter corrected averages had
been proposed long ago (78,79). Wavelet denoising
improves the identification of the single-trials responses,
thus facilitating the construction of these averages.

Some of the most interesting features to study in single-
trial EPs are the changes in amplitude and latency of
the peaks from trial to trial. It is possible to calculate
amplitude and latency jitters: information that is not avail-

able in the average EPs. For example, trained musicians
showed smaller latency jitters of omitted evoked potentials
in comparison with nonmusicians (34). Variations in ampli-
tude and latency can be also systematic. Exponential
decreases in different EP components have been related
to habituation processes both in humans and in rats
(80–82). Furthermore, the appearance of a P3-like compo-
nent in the rat entorhinal cortex has been correlated to the
learning of a go/no-go task (83). In humans, it has recently
been shown that precise timing of the single-trial evoked
responses accounts for a sleep-dependent automatization
of perceptual learning (84).
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Figure 8. Principle of wavelet denoising. The reconstruction of the signal is done using only those
coefficients correlated with the EPs. See text for details.
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Figure 9. Average EP and the single-trial responses corresponding to the data shown in the pr-
evious figure, with (black) and without (gray) denoising. Note that after denoising it is possible to
identify the single-trial responses.



CONCLUDING COMMENT

In addition to clinical applications, EPs are very useful
to study high level cognitive processes. Their main advan-
tages over other techniques are their low cost, their non-
invasiveness and their good temporal resolution. Of
particular interest is the study of trial-to-trial variations
during recording sessions. Supported by the use of new and
powerful methods of signal analysis, the study of single
trial EPs and their correlation to different behavioral
processes seems one of the most interesting directions of
future research. In conclusion, the good and old EEG and
its cousin, the EP, have a lot to offer, especially when new
and powerful methods of analysis are applied.
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INTRODUCTION

Exercise is the body’s most common physiologic stress, and
while it affects several systems, it places major demands on
the cardiopulmonary system. Because of this interaction,
exercise can be considered the most practical test of cardiac
perfusion and function. Exercise testing is a noninvasive
tool to evaluate the cardiovascular system’s response to
exercise under carefully controlled conditions.
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THEORY

The major cardiopulmonary adaptations that are required
during acute exercise make exercise testing a practical
evaluation of cardiac perfusion and function. Exercise
testing is not only useful in clinical evaluation of coronary
status, but also serves as a valuable research tool in the
study of cardiovascular disease, evaluating physical per-
formance in athletes, and studying the normal and abnor-
mal physiology of other organ systems.

A major increase and redistribution of cardiac output
underlies a series of adjustments that allow the body to
increase its resting metabolic rate as much as 10–20 times
with exercise. The capacity of the body to deliver and utilize
oxygen is expressed as the maximal oxygen uptake, which
is defined as the product of maximal cardiac output and
maximal arteriovenous oxygen difference. Thus, the car-
diopulmonary limits are defined by (1) a central component
(cardiac output) that describes the capacity of the heart to
function as a pump, and (2) peripheral factors (arteriove-
nous oxygen difference) that describe the capacity of the
lung to oxygenate the blood delivered to it as well as the
capacity of the working muscle to extract this oxygen from
the blood. Hemodynamic responses to exercise are greatly
affected by several parameters, such as presence or
absence of disease and type of exercise being performed,
as well as age, gender, and fitness of the individual.

Coronary artery disease is characterized by reduced
myocardial oxygen supply, which, in the presence of an
increased myocardial oxygen demand, can result in myo-
cardial ischemia and reduced cardiac performance. Despite
years of study, a number of challenges remain regarding
the response to exercise clinically. Although myocardial
perfusion and function are intuitively linked, it is often
difficult to separate the impact of ischemia from that of left
ventricular dysfunction on exercise responses. Indexes of
ventricular function and exercise capacity are poorly
related. Cardiac output is considered the most important
determinant of exercise capacity in normal subjects and in
most patients with cardiovascular or pulmonary disease.
However, among patients with disease, abnormalities
in one or several of the links in the chain that defines
oxygen uptake contribute to the determination of exercise
capacity.

The transport of oxygen from the air to the mitochondria
of the working muscle cell requires the coupling of blood
flow and ventilation to cellular metabolism. Energy for
muscular contraction is provided by three sources: stored
phosphates [adenosine triphosphate (ATP) and creatine
phosphate]; oxygen-independent glycolysis, and oxidative
metabolism. Oxidative metabolism provides the greatest
source of ATP for muscular contraction. Muscular contrac-
tion is accomplished by three fiber types that differ in their
contraction speed, color, and mitochondrial content. The
duration and intensity of activity determine the extent to
which these fuel sources and fiber types are called upon.

All of the physiologic responses to exercise are mediated
by the autonomic nervous system. As such, the exercise test
and the response in recovery after exercise are increasingly
recognized as important surrogate measures of autonomic
function. The balance between sympathetic and parasym-

pathetic influences to the cardiovascular sytem is critical,
as they determine heart rate, blood pressure, cardiac out-
put redistribution, and vascular resistance during exer-
cise. Furthermore, indirect measures of autonomic
function, such as heart rate variability and the rate in
which heart rate recovers after exercise, are important
prognostic markers in patients with cardiovascular disease
(1).

There are several advantages to using the exercise test.
These include the test’s widespread availability, multiple
uses, and high yield of clinically useful information. These
factors make it an important ‘‘gatekeeper’’ for more expen-
sive and invasive procedures. However, a major drawback
has been the non-uniform application in clinical practices.
To approach this problem, excellent guidelines have been
developed based on expert consensus and research per-
formed over the last 20 years. These include an update of
the AHA/ACC guidelines on exercise testing, the American
Thoracic Society/American College of Chest Physicians
Statement on Cardiopulmonary Exercise Testing, an
AHA Scientific Statement on Exercise and Heart Failure,
new editions of the American Association of Cardiovascular
and Pulmonary Rehabilitation Guidelines, and American
College of Sports Medicine Guidelines on Exercise Testing
and Prescription (cardiologyonline.com/guidelines.htm,
cardiology.org). These have made substantial contribu-
tions to the understanding and greater uniformity of appli-
cation of exercise testing.

EQUIPMENT

Current technology, although adding both convenience and
sophistication, has raised new questions about methodol-
ogy. For example, all commercially available systems today
use computers. Do computer-averaged exercise electrocar-
diograms (ECGs) improve test performance, and what
should the practitioner be cautious of when considering
computer measurements? What about the many computer-
generated exercise scores? When should ventilatory
gas exchange responses be measured during testing and
what special considerations are important when using
them? The following text is intended to help answer such
questions.

Blood Pressure Measurement

While there have been a number of automated devices
developed for blood pressure measurement during exer-
cise, our clinical impression is that they are not superior to
manual testing. The time-proven method of the physician
holding the patient’s arm with a stethoscope placed over
the brachial artery remains most reliable. An anesthesiol-
ogist’s auscultatory piece or an electronic microphone can
be fastened to the arm. A device that inflates and deflates
the cuff with the push of a button can be helpful.

A dropping or a flat systolic response during exercise are
ominous and can be the most important indicator of
adverse events occurring during testing. If systolic blood
pressure fails to increase or appears to be decreasing, it
should be taken again immediately. The exercise test
should be stopped if the systolic blood pressure drops by
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10 mmHg (1.33 kPa) or more or falls below the value of the
blood pressure taken in a standing position before testing.
Additionally, if the systolic blood pressure exceeds 250
mmHg (33.33 kPa) or the diastolic blood pressure reaches
115 mmHg (15.33 kPa), the test should be stopped.

ECG Recording

Electrodes and Cables. Several disposable electrodes
perform adequately for exercise testing. Disposable elec-
trodes can be quickly applied and do not have to be cleaned
for reuse. A disposable electrode that has an abrasive
center spun by an applicator after the electrode is attached
to the skin (Quickprep) is available from Quinton Instru-
ment Co. This approach does not require skin preparation.
The applicator of this system has a built-in impedance
meter that stops the spinning when the skin impedance
has been appropriately lowered.

Previously used buffer amplifiers and digitizers carried
by the patient are no longer advantageous. Cables develop
continuity problems with use and require replacement
rather than repair. It is often found that replacement is
necessary after roughly 500 tests. Some systems have used
analog-to-digital converters in the electrode junction box
carried by the patient. Because digital signals are rela-
tively impervious to noise, the patient cable can be
unshielded and is therefore very light.

Careful skin preparation and attention to the electrode–
cable interface are important for a safe and successful
exercise test and are necessary no matter how elaborate
or expensive the ECG recording device used.

Lead Systems

Bipolar Lead Systems. Bipolar leads have been tradi-
tionally used owing to the relatively short time required for
placement, the relative freedom from motion artifact, and
the ease with which noise problems can be located. The
usual positive reference is an electrode placed the same as
the positive reference for V5 (2). The negative reference for
V5 is Wilson’s central terminal, which consists of connect-
ing the limb electrodes to the right arm, left arm, and left
leg. Virtually all current ECG systems, however, use the
modified 12-lead system first described by Mason and
Likar (3).

Mason–Likar Electrode Placement. Because a 12-lead
ECG cannot be obtained accurately during exercise with
electrodes placed on the wrists and ankles, the electrodes
are placed at the base of the limbs for exercise testing. In
addition to lessening noise for exercise testing, the Mason–
LIkar modified placement has been demonstrated to exhi-
bit no differences in ECG configuration when compared to
the standard limb lead placement (3). However, this find-
ing has been disputed by others who have found that the
Mason–Likar placement causes amplitude changes and
axis shifts when compared with standard placement.
Because these could lead to diagnostic changes, it has been
recommended that the modified exercise electrode place-
ment not be used for recording a resting ECG. The
preexercise ECG has been further complicated by the
recommendation that it should be obtained standing, since

that is the same position maintained during exercise. This
situation is worsened by the common practice of moving the
limb electrodes onto the chest to minimize motion artifact.

In the Mason–Likar torso-mounted limb lead system,
the conventional ankle and wrist electrodes are replaced by
electrodes mounted on the torso at the base of the limbs.
This placement avoids artifact caused by movement of the
limbs. The standard precordial leads use Wilson’s central
terminal as their negative reference, which is formed by
connecting the right arm, left arm, and left leg. This
triangular configuration around the heart results in a zero
voltage reference through the cardiac cycle. The use of
Wilson’s central terminal for the precordial leads (V leads)
requires the negative reference to be a combination of three
additional electrodes rather than the single electrode used
as the negative reference for bipolar leads.

The modified exercise electrode placement should not be
used for routine resting ECGs. However, the changes
caused by the exercise electrode placement can be kept
to a minimum by keeping the arm electrodes off the chest
and putting them on the anterior deltoid and by having
the patient supine. In this situation, the modified exercise
limb lead placement of Mason–Likar can serve well as the
resting ECG reference before an exercise test.

For exercise testing, limb electrodes should be placed as
far from the heart as possible, but not on the limbs; the
ground electrode (right leg) can be on the back out of
the cardiac field and the left leg electrode should be below
the umbilicus. The precordial electrodes should be placed
in their respective interspaces.

Inferior Lead ST-Segment Depression

One potential area of confusion in interpretation lies in ST-
segment depression in the inferior leads. Miranda et al. (4)
studied 178 men who had undergone exercise testing and
coronary angiography to evaluate the diagnostic value of
ST-segment depression occurring in the inferior leads. The
area under the curve in lead II was not significantly > 0.50,
suggesting that for the identification of coronary artery
disease, isolated ST-segment depression in lead II appears
unreliable. The ST depression occurring in the inferior
leads alone (II, AVF) can sometimes represent a false
positive response. ST elevation in these leads, however,
suggests transmural ischemia in the area of RCA blood
distribution.

Number of Leads to Record

In patients with normal resting ECGs, a V5 or similar
bipolar lead along the long axis of the heart is usually
adequate. The ECG evidence of myocardial infarction or
history suggestive of coronary spasm necessitate use of
additional leads. As a minimal overall approach, it is advi-
sable to record three leads: a V5-type of lead, an anterior V2-
type of lead, and an inferior lead, such as a VF. Alternatively,
Frank X, Y, and Z leads may be used. Either of these
approaches can be helpful additionally for the detection
and identification of dysrhythmias. It is also advisable to
record a second three-lead grouping consisting of V4, V5, and
V6. Occassionally abnormalities seen as borderline in V5 can
be better defined in neighboring V4 or V6.
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Because most meaningful ST-segment depression occurs
in the lateral leads (V4, V5, and V6) when the resting ECG is
normal, other leads are only necessary in patients who had a
myocardial infarction, those with a history consistent with
coronary spasm or variant angina, or those who have exer-
cise- induced dysrhythmias of an uncertain type.

Although as much as 90% of abnormal ST depression
occurs in V5 (or the two adjacent precordial leads), other
leads should also be used, particularly in patients with
history of known myocardial infarction or variant angina,
and especially since ST elevation can localize ischemia to
the area beneath the electrodes, and multiple-vector leads
can be useful for studying arrhythmias (best diagnosed
with inferior and anterior leads where the P waves are best
seen).

ECG Recording Instruments

There have been several advances in ECG recorder tech-
nology. The medical instrumentation industry has
promptly complied with specifications set forth by various
professional groups. Machines with a high input impe-
dance ensure that the voltage recorded graphically is
equivalent to that on the surface of the body despite the
high natural impedance of the skin. Optically isolated
buffer amplifiers have ensured patient safety, and
machines with a frequency response up to 100 Hz are
commercially available. The lower end is possible because
direct current (dc) coupling is technically feasible.

Waveform Processing

Analog and digital averaging techniques have made it
possible to filter and average ECG signals to remove noise.
There is a need for consumer awareness in these areas
because most manufacturers do not specify how the use of
such procedures modifies the ECG. Both filtering and
signal averaging can, in fact, distort the ECG signal.
Averaging techniques are nevertheless attractive because
they can produce a clean tracing when the raw data is
noisy. However, the clean-looking ECG signal produced
may not be a true representation of the waveform and in
fact may be dangerously misleading. Also, the instruments
that make computer ST-segment measurements are
not entirely reliable because they are based on imperfect
algorithms. While useful in reducing noise, filtering and
averaging can cause false ST depression due to distortion of
the raw data.

Computerization

There are a host of advantages of digital over analog data
processing.These include more accuratemeasurements, less
distortion in recording, and direct accessibility to digital
computer analysis and storage techniques. Other advan-
tages are rapid mathematical manipulation (averaging),
avoidance of the drift inherent in analog components, digital
algorithm control permitting changes in analysis schema
with ease (software rather than hardware changes), and no
degradation with repetitive playback. When outputting
data, digital processing also offers higher plotting resolution
and easy repetitive manipulation.

Computerization also helps meet the two critical needs
of exercise ECG testing: the reduction of the amount of
ECG data collected during testing and the elimination of
electrical noise and movement artifact associated with
exercise. Because an exercise test can exceed 30 min
(including data acquisition during rest and recovery) and
many physicians want to analyze all 12 leads during and
after testing, the resulting quantity of ECG data and
measurements can quickly become excessive. The three-
lead vectorcardiographic [or three-dimensional (3D) (i.e.,
aVF, V2, V5)] approach would reduce the amount of
data; however, clinicians favor the l2-lead ECG. The exer-
cise ECG often includes random and periodic noise of high
and low frequency that can be caused by respiration,
muscle artifact, electrical interference, wire continuity,
and electrode–skin contact problems. In addition to redu-
cing noise and facilitating data collection, computer pro-
cessing techniques may also make precise and accurate
measurements, separate and capture dysrhythmic beats,
perform spatial analysis, and apply optimal diagnostic
criteria for ischemia.

Although most clinicians agree that computerized
analysis simplifies the evaluation of the exercise ECG,
there has been disagreement about whether accuracy is
enhanced (5). A comparison of computerized resting ECG
analysis programs with each other and with the analyses of
expert readers led to the conclusion that physician review
of any reading is necessary (6). Although computers can
record very clean representative ECG complexes and
neatly print a wide variety of measurements, the algo-
rithms they use are far from perfect and can result in
serious differences from the raw signal. The physician
who uses commercially available computer-aided systems
to analyze the results of exercise tests should be aware of
the problems and always review the raw analog recordings
to see whether they are consistent with the processed
output.

Even if computerization of the original raw analog ECG
data could be accomplished without distortion, the problem
of interpretation still remains. Numerous algorithms have
been recommended for obtaining the optimal diagnostic
value from the exercise ECG. These algorithms have been
shown to provide improved sensitivity and specificity com-
pared with standard visual interpretation. Often, however,
this improvement has been demonstrated only by the
investigator who proposed the new measurement. Further-
more, the ST measurements made by a computer can be
erroneous. It is advisable to have the devices mark both the
isoelectric level and the point of ST0. Even if the latter is
chosen correctly, misplacement of the isoelectric line out-
side of the PR segment can result in incorrect ST level
measurements. Computerized ST measurements require
physician over reading; errors can be made both in the
choice of the isoelectric line and the beginning of the ST
segment.

Causes of Noise

Many of the causes of noise in the exercise ECG signal
cannot be corrected, even by meticulous skin preparation.
Noise is defined in this context as any electrical signal that
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is foreign to or distorts the true ECG waveform. Based on
this definition, the types of noise that may be present can
be caused by any combination of line-frequency (60 Hz),
muscle, motion, respiration, contact, or continuity artifact.
Line-frequency noise is generated by the interference of the
60 Hz electrical energy with the ECG. This noise can be
reduced by using shielded patient cables. If in spite of these
precautions this noise is still present, the simplest way to
remove it is to design a 60-Hz notch filter and apply it in
series with the ECG amplifier. A notch filter removes only
the line frequency; that is, it attenuates all frequencies in a
narrow band � 60 Hz. This noise can also be removed by
attenuating all frequencies > 59 Hz; however, this method
of removing line-frequency noise is not recommended
because it causes waveform distortion and results in a
system that does not meet AHA specifications. The most
obvious manifestation of distortion caused by such filters is
a decrease in R-wave amplitude; therefore a true notch
filter is advisable.

Muscle noise is generated by the activation of muscle
groups and is usually of high frequency. This noise, with
other types of high frequency noise, can be reduced by
signal averaging. Motion noise, another form of high fre-
quency noise, is caused by the movement of skin and the
electrodes, which causes a change in the contact resistance.
Respiration causes an undulation of the waveform ampli-
tude, so the baseline varies with the respiratory cycle.
Baseline wander can be reduced by low-frequency filtering;
however, this results in distortion of the ST segment and
can cause artifactual ST-segment depression and slope
changes. Other baseline removal approaches have been
used, including linear interpolation between isoelectric
regions, high order polynomial estimates, and cubic-spline
techniques, which can each smooth the baseline to various
degrees.

Contact noise appears as low frequency noise or some-
times as step discontinuity baseline drift. It can be
caused by poor skin preparation resulting in high skin
impedance or by air bubble entrapment in the electrode
gel. It is reduced by meticulous skin preparation and by
rejecting beats that show large baseline drift. Also, by
using the median rather than the mean for signal aver-
aging, this type of drift can be reduced. Continuity noise
caused by intermittent breaks in the cables is rarely a
problem because of technological advances in cable con-
struction, except, of course, when cables are abused or
overused.

Most of the sources of noise can be effectively reduced
by beat averaging. However, two types of artifact can
actually be caused in the signal-averaging process by
the introduction of beats that are morphologically differ-
ent from others in the average and the misalignment of
beats during averaging. As the number of beats included
in the average increases, the level of noise reduction is
greater. The averaging time and the number of beats to be
included in the average have to be compromised, though,
because the morphology of ECG waveforms changes over
time.

For exercise testing, the raw ECG data should be con-
sidered first, and then the averages and filtered data may
be used to aid interpretation if no distortion is obvious.

ECG Paper Recording

For some patients, it is advantageous to have a recorder
with a slow paper speed option of 5 mm � s�1. This speed is
optimal for recording an entire exercise test and reduces
the likelihood of missing any dysrhythmias when specifi-
cally evaluating such patients. Some exercise systems
allow for a total disclosure print out option similar to that
provided and many holter systems. In rare instances, a
faster paper speed of 50 mm � s�1 can be helpful for making
particular evaluations, such as accurate ST-segment slope
measurements.

Thermal head printers have effectively become the
industry standard. These recorders are remarkable in that
they can use blank thermal paper and write out the grid
and ECG, vector loops, and alpha-numerics. They can
record graphs, figures, tables, and typed reports. They
are digitally driven and can produce very high resolution
records. The paper price is comparable with that of other
paper, and these devices have a reasonable cost and are
very durable, particularly because a stylus is not needed.

Z-fold paper has the advantage over roll paper in that it
is easily folded, and the study can be read in a manner
similar to paging through a book. Exercise ECGs can be
microfilmed on rolls, cartridges, or fiche cards for storage.
They can also be stored in digital or analog format on
magnetic media or optical disks. The latest technology
involves magnetic optical disks that are erasable and have
fast access and transfer times. These devices can be easily
interfaced with microcomputers and can store megabytes
of digital information. Lasers or ink jet printers have a
delay making them unsuitable for medical emergencies but
offer the advantage of the inexpensiveness of standard
paper and long lived images.

Many available recording systems have both thermal
head and laser or inkjet printers and use the cheaper,
slower printers for final reports and summaries while
the thermal head printers are used for live ECG tracings
(i.e., real time). The standard 3 lead 4 lead groups print
out leaves only 2.5 s to assess ST changes or arrhythmias.

Exercise Test Modalities

Types of Exercise. Two types of exercise can be used to
stress the cardiovascular system: isometric and dynamic,
though most activities are a combination of the two. Iso-
metric exercise, which involves constant muscular contrac-
tion with minimal movement (e.g., a handgrip), imposes a
disproportionate pressure load on the left ventricle relative
to the body’s ability to supply oxygen. Dynamic exercise, or
rhythmic muscular activity resulting in movement, initi-
ates a more appropriate balance between cardiac output,
blood supply, and oxygen exchange. Because a delivered
workload can be accurately calibrated and the physiologi-
cal response easily measured, dynamic exercise is pre-
ferred for clinical testing. Dynamic exercise is also
superior because it can be more easily graduated and
controlled. Using gradual, progressive workloads, patients
with coronary artery disease can be protected from rapidly
increasing myocardial oxygen demand. Although bicycling
is also a dynamic exercise, most individuals perform more
work on a treadmill because of greater muscle mass
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involved and generally more familiarity with walking than
cycling.

Numerous modalities have been used to provide
dynamic exercise for exercise testing, including steps,
escalators, ladder mills, and arm ergometers. Today, how-
ever, the bicycle ergometer and the treadmill are the most
commonly used dynamic exercise devices. The bicycle
ergometer is usually cheaper, takes up less space, and
makes less noise. Upper body motion is usually reduced,
but care must be taken so that isometric exercise is not
performed by the arms. The workload administered by the
simple, manually braked cycle ergometers is not well
calibrated and depends on pedaling speed. It can be easy
for a patient to slow pedaling speed during exercise test-
ing and decrease the administered workload, making the
estimation of exercise capacity unreliable. More expen-
sive electronically braked bicycle ergometers keep the
workload at a specified level over a wide range of pedaling
speeds, and have become the standard for cycle ergometer
testing today.

Dynamic exercise, using a treadmill or a cycle erg-
ometer, is a better measure of cardiovascular function
and better method of testing than isometric exercise.

Arm Ergometry. Alternative methods of exercise testing
are needed for patients with vascular, orthopedic, or neu-
rological conditions who cannot perform leg exercise. Arm
ergometry can be used in such patients (7). However, non-
exercise techniques (such as pharmacologic stress testing)
are currently more popular for these patients.

Bicycle Ergometer. The bicycle ergometer is usually
cheaper, takes up less space, and makes less noise than a
treadmill. Upper body motion is usually reduced, but care
must be taken so that the arms do not perform isometric
exercise. The workload administered by the simple bicycle
ergometers is not well calibrated and is dependent on
pedaling speed. It can be easy for a patient to slow pedaling
speed during exercise testing and decrease the adminis-
tered workload. More modern electronically braked bicycle
ergometers keep the workload at a specified level over a
wide range of pedaling speeds and are recommended. Since
supine bicycle exercise is so rarely used, we will not address
it here except to say that maximal responses are usually
lower than with the erect position.

Treadmill. Treadmills should have front and side rails
to allow patients to steady themselves. Some patients may
benefit from the help of the person administering the test.
Patients should not grasp the front or side rails because
this decreases the work performed and the oxygen uptake
and, in turn, increases exercise time, resulting in an over-
estimation of exercise capacity. Gripping the handrails also
increases ECG muscle artifact. When patients have diffi-
culty maintaining balance while walking, it helps to have
them take their hands off the rails, close their fists, and
extend one finger to touch the rails after they are accus-
tomed to the treadmill. Some patients may require a few
moments to feel comfortable enough to let go of the hand-
rails, but grasping the handrails after the first minute of
exercise should be strongly discouraged.

A small platform or stepping area at the level of the belt
is advisable so that the patient can start the test by
pedaling the belt with one foot before stepping on. The
treadmill should be calibrated at least monthly. Some
models can be greatly affected by the weight of the patient
and will not deliver the appropriate workload to heavy
patients. An emergency stop button should be readily
available to the staff only.

Bicycle Ergometer versus Treadmill

Bicycle ergometry has been found to elicit similar max-
imum heart rate values to treadmill exercise in most
studies comparing the methods. However, maximum oxy-
gen uptake has been 6–25% greater during treadmill exer-
cise (8). Some studies have reported similar ECG changes
with treadmill testing as compared with bicycle testing (9),
whereas others have reported more significant ischemic
changes with treadmill testing (10). Nonetheless, the
treadmill is the most commonly used dynamic testing
modality in the United States, and the treadmill may be
advantageous because patients are more familiar with
walking than they are with bicycling. Patients are more
likely to give the muscular effort necessary to adequately
increase myocardial oxygen demand by walking than by
bicycling.

Treadmills usually result in a higher MET values, but
maximal heart rate is usually the same as with a bike.
Thus, bike testing can result in a lower prognosis estimate
but has similar ability to predict ischemic disease.

Exercise Protocols

The many different exercise protocols in use have led to
some confusion regarding how physicians compare tests
between patients and serial tests in the same patient. A
recent survey performed among VA exercise laboratories
confirmed that the Bruce protocol remains the most com-
monly used; 83% of laboratories reported using the Bruce
test for routine testing. This protocol uses relatively large
and unequal increments in work (2–3 MET) every 3 min.
Large and uneven work increments, such as these have
been shown to result in a tendency to overestimate exercise
capacity and the lack of uniform increases in work rate, can
complicate the interpretation of some ST segment mea-
surements and ventilatory gas exchange responses (11,12).
(Table 1). Thus, exercise testing guidelines have recom-
mended protocols with smaller and more equal increments.
It is also important to individualize the test to target
duration in the range of 8–12 min.
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Table 1. Two Basic Principles of Exercise Physiology

Myocardial oxygen
consumption

� Heart rate systolic blood
pressure (determinants include
wall tensionffi left
ventricular pressurevolume;
contractility; and heart rate)

Ventilatory oxygen
consumption (VO2)

� External work performed, or
cardiac output a-VO2 differencea

aThe arteriovenous O2 difference is � 15–17 vol% at maximal exercise in

most individuals; therefore, the VO2 max generally reflects the extent to

which cardiac output increases.



Ramp Testing

An approach to exercise testing that has gained interest in
recent years is the ramp protocol, in which work increases
constantly and continuously.

Questionnaires

The key to appropriately targeting a ramp is accurately
predicting the individual’s maximal work capacity. If a
previous test is not available, a pretest estimation of an
individual’s exercise capacity is quite helpful to set the
appropriate ramp rate. Functional classifications are too
limited and poorly reproducible. One problem is that usual
activities can decrease, so an individual can become greatly
limited without having a change in functional class. A
better approach is to use the specific activity scale of
Goldman et al. (13) (Table 2), the DASI (Table 3), or the
VSAQ (Table 4). Alternatively, the patient may be ques-
tioned regarding usual activities that have a known MET
cost (Table 5) (14).

Borg Scale

Instead of simply tracking heart rate to clinically deter-
mine the intensity of exercise, it is preferable to use the
6–20 Borg scale or the nonlinear 1–10 scale of perceived
exertion (Table 6) (15). The Borg scale is a simple, valuable
way of assessing the relative effort a patient exerts during
exercise.

Postexercise Period

The patient should assume a supine position in the post-
exercise period to achieve greatest sensitivity in exercise
testing. It is advisable to record � 10 s of ECG data while
the patient is motionless, but still experiencing near-max-
imal heart rate before having the patient lie down. Some
patients must be allowed to lie down immediately to avoid
hypotension. Letting the patient have a cool-down walk
after the test is discouraged, as it can delay or eliminate the
appearance of ST-segment depression (16). According to
the law of La Place, the increase in venous return and
thus ventricular volume in the supine position increases
myocardial oxygen demand. Data from our laboratory (17)
suggests that having patients lie down may enhance ST-
segment abnormalities in recovery. However, a cool-down
walk has been suggested to minimize the postexercise
chances of dysrrhythmic events in this high risk time when
catecholamine levels are high. The supine position after
exercise is not as important when the test is not being
performed for diagnostic purposes, for example, fitness
testing. When testing is not performed for diagnostic pur-
poses, it may be preferable to walk slowly (1.0–1.5 mph) or
continue cycling against zero or minimal resistance (up to
25 W when testing with a cycle ergometer) for several
minutes after the test.

Monitoring should continue for at least 6–8 min after
exercise or until changes stabilize. An abnormal response
occurring only in the recovery period is not unusual. Such
responses are not false positives. Experiments confirm
mechanical dysfunction and electrophysiological abnorm-
alities in the ischemic ventricle after exercise. A cool down
walk can be helpful when testing patients with an
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Table 2. Specific Activity Scale of Goldman

Class I
(� 7 METs)

A patient can perform any of the following
activities:

Carrying 24 lb (10.88 kg) up eight steps
Carrying an 80 lb (16.28 kg) object
Shoveling snow
Skiing
Playing basketball, touch football, squash,

or handball
Jogging/walking 5 mph

Class II
(� 5 METs)

A patient does not meet Class I criteria, but can
perform any of the following activities to
completion without stopping:

Carrying anything up eight steps
Having sexual intercourse
Gardening, raking, weeding
Walking 4 mph

Class III
(� 2 METs)

A patient does not meet Class I or Class II criteria
but can perform any of the following activities to
completion without stopping:

Walking down eight steps
Taking a shower
Changing bedsheets
Mopping floors, cleaning windows
Walking 2.5 mph
Pushing a power lawnmower
Bowling
Dressing without stopping

Class IV
(� 2 METs)

None of the above

Table 3. Duke Activity Scale Indexa

Activity Weight

Can you?
1. Take care of yourself, that is, eating,

dressing, bathing, and using the toilet?
2.75

2. Walk indoors, such as around your house? 1.75
3. Walk a block or two on level ground? 2.75
4. Climb a flight of stairs or walk up a hill? 5.50
5. Run a short distance? 8.00
6. Do light work around the house like

dusting or washing dishes?
2.7

7. Do moderate work around the house like
vacuuming, sweeping floors, or carrying
in groceries?

3.50

8. Do heavy work around the house like
scrubbing floors or lifting and moving
heavy furniture?

8.00

9. Do yard work like raking leaves, weeding,
or pushing a power mower?

4.5

10. Have sexual relations? 5.25
11. Participate in moderate recreational activities

like golf, bowling, dancing, doubles tennis,
or throwing a basketball or football?

6.00

12. Participate in strenuous sports like swimming,
singles tennis, football, basketball, or skiing?

7.50

aDuke activity scale index¼DASI¼ sum of weights for ‘‘yes’’ replies.

VO2¼ 0.43DASIþ9.6.



established diagnosis undergoing testing for other than
diagnostic reasons, when testing athletes, or when testing
patients with dangerous dysrhythmias.

The recovery period is extremely important for obser-
ving ST shifts and should not be interrupted by a cool down
walk or failure to monitor for at least 5 min. Changes
isolated to the recovery period are not more likely to be
false positives.

The recovery period, particularly between the second
and fourth minute, are critical for ST analysis. Noise
should not be a problem and ST depression at that time
has important implications regarding the presence and
severity of coronary artery disease (CAD).

Additional Techniques

Several ancillary imaging techniques have been shown to
provide a valuable complement to exercise electrocardio-
graphy for the evaluation of patients with known or sus-
pected CAD. They can localize ischemia and thus guide
interventions. These techniques are particularly helpful
among patients with equivocal exercise electrocardiograms
or those likely to exhibit false-positive or false-negative
responses. The guidelines call for their use when testing
patients with more than 1.0 mm of ST depression at rest,
LBBB, WPW, and paced rhythms. They are frequently
used to clarify abnormal ST segment responses in asymp-
tomatic people or those in whom the cause of chest dis-
comfort remains uncertain, often avoiding angiography.
When exercise electrocardiography and an imaging tech-
nique are combined, the diagnostic and prognostic accu-
racy is enhanced. The major imaging procedures are
myocardial perfusion and ventricular function studies
using radionuclide techniques, and exercise echocardiogra-
phy. Some of the newer add-ons or substitutes for the
exercise test have the advantage of being able to localize
ischemia as well as diagnose coronary disease when the
baseline ECG exhibits the above-mentioned abnormalities,
which negate the usefulness of ST analysis. While the

newer technologies are often suggested to have better
diagnostic characteristics, this is not always the case par-
ticularly when more than the ST segments from the exer-
cise test are used in scores. Pharmacologic stress testing is
used in place of the standard exercise test for patients
unable to walk or cycle or unable to give a good effort. These
nonexercise stress techniques (persantine or adenosine
with nuclear perfusion, dobutamine or arbutamine with
echocardiography) permit diagnostic assessment of
patients unable to exercise.

The ancillary imaging techniques are indicated when
the ECG exhibits more than a millimeter of ST depression
at rest, LBBB, WPW, and paced rhythms or when localiza-
tion of ischemia is important.

Ventilatory Gas Exchange Responses

Because of the inaccuracies associated with estimating
METs (ventilatory oxygen uptake) from workload (i.e.,
treadmill speed and grade), it can be important for many
patients to measure physiologic work directly using venti-
latory gas exchange responses, commonly referred to as
cardiopulmonary exercise testing. Although this requires
metabolic equipment, a facemask or mouthpiece and
other equipment, advances in technology have made these
measurements widely available. Cardiopulmonary exer-
cise testing adds precision to the measurement of work
and also permits the assessment of other parameters,
including the respiratory exchange ratio, efficiency of ven-
tilation, and the ventilatory anaerobic threshold. The lat-
ter measurement is helpful because it usually represents a
comfortable sub maximal exercise limit and can be used for
setting an optimal exercise prescription or an upper limit
for daily activities. Clinically, this technology is often used
to more precisely evaluate therapy, for the assessment of
disability, and to help determine whether the heart or
lungs limit exercise. Computerization of equipment has
also led to the widespread use of cardiopulmonary exercise
testing in sports medicine. Gas exchange measurements
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Table 4. Veterans Specific Activity Questionnairea,b

1 MET: Eating; getting dressed; working at a desk
2 METs: Taking a shower; shopping; cooking; walking down eight steps
3 METs: Walking slowly on a flat surface for one or two blocks; doing moderate amounts of work around the house like vacuuming,

sweeping the floors, or carrying in groceries
4 METs: Doing light yard work, i.e., raking leaves, weeding, sweeping, or pushing a power mower; painting; light carpentry
5 METs: Walking briskly; social dancing; washing the car
6 METs: Playing nine holes of golf, carrying your own clubs; heavy carpentry; mowing lawn with a push mower
7 METs: Carrying 60 lb; performing heavy outdoor work, that is, digging, spading soil; walking uphill
8 METs: Carrying groceries upstairs; moving heavy furniture; jogging slowly on flat surface; climbing stairs quickly
9 METs: Bicycling at a moderate pace; sawing wood; jumping rope (slowly)
10 METs: Briskly swimming; bicycling up a hill; jogging 6 mph
11 METs: Carrying a heavy load (i.e., a child or firewood) up two flights of stairs; cross-country skiing; bicycling briskly and continuously
12 METs: Running briskly and continuously (level ground, 8 mph)
13 METs: Performing any competitive activity, including those that involve intermittent sprinting; running competitively; rowing

competitively; bicycle racing.

aVeterans Specific Activity Questionnaire¼VSAQ
bBefore beginning your treadmill test today, we need to estimate what your usual limits are during daily activities. Following is a list of activities that increase

in difficulty as you read down the page. Think carefully, then underline the first activity that, if you performed it for a period of time, would typically cause

fatigue, shortness of breath, chest discomfort, or otherwise cause you to want to stop. If you do not normally perform a particular activity, try to imagine what it

would be like if you did.



can supplement the exercise test by increasing precision
and providing additional information concerning cardio-
pulmonary function during exercise. It is particularly
needed to evaluate therapies using serial tests, since work-
load changes and estimated METs can be misleading.
Because of their application for assessing prognosis in
patients with heart failure, their use has become a stan-
dard part of the work-up for these patients.

Nuclear Techniques

Nuclear Ventricular Function Assessment. One of the
first imaging modalities added to exercise testing was
radionuclear ventriculography (RNV). This involved the
intravenous injection of technetium tagged red blood cells.
Using ECG gating of images obtained from a scintillation

camera, images of the blood circulating within the LV
chamber could be obtained. While regurgitant blood flow
from valvular lesions could not be identified, ejection frac-
tion and ventricular volumes could be estimated. The
resting values could be compared to those obtained during
supine exercise and criteria were established for abnormal.
The most common criteria involved a drop in ejection
fraction. This procedure is now rarely performed because
its test characteristics have not fulfilled their promise.

Nuclear Perfusion Imaging. After initial popularity, the
blood volume techniques have become surpassed by nuclear
perfusion techniques. The first agent used was thallium, an
isotopic analog of potassium that is taken up at variable
rates by metabolically active tissue. When taken up at rest,
images of metabolically active muscle such as the heart are
possible. With the nuclear camera placed over the heart
after intravenous injection of this isotope, images were
initially viewed using X-ray film. The normal complete
donut shaped images gathered in multiple views would
be broken by cold spots where scar was present. Defects
viewed after exercise could be due to either scar or ischemia.
Follow up imaging confirmed that the cold spots were due to
ischemia if they filled in later. As computer imaging tech-
niques were developed, 3D imaging (SPECT) and subtle
differences could be plotted and scored. In recent years,
ventriculograms based on the imaged wall as apposed to the
blood in the chambers (as with RNV) could be constructed.
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Table 5. MET Demands for Common Daily Activitiesa

Activity METs

Mild
Baking 2.0
Billiards 2.4
Bookbinding 2.2
Canoeing (leisurely) 2.5
Conducting an orchestra 2.2
Dancing, ballroom (slow) 2.9
Golfing (with cart) 2.5
Horseback riding (walking) 2.3
Playing a musical instrument 2.0
Volleyball (noncompetitive) 2.9
Walking (2 mph) 2.5
Writing 1.7
Moderate
Calisthenics (no weights) 4.0
Croquet 3.0
Cycling (leisurely) 3.5
Gardening (no lifting) 4.4
Golfing (without cart) 4.9
Mowing lawn (power mower) 3.0
Playing drums 3.8
Sailing 3.0
Swimming (slowly) 4.5
Walking (3 mph) 3.3
Walking (4 mph) 4.5
Vigorous
Badminton 5.5
Chopping wood 4.9
Climbing hills 7.0
Cycling (moderate) 5.7
Dancing 6.0
Field hockey 7.7
Ice skating 5.5
Jogging (10 min mile) 10.0
Karate or judo 6.5
Roller skating 6.5
Rope skipping 12.0
Skiing (water or downhill) 6.8
Squash 12.0
Surfing 6.0
Swimming (fast) 7.0
Tennis (doubles) 6.0

aThese activities can often be done at variable intensities if one assumes

that the intensity is not excessive and that the courses are flat (no hills)

unless so specified.

Table 6. Borg Scales of Perceived Exertiona

Borg 20-Point Scale of Perceived Exertion
6
7 Very, very light
8
9 Very light

10
11 Fairly light
12
13 Somewhat hard
14
15 Hard
16
17 Very hard
18
19 Very, very hard
20

Borg Nonlinear 10-Point Scale of Perceived Exertion
0 Nothing at all
0.5 Extremely light (just noticeable)
1 Very light
2 Light (Weak)
3 Moderate
4 Somewhat heavy
5 Heavy (Strong)
6
7 Very heavy
8
9
10 Extremely heavy (almost maximal)
� Maximal

aTop: Borg 20-point scale; bottom: Borg nonlinear 10-point scale.



Because of the technical limitations of thallium (i.e., source
and lifespan), it has largely been replaced by chemical
compounds called isonitriles which could be tagged with
technetium, which has many practical advantages over
thallium as an imaging agent. The isonitriles are trapped
in the microcirculation permitting imaging of the heart with
a scintillation camera. Rather than a single injection as for
thallium, these compounds require an injection at maximal
exercise then later in recovery. The differences in technology
over the years and the differences in expertise and software
at different facilities can complicate the comparisons of
the results and actual application of this technology.
The ventriculograms obtained with gated perfusion scans
do not permit the assessment of valvular lesions, or as
accurate an assessment of wall motion abnormalities or
ejection fraction as echocardiography.

Nuclear perfusion scans can now permit an estimation
of ventricular function and wall motion abnormalities.

Echocardiography

Echocardiography has made a significant and impressive
impact on the field of cardiology. This imaging technique
comes second only to contrast ventriculography via cardiac
catheterization for measuring ventricular volumes, wall
motion, and ejection fraction. With Doppler added, regur-
gitant flows can be estimated as well. With such informa-
tion available, this imaging modality was quickly added by
echocardiographers to exercise testing. Most studies
showed that supine, posttreadmill assessments were ade-
quate and the more difficult imaging during exercise was
not necessary. The patient must be placed supine as soon as
possible after treadmill or bicycle exercise and imaging
begun. A problem can occur when the imaging requires
removal or displacement of the important V5 electrode
where as much as 90% of the important ST changes are
observed.

Biomarkers

The latest ancillary measures added to exercise testing in
an attempt to improve diagnostic accuracy are biomarkers.
The first and most logical biomarker evaluated to detect
ischemia brought out by exercise was troponin. Unfortu-
nately, it has been shown that even in patients who develop
ischemia during exercise testing, serum elevations in car-
diac specific troponin do not occur, demonstrating that
myocardial damage does not occur (18,19). B-type natriure-
tic peptide (BNP) is a hormone produced by the heart that
is released by both myocardial stretching and by myocar-
dial hypoxia. Armed with this knowledge, investigators
have reported several studies suggesting improvement
in exercise test characteristics with BNP and its isomers
(20,21). BNP is also used to assess the presence severity of
(CHF) coronary heart failure, and has been shown to be a
powerful prognostic marker (22,23). The point of contact
analysis techniques available for these assays involves a
hand held battery powered unit that uses a replaceable
cartridge. Finger stick blood samples are adequate for
these analyses and the results are available immediately.
If validated using appropriate study design (similar to

QUEXTA), biomarker measurements could greatly
improve the diagnostic characteristics of the standard
office–clinic exercise test.

In summary, use of proper methodology is critical for
patient safety and accurate results. Preparing the patient
physically and emotionally for testing is necessary. Good
skin preparation will cause some discomfort but is neces-
sary for providing good conductance and for avoiding arti-
fact. The use of specific criteria for exclusion and
termination, physician interaction with the patient, and
appropriate emergency equipment are essential. A brief
physical examination is always necessary to rule out
important obstructive cardiomyopathy and aortic valve
disease. Pretest standard 12-lead ECGs are needed in
the supine and standing positions. The changes caused
by exercise electrode placement can be kept to a minimum
by keeping the arm electrodes off the chest, placing them
on the shoulders, placing the leg electrodes below the
umbilicus, and recording the baseline ECG supine. In this
situation, the Mason–Likar modified exercise limb lead
placement, if recorded supine, can serve as the resting
ECG reference before an exercise test.

Few studies have correctly evaluated the relative yield
or sensitivity and specificity of different electrode place-
ments for exercise-induced ST-segment shifts. Using other
leads in addition to V5 will increase the sensitivity; how-
ever, the specificity is decreased. The ST-segment changes
isolated to the inferior leads can on occasion be false-
positive responses. For clinical purposes, vectorcardio-
graphic and body surface mapping lead systems do not
appear to offer any advantage over simpler approaches.

The exercise protocol should be progressive with even
increments in speed and grade whenever possible. Smaller,
even, and more frequent work increments are preferable to
larger, uneven, and less frequent increases, because the
former yield a more accurate estimation of exercise capa-
city. The value of individualizing the exercise protocol
rather than using the same protocol for every patient
has been emphasized by many investigators. The optimum
test duration is from 8 to 12 min; therefore the protocol
workloads should be adjusted to permit this duration.
Because ramp testing uses small and even increments, it
permits a more accurate estimation of exercise capacity
and can be individualized to yield targeted test duration.
An increasing number of equipment companies manufac-
ture a controller that performs such tests using a treadmill.

Target heart rates based on age is inferior because the
relationship between maximum heart rate and age is poor
and scatters widely around many different recommended
regression lines. Such heart rate targets result in a sub-
maximal test for some individuals, a maximal test for
others, and an unrealistic goal for some patients. Blood
pressure should be measured with a standard stethoscope
and sphygmomanometer; the available automated devices
cannot be relied on, particularly for detection of exertional
hypotension. Borg scales are an excellent means of quan-
tifying an individual’s effort. Exercise capacity should not
be reported in total time but rather as the oxygen uptake or
MET equivalent of the workload achieved. This method
permits the comparison of the results of many different
exercise testing protocols. Hyperventilation should be
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avoided before testing. Subjects with and without disease
may exhibit ST-segment changes with hyperventilation;
thus, hyperventilation to identify false-positive responders
is no longer considered useful by most researchers. The
postexercise period is a critical period diagnostically; there-
fore the patient should be placed in the supine position
immediately after testing.

EVALUATION

Hemodynamics involves studying the body’s adaptations to
exercise, commonly evaluated in heart rate and blood
pressure. However, it also includes changes in cardiac
output and its determinants, as well as the influence of
cardiovascular disease on cardiac output. Exercise capacity
is an important clinical measurement and is also influ-
enced strongly by exercise hemodynamics. There are sev-
eral factors that affect exercise capacity, and there is an
important issue of how normal standards for exercise
capacity are expressed.

When interpreting the exercise test, it is important to
consider each of its responses separately. Each type of
response has a different impact on making a diagnostic
or prognostic decision and must be considered along with
an individual patient’s clinical information. A test should
not be called abnormal (or positive) or normal (or negative),
but rather the interpretation should specify which
responses were abnormal or normal, and each particular
response should be recorded. The final report should be
directed to the physician who ordered the test and who will
receive the report. It should contain clear information that
helps in patient management rather than vague ‘‘med-
speak’’. Interpretation of the test is highly dependent upon
the application for which the test is used and on the
population tested.

Predicting Severe Angiographic Disease

Exercise Test Responses. Studies have long attempted to
assess for disease in the left main coronary artery using
exercise testing (24–26). Different criteria have been used
with varying results. Predictive value here refers to the
percentage of those with the abnormal criteria that actu-
ally had left main disease. Naturally, most of the false
positives actually had coronary artery disease, but less
severe forms. Sensitivity here refers to the percentage of
those with left main disease only that are detected. These
criteria have been refined over time and the last study by
Weiner using the CASS data deserves further mention
(27). A markedly positive exercise test (Table 7) defined
as 0.2 mV or more of downsloping ST-segment depression
beginning at 4 METs, persisting for at least six minutes
into recovery, and involving at least five ECG leads had the

greatest sensitivity (74%) and predictive value (32%) for
left main coronary disease. This abnormal pattern identi-
fied either left main or three-vessel disease with a sensi-
tivity of 49%, a specificity of 92% and a predictive value of
74%.

It appears that individual clinical or exercise test
variables are unable to detect left main coronary disease
because of their low sensitivity or predictive value. How-
ever, a combination of the amount, pattern, and duration
of ST-segment response was highly predictive and reason-
ably sensitive for left main or three-vessel coronary dis-
ease. The question still remains of how to identify those
with abnormal resting ejection fractions, those that will
benefit the most with prolonged survival after coronary
artery bypass surgery. Perhaps those with a normal rest-
ing ECG will not need surgery for increased longevity
because of the associated high probability of normal ven-
tricular function.

Blumenthal et al. (28) validated the ability of a strongly
positive exercise test to predict left main coronary disease
even in patients with minimal or no angina. The criteria for
a markedly positive test included (1) early ST-segment
depression, (2) 0.2 mV or more of depression, (3) down-
sloping ST depression, (4) exercise-induced hypotension,
(5) prolonged ST changes after the test, and (6) multiple
areas of ST depression. While Lee et al. (29) included many
clinical and exercise test variables, only three variables
were found to help predict left main disease: angina type,
age, and the amount of exercise-induced ST segment
depression.

Meta Analysis of Studies Predicting Angiographic Severity

To evaluate the variability in the reported accuracy of the
exercise ECG for predicting severe coronary disease,
Detrano et al. (30) applied meta analysis to 60 consecu-
tively published reports comparing exercise-induced ST
depression with coronary angiographic findings. The 60
reports included 62 distinct study groups comprising
12,030 patients who underwent both tests. Both technical
and methodologic factors were analyzed. Wide variability
in sensitivity and specificity was found [mean sensitivity
86% (range 40–100%); mean specificity 53% (range 17–
100%)] for left main or triple vessel disease. All three
variables found to be significantly and independently
related to test performance were methodological. Exclusion
of patients with right bundle branch block and receiving
digoxin improved the prediction of triple vessel or left main
coronary artery disease and comparison with a better
exercise test decreased test performance.

Hartz et al. (31) compiled results from the literature on
the use of the exercise test to identify patients with severe
coronary artery disease. Pooled estimates of sensitivity and
specificity were derived for the ability of the exercise test to
identify three-vessel or left main coronary artery disease.
One millimeter criteria averaged a sensitivity of 75% and a
specificity of 66% while two millimeters criteria averaged a
sensitivity of 52% and a specificity of 86%. There was great
variability among the studies examined in the estimated
sensitivity and specificity for severe coronary artery dis-
ease that could not be explained by their analysis.
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Table 7. Markedly Positive Treadmill Test Responses

Markedly Positive Treadmill Test Responses
More than 0.2 mV downsloping ST-segment depression

Involving five or more leads
Occurring at < 5 METs
Prolonged ST depression late into recovery



Studies Using Multivariate Techniques to Predict Severe
Angiographic CAD

Multiple studies have reported combining the patient’s
medical history, symptoms of chest pain, hemodynamic
data, exercise capacity and exercise test responses to cal-
culate the probability of severe angiographic coronary
artery disease (32–43). The results are summarized in
Table 8. Of the 13 studies, 9 excluded patients with pre-
vious coronary artery bypass surgery or prior percutaneous
coronary intervention (PCI) and in the remaining 4
studies, exclusions were unclear. The percentage of
patients with one vessel, two vessels and three vessels
was described in 10 of the 13 studies. The definition of
severe disease or disease extent also differed. In 5 of the 13
studies disease extent was defined as multivessel disease.
In the remaining 8 studies, it was defined as three-vessel or
left main disease and in one of them as only left main artery
disease and in another the impact of disease in the right
coronary artery disease on left main disease was consid-
ered. The prevalence of severe disease ranged from 16 to
48% in the studies defining disease extent as multivessel
disease and from 10 to 28% in the studies using the more
strict criterion of three-vessel or left main disease.

Chosen Predictors

Interestingly, some of the variables chosen for predicting
disease severity are different than those for predicting
disease presence. While gender and chest pain were chosen
to be significant in more than half of the severity studies,
age was less important and resting ECG abnormalities and
diabetes were the only other variables chosen in more than
half the studies. In contrast, the most consistent clinical

variables chosen for diagnosis were age, gender, chest pain
type, and hypercholesterolemia. ST depression and slope
were frequently chosen for severity, but METs and heart
rate were less consistently chosen than for diagnosis.
Double product and delta SBP were chosen as independent
predictors in more than half of the studies predicting
severity.

Consensus to Improve Prediction

So far, only two studies [Detrano et al. (41) and Morise et al.
(38)] have published equations that have been validated in
large patient samples. Even though validated, however,
the equations from these studies must be calibrated before
they can be applied clinically. For example, a score can be
discriminating but provide an estimated probability that is
higher or lower than the actual probability. The scores can
be calibrated by adjusting them according to disease pre-
valence; most clinical sites however, do not know their
disease prevalence and even so, it could change from month
to month.

In NASA trajectories of spacecraft are often determined
by agreement between three or more equations calculating
the vehicle path. With this in mind, we developed an
agreement method to classify patients into high, no agree-
ment, or low risk groups for probability of severe disease
by requiring agreement in all three equations [Detrano,
Morise, and ours (LB–PA)] (44). This approach adjusts the
calibration and makes the equations applicable in clinical
populations with varying prevalence of coronary artery
disease.

It was demonstrated that using simple clinical and exer-
cise test variables could improve the standard application of
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Table 8. Summary of Studies Assessing Maximal Heart Rate

Investigator
No.

Subjects
Populationa

Studied

Mean
Age �SD
(Range)

Mean HR
Max (SD)

Regression
Line

Correlationa

Coefficient

Standard
Error
of the

Estimate,
beats/mina

Astrandb 100 Asymptomatic men 50 (20–69) 166�22 y¼ 211� 0.922 (age) NA NA
Bruce 2091 Asymptomatic men 44�8 181�12 y¼ 210� 0.662 (age) �0.44 14
Cooper 2535 Asymptomatic men 43 (11–79) 181�16 y¼ 217� 0.845 (age) NA NA
Ellestadc 2583 Asymptomatic men 42�7 173�11 y¼ 197� 0.556 (age) NA NA

(10–60)
Froelicher 1317 Asymptomatic men 38�8 183 y¼ 207� 0.64 (age) �0.43 10

(28–54)
Lester 148 Asymptomatic men 43 (15–75) 187 y¼ 205� 0.411 (age) �0.58 NA
Robinson 92 Asymptomatic men 30 (6–76) 189 y¼ 212� 0.775 (age) NA NA
Sheffield 95 Men with CHD 39 (19–69) 176�14 y� 216� 0.88 (age) �0.58 11d

Bruce 1295 Men with CHD 52�8 148�23 y¼ 204� 1.07 (age) �0.36 25d

Hammond 156 Men with CHD 53�9 157�20 y¼ 209� 1.0 (age) �0.30 19
Morris 244 Asymptomatic men 45 (20–72) 167�19 y¼ 200� 0.72 (age) �0.55 15
Graettinger 114 Asymptomatic men 46�13 168�18 y¼ 199� 0.63 (age) �0.47 NA

(19–73)
Morris 1388 Men referred for

evaluation for
CHD, normals only

57 (21–89) 144�20 y¼ 196� 0.9 (age) �0.43 21

aCHD¼ coronary heart disease; HR max¼maximal heart rate; NA¼not able to calculate from available data.
bAstrand used bicycle ergometry; all other studies were performed on a treadmill.
cData compiled from graphs in reference cited.
dCalculated from available data.



ECG criteria for predicting severe coronary artery disease.
By setting probability thresholds for severe disease of< 20%
and> 40% for the three prediction equations, the agreement
approach divided the test set into populations with low, no
agreement, and high risk for severe coronary artery disease.
Since the patients in the no agreement group would be sent
for further testing and would eventually be correctly classi-
fied, the sensitivity of the agreement approach is 89% and
the specificity is 96%. The agreement approach appeared
to be unaffected by disease prevalence, missing data, vari-
able definitions, or even by angiographic criterion. Cost
analysis of the competing strategies revealed that the agree-
ment approach compares favorably with other tests of
equivalent predictive value, such as nuclear perfusion
imaging, reducing costs by 28% or $504 per patient in the
test set.

Requiring agreement of these three equations to make
diagnosis of severe coronary disease has made them widely
applicable. Excellent predictive characteristics can be
obtained using simple clinical data entered into a compu-
ter. Cost analysis suggests that the agreement approach is
an efficient method for the evaluation of populations with
varying prevalence of coronary artery disease, limiting the
use of more expensive noninvasive and invasive testing to
patients with a higher probability of left main or
three vessel coronary artery disease. This approach pro-
vides a strategy for assisting the practitioner in deciding
when further evaluation is appropriate or interventions
indicated.

Predicting Improved Survival with Coronary Artery
Bypass Surgery

Which exercise test variables indicate those patients who
would have an improved prognosis if they underwent
coronary artery bypass surgery (CABS)? Research in this
area is limited by the fact the available studies did not
randomize patients to surgery based on the results of their
exercise test results and the retrospective nature of the
studies.

Bruce et al. (45) demonstrated noninvasive screening
criteria for patients who had improved 4 year survival after
coronary artery bypass surgery. Their data have come from
2000 men with coronary heart disease enrolled in the
Seattle Heart Watch who had a symptom-limited maximal
treadmill test; these subjects received usual community
care, which resulted in 16% of them having coronary artery
bypass surgery in nonrandomized fashion. Patients with
cardiomegaly, < 5 MET exercise capacity and/or a maximal
systolic blood pressure of < 130 would have a better out-
come if treated with surgery. Two or more of the above
parameters present the highest risk and the greater dif-
ferential for improved survival with bypass. Four year
survival in this group would be 94% for those that had
surgery versus 67% for those who received medical man-
agement (in those who had two or more of the above
factors). In the European surgery trial (46), patients who
had an exercise test response of 1.5 mm of ST segment
depression had improved survival with surgery. This also
extended to those with baseline ST segment depression and
those with claudication.

From the CASS study group (47), in > 5000 nonrando-
mized patients, though there were definite differences
between the surgical and nonsurgical groups, this could
be accounted for by stratification in subsets. The surgical
benefit regarding mortality was greatest in the 789
patients with 1 mm ST segment depression at < 5 METs.
Among the 398 patients with triple vessel disease with this
exercise test response, the 7 year survival was 50% in those
medically managed versus 81% in those who underwent
coronary artery bypass surgery. There was no difference in
mortality in randomized patients able to exceed 10 METs.
In the VA surgery randomized trial (48), there was a 79%
survival rate with CABS versus 42% for medical manage-
ment in patients with two or more of the following: 2 mm or
more of ST depression, heart rate of 140 or greater at 6
METs, and/or exercise-induced PVCs.

Evaluation of Percutaneous Coronary Interventions

One important application of the exercise test is to assess
the effects of percutaneous coronary intervention (PCI) on
physical function, ischemic responses, and symptoms in
the immediate and longer period following the various
interventions that now fall under the general term PCI.
The exercise test has been used for this purpose in numer-
ous trials of PCI, and a few notable examples are described
in the following. Berger et al. (49) reported follow-up data
in 183 patients who had undergone PCI at least 1 year
earlier. PCI was initially successful in 141 patients (79%).
Of the 42 patients in whom PCI was unsuccessful, 26
underwent CABG, while 16 were maintained on medical
therapy. When compared to the medical patients at time of
follow-up, successful PCI patients experienced less angina
(13 vs. 47%), used less nitroglycerin (25 vs. 73%), were
hospitalized less often for chest pain (8 vs. 31%), and
subjectively felt their condition had improved (96 vs. 20%).

Vandormael and colleagues reported the safety and
short-term benefit of multi-lesion PCI in 135 patients
(50). Primary success, defined as successful dilation of
the most critical lesion or all lesions attempted, occurred
in 87% of the 135 patients. Exercise-induced angina
occurred in 11 (12%) and an abnormal exercise ECG in
30 (32%) of the 95 patients with post-PCI exercise test data.
Of 57 patients who had paired exercise test data before
and after angioplasty, exercise-induced angina occurred
in 56% of patients before the procedure, compared with
only 11% of patients after angioplasty. Exercise-induced
ST-segment depression of > 0.1 mV occurred in 75% of
patients before PCI versus 32% after the procedure.

Rosing et al. (51) reported that exercise testing after
successful PCI exhibited improved ECG and symptomatic
responses, as well as improved myocardial perfusion and
global and regional left ventricular function.

Prediction of Restenosis with the Exercise Test

To determine whether a treadmill test could predict rest-
enosis after angioplasty, Honan et al. (52) studied 289
patients six months after a successful emergency angio-
plasty of the infarct-related artery for acute myocardial
infarction (MI). After excluding those with interim
interventions, medical events, or medical contraindications
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to follow-up testing, both a treadmill test and a cardiac
catheterization were completed in 144 patients; 88% of those
eligible for this assessment. Of six clinical and treadmill
variables examined by multivariable logistic analysis, only
exercise ST deviation was independently correlated with
restenosis. The sensitivity of ST deviation of 0.10 mV or
greater for detecting restenosis was only 24% (13 of 55
patients), and the specificity was 88% (75 of 85 patients).
Extent or severity of wall motion abnormalities at follow-up
did not affect the sensitivity of exercise-induced ST devia-
tion for detection of restenosis, by the timing of thrombolytic
therapy or of angioplasty, or by the presence of collateral
blood flow at the time of acute angiography. A second multi-
variable analysis evaluating the association of the same
variables with number of vessels with significant coronary
disease at the 6 month catheterization found an association
with both exercise ST deviation and exercise duration.
Angina symptoms and exercise test results in this popula-
tion had limited value for predicting anatomic restenosis six
months after emergency angioplasty for acute myocardial
infarction.

Bengtson et al. (53) studied 303 consecutive patients
with successful PCI and without a recent myocardial
infarction. Among the 228 patients without interval car-
diac events, early repeat revascularization or contraindi-
cations to treadmill testing, 209 (92%) underwent follow-up
angiography, and 200 also had a follow-up treadmill test
and formed the study population. Restenosis occurred in 50
patients (25%). Five variables were individually associated
with a higher risk of restenosis: recurrent angina, exercise-
induced angina, a positive treadmill test, greater exercise
ST deviation, and a lower maximum exercise heart rate.
However, only exercise-induced angina, recurrent angina,
and a positive treadmill test were independent predictors
of restenosis. Using these three variables, patient subsets
could be identified with restenosis rates ranging from 11 to
83%. The exercise test added independent information to
symptom status regarding the risk of restenosis after
elective PCI. Nevertheless, 20% of patients with restenosis
had neither recurrent angina nor exercise-induced ische-
mia at follow-up.

The ROSETTA registry was studied to demonstrate the
effects of routine post-PCI functional testing on the use of
follow-up cardiac procedures and clinical events (54). The
ROSETTA (Routine versus Selective Exercise Treadmill
Testing after Angioplasty) registry is a prospective multi-
center observational study examining the use of functional
testing after PCI. A total of 788 patients were enrolled
in the registry at 13 clinical centers in 5 countries. The
frequencies of exercise testing, cardiac procedures and
clinical events were examined during the first 6 months
following a successful PCI. Patients were predominantly
elderly men (mean age, 61� 11 years; 76% male) who
underwent single-vessel PCI (85%) with stent implanta-
tion (58%). During the 6 month follow-up, a total of 237
patients underwent a routine exercise testing strategy
(100% having exercise testing for routine follow-up), while
551 pts underwent a selective (or clinically driven) strategy
(73% having no exercise testing and 27% having exercise
testing for a clinical indication). Patients in the routine
testing group underwent a total of 344 exercise tests

compared with 165 tests performed in the selective testing
group (mean, 1.45 tests/patient vs. 0.3 tests/patient). How-
ever, clinical events were less common among those who
underwent routine exercise testing, for example, unstable
angina (6% vs. 14%), myocardial infarction (0.4% vs. 1.6%),
death (0% vs. 2%) and composite clinical events (6% vs.
16%). After controlling for baseline clinical and procedural
differences, routine exercise testing had a persistent inde-
pendent association with a reduction in the composite
clinical event rate. This association may be attributable
to the early identification and treatment of patients at risk
for follow-up events, or it may be due to clinical differences
between patients who are referred for routine and selective
exercise testing.

The ACC/AHA Guidelines for the Prognostic Use
of the Standard Exercise Test

The task force to establish guidelines for the use of exercise
testing has met and produced guidelines in 1986, 1997, and
2002. The following is a synopsis of these evidence-based
guidelines.

Indications for Exercise Testing to Assess Risk and
prognosis in patients with symptoms or a prior history of
CAD:

Class I (Definitely Appropriate). Conditions for which
there is evidence and/or general agreement that the stan-
dard exercise test is useful and helpful to assess risk and
prognosis in patients with symptoms or a prior history of
CAD.

Patients undergoing initial evaluation with suspected
or known CAD. Specific exceptions are noted below in
Class IIb.

Patients with suspected or known CAD previously
evaluated with significant change in clinical status.

Class IIb (Maybe Appropriate). Conditions for which
there is conflicting evidence and/or a divergence of opinion
that the standard exercise test is useful and helpful to
assess risk and prognosis in patients with symptoms or a
prior history of coronary artery disease but the usefulness/
efficacy is less well established.

Patients who demonstrate the following ECG abnorm-
alities: pre excitation (Wolff–Parkinson White)
syndrome; electronically paced ventricular rhythm;
> 1 mm of resting ST depression; and complete left
bundle branch block.

Patients with a stable clinical course who undergo
periodic monitoring to guide management

Class III (Not Appropriate). Conditions for which there
is evidence and/or general agreement that the standard
exercise test is not useful and helpful to assess risk and
prognosis in patients with symptoms or a prior history of
CAD and in some cases may be harmful.

Patients with severe comorbidity likely to limit life
expectancy and/or candidacy for revascularization.
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In summary, the two principal reasons for estimating
prognosis are to provide accurate answers to patient’s
questions regarding the probable outcome of their illness
and to identify those patients in whom interventions might
improve outcome. There is a lack of consistency in the
available studies because patients die along a pathophy-
siological spectrum ranging from those that die due to CHF
with little myocardium remaining to those that die from an
ischemic related event with ample myocardium remaining.
Clinical and exercise test variables most likely associated
with CHF deaths (CHF markers) include a history or
symptoms of CHF, prior MI, Q waves, and other indicators
of LV dysfunction. Variables most likely associated with
ischemic deaths (ischemic markers) are angina, and rest
and exercise ST depression. Some variables can be asso-
ciated with either extremes of the type of CV death; these
include exercise capacity, maximal heart rate, and max-
imal systolic blood pressure that may explain why they are
reported most consistently in the available studies. A
problem exists that ischemic deaths occur later in follow
up and are more likely to occur in those lost to follow up
whereas CHF deaths are more likely to occur early (within
2 years) and are more likely to be classified. Work-up bias
probably explains why exercise-induced ST depression
fails to be a predictor in most of the angiographic studies.
Ischemic markers are associated with a later and lesser
risk, whereas CHF or left ventricular dysfunction markers
are associated with a sooner and greater risk of death.

Recent studies of prognosis have actually not been
superior to the earlier studies that considered CV end-
points and removed patients from observation who had
interventions. This is because death data is now relatively
easy to obtain while previously investigators had to follow
the patients and contact them or review their records. CV
mortality can be determined by death certificates. While
death certificates have their limitations, in general they
classify those with accidental, GI, Pulmonary and cancer
deaths so that those remaining are most likely to have died
of CV causes. This endpoint is more appropriate for a test
for CV disease. While all-cause mortality is a more impor-
tant endpoint for intervention studies, CV mortality is
more appropriate for evaluating a CV test (i.e., the exercise
test). Identifying those at risk of death of any cause does
not make it possible to identify those who might benefit
from CV interventions, one of the main goals of prognos-
tication.

The consistencies actually overshadow the differences.
Considering simple clinical variables can assess risk. A
good exercise capacity, no evidence or history of CHF or
ventricular damage (Q waves, history of CHF), no ST
depression or only one of these clinical findings are asso-
ciated with a very low risk. These patients are low risk in
exercise programs and need not be considered for inter-
ventions to prolong their life. High risk patients can be
identified by groupings of the clinical markers; that is, two
or more. Exertional hypotension is particularly ominous.
Identification of high risk implies that such patients in
exercise training programs should have lower goals and
should be monitored. Such patients should also be consid-
ered for coronary interventions to improve their longevity.
Furthermore, with each drop in METs there is a 10–20%

increase in mortality so simple exercise capacity has con-
sistent importance in all patient groups.

The mathematical models for determining prognosis
are usually more complex than those used for identifying
severe angiographic disease. Diagnostic testing can uti-
lize multivariate discriminant function analysis to deter-
mine the probability of severe angiographic disease
being present or not. Prognostic testing must utilize
survival analysis which includes censoring for patients
with uneven follow-up due to ‘‘lost to follow up’’ or other
cardiac events (i.e., CABS, PCI) and must account for
time-person units of exposure. Survival curves must be
developed and the Cox proportional hazards model is
often preferred.

From this perspective, it is obvious that there is sub-
stantial support for the use of the exercise test as a first
noninvasive step after the history, physical exam, and
resting ECG in the prognostic evaluation of coronary
artery disease patients. It accomplishes both of the pur-
poses of prognostic testing: to provide information regard-
ing the patient’s status and to help make recommendations
for optimal management. The exercise test results help us
make reasonable decisions for selection of patients who
should undergo coronary angiography. Since the exercise
test can be performed in the doctor’s office and provides
valuable information for clinical management in regard to
activity levels, response to therapy, and disability, the
exercise test is the reasonable first choice for prognostic
assessment. This assessment should always include calcu-
lation of the estimated annual mortality using the Duke
treadmill score though its ischemic elements have less
power in the elderly.

There has been considerable debate in screening asymp-
tomatic patients. Screening has become a controversial
topic because of the incredible efficacy of the statins (drugs
that lower cholesterol) even in asymptomatic individuals
(55). There are now agents that can cut the risk of cardiac
events almost in half. The first step in screening asym-
ptomatic individuals for preclinical coronary disease
should be using global risk factor equations, such as
the Framingham score. This is available as nomograms
that are easily applied by healthcare professionals or it
can be calculated as part of a computerized patient record.
Additional testing procedures with promise include the
simple ankle-brachial index (particularly in the elderly),
CRP, carotid ultrasound measurements of intimal thick-
ening, and the resting ECG (particularly spatial QRS-T
wave angle). Despite the promotional concept of athero-
sclerotic burden, EBCT does not have test characteristics
superior to the standard exercise test. If any screening
test could be used to decide regarding statin therapy and
not affect insurance or occupational status, this would be
helpful. However, the screening test should not lead to
more procedures.

True demonstration of the effectiveness of a screening
technique requires randomizing the target population,
applying the screening technique to half, taking standar-
dized action in response to the screening test results, and
then assessing outcomes. Efficacy of the screening test
necessitates that the screened group has lower mortality
and/or morbidity. Such a study has been completed for
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mammography, but not for any cardiac testing modalities.
The next best validation of efficacy is to demonstrate that
the technique improves the discrimination of those asymp-
tomatic individuals with higher risk for events over that
possible with the available risk factors. Mathematical
modeling makes it possible to determine how well a popu-
lation will be classified if the characteristics of the testing
method are known.

Additional follow-up studies and one angiographic
study from the CASS population (where 195 individuals
with abnormal exercise-induced ST depression and normal
coronary angiograms were followed for 7 years) improve
our understanding of the application of exercise testing as
a screening tool. No increased incidence of cardiac events
was found, and so the concerns raised by Erikssen’s find-
ings in 36 subjects that they were still at increased risk
have not been substantiated.

The later follow-up studies (MRFIT, Seattle Heart
Watch, Lipid Research Clinics, and Indiana State Police)
have shown different results compared to prior studies,
mainly because hard cardiac end points and not angina
were required. The first ten prospective studies of exercise
testing in asymptomatic individuals included angina as a
cardiac disease end point. This led to a bias for individuals
with abnormal tests to subsequently report angina or to be
diagnosed as having angina. When only hard end points
(death or MI) were used, as in the MRFIT, Lipid Research
Clinics, Indiana State Police or the Seattle Heart Watch
studies, the results were less encouraging. The test could
only identify one-third of the patients with hard events and
95% of abnormal responders were false positives; that is,
they did not die or have a MI. The predictive value of the
abnormal maximal exercise electrocardiogram ranged
from 5 to 46% in the studies reviewed. However, in the
studies using appropriate endpoints (other than angina
pectoris) only 5% of the abnormal responders developed
coronary heart disease over the follow-up period. Thus,
> 90% of the abnormal responders were false positives.
However, the exercise test’s characteristics as a screening
test probably lie in between the results with hard or soft
endpoints since some of the subjects who develop chest pain
really have angina and coronary disease. The sensitivity is
probably between 30 and 50% (at a specificity of 90%) but
the critical limitation is the predictive value (and risk ratio)
which depends upon the prevalence of disease (which is low
in the asymptomatic population).

Although some of these individuals have indolent cor-
onary disease yet to be manifest, angiographic studies have
supported this high false positive rate when using the
exercise test in asymptomatic populations. Moreover, the
CASS study indicates that such individuals have a good
prognosis. In a second Lipid Research Clinics study, only
patients with elevated cholesterol’s were considered, and
yet only a 6% positive prediction value was found. If the
test is to be used to screen it should be done in groups with a
higher estimated prevalence of disease using the Framing-
ham score and not just one risk factor. The iatrogenic
problems resulting from screening must be considered.
Hopefully, using a threshold from the Framingham score
would be more successful in identifying asymptomatic
individuals that should be tested.

Some individuals who eventually develop coronary dis-
ease will change on retesting from a normal to an abnormal
response. However, McHenry and Fleg have reported that
a change from a negative to a positive test is no more
predictive than is an initially abnormal test. One indivi-
dual has even been reported who changed from a normal to
an abnormal test, but was free of angiographically signifi-
cant disease (56). In most circumstances an added imaging
modality (echocardiographic or nuclear) should be the first
choice in evaluating asymptomatic individuals with an
abnormal exercise test.

The motivational impact of screening for CAD is not
evidence based with one positive study for exercise testing
and one negative study for EBCT. Further research in this
area certainly is needed.

While the risk of an abnormal exercise test is apparent
from these studies, the iatrogenic problems resulting from
screening must be considered (i.e., employment, insur-
ance). The recent U.S. Preventive Services Task Force
statement states that ‘‘false positive tests are common
among asymptomatic adults, especially women, and may
lead to unnecessary diagnostic testing, over treatment and
labeling’’. This statement summarizes the current U.S.
Preventive Services Task Force (USPSTF) recommenda-
tions on screening for coronary heart disease and the
supporting scientific evidence and updates the 1996 recom-
mendations on this topic. The complete information on
which this statement is based, including evidence tables
and references, is available in the background article and
the systematic evidence review, available through the
USPSTF Web site (http://www.preventiveservices.ahrq.-
gov) and through the National Guideline Clearinghouse
(http://www.guideline.gov) (57). In the majority of asymp-
tomatic people, screening with any test or test add-on, is
more likely to yield false positives than true positives. This
is the mathematical reality associated with all of the
available tests.

There are reasons to include exercise testing in
the preventative health recommendations for screening
healthy, asymptomatic individuals along with risk factor
assessment. The additional risk classification power docu-
mented by the data from Norway (2000 men, 26 year follow
up), the Cooper Clinic (26,000 men, 8 year follow up), and
Framingham (3000 men, 18 year follow up) provide convin-
cing evidence that the exercise test should be added to the
screening process. Furthermore, exercise capacity itself has
substantial prognostic predictive power. Given the emer-
ging epidemic of physical inactivity, including the exercise
test in the screening process sends a strong message to our
patients that we consider their exercise status as important.

However, if screening could be performed in a logical
way with test results helping to decide on therapies rather
than leading to invasive interventions, insurance or occu-
pational problems, then the recent results summarized
above should be applied to preventive medicine policy.

Because of the inherent difficulties, few preventive
medicine recommendations are based on randomized trials
demonstrating improved outcomes but rely on reasonable
assumptions from available evidence. There is now enough
evidence to consider recommending a routine exercise test
every five years for men > 40 and women > 50 years of age,
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especially if one of the potential benefits is the adoption of
an active lifestyle (58).

CONCLUSION

While there are important technological considerations
and the need to be very knowledgeable of the guidelines
to insure its proper application, exercise testing remains
one of the most widely used and valuable noninvasive tools
to assess cardiovascular status.

The following precepts regarding methodology are
important to follow:

The treadmill protocol should be adjusted to the patient
and one protocol is not appropriate for all patients.

Exercise capacity should be reported in METs not min-
utes of exercise.

Hyperventilation prior to testing is not indicated, but
can be utilized at another time, if a false positive is
suspected

ST measurements should be made at ST0 (J-junction)
and ST depression should only be considered abnor-
mal if horizontal or downsloping; 95% of the clinically
important ST depression occurs in V5 particularly in
patients with a normal resting ECG.

Patients should be placed supine as soon as possible
postexercise with a cool down walk avoided in order
for the test to have its greatest diagnostic value.

The 2–4 min recovery period is critical to include in
analysis of the ST response.

Measurement of systolic blood pressure during exercise
is extremely important and exertional hypotension is
ominous; at this point, only manual blood pressure
measurement techniques are valid.

Age-predicted heart rate targets are largely useless
because of the wide scatter for any age; a relatively
low heart rate can be maximal for a given patient and
submaximal for another.

The Duke Treadmill Score should be calculated auto-
matically on every test except for the elderly.

Other predictive equations and heart rate recovery
should be considered a standard part of the treadmill
report.
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INTRODUCTION

The terms eye movement measurement, eye tracking, and
oculogragphy refer to measurement of the orientation and
motion of the eye, either with respect to the head, or with
respect to the visual environment. This may include not
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only rotations of the eye that cause changes in gaze direc-
tion, but also rotations of the eyeball about the line of sight,
called ocular torsion. Point-of-gaze is the point in the visual
environment whose image forms on the small, high acuity
area of the retina, called the fovea. Line-of-gaze is the
imaginary line connecting the eye to the point-of-gaze.
Sometimes the term gaze tracker is used to describe a
system whose primary function is to determine a subject’s
fixation point or line of gaze with respect to the visual
environment, rather than the dynamics of eyeball motion
with respect to the head.

Eye movement measurement devices have long been
used for research in reading, various aspects of visual
perception and cognition, neurology, instrument panel
layout, and advertising. Technological advances, especially
in the areas of digital processing and solid-state sensor
technology, have made eye tracking possible under pro-
gressively less and less restrictive conditions. In recent
years, uses have expanded to include computer application
usability research, communication devices for the disabled,
sports and gait research, Lasik surgery instrumentation,
and research requiring simultaneous f MRI (functional
magnetic resonance imaging) measurement. In the past
decade it has also become practical to measure ocular
torsion with optical, noncontacting methods.

Figure 1 shows some of the structures and dimensions of
the eye that are important in eye movement measurement
(1,2). In an idealized model, the optical axis of the eye is the
line that passes through the centers of curvature of the
cornea, and lens, and the center of rotation of the eyeball.
The visual axis (or line of sight) is the ray that passes from
the fovea, through the nodal points of the lens and inter-

sects the point-of-gaze. It is important to note that the
fovea is not centered on the retina, but rather is located
5–78 toward the temporal side. The visual and optical axes
are therefore, not identical. An idealized model of the eye
usually assumes the pupil and iris to be centered on the
optical axis, and assumes that the eyeball and eye socket
operate as a perfect ball and socket joint, with the eyeball
rotating about a single point within the eye socket.

The idealized model is often perfectly adequate for
making good measurements of gaze direction and eye
movement dynamics, but is not precisely accurate. For
example, the eye does not rotate about a single center of
rotation within the eye socket (3). The pupil is not precisely
centered with respect to the optical axis, visual axis, or iris,
and its center moves as the iris opens and closes (4).

Eye position with respect to the head can be described by
a three element rotation vector, by a four element rotation
specification called a quarternion, or by a set of three
angles that describe the positions of an imaginary set of
nested gimbals, with the outer gimbal fastened to the head,
and the eye attached to the inner most gimbal. In the latter
case, the three angles are usually referred to as Fick or
Euler angles, and consist of an azimuth (or horizontal)
angle, an elevation (or vertical) angle, and a roll (or torsion)
angle. In all cases rotations are measured from a somewhat
arbitrary reference position that loosely corresponds to
looking straight ahead when the head is upright. A com-
plete description of the methods and underlying mathe-
matics for specifying eye rotation is available in an article
by Haslwanter (5).

Gaze tracking devices usually report point-of-gaze in
terms of a coordinate system defined on a surface in the
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Figure 1. Schematic diagram of the eye showing typical values of dimensions that are important in
eye movement measurement. The dimension values, which do vary between individuals, are derived
from Refs. 1 and 2.



environment; or an eye location in space plus a gaze direc-
tion vector, with respect to an environment coordinate frame.

Normal human eye movements fall into the broad cate-
gories of conjugate and nonconjugate movements. Conju-
gate movements, in which both eyes move together, include
the rapid, ballistic jumps between fixation points, called
saccades; smooth compensatory movements to hold the
gaze steady in the presence of head motion; smooth move-
ments to track objects that are moving across the visual
field; and the saw tooth pattern of movement called nys-
tagmus that occurs in response to an inertial rotation of the
body or a rotation of the visual field. There are also min-
iature motions during the relatively stationary fixation
periods, which are < 18 and are not perceived. Vergence
is a nonconjugate motion used to keep a visual target at the
same position on both retinas. As a visual target moves
closer, the visual axes of the two eyes rotate toward each
other. Ocular torsion occurs in response to inertial rotation
or lateral acceleration, or rotation of the visual field about a
horizontal axis. It is associated with perceptions of tilt. A
thorough review of eye movement behavior can be found in
Hallett (6).

The eye movement measurement techniques currently
in most frequent use fall into the major categories of
magnetic search coil, a technique that measures magneti-
cally induced current in a tiny wire coil fastened to the eye;
electrooculography, which uses surface electrodes to mea-
sure the direction of an electrical potential between the
cornea and retina; and optical techniques that rely on
optical sensors to detect the position or motion of features
on the eye. Their optical technique category includes many
subcategories, and has the largest variety of different
systems in current use. Background theory and system
descriptions for eye movement measurement devices, in
all of these categories, are presented in the following
sections.

Eye tracker performance is usually described by some
subset of the following parameters. Accuracy is the expec-
ted difference between the measured value and the true

value. Resolution is the smallest change that can be report-
ed by the device. Precision is the expected difference in
repeated measurements of the same true value. Range
describes the span of values that can be measured by
the device. Linearity is the degree to which a given change
in the real quantity results in a proportional change in
the measured value, usually expressed as percent of the
measurement range. Update rate is the frequency with
which data is output (samples per second). Bandwidth is
the range of sinusoidal input frequencies that can be
measured without significant distortion or attenuation.
Transport delay is the time required for data to pass
through the system and become available for use.

SCLERAL SEARCH COIL

The scleral search coil technique, first described by Robinson
(7), requires that a sensing element be placed on the eye.
The technique is based on the principle that a changing
electric field can induce a current in a coil of wire. If the
coil lies in a plane parallel to a uniform, alternating
current (ac) magnetic field, no current is induced. If the
plane of the coil is not parallel to the field lines, an ac
current will be induced in the coil. Current amplitude will
be proportional to the coil area projected onto the plane
that is perpendicular to the magnetic field lines. For exam-
ple, if the plane of the coil is tilted about an axis perpendi-
cular to the magnetic field lines, the induced current will be
proportional to the sine of the tilt angle. A tilt in the
opposite direction results in an induced current with the
opposite phase (1808 phase shift). The sign of the tilt angle
can, therefore, be deduced from the phase of the induced
current.

As shown in Fig. 2, a pair of Helmholz coils, which set up
uniform ac magnetic fields in both vertical and horizontal
axes, surrounds the subject’s head. The driving circuitry
ensures that the two fields are exactly 908 out of phase. An
induction coil, made of very fine wire, is held on the eye so

EYE MOVEMENT, MEASUREMENT TECHNIQUES FOR 265

Pair of horizontal
field coils

Pair of
vertical

field coils

Vertical
eye pointing

direction

Horizontal
eye pointing

direction

Current
amplifier

(horizontal)

Current
amplifier
(vertical)

90 deg
phase
shifter

Oscillator
(20 kHz)

Phase
sensitive
detector

Filtering,
calibration

&
linearization

Phase
sensitive
detector

Filtering,
calibration

&
linearization

Figure 2. Schematic illustrating the scleral search coil method of measuring eye movement.
(Adapted from a diagram in Ref. 8.)



that it forms a circle about the limbus (iris–sclera bound-
ary). Robinson embedded the coil in a scleral contact lens,
which was held to the limbus by the action of a tiny suction
tube. Collewijn et al. (9) developed a technique for using an
annular ring made of silicone rubber and having a slightly
hollow inner surface. The ring adheres to the limbic area by
capillary action and does not require the suction tube. Fine
wire leads, from the induction coil, extend out of the eye at
the canthus (the corner of the eye). A drop of anesthetic is
generally administered prior to insertion, but the devise is
usually tolerated well once the anesthetic wears off (9).

The induction coil encloses an area that is approxi-
mately in the plane of the pupil. Horizontal eye movement
varies the current induced by the horizontal ac magnetic
field, and vertical motion varies the current induced by the
vertical field. By detecting the phase, as well as the ampli-
tude of the induced current, it is possible to obtain separate
analog signals proportional to the sine of vertical and
horizontal eye rotations. A simple calibration is required
to find the initial reference orientation of the eye.

It is possible to embed, in the annular ring, a second
induction coil that encloses an area having a component
parallel to the optical axis of the eye. The second coil is
shown in Fig. 3. Torsional eye movement can be computed
from the current induced in this second coil.

When used with nonhuman primates, a magnetic induc-
tion coil is often implanted surgically, using a method
described by Judge et al. (10).

Scleral search coil systems can be expected to measure
with a resolution > 1 arc�min over a range of �15–208, and
accuracy of � 1–2% of the range. Slippage of the annular
ring on the eyeball is possible, and can produces significant
additional error. Temporal bandwidth is a function of the
coil excitation frequency and filtering, and depends on the

specific implementation, but 0–200 Hz or better is probably
achievable. The accuracy of the torsional measurement is
generally assumed to be a fraction of a degree, but may be
affected by slippage of the annulus as well as variation in
eyeball curvature, and is not well documented.

The method is distinctly invasive, and requires the head
to be confined within the Helmholz coil assembly, but does
not require the head to be rigidly fixed. It offers good
measurement performance, measures all three axes of
rotation simultaneously, and is not affected by eyelid clo-
sure, or ambient illumination. In the past, complete sys-
tems for use with humans have been commercially
available from C-N-C Engineering, Seattle, WA; and Ska-
lar Medical BV (11), The Netherlands. Current commercial
availability is uncertain. Systems for use with animals are
available from Riverbend Instruments, Inc., Birmingham,
AL (12).

ELECTRO-OCULOGRAPHY

Electro-oculography (EOG) has a relatively long history,
dating from the 1920s and 1930s (13–17). The retina of the
eye carries a slightly negative electrical charge, varying
from � 0.4 to 1.0 mV, with respect to the cornea, probably
because the retina has a higher metabolic rate. This charge
difference constitutes an electrical dipole, which is approxi-
mately, although not exactly, aligned with the optical axis
of the eye. Electro oculography refers to the use of surface
skin electrodes to measure the position of the cornea-
retinal dipole. When used with ac recording techniques
to measure nystagmus, or when used in a neurological test
setting to measure any type of eye movement, it is often
called electronystagmography (ENG).

Ideally, when the electrical dipole is midway between
two electrodes that have been placed near the eye, the
differential voltage between the electrodes would be zero,
and as the eye rotates from this position, the differential
voltage would increase with the sine of the angle. Although
this is indeed the qualitative result, in practice there is a
great deal of direct current (dc) drift. Skin conductance
varies over time, and the corneo-retinal potential changes
with light adaptation, alertness, and the diurnal cycle. In
fact, EOG is sometimes used explicitly to measure the
changes in corneo-retinal potential as a function of light
stimuli, rather than eye movement (18,19). Electromyo-
graphic activity from facial muscles can also interfere with
EOG measurement.

After cleaning the skin with an alcohol swab, electrodes
are often placed as shown in Fig. 4. In this case, the
differential voltage between the electrodes placed near
the outer canthi (junction of upper and lower eyelid) of
each eye is used to measure horizontal motion of the two
eyes together. It is also possible to use additional elec-
trodes near the nose, or on the bridge of the nose, to
measure the two horizontal eye positions independently.
The vertically positioned electrode pairs measure both
eyes together when wired as shown in the diagram, but
can also be used to measure vertical position of each eye,
independently. The electrode at the center of the forehead
is used as a reference. Other placement patterns can be used
as well.
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Figure 3. Schematic showing the configuration of the second coil
in a dual induction coil system. The second coil forms a loop whose
enclosed area has a component parallel to the optical axis of the eye
(perpendicular to the plane of the pupil), and is used to measure
torsional movement. Although the diagram shows only one wind-
ing for each coil, the actual device uses multiple windings.



The electrodes most often used are silver–silver chlor-
ide, self-adhesive models, designed as infant heart monitor
electrodes. They are connected to high gain, low impe-
dance, low noise, differential amplifiers. The output from
the differential amplifiers is now most commonly digitized
and input to digital processors for linearization, scaling,
and other processing. The ac coupling or frequent rezeroing
is required to keep the analog signal in range of the analog
to digital converters.

The high and unpredictable rate of dc drift makes this
technique less suitable than others for point of gaze mea-
surement. However, the drift is usually slower than eye
movement velocities, and EOG provides an excellent
means for measuring eye velocity profiles, slow and fast
phases of nystagmus, and patterns of fixations and sac-
cades, as long as the precise point of regard is unimportant.
Research laboratories often assemble their own EOG
devices from commercially available amplifiers, electrodes,
and digital data processing software packages. Both EOG
and ENG devices are sometimes used for neurological
testing in clinical settings, and commercially available
EOG or ENG devices are most often packaged as part of
neurological testing suites.

The EOG and ENG systems are commercially available
from: Cambridge Research Systems Ltd., UK (20); GN
Otometrics, Denmark (21); Guymark UK Ltd., UK (22);
Metrovision, Pérenchies, France (23), and Neuro Kinetics,
Inc., Pittsburgh, PA (24).

OPTICAL TECHNIQUES

Noncontacting optical sensors can be used to deduce the
orientation of the eyeball from the position of optical fea-
tures, optically detectable geometry, or the pattern of
reflectivity on the eye and the facial area surrounding

the eye. The sensors may range from a small number of
individual photodiodes to CCD or CMOS arrays, which
provide two-dimensional (2D) gray scale image data. In
most cases the eye area is illuminated with a near infrared
(IR) light that is within the sensitive spectral region for
solid-state light sensors, but minimally visible to the
human eye. Optics may be mounted to head gear and move
with the head, the head may be restrained to prevent or
limit motion with respect to optics that are not head
mounted, or movement with respect to non-head-mounted
optics may be allowed. In the latter case the sensor field of
view must either be large enough to accommodate the
expected head movement, or some component of the optical
assembly must automatically move to keep the sensor
aimed at the eye being measured.

OPTICAL SENSORS

Sensors used by optical eye trackers include the follow-
ing: Quadrant and bicell photodetectors: The disk
shaped detector surface is divided into two (bicell) or four
(quadrant) discrete photosensitive areas. The devices are
configured to produce analog signals (one for bicell detec-
tors, and two for quadrant detectors) proportional to the
difference in light intensity sensed on adjacent areas. The
signals are monotonically related to small displacements of
a light spot from the center of the detector either in one
(bicell) or two (quadrant) dimensions. The light spot must
remain completely on the detector surface, and displace-
ments must be smaller than the diameter of the spot.
Lateral effect photo diodes (position sensitive detectors): A
solid-state detector provides analog information propor-
tional to the one (1D) or two dimensional location of the
incident light center of gravity. Small arrays of discreet solid
state photosensors: The array provides a small number of
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Figure 4. Schematic illustrating the EOG method of measuring eye movement. (Adapted from a
diagram in Ref. 8.)



analog light intensity signals. Large, linear, photo-sensor
arrays: The array provides gray scale image data in a single
dimension. Large, 2D, solid-state, photosensor arrays (CCD
and CMOS): The array provides two dimensional gray scale
image data. Commercially available video cameras, based
on CCD and CMOS sensors provide analog and digital
signals in standard formats, usually at 50 or 60 fields/
second. Using a CCD chip that supports double the normal
pixel output rate, a small number of cameras are available
that output 120 fields/second. By using a subset of the video
lines for each field, these devices can also deliver field
update rates that are higher than 120 Hz. Some CMOS
sensor chips allow even more flexibility to receive data from
a dynamically determined subset of the pixels and to vary
the update rate. Higher update rates always mean that each
pixel has less time to accumulate charge, resulting in less
effective sensitivity and lower signal to noise ratios.

Quadrant detectors, lateral effect photo diodes, and
small arrays of discrete photo sensors provide information
with low spatial bandwidth content. The information can
usually be processed at high temporal bandwidth with
relatively little digital processing requirement. Large lin-
ear and 2D arrays offer much richer spatial information,
but require more processing power to interpret the infor-
mation, often leading to reduced temporal bandwidth.

FEATURES OF THE EYE

The eye image features most often used for eye movement
measurement are Limbus: Boundary between the colored
iris and white sclera. Iris: ‘‘Colored’’ ring that opens and

closes to adjust pupil size. Pupil: Circular opening defined
by inner boundary of iris. First Purkinje image (corneal
reflection): Reflection of a light source from the outer sur-
face of the cornea. Fourth Purkinje image: Reflection of a
light source from the inner surface of the lens.

These features are shown schematically in Fig. 5.
The pattern of blood vessels on the retina, if imaged with

an opthalmoscope or fundus camera, also constitute mark-
ings that can be used to track eye movement, but this is a
less commonly used technique.

In some cases facial landmarks, such as the canthus
(corner of the eye, where the upper and lower eyelid meet),
another facial feature, or a dot placed on the skin, may be
used to compare with the location of features on the eye. As
discussed later on, facial features can also be used to guide
remote camera based trackers.

The iris has a distinctive pattern of radial markings that
can be used to track ocular torsion. Its inner boundary,
defining the pupil, is nominally circular and centered with
respect to the limbus. Detailed examination, however,
reveals a slightly noncircular shape that is off center
(usually toward the nasal side) with respect to the limbus.
Furthermore, both the shape and position of the pupil
change slightly with pupil diameter and vary across the
population. The characteristics of the pupil form are
described and quantified in considerable detail by Wyatt
(4). He found that pupil position tends to shift in the nasal
and superior directions (with respect to the limbus) as the
pupil contracts, and that pupil diameter and circularity
tend to decrease with age.

Light rays that enter the eye through the pupil are
reflected by the retina and directed back toward their
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Figure 5. Schematic illustrating the various features of the eye often used by optical eye movement
measurement techniques. (Adapted from a diagram in Ref. 8.)



source. The eye therefore acts as a retroreflector. If the eye
is viewed by a detector that is coaxial with an illumination
beam, as shown in Fig. 6, the retroreflected light from the
retina makes the pupil appear to be a bright, back lit circle.
Some of the retinal reflection can be received slightly off
axis from the illumination beam (25). Although the bright
pupil effect falls off sharply as the detector moves off axis,
this accounts for the ‘‘red eye’’ effect in flash photography.
In an idealized case, the apparent brightness of the pupil
retroreflection will vary inversely with the square of pupil
diameter (26). As shown by Nguyen et al. (25), brightness of
the retinal reflection also varies between individuals and
as a function of gaze direction with respect to the illumina-
tion source, but these variations are small compared to the
effect of pupil diameter.

If the detector is off axis from the illumination beam, the
retroreflected light does not enter the detector and the
pupil appears as the familiar dark circle.

The corneal reflection is a virtual image that appears to
be just behind the plane of the pupil. If the cornea is
assumed to be spherical, the corneal reflection image will
form at point half way between the surface of the cornea
and its center of curvature, along a ray that is parallel to
the illumination beam and passing through the corneal
center of curvature. If the light source is far away com-
pared to the radius of the eyeball, then as the eye rotates,
the corneal reflection always appears to move the same
amount as the corneal center of curvature. A similar
analysis will show that the fourth Purkinje image forms
in almost the same plane as the corneal reflection, but
appears to move the same amount as the posterior lens
surface center of curvature.

FEATURE RECOGNITION

Systems that use 2D detector arrays typically perform a
pattern recognition task to identify features in the 2D

image. Digital processing power has always been a critical
limitation. When video cameras were first used as sensors,
analog preprocessing was often used to find edge points, or
other pixel subgroups, and thereby reduce the amount of
data that needed to be processed digitally. Algorithms
requiring relatively few computational steps were used
to process the reduced digital information in order to
recognize features and find their centers.

Increased digital processing capability has very signifi-
cantly eased, although by no means eliminated, this limitation.
It is now practical to digitally process 2D, gray scale image
buffers while maintaining reasonable, real-time update rates.
It has become possible to use, in real-time, elements of classical
digital image processing such as Sobel or other convolution
based edge detection algorithms, and circle or ellipse best-fit
algorithms. Less computationally intensive algorithms are
still often used, however, to maximize update rates.

Digital processing components in current use range
from commercially available PCs and frame grabbers to
custom processing boards that include field programmable
gate arrays (FPGAs) and digital signal processors (DSPs),
and microcontrollers.

When using an array sensor, the location of individual
boundary points on an image feature (e. g., the pupil) are
often identified with only single pixel resolution. If the
object covers multiple pixels, knowledge of the object shape
allows its position to be computed with subpixel resolution.
For example, if a group of pixels are thought to define the
edge of circular object, a least mean squared error circle fit
will define the circle center location with sub pixel resolu-
tion. If sufficient computation time is available, it is also
possible to use gray scale information to define edge points
with subpixel accuracy.

Pupil Recognition

The pupil is generally recognized as a circular or elliptical
area that is darker (in the case of a dark pupil image) or
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Figure 6. Illustration of bright and dark pupil optics. In the bright pupil example, retroreflected
light from the retina will beam back into the camera lens, resulting in a bright, back lit, pupil image.



brighter (in the case of a bright pupil image) than sur-
rounding features. The pupil is often partially occluded by
eyelids and corneal reflections, and algorithms must there-
fore recognize the circular or elliptical shape even when
occluded to some degree. Furthermore, it is important that
only the real pupil boundaries be used to determine the
center of the object, rather than the occlusion boundaries.
Examples of pupil detection algorithms can be found in Zhu
(27), Mulligan (28), Ohno et al. (29), Charlier et al. (30), and
Sheena (31).

The retroreflective property of the eye makes possible a
signal enhancement technique that can be exploited to help
identify the pupil (32–35). If a camera is equipped with
both a coaxial and off-axis illuminator, a bright pupil image
will be produced when only the coaxial illuminator is on,
and a dark pupil image will be produced when only the off-
axis source is on. If the illuminators are alternately acti-
vated for sequential camera images, the result will be
alternating bright and dark pupil images. Assuming ele-
ments in the camera field of view have not moved between
images, all other image features, which are not retrore-
flectors, will remain essentially unchanged.

If two such images are subtracted, one from the other,
the result should leave only the pupil image. In practice,
there will still be small differences in all parts of the image
due to the different illumination angles, but contrast
between the retroreflective pupil and the rest of the image
is still greatly enhanced. There are some drawbacks to the
technique. If the eye moves significantly between the
sequential images, subtraction results in a distorted pupil
image. The need to digitize and subtract two images
increases memory and processing requirements, and the
fact that two sequential images are required to create one
data sample limits the temporal bandwidth of the measure-
ment. Note that a similar result can be obtained with
images from two cameras that are carefully aligned with
respect to the same image plane, and an illumination
source that is coaxial with only one of them.

Corneal Reflection Recognition

The corneal reflection (first Purkinje image) is usually
recognized, within a larger 2D image, by its intense bright-
ness, predictable size and shape, and proximity to the
pupil. It can, however, be confused with small reflections
from tear ducts or eyeglass frames, and reflections from
external sources emitting light in same spectral band as
the intended source. Its center can be identified with sub-
pixel accuracy only if it is large enough to cover multiple
pixels. Eizenman et al. (36) describe a technique for using
knowledge of brightness pattern across the corneal reflec-
tion (first Purkinjie image) to find its position, on a linear
array, with subpixel resolution. To accomplish this they
used a precisely designed illumination source to insure a
known pattern of luminance.

Fourth Purkinje Image Recognition

The fourth Purkinje image is very dim and very difficult to
reliably identify in a larger image. The one system in
common use that requires the fourth Purkinje image relies
on careful initial alignment to focus the image on a quad-

rant detector. The detector is not much larger than the
Purkinje image; and, in this case, automatic recognition in
a larger field is not necessary.

Face Recognition

In some cases wide-angle images are now used to recognize
the presence of a face, and to find the location of one or both
eyes. If the eye is identified in a wide angle image, and
assuming the camera is well calibrated to account for lens
or sensor distortions, it is reasonably straight forward to
compute the direction of the line extending from the cam-
era to the eye. Finding the distance to the eye is more
difficult. If the eye is identified on the images from two
cameras, it is possible to triangulate. If both eyes are
identified on a single camera image, knowledge of the true
interpupillary distance can be used to compute distance to
the face. However, head rotation with respect to the camera
will cause some error if not taken into account. Some face
recognition systems are able to determine head orienta-
tion. For example, Xiao et al. (37) and Matthew and Baker
(38) describe a method, based on a technique known as
active appearance modeling (39), to make real-time mea-
surements of the position and 3D orientation of a face.

Information about eye location can be used to direct a
separate sensor to obtain a more magnified view of the eye,
or the wide-angle image itself may also be used to find the
position of features within the eye. In the latter case, there
is a clear trade off between spatial resolution and wide-
angle coverage. Recognition of facial features can also be
exploited in order to use a facial landmark, such as the
canthus or the center of the eyeball as one of the elements
in a dual feature-tracking algorithm (40,41). However, the
plasticity of facial features makes it difficult to determine
their position with the same precision as the pupil and
Purkinjie images.

EYE ORIENTATION AS A FUNCTION OF SINGLE OR DUAL
FEATURE POSITION

If we have a sphere of radius r, with a mark on its outer
surface as shown in Fig. 7, and if we assume the center of
the sphere is fixed with respect to an observer, then the
observer can compute the rotation (u) of the sphere about
its center by noting the displacement (d) of the surface
mark.

u ¼ arcsinðd=rÞ

This is the principle behind single feature eye tracking.
However, if the center of the sphere moves with respect to
the observer, observation of a single mark provides no way
to distinguish such motion from rotation.

If there are two visible marks on the sphere, which are
fixed to the sphere at different distances from its center,
then observing the relative position of these marks does
allow rotation of the sphere to be distinguished from
translations. So long as the distance between the sphere
and observer remains the same or is independently known,
translation with respect to the observer can be unambigu-
ously distinguished from rotation.
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If the two marks are located along the same radius line,
at distances r1 and r2 from the center of the sphere, as
shown in Fig. 8, then the rotation angle (u) of this radius
line, with respect to the line connecting the sphere and
observer, is

u ¼ arcsinðDd=ðrlr2ÞÞ

where Dd is the observed separation between the marks.
This is the basic principle behind dual feature tracking
techniques. The underlying sine function has a steep slope
at small angles, maximizing the sensitivity of the techni-
que. Note that if the distance between the observer and
sphere changes, the dual feature relation still leaves some

ambiguity since the apparent separation between the
marks will change as a function of distance.

In the case of the eye, referring to Fig. 1, the center of the
pupil or center of the iris is a mark that is � 9.8 mm from
the center of the eyeball. Although both images appear to
be just behind the plane of the pupil, the first Purkinje
image moves the same amount, with eye rotation, as would
a mark � 5.6 mm from the center of the eyeball (the
position of the anterior corneal surface center of curva-
ture); and the fourth Purkinje image moves the same
amount as would a mark � 11.5 mm from the center of
the eyeball (the position of the posterior lens surface center
of curvature).

Eye Orientation as a Function of Just Pupil or Corneal
Reflection Position

The pupil, and corneal reflection (first Purkinje image) are
the features most commonly used for single-feature track-
ing. If a sensor and light source are mounted so that they do
not move with respect to a person’s head, either of these
features can be used as a marker to compute eye rotation in
the eye socket. Either the head must be stabilized with
some type of head restraint mechanism, or the sensor must
be mounted to head gear that moves with the subject.

When measuring only a single feature, any translation
of the head with respect to the sensor will be erroneously
interpreted as eye rotation. For example, if using pupil
position, a 1 mm motion of the head parallel to the detector
image plane may be mistaken for about a 58 eye rotation. If
the corneal reflection is the feature being tracked, a 1 mm
slippage will be indistinguishable from an � 128 eye
rotation.

Eye Orientation as a Function of Relative Pupil and Corneal
Reflection Positions (CR/Pupil)

The pupil and first Purkinje image (corneal reflection), or
the first and fourth Purkinje image are the most commonly
used feature pairs for dual feature tracking. The pupil to
corneal reflection technique (CR/Pupil) was first described
by Merchant et al. (42). As shown in Fig. 9, if the sensor
is close to the light source that produces the corneal
reflection, the angle (u) of the eye optical axis with respect
to the sensor is described by

u ¼ arcsinðd=kÞ

where d is the apparent distance between the pupil and
corneal reflection (from the point of view of the sensor), and
k is the distance from the pupil to the corneal center of
curvature. If the sensor is not close to the illumination
source, therelationchangesonlyslightlysolongasthesensor
does not move with respect to the illumination source.

u ¼ arcsinððd�kdÞ=kÞ

kd ¼ kcrsinðgÞ

where kcr is half the cornea radius of curvature and g is the
angle between the illumination beam and the sensor line of
sight (see Fig. 10). If the sensor and illumination source are
very far away, compared to the radius of the eyeball, then g,
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Figure 7. Schematic illustrating the principle behind single fea-
ture tracking. Observation of a single land mark on the sphere
allows determination of its orientation, so long as the center of the
sphere does not move.
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Figure 8. Schematic illustrating the principle behind dual fea-
ture tracking. The relative position of the two landmarks defines
the orientation of the sphere, even if its center moves in a direction
parallel to the plane of the detector.



and hence kd, are constants. One drawback to the pupil to
corneal reflection technique is that the pupil center is not
completely stable with respect to the optical or visual axis,
but moves slightly as the pupil size changes (4). Theoreti-
cally, this effect can be measured in an individual and
accounted for (43,44), but would add to the time and effort
required to calibrate an individual. Note also that the
pupil-to-corneal-reflection vector is less sensitive to eye
rotation than either of the individual features. A 58 eye
rotation, from an initial position in which the pupil and
corneal reflections are aligned, causes the pupil and cor-
neal reflection images to separate by only � 0.4 mm,
whereas the pupil center moves � 1 mm.

The equations given above describe the major effect, but
not all secondary effects, and are not precise. For example,
the cornea is not perfectly spherical, the eyeball does not
rotate about a perfectly stable central point, and the pupil
image is slightly magnified by the refractive power of the
cornea. To the extent that secondary effects are large
enough to be detected, they are often accounted for by
the results of an empirical calibration procedure, as dis-
cussed later.

The range of gaze angles that can be measured by
the pupil to corneal reflection technique is limited by the
range over which the corneal reflection remains visible to

the detector. In the horizontal axis, this range is usually
� 708 visual angle for a given illumination source and
sensor pair. It is usually less in the vertical axis due to
occlusion of either the pupil or corneal reflection by the
eyelids. The range can be extended by using multiple
illumination sources, at different positions, to create multi-
ple corneal reflections, but the system must be able to
uniquely recognize each reflection even when not all are
visible.

Eye Orientation as a Function of Relative First and Fourth
Purkinje Image Positions (CR/4PI)

As described by Cornsweet and Crane (45), the first and
fourth Purkinje images can also be used for dual feature
tracking. The same type of arcsine relation applies, but
with d the apparent distance between the two Purkinje
images, and with k equal to the distance between the cor-
neal center of curvature and the posterior lens surface
center of curvature. The technique has the advantage that
the Purkinje image positions can be more precisely defined
than the pupil center. In addition, the separation of the
posterior lens surface and corneal centers of curvature
(� 6 mm) is greater than that between the pupil and cor-
neal centers of curvature (� 4.2 mm), yielding greater
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Figure 9. Schematic illustrating the basic relation-
ship behind the pupil-to-corneal-reflection technique
for measurement eye movement. The diagram ass-
umes that the detector and illumination source are
coaxial, or very close together, and are very far from
the eye, compared to the radius of the eyeball. The
optical axis of the eye is rotated away from the de-
tector by an angle u. From the vantage point of the
detector, the pupil and corneal reflection appear to be
separated by distance d.

Figure 10. Schematic illustrating the detected
pupil to corneal reflection separation (d) when the
detector and illuminator optical paths are not coax-
ial. The diagram assumes that the detector and illu-
mination source are far from the eye, so that lines
from the detector to various points on the eye are
essentially parallel, as are rays from the illumination
source to various points on the eye. The angle u is
between the eye and detector optical axes, and g is
the angle between the detector optical axis and the
illumination beam.



sensitivity to eye rotation than the pupil to corneal reflec-
tion technique. Drawbacks are that the fourth Purkinje
image is relatively dim and difficult to find, and is only
visible within the iris opening.

Eye Orientation as a Function of Relative Pupil or Iris and
Facial Landmark Positions

The relative position of the pupil or iris and a facial land-
mark can also be used to measure eye orientation. This is
sometimes done when image magnification and resolution
is such that the smaller Purkinje images cannot be reliably
detected, or the relative motion of the pupil and corneal
reflection cannot be sufficiently resolved. Since the facial
landmark does not move with eye rotation, the governing
relationship is described by

u ¼ arcsinð ðd�diÞ=rÞ

where d is the distance (in the camera image plane) from
the facial landmark to the pupil or iris center, di is the
distance (also in the camera image plane) from the facial
landmark to the eye center of rotation, r is the distance
from the pupil or iris center to the eyeball center of rota-
tion, and u is the angle of the eye optical axis with respect to
the detector. If the head rotates with respect to the detec-
tor, di will appear to shorten, in the direction perpendicular
to the rotation axis, by an amount proportional to the
cosine of the rotation angle. Advantages over other dual
feature techniques are greater sensitivity (larger change of
the measured quantity for a given eye rotation), and the
possibility of identifying the features in wider, less magni-
fied images. Disadvantages are that facial image features
are not stable, but usually move at least slightly as a
function of facial muscle activity, and head orientation
must also be measured or must remain stable with respect
to the detector. Zhu and Yang (40) describe a dual feature
technique using the relative position of the canthus and
iris; and Tomono et al. (41) describe an algorithm for using
the relative position of the pupil, and a computed position
of the center of the eyeball.

EYE ORIENTATION AS A FUNCTION OF FEATURE SHAPE

It is also possible to extract eye orientation information from
feature shape. A circle (e. g., the pupil outline or outer
boundary of the iris) appears elliptical if viewed from an
angle. As the circle tilts, the minor axis of the ellipse, which
is perpendicular to the axis of rotation, appears shortened by
the cosine of the rotation angle. A major drawback to using
pupil or iris ellipticity as an orientation measure is that, due
to symmetry considerations, the direction of rotation about
the rotation axis remains ambiguous. A second major lim-
itation is that the underlying cosine function has a shallow
slope at small angles resulting in poor sensitivity.

EYE ORIENTATION AS A FUNCTION OF REFLECTIVITY
PATTERN MOVEMENT

Different structures on the eye, primarily the pupil, iris,
and sclera have different reflectivity properties. As the eye

rotates this reflectivity pattern moves, and that property
can be exploited to measure eye movement. Movement of
the reflectivity pattern can be detected with small numbers
of individual photodetectors, and this, in turn, makes it
possible to achieve relatively high temporal bandwidth.
The technique was pioneered by Torok et al. (46) and Smith
and Warter (47), using a photomultiplier as the detector, and
further developed by Stark and Sandberg (48), Wheeless
et al. (49), Young (50), Findlay (51) and Reulen et al. (52).
The most prominent contrast feature in the pattern is
generally produced by the boundary between the iris
and sclera. Therefore, devices that use small arrays of
photodetectors to measure motion of this pattern are often
called limbus trackers.

The iris sclera boundary is easily visible along the
horizontal axis, but along the vertical axis it is usually
obscured by the eyelids. In fact the boundary between the
eyelids and iris are often the most prominent reflectivity
boundaries along the vertical axis. The eyelids do tend to
move in proportion to vertical eye motion, and are useful as
measures of vertical eye position; but motion of the reflec-
tivity pattern remains a much less dependable function of
vertical (as opposed to horizontal) eye rotation.

In principle, reflectivity pattern tracking is similar to
single feature tracking. As with single feature tracking,
any movement of the sensors with respect to the eye
produces erroneous measurements.

MEASURING POINT-OF-GAZE IN THE PRESENCE
OF HEAD MOTION

Dual feature techniques, such as the pupil to corneal
reflection method, permit computation of gaze direction
with respect to a detector. However, head motion may still
need to be measured in order to accurately determine the
point of gaze on other objects in the environment.

First, consider an example in which the head is free to
move with respect to a stationary detector, and the task is
to measure point of gaze on other stationary objects in the
environment. This is illustrated by the two dimensional
example in Fig. 11. The point of gaze, defined by x, is
dependent not only on u, which can be measured by one
of the dual feature tracking methods previously described,
but also on f and d1, which define head position. If head
motion is small compared to distance to the detector and
scene surface, then changes in head position will have little
effect and can be ignored.

If the location of the eye in the environment space can be
independently measured, and if the detector and scene
surface positions are known with respect to the same
environment space, the following general algorithm can
be used to determine point of gaze on a surface. Use a dual
feature technique to determine direction of the gaze vector
with respect to the detector, and knowledge of the detector
orientation to express this as a direction in the environ-
ment space. Use the gaze direction and known start point
(the location of the eye in space) to write the parametric
equation for a line in the environment coordinate space.
Use knowledge of the scene surface position to solve for the
intersection of a line and a plane. Ohno et al. (29) describe a
version of this strategy.
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Next, consider an example in which the detector is
fastened to headgear worn by the subject. Single as well
as dual feature techniques may be adequate to measure
gaze direction with respect to the head (although single
feature methods will have larger errors if there is any
slippage of the headgear). In order to find point-of-gaze
on objects in the environment it is clearly necessary to
know the position and orientation of the head with respect
to those objects. The following strategies can be used.

1. A second camera can be mounted to the head gear so
that it shares the same reference frame as the eye
sensor, but points toward the subject’s field of view.
Point-of-gaze can be indicated as a cursor superim-
posed on the image from this scene camera.

2. Light-emitting diodes (LEDs) or other special emit-
ters can be fastened to an object in the environment,
such as the bezel of a computer monitor, and detected
by head mounted sensors to locate the object in the
head reference frame. Measurement of gaze in the

head reference frame can then be related to position
on that object.

3. A separate head tracking system can be used to
measure head position and orientation with respect
to the environment. This information can then be
used to compute the location and direction of the gaze
vector in the environment coordinate frame. If the
locations of surfaces are also known in the same
environment reference frame, it is possible to solve
for the intersection of a line (line-of-gaze) with a
surface, to find point-of-gaze on various surfaces in
the environment. A general method for doing this
computation is described in Appendix E of Leger et
al. (8). Duchowski (53) also describes specific algo-
rithms for handling this type of task.

In the case of the head mounted scene camera described
above, it is important to be aware of possible parallax error.
The scene camera is usually not viewing the scene from
exactly the same vantage point as the eye being tracked. As
shown in Fig. 12, eye rotation angle data can be mapped to
the scene camera image plane at a particular image plane
distance, but the relation changes as the image plane
distance changes. The resulting parallax error can be
easily corrected if there is knowledge of the distance, from
he subject to the gaze point. The parallax error may be
negligible if the distance to the gaze point is large compared
to the distance of the scene camera from the eye. It is also
possible, as shown in Fig. 13, to minimize parallax by
bending the scene camera optical path with a beam splitter,
such that the scene camera has the same vantage point as
the eye being measured (54).

If a person with normal ocular function is fixating a
point not infinitely far away, the lines of gaze from the two
eyes should converge. If the gaze angles of both eyes are
measured with head mounted optics, the intersection of
the two lines-of-gaze theoretically indicates the three-
dimensional (3D) point-of-gaze in space, with respect to
a head fixed coordinate system. If head position and orien-
tation are known, this can be transformed to a position in
environment space. Duchowski (53) describes an algorithm
for this computation. It should be noted that, in practice,
the measured lines-of-gaze from the two eyes will almost
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never intersect. Neither the measurement nor the system
being measured is infinitely precise. The discrepancy can
be resolved as follows. Consider the two planes that are
parallel to the ‘‘vertical’’ axis of the head and which contain
the gaze vector from each of the two eyes. If the two lines-of-
gaze converge, these two planes will intersect along a line,
which is also intersected by the line-of-gaze from each eye.
The 3D point-of-gaze can be chosen to be either of these
intersection points or a point half way between the two.

As the point-of-gaze moves farther from the head, the
vergence angle (the angle formed by the gaze vector from
each eye) diminishes. The relation is reasonably sensitive
at close distances. As distances become longer, a very small
change in vergence corresponds to an increasingly large
change in distance, and moderate measurement noise or
error in the eye tracker may result in a very noisy or
inaccurate point of gaze computation.

MEASUREMENT OF TORSIONAL EYE MOVEMENT

Optical measurement of torsional eye movement was first
accomplished by offline photographic analysis techniques
and later by tracking artificial marks placed on the eye. For
example, Edelmann (55) created a visible mark by sand-
wiching a human hair between two contact lenses. Use of
standard surgical markers, applied just outside the limbus,
has also been reported (56), although this requires that a
local anesthetic be applied to the cornea.

Over the last decade or so it has become practical to
make real time measurements using the patterns that
are naturally visible on the iris, as captured by CCD or
CMOS cameras. This has generally been done either by
using a cross-correlation technique, or a template-matching
scheme to compare the iris over sequential video frames.
The first method, first described by Hatamian and
Anderson (57), and further developed and automated by
Clarke et al. (58) and Bucher et al. (59), cross-correlates
the pixel sequence from a 1 pixel wide path around the
pupil, sampled from each video frame, with that from an
initial reference frame.

It is important that the same strip of iris be sampled
each time, so unless the eye is stationary in the two
nontorsional degrees of freedom, the pupil center must
be accurately tracked. Even so, at eccentric eye positions,
geometric image distortions can cause errors. The points on

the iris that form a circle on the camera image plane when
the subject looks directly at the camera, begin to form a
more elliptical shape on the camera image plane as the
subject looks farther away from the camera. Moore et al.
(60), and Peterka et al. (61) describe a method for avoiding
this type of error by correctly computing the projection of
the eye onto the camera image plane and empirically
solving for parameters that correspond to physical charac-
teristics of the eye or eye-to-camera geometry. A template-
matching scheme described by Groen (62) and further
developed by Zhu et al. (63) is also designed to minimize
geometrical perspective errors by tracking distinctive land-
marks on the iris. Changes in pupil diameter can affect the
pattern of radial markings on the iris and lead to some
torsion measurement error. Guillemant et al. (64) des-
cribes a technique using neural network software to iden-
tify the pupil and iral patterns for torsion measurement.

CALIBRATION

Most eye tracking systems require a practical method to
relate a measured quantity, such as the relative position of
the pupil and corneal reflection, to a desired quantity, such
as point of gaze on a particular scene space. The underlying
relationships behind several techniques for measuring eye
orientation have been presented in preceding sections. In
practice, however, eye tracking systems often rely on com-
pletely empirical techniques to map the measured quantity
to gaze points on a scene space. The measured quantity is
recorded as a subject looks at several known points in the
scene space and either a polynomial curve fit, an inter-
polation scheme, or some combination is used to map
(transform) one to the other.

The process of gathering data to compute the transform
is referred to as the calibration. In this way, the precise
physical dimensions, such as the corneal radius of curva-
ture or angle between the optical and visual axis of the eye,
and precise geometrical relationships between detectors,
illumination sources and scene surfaces do not have to be
explicitly determined. Rather, these relations are automa-
tically incorporated in the implicitly determined function.

Theoretically, the calibration transformation can
remove any systematic error that is a function of the
measured variables. More calibration data points allow
higher order polynomial transforms or more interpolation
points, and usually improve the result, but with diminish-
ing returns. Too many calibration points also result in a
time consuming and onerous procedure. Systems often
require subjects to look at either five or nine target points,
and rarely > 20. In some cases, precise knowledge of the
geometrical relation between components, along with
knowledge of the underlying mechanism, can be used to
reduce the number or calibration points required while
preserving accuracy. Ohno et al. (29) describes a scheme
using this type of strategy.

A cascaded polynomial curve fit scheme, used with pupil
to corneal reflection method eye trackers, is described by
Sheena and Borah (43). The same paper describes a method
to account for changes in pupil position associated with
change in pupil diameter. A 2D interpolation scheme is
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described by McConkie (65), and Kliegle and Olson (66).
Possible variations are unlimited, and available systems
employ a wide variety of calibration schemes. Sometimes,
in order to further reduce systematic error, the users of
commercially produced eye trackers add their own calibra-
tion and transform process onto data that has already been
processed by the manufacturer’s calibration and transform
scheme. Jacob (67) and Duchowsky (53) describe specific
examples.

Amir et al. (68) describe a method for using two cameras
and illumination sources to compute the location of the eye
optical axis with no calibration requirement. The pupil and
corneal reflection images, on each camera, can be used to
determine a plane that must contain the eye optical axis.
The intersection of the two planes, one computed from each
camera image, defines the optical axis. The orientation of
the visual axis relative to the optical axis of the eye varies
across the population, however, and this uncertainty can-
not be removed without requiring at least one calibration
point.

If eye tracker optics are head mounted, the calibration
transform is often designed to map gaze to the image plane
of a head mounted scene camera or a similar imaginary
plane that travels with the head. Head position and orien-
tation measurements can then be combined with this
result, as described in the previous section, to derive the
line-of-gaze in space, and to compute its intersection with
known surfaces.

COMPATIBILITY WITH EYEGLASSES AND CONTACT
LENSES

Eye glasses may present mechanical problems for systems
that require sensors to be very close to the eye. Systems
having sensors that are farther away and that view the eye
through the spectacle lens must contend with mirror reflec-
tions from the spectacle lens and frame, or obstruction by
elements of the frame. Distortion of the image by the
spectacle lens usually does not present a significant pro-
blem since such effects are removed by the calibration
scheme. The biggest reflection problem is often posed by
the illumination source that is part of the eye tracking
system, especially since the sensor must be sensitive in the
spectral region of this light. Antireflective coatings are
usually not good enough to eliminate the problem.

The position of the specular reflection (mirror image of
the illumination source) is determined by the incidence
angle of the illumination beam with the spectacle lens
surface, and it is often possible to position the source so
that the specular reflection does not cover a feature of
interest, although this can become more difficult in the
case of very high power (high curvature) spectacle lenses. If
the specular reflection is not occluding an important fea-
ture, but is still in the sensor field of view, the system must
be able to distinguish the features of interest from the
specular reflection without confusion. This ability varies
among systems, but video based systems can often be used
successfully with eyeglasses.

Contact lenses also are often tolerated well by optical
eyetracking devices, but may sometimes present the fol-

lowing problems. An edge of the contact lens may some-
times be visible or generate a bright reflection, and may
confuse feature recognition, especially if the edge inter-
sects a feature of interest.

When a light source reflection from the outer surface of
the contact lens is visible to the detector, it usually appears
to replace the first Purkinje image (corneal reflection). This
is not a problem for systems that use the corneal reflection,
so long as the visible corneal reflection is always the
reflection from the contact lens. Although the contact lens
surface will have a slightly different position and curvature
than the cornea, the difference in the motion of this reflec-
tion from that of the real corneal reflection is easily
accounted for by whatever calibration scheme is used.
However, if the contact lens moves so that the reflection
appears to fall off the edge of the contact lens and onto the
cornea, there will be a shift in the computed gaze position.
Hard contact lenses, which tend to be relatively small and
float about on the tear film, are more likely to cause this
problem than the larger soft lenses.

The contact lens surface may be less reflective than the
cornea, resulting in a dimmer first Purkinje image, and
making detection more difficult.

ILLUMINATION SAFETY

Most eye trackers that use optical sensors also include a
means to illuminate the eye, usually with nonlaser light at
the lower end of the near-infrared (IR-A) spectral region.
The IR-A region spans the wavelengths between 770 and
1400 nm. To prevent harming the eye, it is important to
avoid excessively heating the cornea and lens, and to avoid
focusing too much energy on too small a spot on the retina.

The American Conference of Governmental Industrial
Hygienists (ACGIH) suggests the following safety criteria
for extended exposure to nonlaser, near-IR light (69). To
protect the cornea and lens from thermal injury, irradiance
at the eye should be no > 10 mW�cm�2. To protect the
retina, near-IR radiance, expressed in units of W�(cm2 �
sr)�1, should be limited to no> 0.6/a, where a is the angular
subtense, in radians, of the source as seen by the subject.

Various safety standards are specified by many other
organizations, including the American National Standards
Institute (ANSI), The U. S. Food and Drug Administration
(FDA), the International Electrotechnical Commission
(IEC), and others, although some of these are intended
specifically for laser sources. A comprehensive review of
light safety issues can be found in a book by Sliney and
Wolbarsht (70).

SPECIFIC IMPLEMENTATIONS OF OPTICAL TECHNIQUES

Photo Electric, Reflectivity Pattern (Limbus) Trackers

There are a small number of commercially available sys-
tems that use a photo electric reflectivity pattern (limbus)
tracking technique to measure eye movements. Figure 14
shows a schematic for a basic system measuring horizontal
eye position. The difference in the signal received by
the two photodetectors is roughly proportional to the
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horizontal position of the reflectivity pattern across the
eye, with the most prominent feature of the pattern being
the contrast between the white sclera and darker iris
(limbus). Modulation of the LED, typically at 2 kHz or
higher, and corresponding demodulation of photosensor
signals diminishes the effect of ambient light. The signal
is low pass filtered to remove modulation artifacts; and is
either scaled and linearized with analog controls, or
sampled and processed digitally, in order to scale and
linearize the values.

Vertical position can be measured by orienting a similar
LED and sensor array vertically, instead of horizontally.
The results are less dependable because the high contrast
iris to sclera boundary is often obscured by the eyelids.
Alternately, vertical position is measured by aiming the
horizontally oriented LED and sensor array at the bound-
ary between the eye and the lower eyelid, and summing
(instead of differencing) the photodetector signals. The
result is really a measure of lower eyelid position, and
takes advantage of the fact that the lower eyelid moves
roughly in proportion to vertical eye motion. In either case,
the vertical measurement is less accurate and less repea-
table than the horizontal measure.

The LED and photosensors are positioned within� 2 cm
of the eye, and are mounted to a head band, goggles, or
spectacle frames. The detector assembly inevitably
obscures some of the visual field. Since the reflectivity
pattern moves more or less as would a landmark on the
eyeball surface, a 1 mm shift of the optics on the head is
expected to produce an error of � 58. There is often a
distinct cross-talk effect. The horizontal measurement
values are affected by vertical eye position, and visa versa.

If vertical eye position is also measured, the calibration
transform can attempt to correct cross-talk.

System bandwidth is limited, primarily, by the low pass
filtering needed due to the modulation scheme, and is
typically 50–100 Hz. If the signal is processed digitally,
sample rates are often at least 1000 Hz. It is possible to
achieve resolutions of > 0.058 visual angle. While band-
width and resolution are very good, accuracy is somewhat
undependable because of headgear slippage affects, cross-
talk effects, and, especially in the vertical axis, eye lid
effects. Accuracy of 18 along a horizontal axis and 28 along a
vertical axis may be achievable over a short period, but
errors of several degrees would not be unusual, especially
over longer periods or in the presence of vigorous head
motion. Devices that use one LED and two photo sensors
for a given axis tend to become very nonlinear, and difficult
to calibrate over > 30 or 408 in either axis. The range can be
extended somewhat by using multiple LEDs and sensors
for each axis. Neither torsional eye movements, nor pupil
diameter is measured.

Photoelectric, reflectivity pattern (limbus) trackers are
best suited to measure dynamics of horizontal eye move-
ments as opposed to point of regard measurement, although
they are sometimes used for point of regard measurement as
well. Systems in this category are commercially available
from Applied Science Laboratories Bedford, MA (71), Cam-
bridge Research Systems Ltd, UK (20), and Optomotor
Laboratory, Freiburg, Germany (72).

Cambridge Research Systems offers a version of their
device designed for use in fMRI environments. In this case,
the LEDs and photodiodes are located outside of the mag-
net bore, and connected to the eye piece, within the magnet
bore, via fiber optic cables (20).

Dual Purkinje Image Measurement (CR/4PI)

A technique was described by Cornsweet and Crane (45)
and further developed by Crane and Steele (73,74) in which
the eye is illuminated with a modulated IR source, and
servo controlled mirrors are used to image the first and
fourth Purkinje images onto solid state quadrant detectors.
Demodulated, analog signals from the quadrant detectors
are used, in separate feed back loops, to move the mirrors
and keep the images centered on the detectors. The result-
ing mirror positions constitute measures of the feature
positions, and can be used to compute eye rotation with
respect to the optics.

A schematic representation of the system is shown in
Fig. 15. The entire optics platform is mounted to a servo
controlled XYZ stage, which automatically moves to opti-
mize overall system alignment. A hot mirror beam splitter
is used to direct light to and from the optical unit, which is
positioned off to one side of the subject. By looking through
the beam splitter, the subject has an unimpeded view of the
forward visual field. Not shown in the simplified schematic
is an autofocus mechanism, implemented with a beam
splitter, off axis aperture, and bicell detector, in the first
Purkinje image optical path.

The subject’s motion is usually restricted with a head rest
or bite bar assembly. Because the fourth Purkinje image is
visible only through the iris opening, measurement range is
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Figure 14. Schematic showing simple reflectivity pattern
(limbus) tracker for horizontal measurement. (Adapted from a
diagram in Ref. 8.)



restricted to about � 108 visual angle, although this can be
extended to about � 158 by using drops to dilate the pupil.
Accuracy is� 1 min of arc, and the sampling rate is 1000 Hz.
Using a model eye, Crane and Steele (74) empirically mea-
sured a bandwidth of � 500 Hz (for small eye movements of
several degrees), noise levels of 20 arc�s rms, response delay
of 0.25 ms, and linear tracking of slew rates up to �20008�s.
The manufacturer of a current version of the device
specifies a bandwidth of 400 Hz and a 1 ms response time
(75).

Although the subject’s motion is restricted and the mea-
surement range is small, the accuracy, precision and tem-
poral bandwidth are exceptionally good. The Dual Purkinje
image eye-tracking device can provide a precise enough and
fast enough measurement, for example, to allow another
device to effectively stabilize an image on the retina (74).
Neither torsional eye movement nor pupil diameter is mea-
sured, but it is possible to attach an infrared optometer,
which provides a real-time, analog measure of changes in
eye accommodation (75). An updated version of the device
described by Crane and Steele (74) is offered commercially
by Fourward Technologies, Inc, Buena Vista, VA. (75).

Systems Using Two-Dimensional Video Sensor Arrays

Eye tracking devices that use 2D CCD or CMOS sensor
arrays exist in wide variety, and are commercially available

from numerous sources. The term video oculography (VOG)
is often used to describe this type of system. Most current
systems in this category use the pupil to corneal reflection
technique (CR/Pupil) to measure gaze direction, but there
are exceptions. Some systems designed primarily to mea-
sure ocular torsion might rely on a fixed position of the head
with respect to the sensor, and use only pupil position to
correct for gaze direction changes. Some systems that nor-
mally use the pupil-to-corneal reflection technique have
options to measure with only pupil position or only corneal
reflection position under certain circumstances. Other sys-
tems are designed to measure the position of the head in
space, and use a camera (or cameras) with a wide-angle view
on which the corneal reflection can not easily be resolved.
These systems may use the pupil position relative to a facial
feature to compute gaze direction.

Note that a pupil-only or corneal-reflection-only mea-
surement offers some advantages if it can be assured that
the head does not move with respect to the camera. Pupil
and corneal reflection motion have greater sensitivity to
eye rotation than the pupil-to-corneal reflection vector, and
the measurement is therefore more precise (less noisy).

Figure 16 is a functional diagram consistent with most
current video-based eye tracking systems. The functions
may be distributed among physical components in various
ways, and a separate head tracking system may or may not
be included.
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Figure 15. Schematic representation
of Double Purkinje image eye tracker.
(Redrawn from Ref. 73.)



Some systems input video from the eye camera to PC
memory via a USB or firewire connection, either directly
from a camera with compatible output, or via a video–
firewire converter. The PC CPU then does all the proces-
sing. Alternately, a frame grabber installed on the PC may
be used to digitize a composite video signal. In some cases,
the resulting digitized signal is processed by the PC, or in
other cases, a frame grabber that also has image processing
capabilities may do some portion of the processing before
making a reduced information set available to the PC. In
still other cases, the eye video is input to a completely
custom processing board or board set, often populated with
some combination of field programmable gate array
(FPGA) and digital signal processing (DSP) components.
The custom processor may do virtually all of the processing
or may send a reduced data set to a PC. Other workstations
may be used in place of the PCs referred to above. In short,
there is enormous variety possible. Systems that support
> 60 Hz update rates often make some use of custom pro-
cessing components to help achieve the high speed.
Although not yet capable of the same temporal bandwidth
as several other types of system, camera based systems are
now available with high enough update rates to make them
useful for study of eye movement dynamics. Video-based
systems almost always measure pupil diameter as a bypro-
duct of computations for eye rotation measurement, and
these systems are sometimes used as pupillometers.

The two main subcategories within this group are head
mounted systems, having the sensor and small optics
packages mounted to headgear; and remote systems,
relying on optics mounted to the environment (table,
instrument panel, etc.). In both cases these are often used
as real time point of regard systems. The following sections
describe video based, head mounted and remote eye track-
ing systems, respectively; followed by a section describing
systems designed to handle the special problem of opera-
tion in MRI devices.

Head Mounted, Video Based Systems. Head mounted
sensors are often designed to view a reflection of the eye
from a beam splitter, as shown in Fig. 17, so that the

sensor, lens, and illumination source need not be in the
subject’s field of view. The beam splitter is coated to be a hot
mirror, very reflective in the near-IR, but not in the visible
spectrum. In some cases, however, the module containing
the sensor is positioned on a stalk (Fig. 18), so that it can
obtain a direct view of the eye. Illumination is most often
provided by one or more near infrared LEDs. Both dark-
pupil and bright-pupil type optics are represented among
available systems.

The image of the eye produced by a head mounted
sensor yields information about eye orientation with
respect to the head. In other words, line of gaze is measured
in the head reference frame. In some cases, this is the

EYE MOVEMENT, MEASUREMENT TECHNIQUES FOR 279

Figure 16. Schematic showing the basic functional architecture
of most video-based eye tracking systems.

Figure 17. The head mounted module directly over the subject’s
right eye contains both a camera and illuminator, which are aimed
down at the tilted, hot mirror beam splitter. The camera views a
reflection of the eye from the hot mirror. The module just to the
nasal side of the eye camera module is a scene camera, aimed
toward the subject’s field of view. (Courtesy of Applied Science
Laboratories, Bedford, MA.)

Figure 18. Head mounted camera and illuminator module is
mounted on a stalk, and is aimed directly at the eye. (Courtesy
of SR Research, Inc. Ontario.)



desired quantity, but in other cases the desired measure-
ment is point of gaze in the environment. In order to find
point of gaze on objects in the environment, it is necessary
either to detect the positions of those objects with respect to
the head, or to detect the position and orientation of the
head with respect to the environment containing the
objects. Techniques for accomplishing this were discussed
in the previous section titled ‘‘Measuring point of gaze in
the presence of head motion’’. All of these methods have been
used by commercially available, pupil–corneal reflection-
type systems.

Head tracking devices commonly used with head
mounted eye trackers include magnetic systems that mea-
sure the position and orientation of a small, head gear
mounted, set of coils with respect to a larger set of sta-
tionary coils; optical systems that use head mounted sen-
sors to detect moving laser beams from a stationary source;
and a system which uses a head mounted inertial package
for high frequency measurements, corrected by lower fre-
quency measurements from ultrasonic emitter–receiver
pairs (8).

Head tracking systems capable of sufficient 6 degree of
freedom accuracy usually restrict subject to 1 or 2 m of
movement. Applications requiring a subject to walk or run
a significant distance usually rely on a head mounted scene
camera to capture information about point of gaze on the
environment. There are available systems that allow sub-
jects to move about with no physical connection to sta-
tionary components while either recording data on a
recording device attached to the subject, or using wireless
transmission to send data to a base station.

Systems intended for neurological testing are usually
concerned with eye movement with respect to the head
rather than point of gaze in the environment. Some of these
systems measure ocular torsion as well as measuring gaze
direction with either pupil-to-corneal-reflection or pupil
position techniques.

Measurement accuracy, of head mounted, video-based,
eye trackers, tends to be from � 0.5–1.08 visual angle, with
resolutions varying from 0.01 to 0.18 visual angle. Mea-
surement range is 60–708 visual angle in the horizontal
axis and usually� 208 less in the vertical axis due to eye lid
interference. These figures refer to measurement of gaze
direction with respect to the head. The measurable field of
view with respect to the environment is unrestricted
because subjects are free to turn their heads and bodies.
Measurement update rates range from 25 to 360 Hz, with
at least one commercially available system offering 500 Hz
with pupil-only (as opposed to pupil-to-corneal-reflection)
measurements.

When a head mounted eye tracker is used in combina-
tion with a head tracking device, in order to measure point
of gaze in the environment, error in the final measurement
is increased due to noise and error in the head position and
orientation measurement. The result can vary widely
depending on the particular combination of equipment
being used and the conditions under which measurements
are being made. It is probably not unreasonable to expect
additional errors corresponding to � 0.2–1.08 visual when
using a head mounted eye tracker to measure point of gaze
on elements in the environment. Conditions that create

difficulties for either the eye or head tracking components,
for example a heavily metallic environment when using a
magnetic head tracker, or occlusion of the pupil image by
reflection from some external light source, may cause
errors to increase dramatically or make the measurement
impossible.

Manufacturers of systems that include ocular torsion
measurement usually specify torsion measurement range
of 18–208, resolution of � 0.18, and linearity between 1 and
4% of full scale. Video-based, head mounted systems, using
the pupil to corneal reflection measurement technique,
currently allow point of gaze measurement in the most
diverse environments, and with the greatest freedom of
subject motion and measurable field of view. They do not
have as high a temporal bandwidth as scleral search coil,
double Purkinje image, EOG, or reflectivity (limbus) track-
ing systems, and are not as accurate or precise as scleral
search coil, or double Purkinje image systems. They do
require that the subject wear head gear, but the size and
obtrusiveness of the headgear has been steadily reduced
over the past decade. It is becoming practical to use this
type of system in ever more flexible and varied settings.
The amount and severity of subject motion, the amount of
variation in ambient light environment, and the length of
time over which continuous measurements must be made,
all tend to trade off somewhat against the accuracy and
dependability of the measurements.

Video-based eye trackers, with head mounted optics, are
offered commercially by: Alphabio, France (76); Applied
Science Laboratories, Bedford, MA (71); Arrington
Research, Inc., Scottsdale, AZ (77); Chronos Vision GmbH,
Berlin, Germany (78); Guymark UK Ltd, UK (22); EL-MAR
Inc, Downsview, ON (79); ISCAN, Inc., Burlington, MA
(80); Neuro Kinetics Inc. Pittsburgh, PA (24); SensoMotoric
Insturments GmbH, Berlin, Germany (81); and SR
Research Ltd, Osgoode, ON (82).

Head mounted systems that measure ocular torsion are
available from: Alphabio, France (72); Arrington Research,
Inc, Scottsdale, AZ (77); Chronos Vision GmbH, Berlin,
Germany (78); Neuro Kinetics Inc. Pittsburgh, PA (24);
and SensoMotoric Insturments GmbH, Berlin, Germany
(81).

Remote, Video-Based Systems. Remote (nonhead
mounted) systems have one or more videosensors and
illumination sources that are fixed to the environment
and aimed toward the subject. The optics may sit on a
table next to or underneath a monitor being viewed by the
subject, may be mounted on a vehicle (or vehicle simulator)
instrument panel, or mounted to the environment in some
other way. Both bright and dark pupil optics are used. In
the case of bright pupil optics, the illuminator may be a ring
of LEDs placed close enough to the lens to produce the
bright pupil effect, an LED actually mounted over the front
of the lens so that it blocks only a small portion of the lens
surface, or a beam splitter arrangement like that shown in
Fig. 6.

Some system configurations require the subject’s head
to be stabilized. This maximizes achievable accuracy and
dependability. A chin and forehead rest, or cheek and
forehead rest are commonly used, although these do allow
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a small amount of head motion. A bite bar with a dental
impression can be used to completely stabilize the head. In
the case of nonhuman primate research the head is often
stabilized by other means appropriate for neural recording.
The camera, lens, and illumination sources can all be
stationary (after manual positioning) and may safely be
designed with a field of view just large enough to comfor-
tably accommodate pupil and corneal reflection motion due
to eye rotation. If the subject’s head is sufficiently stabi-
lized there is no need to differentiate between eye rotation
and head translation, and, as previously discussed, there is
a precision advantage to using a pupil-only (rather than
pupil-to-corneal-reflection) measurement. Some systems
allow a choice between pupil-to-corneal-reflection and
pupil-only or corneal-reflection-only measurement.

Alternately, the eye camera field of view may be wide
enough to accommodate the motions of a seated subject
who is not restrained, but is voluntarily remaining still. If
the subjects are provided with feedback, so that they know
when they are moving out of the legal space, it is only
necessary to allow � 5 cm of head motion.

Many remote systems are designed to allow enough
head motion to accommodate normal motions of a person
working at a computer terminal or driving a car, and so on.
This is accomplished either by dynamically rotating the
camera optical axis so that it always points toward the eye
being tracked, by using a camera field of view wide enough
to accommodate the desired head motion, using multiple
cameras, or some combination of these. Head motion
toward and away from the eye camera must either be small
enough to remain within the lens system depth-of-field, or
must be accommodated by an autofocus mechanism.
Figure 19 shows an example of an eye camera that auto-
matically moves in azimuth (pan) and elevation (tilt) to
follow the eye as the head moves about. Figure 20 is an
example of a camera with a moving mirror used to direct

the optical path, and Fig. 21 shows a system with station-
ary sensor and illumination components in an enclosure.

Systems with a moving camera or moving mirrors often
use a closed loop control, based on the detected position of
the pupil in the camera field of view. The moving element is
driven to move the image toward center. If the pupil is
completely lost from the camera field of view, the system
may execute a search pattern, use information from a
separate head tracking system to reacquire the eye, or
require that a human operator intervene to reacquire
the eye image. Such systems can have a relatively narrow
eye camera field of view, thus maximizing image resolution
for the features of interest. The disadvantage is the need
for moving parts, and the possibility of failing to maintain
the eye image in the camera field of view.

Systems that do not require moving parts have a sig-
nificant advantage in terms of system simplicity and
dependability. Furthermore, there is the possibility of
using the same image to measure head position and to
track the movement of both eyes. The trade-off is that as
the field of view is increased, resolution is reduced (the
pupil and corneal reflection are imaged onto fewer pixels)
and the features of interest must be identified within a
larger, more complex image.

The pupil-to-corneal-reflection method alone can be used
to determine gaze angle with respect to the eye camera.
However, in the presence of significant head motion, this is
not sufficient to accurately determine point of gaze on other
surfaces. Some remote systems use head trackers to find the
position of the eye in space, and use the information to more
accurately compute point of gaze on other stationary sur-
faces. Head position information can also be used to help aim
moving cameras or mirrors. The same types of head tracker
mentioned in the previous section, as being appropriate for
use with head mounted eye trackers, are sometimes used in
conjunction with remote eye trackers.
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Figure 19. Example of a remote eye tracker optics
module that moves in azimuth (pan) and elevation
(tilt) to keep a telephoto eye image within the camera
field of view. (Courtesy of Applied Science Labora-
tories, Bedford, MA.)



In the case of remote eye trackers, it is also possible to
use one or more wide angle cameras to locate the head and
eyes. The head tracking camera (or cameras) may be
separate from the eye tracking camera, or alternately,
the same cameras (or cameras) may be used for both.

At present, remote systems that offer > 60 Hz update
rates either require the head to be stabilized, or use a
narrow field image that is dynamically directed to follow
head motions. Systems that use stationary wide-angle
optics typically update at 60 Hz or less, probably because
of the extra processing required for feature recognition in
the more complex wide-angle image. Systems that either
require the head to be stabilized or direct a narrow field of
camera to follow head motion are available with update
rates of up to 360 Hz. As with head mounted systems,
higher update rates result in lower signal/noise ratios
for the sensor.

For configurations that stabilize the subject’s head,
accuracy of remote, video-based eye tracking systems tends
to be� 0.5–1.08 visual angle, with resolutions varying from
0.01 to 0.18 visual angle. When a remote eye tracker is used
to measure point of gaze on a stationary surface, and head
motion is allowed, some additional error can be expected. If
no attempt is made to account for head motion, the equa-
tion in Fig. 11 can be used to estimate the amount of error
expected from a given change in head position. If an
attempt is made to correct for head movement, the amount
of additional error depends on the accuracy of the head
position measurements, and the way the information is
used in the point-of-gain computation, as well as the range
of head motion. It is probably not unreasonable to expect an
additional 0.5–1.58 of error when there is significant head
motion. Data may also have additional error, or even be
briefly lost, during fast head motion, due to instability of
the eye image on the eye-camera field of view.

Remote systems using one eye-camera and one illumi-
nation source, and the pupil-to-corneal-reflection method,
can generally measure gaze directions that are within �
25–358 visual angle from the eye-camera lens. At more
eccentric angles the corneal reflection is either not visible
to the eye camera, or easily confused with multiple reflec-
tions from the sclera. The exception is that when line of
gaze is below the eye-camera, the upper eyelid often begins
to occlude part of the pupil. The amount of eye lid occlusion
under this condition varies from subject to subject.
Furthermore, different eye tracking systems, using differ-
ent recognition and center computation algorithms, are
tolerant of different amounts of occlusion. This often limits
measurement range to 5–108 visual angle below the eye-
camera, and for this reason, the environment is usually
arranged with the eye-camera at the bottom of the scene
space that is of interest. The result is a horizontal gaze
measurement range of� 50–708 visual angle, and a vertical
range of � 35–458.
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Figure 20. Example of a remote eye tracker optics
module that uses a moving mirror to keep a telephoto
eye image within the camera field of view. The optics
module is shown with its cover removed. (Courtesy of
Applied Science Laboratories, Bedford, MA.)

Figure 21. Example of a remote eye tracker optics module using
stationary wide angle optics. Sensor, lens, and illumination com-
ponents are within the enclosure. (Courtesy of Tobii Tehnology AB,
Stockholm, Sweden.)



The range of measurable gaze directions, using the
pupil-to-corneal-reflection method, can be increased by
using multiple illumination sources (and thus multiple
corneal reflections). The horizontal range can be increased
to as much as 908 by widely spacing illumination sources.
Only a more modest range expansion is possible in the
vertical axis because of eyelid interference.

Remote, video-based, eye trackers, offer the possibility
of measuring eye movement very unobtrusively. Unlike
head mounted systems, nothing need be worn by the sub-
ject (unless using a type of head tracker that requires a
head mounted sensor), and the optics can be hidden from
obvious view by a filter that is transmissive in the near-IR.
The range of subject motion and measurable field of view is
significantly more restricted than for systems with head
mounted optics, although less so than for most other
techniques. Measurement accuracy, resolution, and tem-
poral bandwidth are not as good as that available with the
much more restrictive and obtrusive double Purkinje
image method, or scleral search coil method.

Remote, video-based, eye movement measurement sys-
tems are commercially available from: Applied Science
Laboratories, Bedford, MA (71); Arrington Research,
Inc., Scottsdale, AZ (77); Cambridge Research Systems
Ltd, UK (20), ISCAN, Inc., Burlington, MA (80); LC Tech-
nologies Inc., Fairfax, VA (83); Metrovision, Pérenchies,
France (23), Seeing Machines, Canberra, Australia (84);
SensoMotoric Insturments GmbH, Berlin, Germany (81);
SR Research Ltd, Osgoode, ON (82); and Tobii Technology
AB, Stokholm, Sweeden (85).

Video-Based Systems for use in Conjunction with f MRI.
There are commercially available, video-based eye tracker
systems, which use the pupil-to-corneal-reflection method,
and are specifically configured to be used in conjunction
with fMRI measurements of brain activity.

During fMRI measurements, the subject’s head and
torso are inside the main MRI magnet bore, and a smaller
head coil is placed fairly closely around the subject’s head.
The head coil always has an opening over the subject’s eyes,
and there is usually some provision for the subject to look at
a visual display, often with the help of a mirror or set of
mirrors. The environment is challenging because there is

not much room in which to arrange an optical path from the
subject’s eye to a camera, and also because any electronic
equipment used must operate in a high magnetic field,
without creating even small amounts of magnetic field
noise that would interfere with the MRI measurement.

One approach is to use a camera equipped with a tele-
photo lens, and placed outside of the magnet. The camera is
aimed down the magnet bore, and views a reflection of the
eye on a small mirror placed inside of the magnet, near the
subject’s head. The optical path length from the camera
lens to the eye is typically at least 2.5–3 m, necessitating a
fairly large telephoto lens, and powerful illumination
source. An example is shown in Fig. 22, and is similar to
a setup described by Gitleman et al. (86). The system
shown is using a bright pupil technique, so there is only
one coaxial path for both the camera and illumination
beam. In this case, a second mirror allows the subject to
look at a display screen. Many variations of both the eye
camera and display screen optical paths are possible.

Other systems bring the eye image out of the magnet, to
the sensor, with a coherent, fiber optic bundle. This has the
advantage of not requiring large, telephoto optics, but the
resolution of fiber bundles are limited and light is attenu-
ated somewhat unevenly by the individual fibers that
comprise the bundle. Fiber optics may also be used to relay
the output from an illumination source into the magnet. It
is possible to place a small camera inside the magnet, but it
can be difficult to avoid some interference with the mag-
netic field and resulting degradation of the fMRI measure-
ment.

Video-based, eye tracking systems designed for use
during fMRI measurement, are commercially available
from Applied Science Laboratories, Bedford, MA (71);
Arrington Research, Inc., Scottsdale, AZ (77); ISCAN,
Inc., Burlington, MA (80); and SensoMotoric Insturments
GmbH, Berlin, Germany (81).

COMPARISON OF EYE MOVEMENT MEASUREMENT
TECHNIQUES

Table 1 is an abbreviated comparison of the various tech-
niques discussed.
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Figure 22. Example of eye tracker
optical path in an fMRI system. The
drawing shows the magnet in cut-
away view. One mirror, just above
the subject’s face, reflects the eye
image to the eye tracker camera,
while another allows the subject to
view a stimulus on a rear projection
screen. Many variations to this
arrangement are used, including
configurations in which both the
projection screen and eye tracker
optics module are at the same end
of the magnet. (Courtesy of Applied
Science Laboratories, Bedford, MA.)



An earlier, but comprehensive and still pertinent review
of eye movement measurement techniques, can be found in
Young and Sheena (87). A book by Duchowski (53) presents
a detailed treatment of many aspects of eye tracking
methodology. The journal Computer Vision and Image
Understanding has devoted an entire special edition to
developments in optical eye tracking, with an emphasis
on real-time, nonintrusive techniques (88). A database of
commercially available eye movement measurement
equipment is available at a web site hosted by the Uni-
versity of Derby (89).
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Table 1. Summary of Most Prevalent Eye Tracking Techniquesa
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Typical
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Typical
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precision

Invasive
Very obtrusive
High bandwidth

Room accuracy:�0.28
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INTRODUCTION

Fetal monitoring is a special type of electronic patient
monitoring aimed at obtaining a record of vital physiologic
functions during pregnancy and birth. Such monitoring is
applied in assessing the progress of pregnancy and labor,
and it can identify conditions that concern the clinician
caring for the patient. These nonreassuring recordings can
lead to special considerations in caring for the pregnant
patient and in managing her labor. Although these record-
ings are no longer considered to be definitive in identifying
most forms of fetal distress, they can help to reassure patient
and clinician that the fetus is able to withstand the physio-
logicstressof laboranddelivery.Thetechnologyisalsouseful
in assessing high risk pregnancies, which, in most cases, is
only reassuring as opposed to giving a definitive diagnosis.
Although this technology is now recognized to have diagnos-
tic limitations, it is still frequently used in the hospital and
clinics as an adjunct to other diagnostic evaluations.

PHYSIOLOGIC VARIABLES MONITORED

The goal of fetal monitoring is to ensure that vital fetus
organs receive adequate perfusion and oxygen so that
metabolic processes can proceed without compromise
and these organs can carry out their functions. Thus, an
ideal situation for monitoring from the physiologic stand-
point would be to monitor the perfusion and oxygen tension
in the fetal central nervous system, heart, kidneys, and
brain, with the brain being by far the most important. It is
also important to know that the fetus is receiving adequate
oxygen and nutrients from the mother through the pla-
centa. Unfortunately, it is not possible to directly or even
indirectly measure these variables in the fetus in utero
using currently available technology. One, therefore, must
look for related secondary variables that are practical for
monitoring and are related to these critical variables. In
the following paragraphs, some of these variables and the
methods used to obtain them are described.

METHODS OF MONITORING BY A HUMAN OBSERVER

Any discussion of fetal monitoring must begin by pointing
out an obvious, but often overlooked, fact that fetal mon-

itoring does not always require expensive electronic equip-
ment. Basic fetal monitoring can be carried out by a trained
clinician using his or her hands, ears, and brain. A feto-
scope is a stethoscope especially designed for listening to
the fetal heart sounds through the maternal abdomen,
which can be used to follow the fetal heart rate (FHR),
and a hand placed on the abdomen over the uterus can be
used to detect the relative strength, frequency, and dura-
tion of uterine contractions during the third trimester of
pregnancy and labor. Any woman who has experienced
labor will point out that the patient is also able to detect the
occurrence of uterine contractions during labor. Although
these techniques are only qualitative, they can be quite
effective in providing information on the patient in labor
and frequently represent the only fetal monitoring that is
necessary in following a patient.

The main problems with this type of fetal monitoring are
associated with convenience, fatigue, data storage and
retrieval, and the difficulty of simultaneously processing
multiple inputs. Electronic instrumentation can help to
overcome these types of problems. Although electronic
devices are less flexible and, at the present time, unable
to interpret data as well as their human counterparts, the
electronic devices can provide quantitative data, conti-
nuously monitor patients with minimal interruption of
hospital routines, monitor for extended periods of time
without fatigue, store data in forms that can be reeval-
uated at a later time, and, in some circumstances, make
elementary logical decisions and calculations based on the
data. Thus, the electronic monitor can serve as an exten-
sion of the clinician’s data-gathering senses and provide a
convenient method of recording and summarizing these
data. Such a monitoring apparatus has the potential of
allowing the clinician to optimize his or her limited avail-
able time.

FETAL HEART RATE MONITORING

The widespread use of electronic fetal monitoring was the
result of the development of a practical method of sensing
the fetal electrocardiogram and determining the instanta-
neous fetal heart rate from it. Much of the early work in
this area was carried out by Dr. Edward Hon and associ-
ates who demonstrated a practical technique for directly
obtaining the fetal electrocardiogram during labor (1).
Techniques for obtaining the fetal heart rate can be clas-
sified as direct or indirect. The former involves invasive
procedures in which a sensor must come into contact with
the fetus to pick up the fetal electrocardiogram; the latter
techniques are relatively noninvasive procedures where
the mother’s body serves as an intermediary between the
fetus and the electronic instrumentation. In this case,
the maternal tissue conducts a signal (electrical or
mechanical) between the fetus and the surface of the
mother’s abdomen.
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Direct Determination of Fetal Heart Rate

Direct FHR determinations are made from the fetal elec-
trocardiogram (FECG). This signal is obtained by placing
an electrode on the fetus and a second electrode in the
maternal vaginal fluids as a reference point. These elec-
trodes are connected to a high input impedance, high
common-mode rejection ratio bioelectric amplifier. Such
a direct connection to the fetus can be made only when the
mother is committed to labor, the uterine cervix has
dilated at least 2 cm, and the chorioamniotic membranes
have been ruptured. In principle, it is possible to pass a
wire through the maternal abdominal wall into the uter-
ine cavity and beneath the fetal skin to obtain the FECG,
and this technique was experimentally reported in the
past (2). The method, however, places the mother and
fetus at risk and is not used or suitable for routine clinical
application. Indirect methods of determining the FHR
that are available today make the application of such a
technique unnecessary. Thus, the method that is directly
used to obtain the FECG is to attach an electrode to the
fetal presenting part through the cervix once the mother
is committed to labor and the fetal membranes can be
ruptured.

Although many different types of electrodes for
obtaining the FECG have been described, best results
are obtained when the electrode actually penetrates the
fetal skin. The reason is illustrated in Fig. 1. The fetus
lines in a bath of a amniotic fluid that is electrically
conductive due to its electrolyte content. This amniotic
fluid tends to short-out the fetal electrocardiogram on the
skin surface, therefore, those potentials that are seen on
the surface are relatively weak and affected by noise.
Even if it were physically possible to place conventional
chest electrodes on the fetus for picking up the electro-
cardiogram, a poor-quality signal would be obtained
because of this shunting effect. The amniotic fluid does,
however, provide a good central terminal voltage for the
fetal electrocardiogram because it contacts most of the
fetal body surface.

The fetal head is normally positioned against the dilat-
ing cervix when the mother is in labor, but it is possible for
the fetal buttocks or other parts to present first. As the
cervix dilates, the skin on the presenting part can be
observed through the vagina, and it is possible to place
an electrode on or within this skin. If this electrode pene-
trates the fetal scalp (or other exposed skin surface), it
contacts the subcutaneous tissue. As an electrical resis-
tance associated with the surface layers of the fetal skin
exists, as indicated in Fig. 1, placing the electrode sub-
cutaneously bypasses this resistance and gives a stronger,
more reilable signal. Penetrating the skin also helps to
physically keep the electrode in place on the fetus during
movement associated with labor.

Various types of penetrating fetal electrodes ranging
from fish hooks (3) to wound chips (4) have been developed
over the years. Today, the most frequently applied elec-
trode in the helical electrode originally described by Hon et
al. (5). This electrode, as illustrated in Fig. 2, consists of a
section of a helix of stainless-steel wire on an electrically
insulating support. The tip of the wire is sharpened to a
point that can penetrate the fetal skin when pressed
against it and rotated to advance the helix. Typical dimen-
sions of the wire helix are 5 mm in diameter with 1.25 turn
of the wire exposed so that the tip of the helix is 2 mm from
the surface of the insulator. A second stainless-steel elec-
trode consisting of a metal strip is located on the opposite
end of the insulator from the helix and is used to establish
contact with the amniotic fluid through the fluid in the
vagina. Lead wires connect the two electrodes to the exter-
nal monitor.

The electrode is attached to the fetal presenting part by
means of a special applicator device, which allows the
electrode helix to be pressed against the fetal head to
penetrate the skin and be twisted so that the entire
wire is advanced beneath the surface of the skin until
the insulating portion of the electrode contacts the skin.
The flexible lead wires then exit through the vagina and
can be connected to the monitoring electronics.

Signal Processing

In fetal heart monitoring, it is desired to have a continuous
recording of the instantaneous heart rate. A fetal monitor
must, therefore, process the electrocardiogram sensed by
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Figure 1. Schematic view and equivalent circuit of a direct fetal
ECG electrode penetrating the fetal skin.

Figure 2. A helical direct fetal ECG scalp electrode of the type
described by Hon et al. (5).



the electrode and present the results on a computer moni-
tor or paper printout. A typical electronic system for doing
this recording is illustrated in Fig. 3. The signal from the
fetal electrode has an amplitude ranging from 50mV to
1.2 mV, which is amplified to a more suitable level for
processing by an amplifier stage. The input of this aimpli-
fier is electrically isolated and must have a very high input
impedance and low lekage current because of the polariz-
able nature of most fetal electrodes. A high common-mode
rejection ratio is also important, because a relatively strong
maternal electrocardiogram signal is present on both elec-
trodes. Another characteristic of the amplifier system is
that it includes filtering to minimize the amplification of
noise and motion artifact from the fetal electrode. As the
purpose of the electronics is primarily to display the instan-
taneous heart rate, the filtering can distort the configura-
tion of the fetal electrocardiogram as long as it does not
affect the time at which the QRS complex appears, as it is
used to determine the heart rate. For this reason, a rela-
tively narrow band-pass filter is often used. The QRS
complex contains higher frequencies than the rest of the
electrocardiogram, and noise frequently has a predomi-
nance of the lower frequencies. For this reason, the band-
pass filter can be centered at frequencies as high as 40 Hz.

Many ways exist for the QRS complex can be detected.
The simplest of these is a threshold detector that indicates
whenever the output voltage from the amplifier exceeds a
preset threshold. The level of this threshold is adjusted
such that it is usually greater than the noise level but less
than the minimum amplitude of a typical QRS complex.
The majro limitation of this method lies in the fact that
wide variation exists in fetal QRS complex amplitudes. If
the threshold level were fixed such that the minimum fetal
QRS complex would cross it, this would mean that, for
stronger signals, the threshold would not be optimal and
interference from noise exceeding the threshold level
would be quite possible. One way to get around this pro-
blem is to use some type of adaptive threshold. In this case,
the threshold level is adjusted based on the amplitude of
the electrocardiogram. A simple example of how this can be
done is illustrated in Fig. 3. An automatic gain control
circuit determines the amplitude of the fetal electrocardio-
gram at the output of the amplifier, and uses this ampli-
tude to set the gain of that amplifier. This closed-loop

control system, therefore, results in a constant-amplitude
electrocardiogram appearing at the output of the amplifier
even though the actual signal from the fetal electrode at the
input might vary in amplitude from one patient to the next.
Using a simple threshold detector with this automatic gain
control will greatly improve the reliability of the fetal
monitor in detecting true fetal heartbeats. Often, instead
of using a simple threshold detector, a detector with
hysteresis is used to minimize multiple triggers in the
presence of noise. One can also use matched filters in
the amplifier to recognize only true QRS complexes. A peak
detector may be used to locate the true peak of the QRS
complex (the R wave) for better timing, and pattern-
recognition algorithms can be used to confirm that the
detected pulse is most likely to be a fetal heartbeat. Of
course, the best consideration for an accurate determina-
tion of the instantaneous fetal heart rate is to have a good
signal at the input to the electronic instrumentation. Thus,
care should always be taken to have the fetal electrode well
positioned on the fetal presenting part so that one has the
best possible input to the electronic system.

The cardiotachometer block of the fetal monitor deter-
mines the time interval between successive fetal QRS
complexes and calculates the heart rate for that interval
by taking the reciprocal of that time. Although it is obvious
that such a cardiotachometer can introduce errors when it
erroneously detects a noise pulse rather than a fetal QRS
complex, other errors resulting from the method of heart-
beat detection can exist. For a cardiotachometer to accu-
rately determine the heart rate, it must measure the time
interval over one complete cycle of the electrocardiogram.
In other words, it must detect each QRS complex at the
same point on the complex to ensure that the complete
cycle period has been recorded. If one beat is detected near
the peak of the R wave and the next beat is detected lower
on the QR segment, the beat-to-beat interval measured in
that case will be too short and the heart rate determined
from it will be slightly greater than it should be. Normally,
such a concern would be of only minimal significance,
because the Q-R interval of the fetal electrocardiogram is
short. However, because the variability in fetal heart rate
from one interval to the next may be important in inter-
preting the fetal heart rate pattern, detection problems of
this type can affect the apparent variability of the signal
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Figure 3. Block diagram of the electronic circuit of a
direct fetal heart rate monitor.



and, perhaps, influence the interpretation of the pattern.
The output from the cardiotachometer is recorded on one
channel of a strip chart recorder and is also often indicated
on a digital display. In both cases, the output is presented in
the units of beats per minute, and standard chart speeds of
1 and 3 cm�mm�1 are used.

Indirect Sensors of Fetal Heart Rate

Indirect methods of sensing the fetal heart rate involve
measurement of a physiologic variable related to the fetal
heartbeat from the surface of the maternal abdomen.
Unlike the fetal scalp ECG electrode, these methods are
noninvasive and can be used prior to committing the
patient to labor. The most frequently applied method is
transabdominal Doppler ultrasound. Lesser used techni-
ques involve transabdominal phonocardiography and elec-
trodiography. Each of these techniques will be described in
the paragraphs that follow.

Transabdominal Doppler Ultrasound. Ultrasonic energy
propagates relatively easily through soft tissue, and a
portion of it is reflected at surfaces where the acoustic
impedance of the tissue changes such as at interfaces
between different tissues. If such an interface is in motion
relative to the source of the ultrasound, the frequency of
the reflected signal radiation will be shifted from that of the
incident signal according to the Doppler effect. This prin-
ciple can be used to detect the fetal heartbeat from the
maternal abdominal surface. A beam of ultrasound is
passed through the abdomen from a transducer acousti-
cally coupled to the abdominal surface. Frequencies around
2 MHz are generally used, because ultrasound of moderate
source energy at this frequency can penetrate deep enough
into the abdomen to sufficiently illuminate the fetus. Wher-
ever this ultrasound beam encounters an abrupt change in
tissue acoustical impedance, some of it is reflected back
toward the transducer. If the incident ultrasound illumi-
nates the fetal heart, some of it will be reflected from the
various heart-blood interfaces in this organ. Many of these
interfaces, such as the valve leaflets, experience periodic
movement at rhe rate of the cardiac cycle. In the case of the
valve leaflets, relatively high velocities can be obtained
during portions of the cardiac cycle. Ultrasound reflected
from these interfaces can, therefore, be significantly
shifted in frequency so that the reflected wave can be
identified at the maternal abdominal surface because of
its frequency shift. This frequency shift will be related to
the velocity of the reflecting surface and, hence, will be able
to indicate each fetal heartbeat. Thus, by detecting and
processing this reflected Doppler-shifted ultrasonic wave,
it is possible to determine each heartbeat and, hence, the
fetal heart rate.

A block diagram of a typical indirect fetal heart rate
monitoring system using Doppler ultrasound is shown in
Fig. 4(b). As continuous wave ultrasound is used, separate
adjacent transducers are employed to establish the ultra-
sonic beam and detect the Doppler-shifted reflected waves.
The reflected ultrasound signal is mixed with the trans-
mitted wave, and beat frequencies are produced when a
Doppler shift in frequency occurs for the reflected wave.

This beat frequency is amplified and used to indicate the
occurrence of a heartbeat to a cardiotachometer. Many
monitors also provide this signal to a loudspeaker to assist
the clinical personnel in positioning the transducers for
optimal signal pickup or for auditory monitoring.

The reflected ultrasound signal is different from an
electrocardiogram, although it can also be used to identify
various events in the cardiac cycle. A typical signal is
illustrated in Fig. 5. Here one sees two principal peaks
per heartbeat, one corresponding to valve opening and the
other to valve closing. Actually, such signals can be quite
useful in measuring fetal systolic time intervals, but from
the standpoint of the cardiotachometer for determining
heart rate, they can create problems. If the cardiotach-
ometer is set to trigger at the peak of each wave it sees, as it
is for the electrocardiogram, it could measure two beats per
cardiac cycle and would give an erroneously high fetal
heart rate. One way to avoid this problem is to detect only
the first peak of the signal, and, once it is detected, to
disable the detection circuit for a period of time that is less
than the shortest expected beat-to-beat interval but longer
than the time necessary for the second Doppler-shifted
signal to occur. In this way, only one peak per cardiac
cycle will be registered.

A second, more sophisticated method for detecting the
fetal heartbeat involves the use of short-range autocorrela-
tion techniques. The monitor recognizes the beat signal
from the reflected wave for a given cardiac cycle and looks
for a signal that most closely correlates with this signal
over the period of time in which the next heartbeat is likely
to occur. The time interval between that time when the
initial wave was measured and the point of best correlation
corresponds to a beat-to-beat interval of the fetal heart.
Thus, instead of relying only on the peaks of the ultrasound
signal, this method looks at the entire signal and, there-
fore, is more accurate. Some manufacturers of commercial
fetal monitors claim their ultrasonic systems using this
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Figure 4. Block diagram of a Doppler ultrasound indirect fetal
heart rate monitor. [Reprinted with permission from CRC Press (6).]



type of autocorrelation technique can detect fetal heart-
beats as well as can be done by the direct electrocardio-
graphic technique.

The major limitations of the Doppler ultrasound tech-
nique are related to its sensitivity to movement. As the
Doppler effect will respond to movements of any tissue
interfaces illuminated by the ultrasound beam with respect
to the signal source, movement of the mother or fetus can
result in Doppler-shifted reflected waves that are stronger
than the cardiac signal, which, with artifact, can comple-
tely obliterate the signal of interest. Thus, this technique is
really only reliable when the patient is resting quietly, and
it often fails to provide reliable information in the active
phase of labor. The other movement-related problem is that
the fetus can move in utero so that the heart is no longer
illuminated by the ultrasound beam or the orientation of
the heart with respect to the ultrasonic beam is such that it
produces only a minimum. Doppler shift in the reflected
ultrasonic wave. Thus, while monitoring a patient, it some-
times necessary to reposition the ultrasonic sensors on the
maternal abdomen from time to time because of the move-
ment of the fetus.

Acoustic Pickup of the Fetal Heart. Until the advent of
electronic fetal monitoring, the standard method of detect-
ing the fetal heartbeat to measure the fetal heart rate was
to use a fetoscope. When the bell of this instrument was
firmly pressed against the maternal abdomen, fetal heart
sounds could be heard and the heart rate could be deter-
mined from them. The acoustic method of indirect fetal
heart monitoring follows the fetal heartbeat by a similar
technique (7). A sensitive contact microphone is placed on
the maternal abdomen over the point where the loudest
fetal heart sounds are heard with a fetoscope. The signal
picked up by this microphone is filtered to improve the
signal-to-noise ratio, and the resulting signal drives a
cardiotachometer to give the instantaneous fetal heart
rate. The acoustic signal from the fetal heart is similar
to the Doppler ultrasound signal in that it generally
has two components per heartbeat. The cardiotachometer
is set to trigger when the peak signal comes from the
acoustic transducer, so it is possible that two apparent
fetal heartbeats can exist for each cardiac cycle. Thus, as
was the case for the Doppler ultrasound, it is wise to have a
processing circuit that selects only the first of the two
heart sounds to trigger the cardiotachometer. Unlike the
ultrasonic Doppler signal, the fetal heart sounds produce

sharp pulses that are narrower so that the detection of the
time of the peak can be more precise. Thus, it is generally
more accurate to measure the beat-to-beat interval using
a peak detector with the acoustic signal than it is with the
Doppler ultrasound. The use of the electrocardiogram still
represents the best way to measure beat-to-beat cardiac
intervals.

The major limitation of the acoustic method of detecting
fetal heart sounds is the poor selectivity of the acoustic
transducer. It not only is sensitive to the fetal heart sounds,
but it will also respond to any other intraabdominal sounds
in its vicinity. Also, a finite sensitivity to environmental
sounds, exists which is an especially severe limitation for
patients in active labor on a busy, noisy delivery service.
For this reason, the acoustic method is limited primarily to
patients who can lie quietly in a quiet environment to be
monitored. The advent and use of the home-like labor/
delivery rooms has helped to create an atmosphere that
is more conducive to acoustic fetal heart monitoring, yet it
is still not a widely applied approach.

The acoustic technique also has the limitation that
when used for antepartum (before labor and delivery)
monitoring the fetus can move such that the microphone
is no longer ideally positioned to pick up the fetal heart
sounds. Thus, it is frequently necessary to relocate the
microphone on the maternal abdomen with this monitoring
approach.

The major advantages of the acoustic method lie in
the fact that not only is there better accuracy in deter-
mining the instantaneous fetal heart rate, but unlike the
ultrasound method, which must illuminate the fetus with
ultrasonic energy, the acoustic method derives its energy
entirely from the fetus, and no possibility exists of placing
the fetus at risk due to exogenous energy. As a result,
investigators have considered the possibility of using the
acoustic method for monitoring the high-risk fetus at
home (8).

Abdominal Electrocardiogram. Although the fetus is
bathed in amniotic fluid located within the electrically
conductive uterus and maternal abdomen, one can still
see small potentials on the surface of the maternal abodo-
men that correspond to the fetal electrocardiogram. These
signals are generally very weak, ranging in amplitude from
50 to 300mV. Methods of obtaining the abdominal fetal
electrocardiogram and clinical application of the infor-
mation have been known for many years as described by
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Figure 5. Illustration of the raw reflected ultrasound signal from the beating fetal heart in utero.
Note that two ultrasonic bursts occur per cardiac cycle.



Larks (9), yet signal quality remains a major problem.
Nevertheless, some methods of improving the quality of
the signal have been developed. These methods can allow a
much more detailed fetal electrocardiogram to be obtained
from the maternal abdomen under ideal conditions, and
such electrocardiograms can be used in some cases for
more detailed diagnosis than from just looking at heart
rate. One of these methods involves applying signal-
averaging techniques to several subsequent fetal heart-
beats using the fetal R wave as the time reference (10). In
this way, the full P-QRS-T wave configuration can be shown,
but heart rate information and its variability will be lost.

As the fetal electrocardiogram at the maternal abdom-
inal surface is very weak, it is easy for other signals and
noise to provide sufficient interference to completely oblit-
erate the fetal signal. Having the subject rest quietly
during the examination and removing the stratum cor-
neum of the skin at the electrode sites can reduce noise due
to motion artifact and electromyograms from the abdom-
inal muscles. Nevertheless, one major interference source
exists that requires other types of signal processing to
eliminate. This source is the component of the maternal
electrocardiogram seen on the abdominal leads. This signal
is generally considerably higher in amplitude than the
fetal signal. Thus, observation of the fetal electrocardio-
gram could be greatly improved by the elimination or at
least the reduction of the maternal signal. One method of
reducing this signal involves simultaneously recording the
maternal electrocardiogram from chest electrodes and sub-
tracting an appropriate component of this signal from the
abdominal lead so that only the fetal signal remains. Under
idealized circumstances, this process can give a greatly
improved abdominal fetal electrocardiogram, but the con-
ditions for subtraction of the maternal signal are likely to
vary during a recording session so that frequent adjust-
ments may be necessary to maintain the absence of the
maternal signal (11).

The abdominal fetal electrocardiogram can be used for
antepartum fetal heart monitoring. In this case, the goal
of the instrumentation is to collect fetal R-R intervals
as done with the direct monitoring of the fetal electro-
cardiogram and to determine the instantaneous heart
rate from these intervals, which strong maternal compo-
nent in the abdominal fetal electrocardiogram can make a
very difficult task electronically, and so most abdominal
fetal electrocardiogram fetal heart rate monitors need to
eliminate the maternal component of the abdominal sig-
nal. The substraction method described in the previous
paragraph would be ideal for this purpose because if fetal
and maternal heartbeats occur in approximately the
same time, subtracting the maternal component should
leave the fetal component unaffected. Unfortunately,
because the conditions under which the maternal compo-
nent is added to the fetal signal change from one minute to
the next, it is not always practical to use this subtraction
technique. Thus, a simpler technique that loses more
information is used.

A typical abdominal fetal electrocardiogram is shown in
Fig. 6 (lower panel) along with a direct fetal electrocardio-
gram taken from a scalp electrode and the maternal elec-
trocardiogram taken from a chest lead. In the abdominal

fetal electrocardiogram, fetal heartbeats are indicated by F
and maternal heartbeats by M. Note that some beats exist
where the fetal and maternal heartbeats occur at the same
time. The strategy of the abdominal fetal electrocardio-
gram/fetal heart rate monitor is to monitor two signals, the
maternal electrocardiogram from a chest lead and the fetal
and maternal electrocardiograms from an abdominal lead.
As shown in the block diagram in Fig. 7, the maternal
electrocardiogram triggers a gate such that the input from
the abdominal lead is interrupted every time a maternal
beat occurs. Thus, this process eliminates the maternal
component from the abdominal signal, but it can also
eliminate a fetal QRS complex if it occurs at a time close
to or during the maternal QRS complex. Thus, the cardi-
otachometer estimates the intervals where one or more
fetal beats is missing. Due to the random relationship
between maternal and fetal heartbeats, it is most likely
that only one fetal beat would be missing at a time because
of this mechanism, and so when maternal and fetal beats
coincide, the fetal R-R interval should be approximately
double the previous interval. Some monitors look for this
condition and imply that it is the result of simultaneous
maternal and fetal beats. The monitor, therefore, artifi-
cially introduces a fetal beat at the time of the maternal
beat so that an abrupt (and presumably incorrect) change
in the fetal heart rate will not occur.

Although such processing of the fetal signal makes
the resulting heart rate recordings appear to have less
artifact, this technique can loose some important infor-
mation. For example, if the fetus suffers from a cardiac
arrhythmia such as second-degree heart block, in which
the fetal heart can miss a beat every so often, the monitor
would reintroduce the missing beat, and this arrhythmia
would not be detected. The principal advantage of the
abdominal electrocardiogram method of fetal heart rate
monitoring is that it can, under optimal conditions, pro-
vide the closest indirect observation of the fetal heart
rate as compared with direct observations. No risk to
the patient exists from this procedure, and inexpensive
disposable electrodes can be used as the sensors.
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Figure 6. An example of a fetal electrocardiogram as obtained
from the maternal abdomen. F, fetal QRS complexes; M, maternal
QRS complexes. The direct fetal electrocardiogram and maternal
electrocardiogram are recorded simultaneously for comparison.
[Reprinted with permission from CRC Press (6).]



The limitations of this method include its being based on
a very weak signal in an environment that can contain a
great amount of artifact. Thus, low signal-to-noise ratios
are frequently encountered. Patients must be resting
quietly for the method to work. Furthermore, electrodes
must be optimally placed for good results, which requires
some experimentation with different electrode sites, and
skill is required on the part of the user in finding optimal
electrode positions for a particular patient. Various signal
processing techniques have been used over the years to get
a more reliable fetal signal from the abdominal surface, but
most of these techniques only improve signal quality under
very special circumstances (12,13).

UTERINE CONTRACTIONS

Although the fetal heart rate is an important fetal variable
for clinical monitoring, an equally important maternal
variable is uterine activity. In fetal monitoring, one must
detect the occurrence of uterine contractions, their fre-
quency, their duration, and their intensity. As was the
case with the fetal heart rate, it is possible to monitor
uterine contractions by both direct methods and indirect
methods.

Direct Monitoring of Uterine Contractions

Uterine contractions are periodic coordinated contractions
of the myometrium, the muscle of the uterine wall. In an
ideal method of direct measurement of uterine contrac-
tions, the tension and displacement of the myometrium
would be measured, but this measurement cannot be done
for routine fetal monitoring as only invasive methods of
making this measurement exist. Uterine contractions,
however, are reflected in increases in hydrostatic pressure
of the amniotic fluid within the pregnant uterus. If this
fluid is continuous and in a closed system, pressure
increases resulting from uterine contractions should be
seen throughout the amniotic fluid and should be related
to the overall strength of the contraction but not necessa-

rily to the tension at any one particular location in the
myometrium.

The pressure change in the amniotic fluid during a
contraction can be measured directly by coupling the
amniotic fluid to a manometer, which consists of an elec-
trical pressure sensor and the appropriate electronic cir-
cuitry for processing and indicating or recording the
measured pressure. Intrauterine pressure can be mea-
sured by placing the pressure sensor directly in the amnio-
tic fluid or by using a fluid-filled catheter to couple the
amniotic fluid to an external pressure sensor. This latter
method is the method most frequently employed in clinical
fetal monitoring. The catheter used for coupling the amnio-
tic fluid to an external pressure sensor can be placed only
when the membranes surrounding the fetus have been
ruptured, which should only be done if the patient is in
labor. Unfortunately, rupture of the fetal membranes
sometimes occurs spontaneously before the patient goes
into labor or when the patient is in premature labor. It
is unwise to place a catheter under these circumstances
unless labor will be induced and the patient will deliver
within 24 h. The reason is that the catheter can serve as a
conduit for introducing infectious agents into the uterus or
such agents can be introduced during the process of placing
the catheter. When the distal tip of the catheter is within
the amniotic fluid and its proximal end is connected to a
pressure sensor at the same elevation as the distal end, the
pressure seen at the sensor will, according to Pascal’s law,
be the same as that in the amniotic fluid. Thus, when a
contraction occurs, the pressure increase will be trans-
mitted along the catheter to the external pressure sensor.

Although the fluid-filled catheter provides a direct con-
duit from the amniotic fluid to the externally located
pressure sensor, it can also be responsible for measurement
errors. As was pointed out earlier, the proximal and distal
ends of the catheter must be at the same level if one is to
avoid the gravitational hydrostatic errors that give incor-
rect baseline pressure readings. Pascal’s law applies only
to the static solution where no fluid movement exists in
the system. Once fluid movement occurs in the catheter,
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Figure 7. Block diagram of a monitor for processing the abdominal electrocardiogram shown in
Fig. 6 using the anticoincidence detector method. [Reprinted with permission from CRC Press (6).]



pressure drops along the length of the catheter can result.
Such fluid movement can occur when a small leak in the
plumbing system exists at the sensor end of the catheter.
Movement of the catheter itself or of the patient with
respect to the pressure sensor can also produce alterations
in the observed dynamic pressure. The most serious viola-
tion of Pascal’s law is that once the fetal membranes have
been ruptured, a truly closed system no longer exists. The
fetal head or other presenting part approximated against
the cervix does, indeed, isolate the intrauterine amniotic
fluid from the outside world, but amniotic fluid can leak
through the cervix, thus, no longer providing a static
situation. Furthermore, after membranes have been rup-
tured, the total amount of amniotic fluid in the uterine
cavity is reduced. It is possible that there might be local
non-communicating pools of amniotic fluid delineated by
fetal parts on one side and by the uterine wall on the other.
The pressure in one of these isolated pools possibly can be
different from that of another. The measured pressure
will, therefore, be dependent on which pool contains the
distal tip of the catheter. A statistical study by Knoke et
al. has shown that when three identical catheters are
placed in the pregnant uterus, the pressure measured
by each can be considerably different, and differences of
more than 10 mmHg (1.3 kPa) can be seen between dif-
ferent sensors (14), which is probably due to the fact that
the distal tip of each catheter is located in a different part
of the uterus and is coupled to a pocket of amniotic fluid
at a different pressure.

Other problems exist that can affect the quality of
intrauterine pressure measurement with the catheter-
external sensor method. Poor recordings are obtained
when catheter when catheter placement is not optimal
and when limited communication exists between the fluid
in the catheter and the intrauterine amniotic fluid. Many
catheters in use today have a single hole either in the end
or at the side of the catheter that communicates with the
amniotic fluid. Mucus or vernix caseosa (a substance of a
consistency similar to soft cheese that is found on the fetus)
can obstruct or partially obstruct this opening resulting in
poor quality recordings. When the distal tip of an open-
ended intrauterine catheter becomes obstructed, the
obstruction can frequently be ‘‘blown’’ off by forcing fluid
through the catheter. In practice, this procedure is done by
attaching a syringe filled with normal physiologic saline at
the proximal end of the catheter near the pressure sensor
and introducing fluid into the catheter when an obstruction
is suspected.

It is possible to minimize these obstruction problems by
modifying the catheter (15). Increasing the number of
openings at the catheter tip is one of the simplest ways
of minimizing obstructions. By placing an open-celled
sponge on the catheter tip, it is possible to obtain a greater
surface area in contact with the amniotic fluid because of
the multiple openings of the sponge, which also tends to
keep the tip of the catheter away from fetal or uterine
structures, minimizing the possibility of complete obstruc-
tion or injury to the fetus. A small balloon placed at the
distal tip of the catheter will prevent the fluid in the
catheter from making actual contact with the amniotic
fluid, and so this interface cannot be obstructed. As the

wall of the balloon is flexible, the pressure in the fluid
within the balloon will be equal to the pressure in the
fluid surrounding the balloon plus the pressure resulting
from the tension in the balloon wall itself. This system,
however, has the disadvantage that it will respond to a
direct force on the balloon as well as to hydrostatic pres-
sure in the fluid outside of the balloon; thus, fetal move-
ments or the entrapment of the balloon between the fetus
and the uterine wall during a contraction can lead to
erroneous pressure measurements.

Interuterine pressure can be directly measured using a
miniature pressure sensor that can be placed in the intrau-
terine cavity (16). These devices are based on a miniature
silicon pressure sensor that can be placed on the tip of a
probe that has a similar appearance to an intrauterine
catheter. In some cases, the probe at the catheter tip is no
longer than the catheter itself, so the method of placement
is the same as that used for the catheter. The advantage of
the intrauterine pressure sensor is its location within the
uterine cavity, which aviods artifact introduced by the
fluid-filled catheter, and the problem of zeroing the pres-
sure measurement system due to elevation differences is
avoided because the sensor is at the pressure source.
Investigators have compared the performance of intrau-
terine sensors with that of intrauterine catheters and have
found the newer devices to provide equivalent data to the
previously accepted technology (17).

Indirect Monitoring of Uterine Contractions

The clinician is able to sense uterine contractions by pal-
pating (feeling) the maternal abdomen. Indirect uterine
contraction sensors known as tocodynamometers are elec-
trical sensors for doing the same thing. The basic principle
of operation of these sensors is to press against the abdo-
men to measure the firmness of the underlying tissues. A
contracting muscle will feel much more firm than a relaxed
one. Most tocodynamometers carry out this function by
pressing a probe against the abdomen and measuring its
displacement.

The construction of a typical tocodynamometer is shown
in Fig. 8. The sensor is held in place against the surface of
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Figure 8. Schematic cross-sectional view of a tocodynamometer.
[Reprinted with permission from CRC Press (6).]



the abdomen with an elastic strap. A movable probe pro-
trudes beyond the surface of the sensor so that it causes a
slight indentation in the abdominal wall. It is loaded by a
spring, which makes it somewhat compliant; it can be either
extended further into the abdominal wall or retracted into
the body of the sensor depending on the firmness of the
tissue of the abdominal wall under the probe. In some
tocodynamometers, the spring tension, and hence the force
that the probe exerts on the abdomen wall, can be adjusted
by means of a small knob so that optimal operation of the
sensor can be achieved. What a uterine contraction occurs,
the abdominal wall will become tense, and it tends to push
the probe back into the housing of the tocodynamometer.
Following the contraction, the spring is again able to push
the probe deeper into the abdomen. In some tocodynam-
ometers this actual movement is very slight, whereas in
others it can be as great as a few millimeters.

A displacement sensor inside the tocodynamometer
provides an electrical signal proportional to the position
of the probe. This displacement reflects myometrial activ-
ity. Different types of displacement sensors can be used in
tocodynamometers. Including a strain gage on a cantilever
arm, mutual inductance coils, a linear variable differential
transformer, or a piezoelectric crystal.

The principal advantage of the tocodynamometer is the
noninvasive way in which it measures uterine contrac-
tions. It is the only method that can be safely used before
the patient is in active labor. It has serious limitations,
however, in the quantitative assessment of labor. The
method can be used only to quantitatively determine the
frequency and duration of uterine contractions. Its output
is only qualitative with respect to the strength of the
contractions. Signal levels seen are a function of the posi-
tion of the sensor on the maternal abdomen and the tension
of the belt holding it in place. Signal amplitudes are also
strongly related to maternal anatomy, and the method is
virtually useless in obese patients. Many patients in active
labor complain that the use of the tocodynamometer with a
tight belt is uncomfortable and irritating.

Electronic Signal Processing

A block diagram for the uterine contraction channel of an
electronic fetal monitor is illustrated in Fig. 9. The sensor
can be either an internal or external pressure transducer or

a tocodynamometer. Signals are sometimes filtered in the
amplifier stages of the monitor because the uterine con-
traction information includes only dc and very low ac
frequencies. Nevertheless, filtering is generally not neces-
sary for high quality signals, and often the presence of
artifact due to breathing movements of the patient is useful
in demonstrating that the pressure measuring system is
functional.

In some cases, it is necessary to adjust the baseline
pressure to establish a zero reference pressure when using
the monitor. In the case of direct uterine contraction
monitoring when a single pressure sensor is always used
with the same monitor, this adjustment should be made by
the manufacturer, and additional adjustment should not be
necessary. As a matter of fact, making such a zero-level
adjustment control available to the operator of the monitor
runs the risk of having significantly altered baseline pres-
sures that can affect the interpretation of uterine basal
tone. The adjustment of a zero-level control should not
replace the requirement of having the proximal and distal
end of the fluid-filled catheter at the same level. It is far
better to adjust zero levels in uterine pressure monitoring
by raising or lowering the external pressure transducer
than by adjusting the electrical zero. On the other hand,
when the tocodynamometer is used, no physiologically
significant zero level exists. It is not possible to establish
uterine basal tone with a tocodynamometer. Baseline
levels are frequently dependent on how the tocodynam-
ometer is attached to the patient and the structure of the
sensor itself. In this case, it is reasonable to adjust
the baseline level between uterine contractions so that
the tracing conveniently fits on the chart. When doing
so, it is important that the chart indicates that the uterine
contractions were measured using a tocodynamometer so
that the individual reading the chart does not ascribe
inappropriate information to the baseline.

Uterine Electromyogram

The uterus is a muscle, and electrical signals are associated
with its contraction as they are for any kind of muscle.
These signals can be detected from electrodes on the
maternal abdomen or the uterine cervix during uterine
contractions. Garfield and others have studied these sig-
nals and suggested that they might be useful in managing
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Figure 9. Block diagram of the signal processing electronics for intrauterine pressure measurement.



patients during pregnancy and, perhaps, even during labor
(18–20). These techniques are still experimental and not
yet ready for clinical application. Nevertheless, they offer a
new approach to assessing uterine activity and the possi-
bility of differentiating contractions leading to cervical
dilatation from those that are nonprogressive.

THE FETAL CARDIOTOCOGRAPH

Electronic fetal monitoring is accomplished using a fetal
cardiotocograph, such as illustrated in Fig. 10, which is
basically a two-channel instrument with a two-channel
chart recorder as the output indicator. One of the channels
records the fetal heart rate, whereas the second channel
records the uterine contractions. Most cardiotocographs
are capable of accepting direct or indirect signals as inputs
for each channel, although specialized monitors for ante-
partum assessment have only the indirect signal input
capability. To aid clinicians in interpreting monitored pat-
terns, most instruments use chart paper that is 70 mm
wide for the fetal heart rate channel and calibrated from
30 to 240 beats�min�1. The uterine contraction channel is
40 mm wide and calibrated with a scale from 0 to 100. The
scale is only qualitative when a tocodynamometer is the
input source, but corresponds to the pressure in milli-
meters of mercury when direct sensors of uterine contrac-
tions are used. The standard speeds for the chart paper are
1 or 3 cm/min. The use of a standardized chart and chart
speed results in fetal heart rate—uterine contraction pat-
terns that appear the same no matter what monitoring
device is used—which is important because cardiotoco-
grams are read by visually recognizing patterns on the
chart. Changing the chart speed and scale significantly
changes the appearance of the patterns even though the
data remain unchanged. Thus, a clinician would have to
learn to interpret patterns from each of the different types
of monitors used if they each had different chart speeds and
scales, because the same pattern can appear quite different
when the chart speed or signal amplitude is changed.

Information Obtained from Fetal Cardiotocography

In interpreting a cardiotocogram, a clinician considers the
heart rate and uterine contraction information separately

as well as the interaction between the two signals. The
frequency, duraction, and, in the case of direct monitoring,
amplitude and baseline information have already been
discussed. Similar types of information can be obtained
from the directly and indirectly monitored fetal heart rate
recordings. Specifically in the fetal heart rate channel, one
looks for the average baseline value of the fetal heart rate,
which should generally be in the range 120–160 beats�min�1

and when outside of this range can be cause for concern.
The beat-to-beat variability of the fetal heart rate can also
be an important indicator of fetal condition, and so the use
of an instantaneous cardiotachometer in a cardiotocograph
is mandatory. Certain recurring patterns in the fetal heart
rate recording can also be important indicators of fetal
condition. Sinusoidally varying fetal heart rate has been
described as an ominous sign (21), and sometimes fetal
cardiac arrhythmias can be detected by observing the heart
rate pattern.

The information that is most frequently obtained from
the cardiotocogram and applied clinically comes from both
the heart rate and uterine contraction channels and is
concerned with the relationship between these two signals.
One can consider a uterine contraction as a stress applied
to the fetus and the resulting changes in the fetal heart rate
as the response to this stress. When the changes occur in
direct relationship to the uterine contractions, they are
referred to as periodic changes in the fetal heart rate.
Several possibilities exist for fetal heart rate changes dur-
ing and following a uterine contraction. One can see no
change, an acceleration, or a deceleration in the fetal heart
rate. In the case of decelerations, three basic patterns are
seen, and representative examples of these are shown in
Fig. 11. The different patterns are characterized by
the shape of the deceleration curve and the temporal rela-
tionship of its onset and conclusion with the uterine con-
traction.

Early decelerations begin during the rising phase of the
uterine contraction and return to baseline during the fall-
ing phase. They frequently appear to be almost the inverse
of the uterine contraction waveform. Periodic decelerations
of this type are thought to not represent a serious clinical
problems.

Late decelerations refer to fetal heart rate decelerations
that begin during a utterine contraction but late in the
duration of that contraction. The rate of heart rate descent
is not rapid, and the deceleration lasts beyond the end of
the contraction and then slowly returns to baseline. Such
patterns sometimes can be associated with fetal distress,
although they should not be considered definitive of fetal
distress.

The third type of periodic deceleration of the fetal heart
rate is known as a variable deceleration. In this pattern,
the deceleration of heart rate is sharp and can occur either
early or late in the duration of the uterine contraction.
Following the contraction, a rapid return to baseline values
occurs. Sometimes one sees rapid return to baseline while
the uterus is still contracting and then a rpaid fall back to
the reduced heart rate. Variable decelerations have a flat
‘‘U’’ shape, whereas early and late decelerations represent
a more smooth curve that could be characterized as shaped
as the letter ‘‘V’’ with the negative peak rounded. Variable
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Figure 10. A commercially available fetal cardiotocograph.
(Courtesy of Portage Health System, Hancock, Michigan.)



decelerations can be sometimes associated with involve-
ment of the umbilical cord, and, in some cases, they can
indicate the presence of fetal distress. As more recent
clinical studies have shown that a simple relationship
between late and variable decelerations and fetal compro-
mise, does not exist these patterns are not considered to
indicate fetal distress as they once were. Now clinicians
refer to them as being ‘‘nonreassuring,’’ and their presence
should encourage the application of other clinical measures
to evaluate the fetus.

These basic thoughts for interpreting the fetal cardio-
tocogram are very elementary and should not be used for
diagnostic purposes. The reader is referred to the current

obstetrical literature for more detailed descriptions of fetal
cardiotocogram and their clinical significance.

Clinical Applications of Fetal Cardiotocography

Electronic fetal monitoring can be applied during the
antepartum (before labor and delivery) and intraparturn
(during labor and delivery) periods of pregnancy. In the
anterpartum period, only indirect methods of fetal mon-
itoring can be used. A primary application of fetal cardi-
otocography in this period is in nonstress testing. In this
test, a cardiotocograph is applied to a patient who is resting
quietly. In the United States, the ultrasonic Doppler
method of detecting the fetal heart rate and the tocody-
namometer are the sensors of choice. The patient is mon-
itored for 1–2 h, and the cardiotocogram is examined for
spontaneously occurring uterine contractions of fetal
movements, which can also be indicated by the tocodynam-
ometer. In some cases, the mother is asked to activate an
event marker on the chart when she feels a fetal move-
ment. The response of the fetal heart rate to these stimuli is
noted in interpreting the cardiotocogram. In a reactive
nonstress test, a response to these stimuli occurs, which
is usually in the form of a brief fetal heart rate acceleration
following the uterine contraction or fetal movement.
Although nonstress testing is not routinely applied to
apparently normal pregnancies, it is indicated for compli-
cations of pregnancy such as maternal diabetes, Rh sensi-
tization, intrauterine growth retardation , decreased fetal
movement, known fetal anomalies, oligohydrainnios or
poly-hydramnios (too little or too much amniotic fluid),
pregnancy-induced hypertension, pregnancy lasting
beyond the normal 40 weeks, and other maternal and fetal
complications.

A second antepartum test involving fetal cardiotocogra-
phy is the oxytocin challenge test, which is usually applied
when the nonstress test yields positive results, such as
when fetal heart rate decelerations follow spontaneous
uterine contractions or fetal movements. In this test, the
patient is given intravenous oxytocin, a hormone that
stimulates uterine contractions. The response of the fetal
heart rate to the induced contractions is then examined,
looking for the periodic changes described before.

Intrapartum monitoring of the fetal heart and uterine
contractions can be carried out using the indirect techni-
ques in early labor with the direct techniques applied
during active labor. The indications for intrapartum fetal
monitoring are controversial. Some obstetricians feel that
all labors should be monitored whether they are compli-
cated or not, whereas others feel that only those patients
considered being at risk should have monitors. As monitor-
ing is no longer considered to give a definitive diagnosis of
fetal distress, some clinicians find it of little value and to
not make use of the technology. As internal monitoring
gives the most efficacious results, this modality is recom-
mended in cases when it can be applied and the indirect
methods do not give satisfactory results. Otherwise, indirect
methods can be used as long as they give readable results.

The preceding paragraphs describe fetal cardiotocogra-
phy as clinically applied in most major medical centers.
Although this technology has the advantage of providing
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Figure 11. Examples of fetal cardiotocograms showing the three
basic patterns: (a) early deceleration, (b) late deceleration, and (c)
variable deceleration.



continuous surveillance of the mother and fetus, it also has
some limitations that prevent if from providing optimal
information to obtain the earliest indications of fetal or
maternal problems. The major limitation is in the data.
Although uterine contractions provide a good indication
of the intensity of labor, they do not necessarily indicate
its effectiveness in dilating the cervix and expelling the
fetus. If, in addition to uterine contractions, one should
monitor whether labor is progressing, better information
about some maternal aspects of labor and delivery could
be obtained.

A similar argument can be made for the use of the fetal
heart rate as the primary variable for evaluating the status
of the fetus. Heart rate is a very non specific variable, and,
in same cases, the fetus must be seriously compromised
before any problem is detected by the heart rate. The goal of
fetal monitoring as mentioned at the beginning of this
article is to make certain that vital organs such as the
fetal brain are adequately perfused so as to receive neces-
sary nutrients and oxygen. Although the heart rate is
related, it is not the principal variable for determining this
perfusion.

Accepting these principal limitations for the variables
measured, limitations still exist to the practical application
of the cardiotocograph. Sensor placement, especially for
indirect monitoring, is important for optimal recordings.
The operator of the instrumentation, therefore, must be
skilled in determining the best placement for the sensors.
Most cardiotocographs are connected to the sensors on the
patients by wires and catheters. Although this method is
quite adequate while the patient is in bed, it can become
quite inconvenient when it is necessary to transfer the
patient to another location or to have the patient stand
up and walk around. Many of these problems have been
overcome by the use of biotelemetry for fetal monitoring (see
Biotelemetry).

A final limitation of fetal cardiotocography is associated
with the fact that some of the monitored patterns are not
easily recognized and interpreted, which means that dif-
ferent clinicians looking at the data can see different
things, lead to uncertain diagnoses. Periodic decelerations
are usually not as clear, as illustrated in Fig. 11. Again,
experience is an important factor here. Even when pat-
terns can be readily determined, the relationship between
certain patterns and pathology is not completely clear. As
is so often the case medicine, one can only suggest from
monitored tracets that certain problems might be present,
and other tests need to be performed for confirmation.

OTHER METHODS OF FETAL MONITORING

Although the cardiotocogram is the usual method used to
monitor the fetus, other techniques have been developed
and experimentally employed to more accurately assess
fetal status during the antepartum and intrapartum per-
iods. One of these techniques, fetal microblood analysis is
routinely used at major medical centers that care for
patients deemed to have high risk pregnancies; the other
techniques are still experimental or relatively new and have
not enjoyed routine application at the time of this writing.

Fetal Microblood Analysis

About the time when electronic fetal monitoring was devel-
oped, Saling (22) was working on a new technique for
taking a small sample of fetal capillary blood during active
labor and measuring its hydrogen ion activity. This tech-
nique, known as fetal microblood analysis, made it possible
to determine whether acidosis that could be associated
with fetal distress was present during the labor. The
technique involves observing a portion of the fetal present-
ing part (usually the scalp) through the cervix using a
vaginal endoscope. By cleaning this portion of fetal skin
and even, in some cases, shaving a small amount of hair
from the scalp, the obstetrician is able to make a small
superifical incision in the skin using a scalpel blade. A
droplet of capillary blood will form at this site, and it can be
collected in a miniature heparinized glass pipet. Generally,
100–300mL of blood can be collected in this way. The blood
sample is transferred to a special instrument designed to
measure the pH of very small blood specimens. This instru-
ment can be a part of a more extensive blood gas analysis
instruments in a blood gas laboratory or it can be a rela-
tively simple bedside device that uses disposable pH sensor
cartrnidges. In either case, it is possible to measure the pH
of this small sample and get the results back to the clinician
within a few minutes of collecting the sample.

Chronic hypoxia can cause tissue and, hence, blood pH
to drop as a result of the formation of acidic products of
anaerobic metabolism such as lactic acid. Thus, if a blood
sample is found to have a low pH (most clinical guidelines
say lower than 7.2 or in some cases 7.15), it is possible that
the fetus is experiencing some form of distress. Often, this
technique is used in conjunction with fetal cardiotocogra-
phy. When the cardiotocograph indicates possible fetal
distress, such as when late decelerations are seen, the
clinician can get a better idea as to whether distress is
indeed present by performing a fetal microblood analysis. If
the results indicate acidosis, the probability of actual fetal
distress is higher, and appropriate actions can be taken.

A major limitation of the Saling technique is that it gives
only an indication of the fetal acid-base status at the time
the blood sample was taken. It would be far better to have a
continuous or quasi-continuous measure of fetal tissue pH.
Stamm et al. (23) have described a technique in which a
miniature glass pH sensor is placed in the fetal scalp
during active labor. This sensor can continuously record
the pH of the fetal scalp. Clinical studies of this technique
have shown that a drop in fetal tissue pH can occur along
with a cardiotocographic indication of fetal distress (24).
The major limitation of this as yet experimental technique
is technical. The sensor is fragile, and it is not always
possible to obtain efficacious recordings from it. Other
sensor are under development in an attempt to overcome
some of these limitations (25), yet this technique remains
experimental due to the lack of practical devices.

Monitoring of Fetal Blood Gases

Many investigators have been interested in developing tech-
nology to continuously monitor fetal oxygenation during
active labor and delivery. A review of some of the earlier
techniques showed different types of oxygen sensors that

298 FETAL MONITORING



could be placed in the fetal scalp using structures similar to
electrodes for directly obtaining the fetal electrocardiogram.
Investigators also have used transcutaneous oxygen sensors
on the fetus (26), and the most recent approach has been the
uses of fetal pulse oximetry (27–29). In the transcutaneous
oxygen case (see Blood Gas Measurement, Transcutaneous),
a miniature sensor is attached to the fetal scalp once the
cervix has dilated enough to make this physically possible,
and fetal membranes have been ruptured. The technique is
considerably more difficult than that for neonates, and it is
important to have a preparation where the sensor surface is
well approximated to the feal skin so no chance exists for
environmental air to enter the electrode, as fetal Po2 is much
lower than that of the air. Most investigators who use this
technique experimentally find that gluing the sensor to a
shaved region of fetal scalp is the best technique to maintain
contact (26).

Fetal pulse oximetry is performed in a similar way, but
the sensor probe does not have to be physically fixed to the
fetus as was the case for the transcutaneous oxygen tension
measurement described above (27–29). Instead, the probe
is a flat, flexible structure that contains ligh-emitting
diodes at two different wavelengths and photodetector
for sensing the reflected light. It is slid between the fetal
head and the cervix once the head is engaged and mem-
branes have been ruptured and is oriented so that the light
sources and detector are pressed against the fetal skin by
the uterine wall. The reflected light at each wavelength
will vary in intensity as the blood volume in the fetal tissue
changes over the cardiac cycle. As with the routine clinical
pulse oximeter, the ratio of amplitudes of the reflected light
at the different wavelengths is used to determine the
oxygen saturation of the fetal arterial blood.

Recent improvements in the technology of making
transcutaneous carbon dioxide sensors have allowed min-
iature transcutaneous sensors to be built in the laboratory.
These have been applied to the fetus during active labor to
continuously measure carbon dioxide tensions (30). All of
these transcutaneous methods of measuring fetal blood
gases are experimental at the time of this writing and
have limitations regarding the technique of application
and the quality of recorded information. Nevertheless, they
present an interesting new approach to monitoring the
fetus using variables more closely related to fetal metabo-
lism and, hence, with greater potential for accurately
detecting fetal distress.

Fetal Activity and Movements

The amount of time that the fetus spends in different activity
states may be an important indicator of fetal condition. The
fetus, as does the neonate, spends time in different activity
states. Part of the time it may be awake and active, moving
around in the uterus; at other times, it may be quiet and
resting or sleeping. By establishing norms for the percentage
of time that the fetus spends in these states, one can measure
the activity of a particular fetus over a period of time and
determine whether it falls within the normal classifications
as a means of evaluating fetal condition.

One of the simplest ways to measure fetal activity is
to have the mother indicate whether she feels fetal

movements over a period of time, which can be done and
recorded for several days as an assessment of fetal well-
being. Fetal movements can also be detected by tocody-
namometers. If the fetus is located under the probe of a
tocodynamometer and moves or kicks, it can be detected as
a short-duration pulse of activity on the chart recording
from the sensor. Maternal movements can appear on this
sensor as well, and so it is not easy to differentiate between
the two. Timor-Trich et al. have developed a technique
using two tocodynamometers to minimize this problem
(31). By placing one over the fundus of the uterus and
the second at a lower level, and recording the signals on
adjacent channels of a chart recorder, fetal movements
very often either are seen only on one sensor or produce
pulses of opposite sign on the two sensors. Maternal move-
ments, on the other hand, are usually seen on both sensors
and are similar in shape and sign.

One of the most elegant methods of measuring fetal
movements is to directly observe these movements using
real-time ultrasonic imaging (see Ultrasonic Imaging). The
main limitation of this technique is that an ultrasono-
grapher must continuously operate the apparatus and
reposition the ultrasonic transducer to maintain the best
image. It also requires the subject to rest quietly during the
examination. Although not believed to be a problem, no
definite evidence currently exists that long-term exposure
of the fetus to ultrasonic energy is completely safe.

One special type of fetal movement that is of interest to
obstetricians is fetal breathing movement. The fetus goes
through periods of in utero movement that are very similar
to breathing movements. The relative percentage of these
movements during a period of time may be indicative of
fetal condition (32). Such movements can be observed
using real-time ultrasound as described above. One can
also select specific points on the chest and abdomen and use
the ultrasonic instrument to record movements of these
points as a function of time as one does for echocardiogra-
phy (see Echocardiography). Measurement of fetal breathing
movements by this technique also requires an experienced
ultrasonographer to operate and position the instrumenta-
tion during examinations. For this reason, it is not a very
practical technique for routine clinical application.

Fetal Electroencephalography

As one of the principal objectives of fetal monitoring is to
determine if conditions are adequate to maintain fetal
brain function, it is logical to consider a measure of this
function as an appropriate measurement variable. The
electroencephalogram (EEG) is one such measure that is
routinely used in the neurological evaluation of patients.
The EEG from the fetus during labor has been measured
and shown to undergo changes commensurate with other
indicators of fetal distress during labor and delivery
(33,34). The monitoring of fetal EEG involves placement
of two electrodes on the fetal scalp and measurement of the
differential signal between them. These electrodes can be
similar to the electrodes used for detecting the fetal electro-
cardiogram, or they can be electrodes especially designed for
EEG. Of course, when either of these electrodes is used in the
unipolar mode, the fetal electrocardiogram can be obtained.
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Rosen et al. obtained good-quality fetal EEG recordings using
a specially designed suction electrode (34). By observation of
configurationalorpowerspectrumchanges intheEEG, itmay
be possible to indicate conditions of fetal distress.

Continuous Monitoring of Cervical Dilatation

In the routine method used to assess the progress of labor,
the examiner places his or her fingers in the vagina and
feels the uterine cervix to determine its length, position,
and dilatation. Although this technique is simple and
quick and requires no special apparatus, it has some
limitations as well. It is an infrequent sampling method,
and each time a measurement is made there can be dis-
comfort for the patients as well as risk of intrauterine
infection. The technique is also very subjective and
depends on the experience of the examiner. A more reliable
and reproducible technique that is capable of giving con-
tinuous records could be useful in the care of high-risk
patients and patients with increased risk of intrauterine
infection. Mechanical, caliper-like devices attached to
opposite sides of the cervix have been described by Fried-
man (35) and others. These devices measure a cervical
diameter with an electrical angular displacement transdu-
cer attached to the calipers. These devices are somewhat
big and awkward, and Richardson et al. have optimised the
mechanical structure by reducing its size (36). Other inves-
tigators have eliminated the mechanical calipers and used
a magnetic field to measure the distance between two
points on diametrically opposed sides of the cervix (37).
In another technique for continuously monitoring cervical
dilatation reported by Zador et al., ultrasound is used to
measure the cervical diameter (38). A brief pulse of ultra-
sound is generated at a transducer on one side of the cervix
and is detected, after propagating across the cervical canal,
by a similar transducer on the opposite side. By measuring
the transit time of the ultrasonic pulse between the two
transducers, one can determine the distance between
them, because ultrasound propagates through soft tissue
a nearly constant known velocity. By generating an ultra-
sonic pulse once a second, a continuous recording of cervi-
cal dilatation as a function of time can be produced, which
can be recorded either on an adjacent channel with the
fetal cardiotocogram or on a separate display that gener-
ates a curve of cervical dilatation as a function of time
known as a labor graph. Many clinicians plot such a curve
as a result of their digital examinations of the cervix.

SUMMARY

As seen from this article, the use of biomedical instrumen-
tation in obstetrical monitoring is fairly extensive, but the
variables measured are not optimal in achieving the goals
of fetal monitoring. Some of the newer and yet experimen-
tal techniques offer promise of getting closer to the ques-
tion of whether vital structures in the fetus are being
adequately perfused, but at the present time, none of these
techniques are ready for general widespread application.
Fetal monitoring is important if it can detect correctable
fetal distress, as the results of such distress can remain
with the newborn for life. It is important that the fetal

monitoring techniques used will eventually benefit this
patient. Some critics of currently applied fetal cardiotoco-
graphy claim that the only result of fetal monitoring has
been increase in the number of cesarean sections per-
formed, and this might have a negative rather than posi-
tive effect on patient care. It is important that as this area
of biomedical instrumentation progresses, biomedical engi-
neers, clinicians, and device manufacturers are not only
concerned with the technology. Instead , true progress will
be seen when measured variables and their analysis are
more closely and more specifically related to fetal status,
and measurements can be made in a less invasive way
without disturbance or discomfort. The application of this
technology must be a benefit to the patients and to society.
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INTRODUCTION

In the first edition of the Wiley Encyclopedia of Medical
Devices and Instrumentation, our friend and colleague Max
Epstein, Professor Emeritus at Northwestern University,
wrote an excellent article on Fiber Optics in Medicine.
Now, almost 20 years later, applications of fiberoptics in
medicine underwent dramatic changes and expansions.
Thus on Max’s recommendation, this article has been
updated and rewritten for the application of fiber optics
in medicine for the second edition while keeping, where it
was appropriate, the original text.

For a long time optical fibers in medicine have been
primarily used in endoscopy, where they have been
employed for transmission of illumination to the distal
end of the fiberoptic endoscope and for conveying images
for the visualization of otherwise inaccessible organs and
tissues. However, in the past 20 years, the science of
biomedical optics of the light–tissue interaction has been
dramatically advanced. The new methods of imaging, often
based on substantial utilization of the optical fibers, for
example, optical coherence tomography (OCT) and fiber-
based confocal microscopy have been introduced. Also, the
new methods of the diagnostics employing various spectro-
scopic techniques, for example reflectance spectroscopy,
light scattering spectroscopy (LSS), fluorescence spectro-
scopy, and Raman spectroscopy have been developed. To be
useful in the diagnosis of tissue in the lumens of the human
body, these methods utilize fiber-based catheters. Photo-
therapy and diagnoses of internal organs also require
optical fiber catheters.

The goal of this article is to give the reader basic tools
necessary to understand principles of biomedical fiber
optics and its applications. In addition to diagnostic, imag-
ing, and therapeutic applications that are described in this
article, optical fibers have been employed in a number of
biomedical applications, for example, laser surgery and
fiber-based transducers for monitoring physiologically
important parameters (temperature, pressure, oxygen
saturation, blood flow). All those subjects have been cov-
ered in detail in the dedicated articles of this encyclopedia.

The structure of this article is the following. The first
section provides general physical and engineering principles
of fiber optics needed to understand the rest of the article. It
discusses the physics of total internal reflection and through-
put, fiber propagation modes, optical fiber construction, and
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types of fibers. The next section provides the reader with
the review of illumination applications of fibers in medi-
cine. The third section discusses the diagnostic applications
of the biomedical fibers, including imaging and spectroscopy.
The last section reviews therapeutic applications of fibers.

GENERAL PRINCIPLES OF FIBER OPTICS

The Physics of Fiber Optics: Total Internal Reflection

For almost 400 years, it has been well known from classical
optics that when light enters a medium with a lower
refractive index it bends away from the imaginary line
perpendicular to the surface of the medium. However, if the
angle of incidence is sufficiently large, the angle in the
medium with lower refractive index can reach 908. Since
the maximum possible angle of refraction is 908, the light
with higher angles of incidence would not enter the second
medium and will be reflected entirely back in the medium
from which it was coming. This particular angle is called the
critical angle and the effect is called total internal reflection.

The effect of total internal reflection that makes an
optical fiber possible is depicted in Fig. 1. The light in an
optical fiber propagates through the medium with high
refractive index, which is called core (usually the silica
glass). The core is surrounded by another medium with
lower refractive index, which is called cladding (usually
another type of the silica glass). If light reaches the core–
cladding interface with an incident angle higher than the
critical angle it will be entirely reflected back into the
optical fiber. However, if light reaches the core–cladding
in terface with an incident angle lower than the critical
angle, it will leave the core and will be lost. Thus, optical
fibers can propagate light only at a certain angular com-
position, which depends on the critical angle of the core–
cladding interface and thus on the refractive indexes of the
core and the cladding.

Light, being continuously reflected from the core–
cladding interface, can propagate very far through an

optical fiber, even if the fiber is bent or is placed in a highly
absorptive medium. However, if the fiber is bent too much
some of the light can escape the core of the fiber. Other
sources of losses are impurities in the glass. Typical optical
fiber has 50–60% losses per kilometer of its length.

Throughput

There is a limit on how much light an optical fiber can
transmit. Intuitively, it should be limited by an acceptance
angle of a fiber and its area. This rule is often formulated as
a conservation of throughput principle, which is a very
general principle in optics.

For a given aperture in an optical system, the through-
put T is defined by

T ¼ SðNAÞ2

where S is the area of the aperture, and NA is numerical
aperture of the optical element equal to the sine of the
maximum divergence angle of radiation passing through
the aperture (1). Conservation of throughput says that it
can be no greater than the lowest throughput of any
aperture in the system (2). It is very important to take
the throughput of the fiber into consideration when one
calculates the power, which can pass through the fiber.

Propagation Modes

By solving Maxwell’s equations for an optical fiber one can
find various patterns of the electromagnetic field inside the
fiber. Those patterns are modes of the fiber. There are two
main types of an optical fiber. The fiber can be either single
mode or multimode (see Fig. 2). The difference between
these types is the number of modes that the fiber can
propagate.

A single-mode fiber is a fiber through which only one
mode can propagate. Usually, a single-mode fiber has a
very small core, �5–10mm in diameter. Due to their size
and also because of their small NA, these fibers have a very
small throughput. In medicine, such fibers are used, for
example, in confocal microscopy because of the requirement
for the small core diameter of the fiber tip (see the section
Fiber-Based Confocal Microscopy) and OCT. However, in
OCT they are used not for their size, but because the
coherence of the light pulse is critical for OCT to work (this
is described in detail in the section Optical Coherence
Tomography characterization of flexible imaging fiber
Bundles).
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Figure 1. Total internal reflection confines light within optical
fibers. (From The Basics Of Fiber Optic Cable, ARC Electronics.)

Figure 2. Types of fibers. (From Basic Principles of Fiber Optics,
Corning Incorporated # 2005.)



The core of the multimode fiber can be much larger,
somewhere between 50 and 1500mm in diameter. These
fibers are ideal for light delivery and collection, and are
used in medicine when the throughput is important (see
the Section Spectroscopy).

In addition to the single-mode and multimode fibers,
there is another important type, that is, a polarization-
maintaining fiber. The polarization-maintaining capability
of a fiber is provided by the induced birefringence in the
core of the fiber. This birefringence causes the polarization
in these fibers to remain in the axis that it was launched
into the fiber and is not changing randomly as in the
regular fiber.

There are two main types of the polarization-maintaining
fibers: one with the geometrical birefringence and another
with the stress-induced birefringence. Geometrical bire-
fringence is created by the elliptically shaped core. The
stress-induced birefringence is created by using two stress
rods as a core.

In the application where fibers are exposed to the phy-
sical stress and temperature changes, the former type is
used mostly since it maintains its polarization.

Optical Fiber Construction

Optical fiber consists of three main components: core,
cladding, and coating as shown in Fig. 3. The fiber is
constructed by drawing a solid glass rod in a high purity
graphite furnace. The rod consists of a core with high
refractive index inside a low refractive index cladding.
Thus both core and cladding are produced from a single
piece of glass.

After core and cladding are formed, the protective coat-
ing is applied to the fiber. This protective coating is called a
jacket and it guarantees that the fiber is protected from the
outside environment.

Types of Fibers

Transmission ranges of materials used for fibers are shown
in Fig. 4 (3). Most lasers operate in the range from 300 to
2500 nm, where silica fibers have the best overall proper-
ties and thus are commonly used.

Ultraviolet, Visible, and Near-Infrared Fibers. Ultravio-
let(UV), visible, and near-infrared (NIR) light spans the
range from 200 nm to 2.5mm. Visible and near-IR light

propagates in the silica-based fibers with practically no
losses due to the low absorption of the order of tenths of
percent per meter. In the IR range (wavelength >2.4mm)
and UV (wavelength <400 nm) absorption is higher. The
silica-based fiber absorption is caused primarily by hydro-
xyl radicals (OH), and thus is determined by OH concen-
tration resulting from the presence of free water during the
fiber production. Low OH concentration determines excel-
lent transmission of these fibers in the NIR range up to
2.4mm. At wavelengths longer than 2.5mm, the absorption
of silica limits the use of silica fibers. In the UV range, most
of the silica fibers are usable down to 300 nm, particular the
fibers with a high OH concentration. For shorter wave-
lengths fibers with both core and cladding made of silica,
silica–silica fibers are used.

For applications in wavelengths <230 nm, special atten-
tion should be paid to the solarization effect caused by the
exposure to the deep UV light. The solarization effect is
induced by the formation of ‘‘color centers’’ with an absor-
bance at the wavelength of 214 nm. These color centers are
formed when impurities (like Cl) exist in the core and
cladding fiber materials, and form unbound electron pairs
in the Si atom, which are affected by the deep UV radiation.
Recently, solarization resistant fibers have been developed.
It consist of a silica core, surrounded by silica cladding that
is coated in aluminum, which prevents the optical fiber
from solarizing. The fiber preform (a high grade silica rod
used to make the fiber) is hydrogen loaded in a hydrogen-
rich environment that helps to heal the silicone–oxygen
bonds broken down by UV radiation.

As far as power-handling capability is concerned, the
typical glass optical fiber is quite adequate in applications
where the laser beam energy is delivered continuously or in
relatively long pulses such that the peak power in the
optical fiber does not exceed power densities of several
megawatts per square millimeter. When the laser energy
is delivered in very short pulses, however, even a moderate
energy per pulse may result in unacceptable levels of-peak
power. Such may be the case of Nd-YAG lasers, operating
in mode-locked or Q-switched configurations, which pro-
duce laser beam energy in the form of pulses of nanosecond
duration or less. On the other hand, excimer lasers, which
are attractive in a number of applications (4), generate
energy in the UV range of the spectrum (200–400 nm) in
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Figure 3. Fiber components. (From Basic Principles of Fiber
Optics, Corning Incorporated # 2005.)
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Figure 4. Transmission ranges of materials used for fibers (From
Ref. 3)



very short pulses; they, therefore, require solarization-
resistant silica–silica fibers, which can transmit light en
ergy at such short wavelengths and, at the same time,
carry the high power densities.

The limitation on power-handling capability of a glass
optical fiber is due to several nonlinear effects, for example,
Raman and Brillouin scattering (5), avalanche breakdown
(6), and self-focusing (7). Stimulated Raman scattering,
which occurs when, because of molecular vibrations, a
photon of one wavelength, say that of the laser, is absorbed
and a photon of another wavelength, known as a Stoke’s
photon, is emitted, has been observed at power densities of
6 MW�mm�2. The time varying electric field of the laser
beam generates, by electrostriction, an acoustic wave,
which in turn modulates the refractive index of the med-
ium and gives rise to Brillouin scattering. Thus, Brillouin
scattering is analogous to stimulated Raman scattering
wherein the acoustic waves play the same role as the
molecular vibrations. Although the Brillouin gain is higher
than the one measured for the stimulated Raman scatter-
ing, the latter is usually the dominant process in multi-
mode fibers (8).

Under the influence of an intense electromagnetic field,
free electrons, which may exist in the optical fiber as a
result of ionized impurities, metallic inclusions, back-
ground radiation, or multiphoton ionization, are acceler
ated to energies high enough to cause impact ionization
within the medium. If the rate of electron production
due to ionization exceeds the electron loss by diffusion
out of the region, by trapping, or by recombination, then
an avalanche breakdown may occur, resulting in
material damage. If high enough power densities
(>100 MW�mm�2) are applied to the fiber core, avalanche
breakdown is the main mechanism of permanent damage
to the optical fiber. The fiber surface should be polished and
chemically processed with great care to avoid reduction in
the damage threshold level of the fiber surfaces. The latter
is usually lower by two orders of magnitude than that of the
bulk material as a result of the presence of foreign materi-
als embedded during improper polishing or because of
mechanical defects. The threshold of induced Raman and
Brillouin scattering and avalanche breakdown can be
further substantially reduced by self-focusing of the laser
beam. Self-focusing may occur when the refractive index
of the nonlinear medium increases with beam intensity.
The possible physical mechanisms involved are vibration,
reorientation, and redistribution of molecules, electrostric-
tive deformation of electronic clouds, heating, and so on.
Thus, a laser beam with a transverse Gaussian profile
causes an increase in the refraction index in the central
portion of its path of propagation, and becomes focused
toward the center. Self-focusing is counteracted by the
diffraction of the beam and the balancing effects of the
two determine the threshold of power that causes self-
focusing; for glass it was found to be �4 MW. Damage to
optical fibers can also occur if a pulsed-laser beam is not
properly aligned with the entrance face of the fiber (8,9).

IR Fibers. For the IR region beyond 2500 nm, materials
other than silica are being used. These IR fibers can be
classified into three categories: IR glasses fibers, crystal-

line fibers, and hollow fibers (10,11). Fluorozirconate and
fluoroaluminate glass fibers can be used in the 0.5–4.5mm
region. Commercially, they are produced in diameters from
100 to 400mm. Because of their low melting point, they
cannot be used >150 8C; however, they have a high damage
threshold. The refractive index is similar to silica (�1.5)
and the transmission is >95% for several meters. For
longer wavelengths (4–11mm) chalcogenide glass fibers
are available in diameters of 150–500mm. The disadvan-
tage of these fibers is that they are mechanically inferior to
silica fibers and are toxic. They have high Fresnel reflection
because of the high refractive index (2.8) and relatively
high absorption; as a result they have low transmission
[losses are several tens of percent per meter (12)].

The crystalline fibers can be better candidates for the
mid-IR range. Sapphire can be grown to a single crystal
with a diameter of 200–400mm, which is strong, hard, and
flexible (13). It can be used up to a wave length of 4mm.
Sapphire, however, has a high index of refraction (1.75),
which produces rather high reflection losses at each sur-
face. Silver halide and thallium halide polycrystalline
alloys (e.g., KRS-13), in contrast, can successfully transmit
even high power CO2 light (14). From these alloys, good
quality fibers are manufactured with high transmission of
a few dB�m�1 and that are insoluble in water, are nontoxic,
and are fairly flexible.

Hollow fibers are built as flexible tubes, which are
hollow inside, that is with air. They transmit light in the
whole IR range with high efficiency (15–17). One type of
these fibers comprises metallic, plastic, or glass tubing that
is coated on the inside with a metallic or dielectric film with
a refractive index n>1 (18). Another type has the tubing
coated with a dielectric coating of n<1 for 10.6mm on the
inside of hollow glass (15) or crystalline tubes (19). The
losses are 0.4–7 dB�m�1 depending on the core size. The
losses due to bending are inversely proportional to the core
radius. Power transmissions >100 W have been achieved.
The damage threshold for high power densities is com-
parable with that of solid core fibers. It has been reported
that the dielectric-coated metallic hollow fiber is the
most promising candidate for IR laser light transmission.
The standard hollow fiber is 2 m in length with an inner
diameter of 0.7 mm and has transmission >75% of Er-YAG
or CO2 laser light under practical usage conditions (20).

ILLUMINATION APPLICATIONS

Introduction and Applications

Optical fibers are used for various illumination needs. The
use of fiber optics bundles allows illuminating the desired
area without the problem associated with the presence of
the lamp-based light source.

For example, the fiber bundle brings the visible light to
illuminate the area under examination with the colposcope
and surgical microscope while the light source is placed in
the area not interfering with the physician’s activities.

In endoscopy, the fiber optic bundles are incorporated
into the small diameter flexible cylindrical body of the
endoscope, which is dictated by the necessity to pass
through narrow (<2 cm at the most) pathway of lumens
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of the human body. The fiber optic bundles are used to
bring the light down to the distal end and illuminate the
target tissue, which the physician is examining through
the imaging channel of the endoscopes.

In surgery, especially in microsurgery, dentistry, and so
on fiber optic bundles are used to build a headlight, which
creates bright illumination of the surgery area where the

surgeon eyes are pointed. Here, the fiberoptic illumination
allows mounting the output lens on the headband of the
surgeon and leaving their hands free for the operation (see
Fig. 5). Recent development in the fiber optics flat and
flexible illumination panels (see below) allows bringing the
visible light inside the deep cavities of the human body for
illumination during surgery.

In ophthalmology, early application of fiber optic illu-
mination has included its use as a light source in the
indirect ophthalmoscope. The resulting small light spot
at the distal end of the optical fibers allows for the use
of variable apertures and provides sharply focused and
uniformly illuminated circles of light upon the retina (21).
Fiber optic illuminators are also used in conjunction with
intraocular surgery. Thus a variety of miniature devices
are available for the visualization of the interior of the eye
to provide improved illumination in microsurgery of the
retina and vitreous.

Currently, a number of companies are developing the
‘‘solid-state’’ light based on the light emitting diodes (LED).
The advantages of this type of illumination is that it
produces much less heat and emits in the visible spectral
range thus making the illumination fiber bundle less useful
for some a pplications. However, it will take another decade
before this type of the light will become commercially
viable.

In addition to transmitting the light through the fiber
bundle to the target for illumination, the fiber optics often
serves to shape the light in the form most advantages for
the application. For example, in the form of the rigid or
flexible flat panel that can be used during almost any deep
cavity surgery. These fiberoptic panels are made of woven
plastic optical fibers as shown in Fig. 6.
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Figure 5. Headlight attached to the head bend on the surgeon
head. The light from the lamp is transmitted through the fiber
bundle to the output lens. (From www.luxtec.com.)

Figure 6. Principle of the fiber optics panels with
the side emission. (From www.lumitex.com.) (a) All
fiber optics illumination bundles, li ght enters the
panel through each highly polished fiber end. Here,
the computer controlled ‘‘macrobends’’ in the
fibers cause the transmitted light to be emitted
from the sides of the fibers through the cladding.
Precisely engineered construction causes all light
to be emitted uniformly along the length of the
panel. (b) Layers of fiber optic weave are assem-
bled together with double-sided adhesive into as
manyaseight layers.Amylarreflector is laminated
to the back and a clear vinyl top layer is added for
extra durability. For some applications (e.g., LCD
backlighting), a semitransparent diffuser layer is
placed between the top weave layer and the clear
vinyl. The optical fibers extend from the panel in
cable form and are bundled into a brass ferrule and
highly polished. These ferrules are then connected
to a remote light source.



Requirements for Illumination Fibers

A thin optical fiber is obtained by drawing in a furnace a
glass rod inside glass tubing, which together form the high
refractive index core and the low refractive index cladding,
respectively. The core material usually used for the illu-
mination fibers is silica, which, as was discussed earlier, is
the best material for the visible spectral range. When
drawn to a core diameter of 25mm or less, the optical fiber
is quite flexible, allowing for bending radii of <1 cm.

Light Sources Used with Illumination Fibers. The light
sources for the fiberoptic illuminators are tungsten or
quartz halogen projection lamps, mercury or xenon high
pressure arc in quartz glass enclosures, and metal halide
lamps. Color temperatures of tungsten sources vary
between 2800 and 3500 K, which is a low color temperature
with the illumination appearing yellow. Arc and halide
lamps are used in the commercially available illuminators
and provide light at the color temperature of �5400 K.

These light sources are a black body type radiator, thus
they radiate into the sphere, that is, solid angle of 4p
steradian and the amount of the output light they emit
is almost proportional to the emitting body (filament, for
the tungsten lamps, and arc, for other types). Thus they
have the emitting body of >1 mm2 for the arc lamp and
much greater for the tungsten and quartz halogen lamps.

Coupling Efficiency. The fact that the light source
radiates in 4p steradian from the emitting body lead to
requirements that the optical fibers used for the illumina-
tion have a high aperture and sufficient cross-section. To
transmit the required illumination through the bundle and
keep the fibers flexible, the conventional practice is to
gather a lot of thin flexible fibers into a bundle, with the
ends bound and polished. This bundle is almost as flexible
as the single fiber. The fibers in the ends of the illumination
fiber bundles are arranged at random and these bundles
are called incoherent . This organization of the fibers in a
bundle, in addition to being inexpensive to assemble, is also
sometimes useful to provide uniform illumination at the
output end.

Various schemes have been employed to maximize the
light intensity delivered from the source to the fiber or fiber
bundle and to obtain uniform illumination at the distal end
of the fiber. For example, a special reflecting mirror, in the
form of an ellipsoid of revolution, has the light source and
the fiber input at the focal points with the major axis of the
ellipsoid at an angle to the receiving fiber. However, note
that light lamp sources, as opposed to lasers, could not be
focused or concentrated onto areas smaller than their
emitting body without considerable loss of the luminous
flux. This follows from the fundamental relationship in
radiometry, which states that the radiance of an image
cannot exceed that of an object for the case when both
lie in a medium with the same index of refraction (22).
Consequently, the optimum illumination from an optical
fiber is obtained when the image of the source completely
fills the entry face of the fiber and the cone of light forming
this image is equal to the numerical aperture of the
fiber. In some cases, when the light source consists of a

filament, the use of reflectors increases the effective area
of the source by redirecting light rays through the voids in
the filament.

Removal of Heat, UV, and IR Radiation. All lamps
produce heat directly or by absorption of light in the visible
to IR spectral ranges. Also, the UV radiation portion of the
spectrum may be hazardous to the eyes and illuminated
tissue. The high intensity light sources needed to deliver
adequate illumination to and through the optical fiber cause
the latter to become very hot. In the case of fiber bundles,
the heat generated at the proximal end of the fibers
requires that they not be bonded with epoxy, but instead
be fused together. In some cases this may also apply to the
distal end if enough heat is conducted through the fiber or
is generated by absorption of light in the fiber. Of course,
this is highly undesirable and should be avoided. After all,
one of the main objectives of the use of illumination fibers
is to keep the heat of the light source away from the area
being illuminated. Indeed, the early applications of optical
fibers were referred to as ‘‘cold-light’’ illumination. Special
provisions must, therefore, be made to dissipate and divert
large amounts of heat. Most light sources utilize dichroic
reflectors and/or heat filters to block the heat from reaching
the fiber.

Transmission. The light propagating through the opti-
cal fiber is attenuated by bulk absorption and scattering
losses. These losses vary with the wavelength of light and
are usually higher at short wavelengths, that is, the blue
end of the visible spectrum of 400–700 nm. In most illumi-
nation applications, the typical length of the fibers does not
exceed 2 m and thus the attenuation of light due to absorp-
tion is of no consequence. Antireflection coating can reduce
Fresnel losses due to reflection at the end faces of the fiber.

The faithful rendition of color in viewing depends on the
spectral content of the light illumination. This is of parti-
cular significance in medicine where the diagnosis of dis-
ease is often determined by the appearance and color of
organs and tissue. Hence, optical fibers made of plastic
materials, for example, polystyrene for the core and Lucite,
polymethylene methacrylate (PMMA), for the cladding,
despite their flexibility and low cost, do not find extensive
use as illumination fibers.

DIAGNOSTIC APPLICATIONS

Introduction

One of the earliest applications of optical fiber in medicine
were in imaging. The bundle of the optical fibers has been
used to transmit image from the distal to the proximal end,
where the physician could see the image of the target tissue
in real time. The device using this technique is known as
an endoscope. The endoscopes are used widely in current
medical practice for imaging of lumens in the human
body.

In the past 20 years, many new diagnostic applications
of fiber optics have appeared as a result of the develop-
ments in biomedical optics (23). Most all of them utilize a
single or a few fibers. Some of them, for example OCT (24)

306 FIBER OPTICS IN MEDICINE



and confocal imaging (CI) (25) use scanning to produce the
images of the lateral or axial cross-sections of the body.
Others are utilizing the spectroscopic differentiation of the
tissue, using natural (23) or man-made markers (26).
Among these techniques, fluorescence (23), reflectance
(23), light scattering, and Raman spectroscopic methods
(27) are most promising and thus most developed.

Another new area for the application of fiber optics in
medicine is the fiberoptic biosensor (FOBS). This is a
sensor consisting of optical fiber with a light source and
detector and an integrated biological component that
provides the selective reaction to the biochemical condi-
tions of the tissue and body fluids. These sensors have been
applied for glucose and blood gas measurements, catheter-
based oximetry, billirubin, and so on. The detailed
discussion about the principle and applications of these
sensors is in ‘‘Optical Sensors’’ article of this encyclopedia.

Imaging

Endoscopy. The word endoscopy derives from two
Greek words meaning ‘‘inside’’ and ‘‘viewing’’. Its use is
limited to applications in medicine and is concerned with
visualization of organs and tissue by passing the instru-
ment through natural openings and cavities in the human
body or through the skin, that is percutaneously. The
endoscope has become an important and versatile tool in
medicine. It provides a greater flexibility than it is possible
with instruments that consist of a train of optical lenses,
and transmits illumination to the distal end of the probe.
The greater flexibility of the flexible endoscope enables the
visualization around corners and the eliminati on of ‘‘blind
areas’’ obtained with the rigid instrument. It should be
noted that optical fibers are used to deliver illumination
light in rigid endoscopes that in some cases may employ
lenses for image transmission.

Endoscopes, which utilize optical fibers to transmit the
image from the distal to the proximal end, are often called
fiberscopes to differentiate them from the video or electro-
nic endoscopes where a semiconductor imager is placed at
the distal end and the image is transmitted electronically.
Progress in the production of the relatively inexpensive
high quality miniature semiconductor imagers based on
Charge Coupled Device (CCD) technology and Complemen-
tary Metal Oxide Semiconductor (CMOS) led to the devel-
opment of the high quality electronic (video) endoscopes.
Currently, most of the endoscope vendors produce such
endoscopes. It appears that these video endoscopes produce
higher quality images with considerably higher magnifica-
tion (28) and are replacing the fiberscopes where it is prac
tical (29–31). However, a large number of fiberscopes are
still used in the clinics and new fiberscopes are being sold
(e.g., see www.olympusamerica.com). Moreover, in the areas
that require thin and ultrathin endoscopes of <2–4 mm (32),
fiberscopes are still the only practical solutions. The general
discussion on endoscopy, its features, and applications is
presented in the Endoscopy article. This article will pri-
marily discuss fiberscopes.

In addition to the imaging and illumination channels, a
typical endoscope includes channels to accommodate tools
for biopsy to aspirate liquids from the region being

inspected, and to inflate the cavity or to inject clear fluids
to allow for better visualization. The overall dimensions of
such instruments vary between 5 and 16 mm in diameter,
the thinner versions being smaller and more versatile than
the corresponding rigid systems. The fiberscope can be
made as long as nece ssary, since the light losses in most
fibers made of glass cores and cladding are tolerable over
distances of up to several meters. These images can be
recorded using film, analog and digital still, and video
cameras.

Most of the fiberscopes use similar optical structures
and vary mainly in length, total diameter, maneuverabil-
ity, and accessories, for example, biopsy forceps. The dia-
meter of the individual glass fibers in the image-conveying
aligned bundle are made as small as possible limited only
by the wavelength of the light to be transmitted. In prac-
tical applications, the diameter is ranging from 2 to 15mm.
Moreover, if the fibers are densely packed, cross-talk pro-
blems may arise due to the evanescent electromagnetic
field (light waves) in each individual fiber (33).

A variety of fiberscopes have been developed, each with
features that are best suited for specific applications.

Transmission of Images Through Optical Fibers. As
shown in the section General Principles of Fiber Optics,
an optical fiber cannot usually transmit images. However,
a flexible bundle of thin optical fibers (obviously, with silica
core) can be constructed in a manner that does allow for
the transmission of images. If the individual fibers in the
bundle are aligned with respect to each other, each optical
fiber can transmit the intensity and color of one object
point. This type of fiber bundles is usually called a ‘‘coher-
ent’’ or ‘‘aligned’’ bundle. The resulting array of aligned
fibers then conveys a halftone image of the viewed object,
which is in contact with the entrance face of the fiber
array. To obtain the image of objects that are at a distance
from and larger than the imaging bundle, or imaging
guide, it is necessary to use a distal lens or lens system
that images the distal object onto the entrance face of the
aligned fiberoptic bundle. The halftone screen-like image
formed on the proximal or exit face of a bundle of aligned
fibers can be viewed through magnifying systems or on the
video monitor if this exit face is projected onto the video
camera.

Fabrication of Flexible Imaging Bundles. The fabrication
of flexible imaging bundles involves winding of the optical
fibers on a highly polished and uniform cylinder or drum,
with the circumference of the latter determining the length
of the imaging structure. The aligned fibers can be wound
directly from the fiber-drawing furnace or a separate spool
of individual fibers. When the entire bundle is obtained in a
single winding process, similar to a coil, an overhang of
fibers wound on the outer layers develops after the struc-
ture is removed from the winding cylinder. Such overhang
can be eliminated by winding single or a small number of
layers and cutting them into strips to form the aligned
fiber bundle. This process, although more laborious, usually
renders better uniformity in the imaging bundles. Some
users find the evenness of the fiber arrangement distracting
and prefer the irregular structure. This may be compared
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with the viewing of a television image wherein the hor-
izontal line scan has accentuated by imperfect interlacing.
In either method, the diameter of the fibers is on the order
of 10mm, which is thinner than hair or about the size of a
strand in a cottonball, and must therefore be soaked in
binding epoxy during the winding process. When the com-
pleted imaging bundle is cut and remove d from the drum,
its ends are bound to secure the alignment and the epoxy is
removed along the structure to let the individual fibers
remain loose, and thus flexible. A flexible imaging bundle
can also be obtained by first drawing a rigid preform made
up of individual optical fibers, each with a double coating,
where the outer cladding is chosen to be selectively etched
afterwards. Such a structure has nearly perfect alignment,
sin ce the preform can be constructed of fibers thick enough
to allow parallel arrangement and the individual fibers in
the drawn bundle are fused together without any voids be
tween them. Moreover, such fabrication technique, as com-
pared with the winding method, is far less expensive since it
permits batch processing.

The size of the imaging bundle varies from 1 to 2 mm in
diameter for miniature endoscopes, for example, angio-
scopes or pediatric bronchoscopes, where the fiberscopes
are currently primarily utilized, to 6 mm in diameter for
large colonoscopes, and lengths exceeding 2 m. Large ima-
ging bundles may consist of as many as 100,000 individual
fibers (28), each fiber providing one point of resolution or
pixel. For such large numbers of fibers, it is often necessary
to fabricate the final device by draw ing first fiber bundles
containing a smaller number of fibers and then joining
them together to form a larger structure.

Characterization of Flexible Imaging Fiber Bundles. The
resolution attainable with a perfectly aligned fiberoptic
imaging structure is determined by the fiber diameter.
For a hexagonal configuration, the resolution in optical
line pairs per millimeter is, at best, equal to, and usually
slightly<1/2d, where d is the fiber diameter in millimeters.
Figure 7 shows a cross-section of an imaging bundle of
fibers aligned in a closely packed hexagonal pattern, i.e.,
each fiber has six closest neighbors. In Fig. 7a are shown
two opaque stripes separated by a distance equal to their
width, which are placed at the distal end of an entrance
face of the imaging bundle. When this end is illuminated,
the corresponding fibers at the output or proximal exit end
of the bundle will be either partially or totally darkened,
depending on the relative location of the opaque stripes
with respect to the fiber pattern. In Fig. 7b, the partially
illuminated fibers indicate that the smallest resolvable
separation of the two stripes is equal to twice the fiber
diameter. In practice, the packing of the fiber bundle is
often not perfect, leaving spaces between the fibers; thus,
the line resolution is further reduced and is usually <1/2d.
For a typical imaging bundle in endoscopy, the diameter
of the individual fiber is �10mm and, therefore, the
resolution is better than 50 line-pairs�mm�1. This resolu-
tion is considerably poorer than in most lens systems.

The line resolution for the hexagonally aligned imaging
bundle does depend on the orientation of the stripes (Fig. 7).
Thus, for an orientation different from that shown in Fig. 7,
the line resolution may be somewhat different from that

obtained. The spatial variance of the image transfer prop-
erties of imaging bundle has led to the use of averaging
techniques in the evaluation of their limits of image reso-
lution (34). The modulation-transfer function (MTF) of
an imaging bundle is the contrast response at its exit face
to a sinusoidal test pattern of varying spatial periodicity
imaged onto the input or entrance face. The fabrication of
an imaging bundle may result in the misalignment or
deviation from perfect alignment of the adjacent fibers.
A method of evaluation of the image-conveying properties
of practical imaging bundles has been developed (35),
which takes into account the fact that the arrangement
of the fibers may differ at the input and output faces of the
imaging bundle. It also uses a statistical approach in
determining an average modulation-transfer function.
The aligned fiber bundle exhibits a mosaic pattern that
represents the boundaries of the individual fibers and that
appears superimposed on the viewed image. Hence, the
viewer sees the image as if through a screen or mesh. Any
broken fiber in the imaging bundle appears as a dark spot.
In some applications, these two features can be very annoy-
ing and distracting, although most medical practitioners
have become accustomed to these peculiarities and have
learned to discount them. In some sense, it is comparable to
viewing through a window with a wire screen, which in
most cases is unnoticed.

Rigid Imaging Bundles. Fiberoptics bundles composed of
individual optical fibers far smaller than those described
earlier can be obtained by drawing the entire assembly in
the furnace in a manner that preserves their alignment.
This method is similar to that employed in the preparation
of flexible imaging structures by etching a double-clad
rigid imaging bundle. However, since the fibers become
fused together during the drawing process, the structure
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Figure 7. Image transmission of two opaque stripes from (a)
distal end to (b) proximal face of an imaging fiber optics bundle.



remains a rigid solid-glass rod. A segment of a cross-section
of such an imaging bundle, which is 0.5 mm in diameter and
contains 11,000 fibers, each 4.2mm in diameter, is shown in
Fig. 8. The honeycomb pattern represents the boundaries of
the individual fibers and is superimposed on the image,
similar to the flexible fiberoptic imaging bundle.

Fiber-Based Confocal Microscopy. Confocal imaging (CI)
is based on illuminating a single point on the sample and
collecting scattered light from the same single point of the
sample (Fig. 9a). The illumination point on the sample is
the image of the illumination pinhole and is imaged into
the detector pinhole, thus making both pinholes and the
illuminated spot on the sample optically conjugated. In this
way, stray light from points outside the collection volume is
effectively filtered, improving contrast, particularly for
scattering media, for examples, biological tissues. Scann-
ing the position of this point on the sample and acquiring
the signal from each position creates a lateral image of the
sample. For axial cross-sectional imaging, the focal point
on the sample is axially moved while acquiring the signal
from each position. Combining both lateral and axial
scans provides a perpendicular cross-sectional image of
the tissue. The nature of the signal from the illuminated

point depends on the specific embodiment. Either back-
scattered or fluorescent signals are most often used for CI;
however, other signals have been collected and proven
clinically useful.

Both pinholes contribute to depth sectioning ability. The
source pinhole causes the illuminating irradiance to be
strongly peaked at the image formed by the objective and to
fall off rapidly both transversely and along the line of sight
(depth). There is, therefore, very little light available to
illuminate out-of-focus volumes. This implies that these
volumes will not significantly mask the image of the more
brightly illuminated focal region. The detector pinhole acts
similarly. It is most efficient in gathering the radiation
from the volume at the focal point, and its efficiency falls off
rapidly with distance, both transversely and in depth.
Together they assure that the totality of the out-of-focus
signal is strongly rejected.

Confocal imaging provides enhanced lateral and axial
resolutions and improved rejection of light from the out-of–
focus tissue. As a result, the confocal imaging (CI) can
achieve a resolution sufficient for imaging cells to depths of
several hundreds of microns. At these depths, CI has been
especially helpful in imaging the epithelium of many
organs, including internal organs via endoscopic access.
Images displayed by the CI system are similar to images of
histopathology slides under high resolution conventional
microscope, thus, are familiar to the physicians.

The fiberoptical confocal microscope has been intro-
duced in late 1980s and early 1990s (see, e.g., Ref. 37).
In this kind of the CI microscope, the light source is not a
point source, but the tip of an optical fiber, and the signal is
collected by another optical fiber that delivers the signal to
a detector. This makes the CI system compact and thus
convenient in numerous biomedical applications.

There are a variety of optical systems and scanning
arrangements, which allows for optimization of the CI
device for the required image and particular clinical appli-
cation (25). For example, the scanning can be or ganized by
moving the fiber tips, especially, when the common fiber
is used for the illumination and detection as shown in
Fig. 10b, or by moving the objective lens or by placing in
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Figure 8. Cross-section of the imaging bundle.

Figure 9. Confocal microscopy. (a)
Principle of confocal arrangement.
(From MPE Tutorial, Coherent
Incorporated # 2000.) (b) Possible
implementation of fiber-based con-
focal microscope (36).



the pinhole plane an output face of coherent fiber bundle
and scanning an mage of a pinhole at the entrance end of it.

The CI system can provide a cellular level resolution: A
lateral integrated image of tissue (similar to C-scan ima-
ging), a lateral cross-sectional image at the desirable depth
of tissue, a perpendicular-to-the-surface cross-sectional
image of the tissue (similar to B-scan imaging), and a
combination of the above images, thus a three-dimensional
(3D) image of tissue. In each case, the CI system could be
optimized to achieve the best overall performance while
utilizing the same basic platform. The application of the CI
imaging has been successfully demonstrated in diagnostics
of intraepithelial neoplasia and cancer of the colon (39). It
is reasonable to envision that the CI-based endoscope will
be used for the screening of Barrett’s esophagus and cancer
and other areas of the upper GI tract. It appears that there
is potential for application of the CI device combined with
one of the scattering-based spectroscopies for the vulner-
able plaque screening and triage.

The optical fibers used for the CI application are usually
a single mode type because of the requirement for the small
core diameter of the fiber tip as discussed above.

Optical Coherence Tomography. Optical coherence
tomography is a relatively new technology and has been
developed and investigated for the past 15 years (38). It
uses the wave property of light called coherence to perform
ranging and cross-sectional imaging. In OCT systems, a
light beam from a light source is split into a reference light
beam and a sample light beam (see Fig. 10a). The sample
light beam is direct ed onto a point on the sample and
the light scattered from the sample is combined w ith the
reference light beam. The combined reference and sample
light beams interfere if the difference of their optical paths
is less than the coherence length. The reference and the
collected sample beam are mixed in a photodetector, which
detects the interference signal. The light source used in
OCT has a low coherence length so that only the light s
cattered from the sample within the close proximity around
a certain depth will satisfy this condition. The strength of
the interference signal corresponds to the scattering
around this depth. To acquire the signal from another
depth in the sample the optical pa th of one of the beams

is changed so that the same condition is now satisfied by
the li ght scattered from another depth of the sample. The
component of the OCT system providing this change is
called an optical delay line. By sequentially changing the
optical path of one of the beams and processing the photo-
detector output, a cross sectional image of the sample is
generated. By laterally moving the sample beam along the
sample provides a perpendicular cross-sectional image of
the sample. The OCT image is similar to high frequency
ultrasound B-scan images.

Usually a moving mirror in the optical path of one of the
beams performs the continuous scan of the optical path.
The shortest coherence length of available light sources
allows the OCT systems to achieve a depth resolution higher
than in high frequency ultrasound imagers, but lower than
in confocal imaging. As a direct correlate, the depth
penetration of OCT systems is lower than for the high
frequency ultrasound imagers and higher than the confocal
imaging. These parameters make OCT a useful technology
in the biological and medical examinations and procedures
that require good resolutions to 2 mm depths.

The OTC systems utilizing the fiberoptic components
are most often used (Fig. 10b). These systems are compact,
portable, and modular in design. The sample arm of the
OCT can contain a variety of beam-delivery options
including fiberoptic radial- and linear-scanning cathe-
ter-probes for clinical endoscopic imaging. The aiming
beam is used so that the clinicians could see the location
on the tissue where the OCT catheter is acquiring image.
The optical fiber based OCT systems require using single
mode fibers in both reference and sample arms to keep the
coherence of the light guided by the fiber. In some cases,
when the OCT system is using the polarization properties
of the light, it must utilize the polarization-maintaining
fibers.

There is a variety of OCT optical systems and scanning
arrangements, which provide room for optimization of the
OCT device for the specific clinical application. Recently,
several system modifications of the basic OCT have been
reported; for example, Fourier transform OCT (40,41), spec-
troscopic OCT (42), and polarization OCT (43). Some of
them appear to promise practical OCT systems with higher
data acquisition rates, higher resolution (comparable with
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Figure 10. Optical coherence tomography (OCT). (a) Principle of OCT (From Wikipedia.org).
(b) Possible implementation of fiber-based OCT (38).



the resolution of CI), better noise immunity, or capabilities
to acquire additional information on tissue.

In the endoscopic applications, the sample arm fiber is
designed as a probe that goes through the endoscope to the
target tissue. There are a number of OCT probes developed
and suggested designs (44–54) that provide room for opti-
mization of the OCT device for the specific clinical appli-
cation. A number of successful clinical studies have been
carried out demonstrating the clinical applicability of the
endoscopic fiber OCT technique for clinical imaging, for
example, for imaging of Barrett’s esophagus (54) and eso-
phageal cancer (55), bile duct (56), and colon cancer (55).

Spectroscopy

Reflectance and Fluorescence Spectroscopy. Diffuse
reflectance spectroscopy is one of the simplest spectro-
scopic techniques for studying biological tissue. Light
delivered to the tissue surface undergoes multiple elastic
scattering and absorption, and part of it returns as diffuse
reflectance carrying quantitative information about tissue
structure and composition.

This technique can serve as a valuable supplement to
standard histological techniques. Histology entails the
removal, fixation, sectioning, staining, and visual examina-
tion of a tissue sample under the microscope. Tissue removal
is subject to sampling errors, particularly when the lesions
are not visible to the eye. Also, the multiple-stage sample
preparation process is time-consuming, labor intensive, and
can introduce artifacts that are due to cutting, freezing, and
staining of the tissue. Most importantly, the result is largely
qualitative in nature, even though quantitative information
is available through techniques, for example, morphometry
and DNA multiploidy analysis.

Spectroscopy, in contrast, can provide information in
real time, is not greatly affected by artifacts or sampling
errors, and can provide quantitative information that is
largely free of subjective interpretation. Because it does not
require tissue removal, it can be conveniently used to
examine extended tissue areas.

Usually, light is delivered and collected using an optical
fiber probe that can be advanced through the accessory
channel of the endoscope and brought into contact with
the tissue. The probe can consist of several delivery and
collection fibers. Probably the simplest geometry is a central
optical fiber for light delivery and six fibers for light collec-
tion arranged in a circle around the central fiber. In Zonios
et al. (57), all fibers had a 200mm core diameter and a NA of
0.22, and were packed tightly with no gap between them.
The probe tip was fitted with a quartz shield �1.5 mm in
length and in diameter, which provided a fixed delivery and
collection geometry with uniform circular delivery and col-
lection spots in the form of overlapping cones. The tip was
beveled at an angle of 178 to eliminate unwanted specular
reflections from the shield–tissue interface (see Fig. 11).

To extract quantitative properties of tissue collected
with the above probe the model of light transport in tissue
should take into account probe geometry. To find the total
light collected by the probe, diffuse reflectance from a
point source must be integrated over the spatial extent
of the light delivery and collection areas, characterized by

radii rd and rc, respectively. Assuming the incident light
intensity to be uniform over the entire delivery area, the
diffuse reflectance Rp(l) collected by the probe is given
by (57).

R pðlÞ ¼
1

rd
2

ðrc

0
rdr

ð2p

0
df

ðrd

0
Rðl; jr� r0jÞr0dr0

where rd and rc are radii of the delivery and collection
spots of the fiber optics diffuse reflectance probe and
R(l,jr�r0j) is diffuse reflectance predicted by the physical
model, which depends on tissue morphological and bio-
chemical composition.

A similar probe (Fig. 11) can be used for fluorescence
spectroscopy measurements. For fluorescence measure-
ments, it is especially important that delivery and collec-
tion signals are delivered over the separate optical fibers.
This is because intense illumination light can easily induce
certain amount of fluorescence in the delivery fiber. This
fluorescence of the fiber is likely to be weak, however,
tissue fluorescence is also very weak. Thus if the delivery
and collecti on fibers coincide, the fluorescence from the
probe itself would significantly perturb the tissue fluores-
cence observed by the instrument. Hence, fluorescence
fiber probes should always have separate delivery and
collection fibers.

Light Scattering Spectroscopy. In addition to the multi-
ply scattered light described by the diffuse reflectance,
there is a single scattering component of the returned
light that contains information about the structure of
the uppermost epithelial cells (58). It has been shown
that light scattering spectroscopy (LSS) (Fig. 12) enables
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Figure 11. Configuration of fibers in a typical reflectance and
fluorescence optical probe. Probe contains six fibers for light
collection arranged in a circle around the central fiber.

Figure 12. Schematic diagram of the LSS system (59).



quantitative characterization of some of the most impor-
tant changes in tissues associated with precancerous and
early cancerous transformations, namely, enlargement
and crowding of epithelial cell nuclei (58,60). Typical
nondysplastic epithelial cell nuclei range in size from 4
to 10mm. In contrast, dysplastic and malignant cell nuclei
can be as large as 20mm. Single scattering events from
such particles, which are large compared to the wavelength
of visible light (0.5–1mm), can be described by the Mie
theory. This theory predicts that the scattered light under-
goes small but significant spectral variations. In particu-
lar, the spectrum of scattered light contains a component
that oscillates as a function of wavelength. The frequency
of these oscillations is proportional to the particle size.
Typically, normal nuclei undergo one such os cillation cycle
as the wavelength varies from blue to red, whereas dys-
plastic/malignant nuclei exhibit up to two such oscillatory
cycles. Such spectral features were observed in the white
light directly backscattered from the uppermost epithelial
cell nuclei in human mucosae (60,61).

When the epithelial nuclei are distributed in size, the
resulting signal is a superposition of these single frequency
oscillations, with amplitudes proportional to the number of
particles of each size. Thus, the nuclear size distribution
can be obtained from the amplitude of the inverse Fourier
transform of the oscillatory component of light scattered
from the nuclei. Once the nuclear size distribution is
known, quantitative measures of nuclear enlargement
(shift of the distribution toward larger sizes) and crowding
(increase in area under the distribution) can be obtained.
This information quantifies the key features used by
pathologists in the histological diagnosis of dysplasia
and Carcinoma in situ (CIS), and can be important in
assessing premalignant and noninvasive malignant changes
in biological tissue in situ.

However, single scattering events cannot be directly
observed in tissue in vivo. Only a small portion of the light
incident on the tissue is directly backscattered. The rest
enters the tissue and undergoes multiple scattering
from a variety of tissue constituents, where it becomes
randomized in direction, producing a large background
of diffusely scattered light. Light returned after a single
scattering event must be distinguished from this diffuse
background. This requires special techniques because the
diffusive background itself exhibits prominent spectral
features dominated by the characteristic absorption
bands of hemoglobin and scattering of collagen fibers
(there is abundance of them in the connective tissue
laying below the epithelium). The first technique of diffu-
sive background removal uses a standard reflectance
probe described in the section References and Fluores-
cence Spectroscopy. This technique is based on observa-
tion that the diffuse background is typically responsible
for >95–98% of the total reflectance signal. Therefore,
the diffusive background is responsible for the coarse
features of the reflectance spectra. The diffusion approx-
imation-based model may account for th is component by
fitting to its coarse features. After the model fit is sub-
tracted, the single backscattering component becomes
apparent and can be further analyzed to obtain nuclear size
distribution (58).

Another technique would use a special polarized probe.
One possible implementation of the polarized probe is
described by Utzinger and Richards-Kortum (62) (see
Fig. 13). Recently, similar polarized fiber probe was devel-
oped by Optimum Technologies, Inc. The working principle
of this probe is based on the fact that initially polarized
light loses its polarization when traversing a turbid med-
ium such as biological tissue. Consider a mucosal tissue
illuminated by linearly polarized light. A small portion of
the incident light will be backscattered by the epithelial
cell nuclei. The rest of the signal diffuses into the under-
lying tissue and is depolarized by multiple scattering. In
contrast, the polarization of the light scattered backward
after a single scattering event is preserved. Thus, by sub-
tracting the unpolarized component of the reflected light,
the contribution due to the backscattering from epithelial
cell nuclei can be readily distinguished. The residual spec-
trum can then be analyzed to extract the size distribution of
the nuclei, their population density, and their refractive
index.

Raman Spectroscopy. Raman spectroscopy is a very
powerful technique, which should be capable of performing
detailed analysis of tissue biochemical composition. How-
ever, in biological tissues the intensity of the Raman signal
is only 10�9–10�11 of the intensity of the incident light.
What make it even worse is the fact that fluorescence
signal excited in tissue by the same incident light is much
higher, �10�3–10�5 of the incident light. And if the signal
is detected by the regular optical fiber probe it will also
overlap with the fluorescence signal originated in the fiber
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Figure 13. Design of the polarized fiber probe (62).



itself. Hence, development of a reliable biomedical Raman
fiber probe is still a challenge.

In Fig. 14 one can see the design of a Raman fiber optic
probe developed by Visionex Inc. It consists of a central
delivery fiber and seven collection fibers. A bandpass filter
is located in front of the delivery fiber and a longpass filter
in front of the collection fibers. Those filters ensure that no
laser light and fluorescence light originated in the delivery
fiber can enter the collection fiber.

THERAPEUTIC APPLICATIONS

Introduction

In therapeutic application, fibers are used primarily as a
part of light delivery system. Utilization of fibers allows for
flexible and convenient methods of delivering light from
bulky high energy light sources to the diseased location.
Often, using the fiber optics delivery system makes other-
wise inaccessible locations accessible. Variety of applica-
tions, light sources and energy requirements require
different fibers with different features.

Fiber Surgical Applications

The monochromatic nature of laser beam en ergy, temporal
coherence, and the ability to focus it onto a very small spot
because of its spatial coherence, allow for efficient surgical
methods, for example, tissue cutting or ablation, as well for
the transmission of large amounts of power through a
single optical fiber. This localized energy can be used to
cauterize tissue by evaporation while reducing bleeding by
coagulation. The use of lasers in surgical and other ther-
apeutic applications is most effective when employed in
conjunction with the flexible delivery systems and, in
particular, with laser-beam delivery which is compatible
with the endoscopy. Lasers utilized in medical applications
range in wavelength from vacuum UV (excimer laser at
193 nm) to infrared (IR) (CO2 laser at 10.6/11.1mm).

Laser-beam-delivery systems depend on the wavelength
laser energy. At the present time there is no single delivery
system that can be used over the entire range of medical
lasers. The primary design considerations in such systems
are efficiency, maximum power delivered, preservation of

beam quality, and mechanical properties (flexibility,
degrees of freedom, range, size, and weight).

Low efficiency (output power/input power) results in
losses in the delivery system, which, in turn, requires
higher power and thus more expensive lasers. Moreover,
the power lost in the delivery system is generally dissi-
pated as heat, resulting in a temperature rise that causes
damage to the device, leading to a further deterioration of
efficiency or catastrophic failure, Hence, efficiency,
together with heat dissipation, can be considered to be
the limiting factors in maximum power delivery.

A well-designed laser oscillator emits a highly colli-
mated beam of radiation, which can then be focused to a
spot size of just a few wavelengths, yielding power densities
not achievable with conventional light sources. A useful
delivery system should, therefore, preserve this quality of
the beam as much as possible; otherwise the main advan-
tages of using a laser are lost.

The most desirable flexible system should be easy to
handle mechanically, perform a large variety of tasks, and,
of course, still satisfy the above properties. From a mechan-
ical point of view, the ideal laser-beam guide would be an
optical fiber of small cross section and long enough to reach
any site, at any orientation, over a wide range of curva-
tures, through openings and inside complex structures.

The choice of fibers for such system is mainly deter-
mined by the wavelength of the laser (see Fig. 4) and
discussion in the section Types of Fibers.

Most lasers operate in the range of 300–2500 nm, where
silica fibers have the best overall properties and, thus, are
commonly used.

Outside this range, there are few wavelengths used
for laser surgery, in IR, 2.94mm of the erbium:YAG laser,
5–6 mm of the CO laser, 10.6/11.1mm of the CO2 laser and
in the UV, the 193 and 248 nm of the ArF and KF excimer
lasers, respectively. In the infrared range, silver halide
and sapphire are being used for the fiber core. Also, hollow
fibers have become available for efficient guidance of
infrared light with minimal losses (20,63). In the UV range,
the solarization resistant silica/silica fibers are available
(64) and hollow fibers have been reported recently (16,17).
For pulsed lasers, utilization of fibers can be limited by
the high peak powers, which could damage the fiber; for
example, the peak power of 106 kW�cm�2 is a threshold for
silica. In this case, the flexible arms with reflective sur-
faces have to be used.

As far as power-handling capability is concerned, the
typical glass optical fiber is quite adequate in applications
where the laser beam energy is delivered continuously or in
relatively long pulses such that the peak power in the
optical fiber does not exceed power densities of several
megawatts per square millimeter. When the laser energy
is delivered in very short pulses, however, even a moderate
energy per pulse may result in unacceptable levels of-peak
power. Such may be the case of Nd-YAG lasers, operating
in a mode-locked or Q-switched configuration, which pro-
duces laser beam energy in the form of pulses of nanose-
cond duration or less. On the other hand, excimer lasers,
which are attractive in a number of applications (4),
generate energy in the UV range of the spectrum (200–
400 nm) in very short pulses; they, therefore, require
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Figure 14. Design of the fiber tip of a typical fiber optic probe for
Raman spectroscopy (62).



solarization-resistant silica/silica fibers, which can trans-
mit light energy at such short wavelengths and, at the
same time, carry the high power densities.

For lasers in the IR region beyond 2500 nm, fibers made
of materials other than silica are being used as shown in
the section Types of Fibers.

Photodynamic Therapy

Photodynamic therapy utilizes the unique properties of a
substanceknownasphotosensitizer (65). Whenadministered
systemically it is retained selectively by cancerous tissue. The
substance is photosensitive and produces two effects: When
excited by light at a photosensitizer-specific wavelengt hit
fluoresces. This effect is used in photodynamic diagnostics.
When irradiated with light, the photosensitizer undergoes a
photochemical reaction, which results in the formation of a
singlet oxygen and the subsequent destruction of the cell
(usually malignant cell) that retained the substance.

In photodynamic diagnostics, since the fluorescence
efficiency of the photosensitizer is low, high intensity
illumination at the photosensitizer-specific wavelength
and high gain imaging systems are required to detect very
small tumors. The excitation is in the spectral range, where
silica fibers have excellent properties thus glass (silica)
fibers are used for delivery of the excitation light.

In order to obtain an effective cure rate in photodynamic
therapy, it is essential that the optical fibers, which deliver
the light energy to the tumor site, provide uniform light
distribution. Since an optical fiber, even if uniformly irra-
diated, yields a nonuniform output light distribution, it is
necessary to employ special beam shapers at the exit face of
the fiber (66). The specifics of the fiber used for the delivery
is determined by the absorption wavelength of the selected
photosensitizer, the laser power and mode of operation,
and the site being treated. These are the same considera-
tion as in the fiber delivery for the laser surgery as dis-
cussed in the section Surgical Application of Fibers.

It is noteworthy that the illumination in photodynamic
therapy does not require that it be obtained with coherent
light. The only reason that lasers are used is that unlike
conventional light sources, spatially coherent radiation can
be efficiently focused onto and transmitted through a small
diameter fiber. Light emitting diodes are often used as a
compromise between efficient but expensive lasers and
inexpensive and inefficient conventional light sources.

The application of photodynamic therapy in oncology
has been investigated over the past 25 years. It appears
that this modality is being used more often now (67) for
variety of cutaneous and subcutaneous tumors.
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INTRODUCTION

The observation that atoms of each element can emit and
absorb light at specific wavelengths is a fundamental
property of matter that fostered the study of chemistry
and development of structural models of atoms during the
past century. The interaction of light and matter can be
traced to use of the lens of Aristophanes � 423 BC, and to
studies of mirrors by Euclid (300 BC) and Hero (100 BC).
Seneca (40 AD) observed the ability of prisms to scatter
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light and Ptolemy (100 AD) studied angles of incidence and
refraction. Sir Isaac Newton (1642–1727) performed many
experiments to separate light into its component spec-
trum described in the 1718 volume Opticks: or, a treatise
of the reflections, refractions, inflections and colours of
light (sic).

The scientific basis of flame emission spectrometry (also
called flame photometry) arose from studies of the light
emitting and absorbing behaviors of matter when intro-
duced into a flame. Observations can be traced to Thomas
Melvill (1752), who observed the change of color and
intensity of light when different materials were introduced
into flames (1). Wollaston (1802) separated candlelight by a
prism and noted that it contained a bright yellow line (2).
The term line spectra is used to describe spectra composed
of discontinuous narrow bands of light wavelengths or lines
of different colors. Herschel (1822) observed different spec-
tral diagrams for different salts and Talbot suggested that
the yellow light indicated the presence of soda (various
forms of sodium carbonate) (3,4). In 1860, Kirchhoff and
Bunsen reported the correlation of spectral lines with
specific elements by introducing solutions into a Bunsen
burner using a platinum wire or hydrogen spray (5). This
body of work is Table 1 is depicted in Fig. 1 and summarized
by Kirchhoff’s laws of spectroscopy that describe emission
and absorption of light by matter. Kirchhoff’s laws are a hot
solid, liquid, or gas, under high pressure, gives off a con-
tinuous spectrum; a hot gas, under low pressure, produces a
bright line or emission line spectrum; a dark line or absorp-
tion line spectrum is seen when a source of continuous
spectrum is viewed behind a cool gas at low pressure.

In 1930, Lundegardh developed the first practical
method for quantitative spectrochemical analysis by show-
ing that the intensity of light emitted at specific wave-
lengths represented the concentration of an element being
introduced into a flame (6,7). Flame emission methods
were rapidly developed to determine alkali and alkaline
earth metals. With the introduction of interference filters
by Leyton and Ivanov in the 1950s to select narrow bands of
wavelengths of light, multichannel flame emission photo-
meters were developed that allow quantification of several
elements simultaneously (potassium, sodium, lithium)
from a single flame (8,9).

Following the development of commercial flame emis-
sion photometers, clinical laboratories used the analyzers
to measure sodium and potassium concentrations in
body fluids from the mid-1950s until the mid-1970s, when
potentiometric technologies largely replaced this technol-
ogy. Flame emission photometers were initially retained in
clinical laboratories to allow monitoring of serum lithium
in patients treated with oral lithium salts as a therapy for
manic depressive disorders. The rugged and reliable flame
emission photometers are still used in specialized clinical
laboratories to analyze fluid matrices that can render
potentiometric analyses unstable (e.g., the analysis of stool
electrolyte concentrations).

In addition to flame, other energy sources can be used to
produce atomic emission spectra in the ultraviolet (UV)
and visible regions including electric arc, electric spark, or
inductively coupled plasma. The use of higher temperature
energy sources to induce emission allows this technology to
assess quantitative elemental composition of materials.
These high energy instruments are used to support
analysis of specimens for geology, manufacturing, and
clinical toxicology.
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Figure 1. Emission and absorption spectra: (a) A continuous
spectrum emitted from a hot solid, liquid, or gas under pressure.
(b) A line spectrum emitted from a low pressure hot gas. (c) A dark
line or absorption spectrum observed when a continuous spectrum
is viewed behind a cool gas at low pressure.

Table 1. Selected Wavelengths and Excitation Energies
for Alkali and Alkaline Earth Elements

Element
Wavelength, nm

Light Emission
Excitation
Energy, eV

Lithium 670.7 1.85
Sodium 589.0/589.6 2.1
Magnesium 285.2 4.34
Potassium 766.5/769.9 1.61
Calcium 422.7 2.93
Manganese 403.1/403.3/403.4 3.07
Rubidium 780.0/794.8/

420.2/421.6
1.56/1.59/

2.95/2.94
Strontium 460.7 2.69
Cesium 894.3/852.1/

455.5/459.3
1.39/1.45/

2.72/2.69
Barium 553.6 2.24



Kirchhoff’s third law describes the absorption of specific
wavelengths of light by cool gases, the basis of atomic
absorption spectrometry. In the 1950s, Walsh (10) and
Alkemade and Milatz (11) independently reported the
analytical potential of light absorption by atoms in a flame,
extending the observation that Woodson (12) reported for
determination of mercury in air. The temperature of the
flame is sufficient to disperse atoms in a low density gas-
eous phase, enabling the atoms of individual elements to
absorb light at specific wavelengths. An intermittent exter-
nal light source is used to assess light absorption by atoms
in the flame while the continuous light emission from the
flame is measured and subtracted. Hollow cathode lamps
were subsequently developed that enabled atomic absorp-
tion methods to achieve both greater sensitivity and selec-
tivity than flame emission photometry and many more
analytical applications. The development of electrothermal
atomic absorption spectrometers and preanalytical derivi-
tization of chemicals into compounds that minimize inter-
ference during analysis make this technology a valuable
part of analytical laboratories. Clinical laboratories con-
tinue to use atomic absorption spectrometric methods to
evaluate the concentration of lead, copper, zinc, and other
trace metal elements in body fluids.

THEORY: FLAME ATOMIC EMISSION SPECTROMETRY

A theoretical basis for flame emission spectrometry can be
described using a model of the atom, where the atom is
composed of a nucleus surrounded by a cloud of electrons
that fluctuate between different energy levels. The tem-
perature of a solution of salt is rapidly elevated when the
solution is introduced into a flame. The solvent evaporates
and most metallic ions are reduced to the elemental neutral
atom state by free electrons in the flame. A small propor-

tion of monatomic ions are also formed. The temperature of
the flame can confer sufficient quantum energy to excite
electrons in a low energy level to a higher energy state,
however, the higher energy state is inherently unstable.
When the unstable high energy electron returns to the
ground state, energy is released from the atom in the form
of monochromatic light; a spectral line that is character-
istic of that atom and energy transition. The analysis of the
intensity and wavelengths of the line spectra emitted from
materials in high temperature sources is the basis of flame
atomic emission spectrometry, Fig. 2.

The intensity of light in the line spectra is related to the
number of atoms with electrons in the higher energy level.
The relationship between number of atoms in each energy
state (N0: ground state or N1 elevated energy state) is
dependent on the temperature: T, and the size of the
energy interval between the ground state and elevated
energy state: E1–E0. This relationship is depicted by the
Boltzmann equation:

N1

N0
¼ P1

P0
e�ðE1�E0Þ=kT

The important features of this equation are that the
ratio of atoms in each energy state (N1/N0) is dependent on
the magnitude of the quantity �(E1�E0)/kT. As tempera-
ture increases, the number of atoms in the high energy
state increases in an exponential manner. The values P1

and P0 are the quantum mechanical properties called
statistical weights and represent the number of ways in
which an atom can be arranged in a given state.

The Boltzmann equation describes the proportion of
atoms with electrons in an excited or high energy state
at specific temperatures. As electrons decay from excited
states to lower energy states, light energy is released in
discrete energy intervals associated with the line spectrum
for that element. The relationship between the light energy
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Figure 2. A model of the atom depicting (left panel) the absorption of energy associated with an
electron moving to a higher energy state or (right panel) the emission of light energy associated with
an electron moving to a lower energy state.



released and the wavelength or color of light emitted is
described by Planck’s law: E: Energy of electron transition
(J), h: Planck’s constant (J � s), c: speed of light (m/s), l:
wavelength of light (m�1).

E ¼ hc=l

Atoms can have electrons at many different energy levels
and this results in line spectra emissions at many different
wavelengths. When a flame has limited energy and the
atoms are at low density, only a small fraction of atoms
are excited and only a simple line spectrum of low energy
wavelengths is observed. Line spectra are characteristic of
each element allowing analysts to measure emitted light to
determine the chemical composition of solutions in a flame
or the chemical composition of a star, based on starlight
Table 1 (13). For example, the line spectrum of sodium is
characterized by an intense doublet of yellow lines at 589
and 589.6 nm. The intensity of light at 588–590 nm can be
measured in a flame photometer to measure the concentra-
tion of sodium in a fluid. Other alkali metals have low
excitation energy that results in emission of light at longer
wavelengths. Lithium and rubidium produce a red color and
potassium a red-violet color when introduced into a flame.
Higher energy associated with higher temperatures is
required for many other elements to emit light in the visible
or UV regions. To achieve the higher temperatures, elec-
trical arc, spark, ionized gases or plasmas are used to induce
light emission instead of a cooler conventional flame. The
inductively coupled plasma atomic emission spectrometer
(ICP–AES) (also called an inductively coupled plasma opti-
cal emission spectrometer, ICP–OES) devices are versatile
instruments capable of measuring elemental composition
with high sensitivity and accuracy and are currently used to
detect trace elements and heavy metals in human urine or
serum. The ICP–AES devices use temperatures in excess of
5000 8C and can achieve resolution of 0.0075–0.024 nm.

The line spectra of pure elements often contains doub-
lets, triplets, or multiplets of emission lines. Planck’s law
implies there is very little difference in energy level asso-
ciated with spectral lines that have similar wavelengths.
Spectral line splitting is attributed to the quality of electron
spin that can have two quantum values of slightly different
energy. Doublets are observed from atoms with a single
outer electron (with two possible electron spin values),
triplets from atoms with two outer electrons and multiplets
from atoms with several outer electrons. High resolution
instruments are required to distinguish some of the multi-
plet lines. With use of high temperature flames or ICP
source and high resolution instruments, the spectra of
atoms, ions, and molecules can be observed. Alkaline earth
metals can become ionized and the resulting cations can
generate emission spectra. Oxides and hydroxides of alka-
line earth metals can be present in samples or generated in
the flame and can also generate emission spectra. In prac-
tice, an emission wavelength used to measure an element is
selected when the line provides sufficient intensity to pro-
vide adequate sensitivity and the line is free from inter-
ference from other lines near the selected wavelength. The
amount of light emitted at a specific emission wavelength
may not be sufficient for analysis. For this reason, flame

emission spectrometry methods may not be applicable and
alternate methods, such as atomic absorption spectrometry
or inductively coupled plasma mass spectrometry, may be
preferred.

THEORY: ATOMIC ABSORPTION SPECTROMETRY

Atomic absorption spectrometry developed from the obser-
vations used to establish Kirchhoff’s third law: ‘That a dark
line or absorption line spectrum is seen when a source of
continuous spectrum is viewed behind a cool gas under
pressure’ (Fig. 1). When a sample is introduced into a
flame, only a small fraction of the atoms are in an excited
or high energy state (according to the Boltzmann equation)
and most atoms of the element remain in the unexcited or
ground state and are capable of absorbing energy. If light
energy is provided as a continuous spectrum, ground-state
atoms will selectively absorb wavelengths of light that
correspond with the energy intervals required to excite
electrons from low energy to higher energy levels. The wave-
lengths of light that are absorbed as electrons are excited
fromgroundstatetohigherenergylevelsareanalogoustothe
wavelengths of light emitted as high energy electrons return
to the ground state. The advantage of atomic absorption
spectrometry is that most of the atoms in a flame remain
in the unexcited ground state and are capable of light
absorption, allowing this method to be � 100-fold more
sensitive than flame emission spectrometry.

Atomic absorption of light is described by an equation
analogous to the Lambert–Beer law. The absorbance of
light, A, is defined as the logarithm of the ratio of initial
light beam intensity I0 to the intensity of the beam after
light absorption, I. The absorbance of light is directly
proportional to the concentration of absorbing atoms c
and the path length of the light beam in the atoms d.
The value k is a constant referred to as the absorptivity
constant.

A ¼ log
I0

I

� �
¼ kcd

The emission of characteristic wavelengths or colors
of light from materials in a flame was initially observed
by the unaided human eye and preceded the measurement
of atomic absorption that required instrumentation. To
observe atomic absorption of light, a beam of light was
passed through atoms introduced to a flame and the ratio of
initial and postabsorption light beams was determined.
However, the light beam emitted from the flame also
contains light derived from the combustion of materials
in the flame that was not present in the initial light beam.
To measure the atomic absorption of light, the intensity of
background light emitted from the flame itself must be
subtracted from the postabsorption light beam intensity
prior to calculating the absorbance. Electrothermal atomic
absorption (also called flameless atomic absorption or gra-
phite furnace atomic absorption) uses an electrically heated
furnace to atomize the sample. By design, the electrothermal
instruments have greater sensitivity and lower detection
limits because analyte atoms can achieve higher gaseous
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concentrations and residence time in the light beam and
there is less background light emission.

The sensitivity of atomic absorption methods was
improved by using light sources that generated wave-
lengths of light that exactly matched the wavelength of
maximum absorption by the element undergoing analysis.
The light sources are referred to as hollow cathode lamps.
These lamps heat a small amount of the element of interest
and generate line spectra emission for the light beam at
wavelengths that exactly match the wavelengths maxi-
mally absorbed by atoms of that element in the ground
state in the flame. Often hollow cathode lamps contain a
single element, however, multielement lamp sources with
six or more elements are commercially available.

EQUIPMENT

Flame Atomic Emission Spectrometry

The components of a flame photometer are illustrated
schematically in Fig. 3 and consist of a nebulizer within
a spray chamber, a premix burner, flame, monochromator,
detector, and readout system. The monochromator, detec-
tor, and readout systems are similar to those used in a
spectrophotometer: monochromatic light is obtained by
means of an interference filter or diffraction grating, a
detector consisting of a photomultiplier tube, result display
(visual meter, digital display, or data capture a computer
system), and the flame serves as a light source and sample
compartment.

Each of the basic components of the instrument con-
tributes to the analytical process. Various combinations of
combustible gases and oxidants can be used to create
flames with different temperatures (e.g., acetylene, pro-
pane, natural gas, oxygen, compressed air). The nebulizer
is an important component responsible for mixing the
analyte liquid with compressed air and converting it into
a fine mist that enters the flame. For precise analytical
measurements, the nebulizer must create a mist of
consistent composition (10–15% of the aspirated sample)
and mix the mist into the gases that combust to create a
consistent flame. Within the spray chamber, large droplets
settle out and are drained to waste, and only a fine mist
enters the flame. A wetting agent (e.g., a nonionic deter-
gent) may be added to standards and samples to minimize
changes in nebulizer flow rates that result from differences
in the viscosity or matrix of samples.

The intensity of emitted line spectra from atoms excited
in the flame must be discriminated from other light in the
flame. Less sophisticated instruments (e.g., flame photo-

meters) rely on filters with narrow bandpass to eliminate
background light emitted from the flame. Diffraction grat-
ings are used as monochromators in more sophisticated
instruments with a slit to limit the bandwidth of light being
detected.

To improve the reliability, an internal standard may be
used when designing a method. Usually an element not
present in the sample is introduced into the calibration
standards, quality control, and unknown solutions. In
biological applications, lithium or cesium is frequently
used for this purpose. By measuring the ratio of emission
light intensity of the target element to the internal stan-
dard, there is compensation for small variation in nebuli-
zation rate, flame stability and solution viscosity, and
methods perform with greater precision. Addition of either
lithium or cesium to all solutions can also prevent inter-
ference by acting as an ionization buffer (previously
referred to as a radiation buffer). A relatively high con-
centration of an alkali metal ion in the solutions creates a
buffer mixture of its ionic and atomic species and free
electrons in the flame. The elevated free-electron concen-
tration in the flame represses and stabilizes the degree of
ionization of analyte atoms and improves the atomic emis-
sion signal.

Inductively coupled plasma emission spectrometers
have similar components. The sample is nebulized into
argon gas that is heated to extreme temperatures
(>5000 8C) that efficiently breaks molecular bonds to gen-
erate gaseous atoms. Because few molecules exist at these
temperatures, ICP–AES has few chemical interferences
compared to flame techniques, however, because of the
high temperature and large proportion of atoms and ions
that emit light, ICP–AES methods are more prone to
spectral interferences associated with inadequate resolu-
tion of spectral lines.

Atomic Absorption Spectrometry

The components of a flame atomic absorption spectrometer
are illustrated schematically in Fig. 4 and consist of a
nebulizer, premix burner, hollow cathode lamp, modula-
tion system or beam chopper, flame, monochromator,
detector, and readout system. The monochromator, detec-
tor, and readout systems are similar to those used in a
spectrophotometer. Monochromatic light is obtained by
isolating a single spectral line emitted from a hollow
cathode lamp using an interference filter. The detector is
a photomultiplier tube and the results can be displayed by
a visual meter, digital display, or captured by a computer
system. The flame serves as a sample compartment and
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light from the hollow cathode lamp is passed through the
flame to measure absorption. Electronic modulation or a
mechanical beam chopper is used to interrupt the light
from the hollow cathode lamp into pulses so the extraneous
light emitted from the flame alone can be measured and
subtracted prior to measuring atomic absorption.

Electrothermal atomic absorption instruments typically
use a graphite furnace to rapidly heat a sample in a uniform
manner to �2600 8C. Samples are typically introduced into
the furnace on a carbon rod. As the temperature is raised,
the samples are dried, charred, rendered to ash, and ato-
mized (e.g., Table 2). Hollow cathode lamps are used as a
source of monochromatic light to determine atomic absorp-
tion. In contrast to flame-based methods that rapidly dilute
and disperse analyte atoms, electrothermal methods retain
atoms at higher concentrations with longer residence time
in the light beam. In addition, there is less extraneous
background light. These advantages allow electrothermal
atomic absorption instruments to measure many trace ele-
ments and heavy metals not capable of measurement with
flame atomic absorption instruments (15).

There are four categories of interference that can occur
with atomic absorption spectrometry: chemical, spectral,
ionization, and matrix. The element undergoing analysis
may exist or form stable molecules within the flame. The
atoms in the stable molecules do not generate line spectra
at the characteristic wavelengths of the free atoms and this
chemical interference results in a negative analytic bias for
the method. Spectral interference can occur when there is
nonspecific absorption of light by material in the sample.
Nonspecific absorption of light can be caused by solids or

particles in the flame. Spectral interference can often be
reduced by performing maintenance on the burner head to
remove residues and assure a steady flame is maintained.
Emission of light from other components in the flame can
interfere with analysis and can often be removed with a
background correction method. Ionization interference
occurs when atoms in the flame are converted to ions that
will not absorb the line spectra at the characteristic wave-
lengths for the atoms. Ionization interference can be
reduced by an ionization buffer or by lowering flame tem-
perature to reduce the extent of ionization. Matrix inter-
ferences occur when the calibration standards have a
different composition than the samples (e.g., viscosity, salt
concentration or composition, pH, or presence of colloids,
e.g., protein). Matrix interferences can be avoided in the
method design by assuring calibrator solutions have simi-
lar composition to the samples or that samples are highly
diluted so they acquire a matrix similar to the calibrator
solutions.

Several methods have been developed to improve the
sensitivity of atomic absorption by reducing background
radiation spectral interference. Electronically modulated
light beams or mechanical beam choppers have been used
to generate pulsed light so the background emission of light
from the flame can be distinguished, measured and sub-
tracted. Analogous to molecular absorption spectrophot-
ometers, atomic absorption spectrometers can have a
single beam design (Fig. 4) or a split double-beam design
where the beam modulator acts as a beam splitter to create
the light beam that passes through the sample and a
second beam that acts as a reference. Split double-beam
instrumentation has an advantage of compensating for
variation in light intensity from the lamp or variation of
detector sensitivity.

In electrothermal atomic absorption methods, the rapid
heating of samples can cause the release of smoke or
nonspecific vapor that blocks some light from reaching
the detector. To correct for this nonspecific light scatter,
in addition to the beam from a hollow cathode lamp, a beam
from a deuterium continuum lamp can be direct through
the sample chamber and light intensity measured at a
wavelength other than that used for the assay to assess
the extent of light scatter.

A third method of background correction is based on the
Zeeman effect. When atoms are placed in a strong magnetic
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Figure 4. Components of a flame
atomic absorption spectrometer.
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Table 2. Graphite Furnace Settings for Blood Lead
Determinationa

Stage Temperature, 8C
Ramp
Time, s

Hold
Time, s

Gas flow,
L �min�1

Dry 120 5 15 300
Preash 260 1 5 300
Ash 800 5 27 300
Cool 20 1 4 300
Atomize 1600 0 5 0
Clean 2700 1 2 300

aSee Ref. 14.



field, the emission and absorption line spectra are drama-
tically altered as the single line spectra are split into
triplets or more complex patterns. Splitting of a spectral
line into two different wavelengths implies that the elec-
trons involved have slightly different energy levels, accord-
ing to Planck’s law. The small difference in the energy levels
is attributed to slightly different quantum numbers for the
electrons involved and this difference in energy level can
only be detected in the presence of the magnetic field. In the
absence of the magnetic field, slight differences in energy
levels are not apparent and a single wavelength of absorp-
tion or emission is observed. By turning the magnetic field
off and on during atomic absorption spectrometry, the
population of atoms being tested is modulated from a
uniform population to discrete populations with different
quantum numbers. By measuring the element-specific
difference in atomic absorption as the magnetic field is
modulated, nonspecific background absorption or emission
canbeaccuratelysubtracted. Implementationof instruments
with Zeeman correction is complex, expensive, and requires
optimization of the magnetic field for each element. Conse-
quently, Zeeman correction approaches are usually reserved
for methods involving strong background interferences.

MEDICAL APPLICATIONS

Flame emission spectrometry and atomic absorption spec-
trometry are sophisticated methods of elemental analyses
that are robust and flexible techniques that have been
applied to the analysis of many different types of biological
or clinical samples. In the 1950s and 1960s, use of flame
photometers provided state-of-the-art accurate and precise
determinations of serum, sodium, and potassium. Stable,
reliable, and inexpensive potentiometric methods for deter-
mination of electrolyte concentrations were developed and
replaced flame photometric methods for most medical
applications. The hardy reliable nature of flame photometers
is still used for some analysis (e.g., the determination of
stool electrolytes). While flame emission photometric
methods can be applied to determine the concentration
of trace elements or heavy metals in biological specimens,
many clinical laboratories use electrothermal atomic
absorption spectrometry or inductively coupled plasma
mass spectrometry that offer greater specificity, sensitivity,
precision, and adaptability.

Flame emission spectrometric determinations are prone
to negative bias when biological samples undergoing ana-
lysis have high concentrations of lipid or protein (16).
Biological samples are mixed with a diluent to create a
mist in the nebulizer and the mist is created by mixing
constant proportions of each fluid. However, when a bio-
logical fluid has a high concentration of lipid or protein, the
constant volume of sample fluid has a reduced amount of
aqueous dissolved ions because lipid particles suspended in
the fluid occupy volume and reduce the volume of water
available to dissolve the ions. In a similar manner, proteins
bind water molecules creating a hydration shell and at high
concentration in an aqueous solution, the proteins occupy
volume in the sample and reduce the volume of water
available to dissolve ions. This negative bias is known as

the volume exclusion effect. The term pseudohyponatremia
is used to describe the misleading low serum sodium con-
centrations attributed to this bias. This volume exclusion
effect was initially characterized with flame photometers
and it remains a concern with potentiometric instruments
that use indirect electrodes and rely on sample dilution (17).

The use of atomic absorption spectrometers in clinical
laboratories for the determination of calcium, magnesium,
and other metal cations reached a peak in the 1970s. In the
following decades, potentiometric methods became com-
mercially available for the most common tests (e.g., calcium,
magnesium, sodium, and potassium) and atomic absorption
spectrometers were not commonly used in each hospital
laboratory. A concise review of the history of atomic absorp-
tion spectrometry application in clinical chemistry was
published in 1993 (18). The atomic absorption spectrometer
remained an important platform for the determination of
serum zinc, copper, and lead. Medical laboratory services
have often been consolidated, and infrequent tests (e.g.,
serum zinc, copper, lead, trace elements, and heavy metals)
are shipped to reference laboratories for analyses. While
inductively coupled plasma mass spectrometry offers
greater sensitivity and flexibility of analysis, flame and
electrothermal atomic absorption spectroscopic methods
remain cost-effective, precise analytic methods, widely used
in clinical reference laboratories to support the evaluation of
serum or blood concentrations of zinc, copper, aluminum,
chromium, cadmium, mercury and lead (Fig. 5).
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INTRODUCTION

Fluid flow occurs throughout biomedical engineering in
areas as different as air flow in the lungs (1,2) to diffusion
of nutrients or wastes through membranes (3–5). Flow-
related problems can involve fluid media in the form of gas,

liquid, or multiphase flows of both liquids and gas together
or in combination with solid matter. Biomedical flows occur
in both in vivo (6) and in vitro (7,8). They can involve
relatively benign flows like that of saline through an
intravenous tube to a biochemically active flow of a non-
Newtonian fluid such as blood. Many biomedical or bioen-
gineering processes require the quantification of some flow
field that may be directly or indirectly related to the
process. Such quantification can involve the measurement
of volume or mass flow, the static and dynamic pressures,
the local velocity of the fluid, the motion (speed and direc-
tion) of particles such as cells, the flow-related shear, or the
diffusion of a chemical species.

Interest in understanding fluid flows and attempts to
measure flow-related phenomena has had a long history in
the scientific and medical communities with early work by
Newton, DaVinci, and others. Early studies often involved
observations of flow-related phenomena that can be char-
acterized as simple flow visualization or particle tracking
(9) or the estimation of a pressure by the displacement of a
fluid. Rouse and Ince (10) provide a historical review of
these early works. Throughout the years, flow measure-
ment techniques have advanced significantly in capability
(what is measured and how), versatility, and in many ways,
complexity. Some techniques, such as photographic flow
visualization, have changed little in over 100 years,
whereas others are only possible because of advances in
electronics, optics, and physics. Improved capability and
versatility are evidenced through the increased ease of use
in some systems and the ability to measure more quantities
with increased accuracy and resolution. However, this
improved capability and versatility has, in some cases,
come at the cost of increased complexity in system hard-
ware, calibration requirements, and application complexity.

Measurement techniques can be characterized as inva-
sive or noninvasive and direct or indirect. Invasive mea-
surement techniques require the insertion of a sensing or a
sampling element directly into the flow field. As a result
of this direct insertion, invasive probes may alter the
flow field characteristics or induce bias errors associated
with the presence of the probe in the flow field or by the
operation of the probe (11,12). Invasive probes are often
designed to minimize flow disturbance by miniaturizing
the sensing elements or by displacing the sensing elements
some distance from the hardware holding the probe in
the flow, as illustrated in Fig. 1. Invasive probes also
require some type of closure at the penetration site through
the boundary of the flow, which must be accounted for in
the test design and can be particularly important in in vivo
applications to prevent fluid loss or infection. White et al.
(13) measured wall shear stress in the abdominal aorta of
dogs using an invasive, flush-mounted hot-film probe and
described how the probe tip is modified to provide an
effective entry mechanism through the arterial wall with
an adequate seal.

Noninvasive techniques do not involve direct insertion
of a sensor into the flow but provide sensing capability
through either access to the flow at the flow boundary or
through the use of some form of electromagnetic radiation
(EMR) transfer or propagation. Wall-mounted thermal
sensors, static pressure taps and transducers, or surface
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sampling probes are examples of noninvasive techniques
that require access to the boundary of the flow field through
a wall penetration (13). Ultrasound (14) magnetic reso-
nance (MR), X-ray, and optical techniques are all examples
of electromagnetic radiation that can be used to probe flow
fields (15). Unlike the wall-mounted invasive probes
describe above, EMR-based measurement systems do not
require physical penetration into the flow field or access
through the flow field boundary. They do, however, require
a ‘‘window’’ into the flow through the boundary enclosing
the flow field of interest. This ‘‘window’’ depends on the
type of technique being used. Optical-based techniques
require an optically clear window that may not be suitable
for in vivo applications, whereas ultrasound and X-ray
techniques require that the material properties of the flow
boundaries are transparent to these forms of EMR waves.
For example, lead will shield X-ray penetration and metal
objects on a surface or in the flow may create local artifacts
(noise or error) in MR measurements.

Direct and indirect measurements are defined by how
quantities of interest are measured. The displacement of a
particle or cell in a flow can be directly measured by
photographing the movement of the particle over a finite
time interval (16). Most flow-related measurement sys-
tems, however, are indirect. In general, velocity or flow
is indirectly calculated from the direct measurement of a
quantity and the application of a calibration that relates
the magnitude of the measured quantity to the parameter
of interest. This calibration may involve not only a con-
version of a measured quantity like a voltage to a physical
quantity such as a pressure, but may also involve the
application of a functional relationship (i.e., Bernoulli’s
equation), which requires assumptions about the flow.
For example, volume flow probes often assume a character-
istic velocity profile at the location of the probe (17). Blood
flow in the microcirculation can be estimated by indirectly
measuring the cell velocity using a time-of-flight optical
technique where the time a cell takes to move a known
distance is measured and the cell velocity is calculated by
the ratio of the distance divided by the transit time (18).

Indirect measurement can also impact the uncertainty
in the estimated quantity. The measurement of velocity
using a Pitot probe is one example of an indirect measure-
ment (19). The Pitot probe measures the local dynamic and
static pressures in the flow. These pressures are most often
measured using a pressure transducer that provides a
voltage output in response to an applied pressure. A cali-

bration is then applied to the measured voltage to convert it
to pressure. Velocity is indirectly calculated from the esti-
mated pressures using the Bernoulli equation. The error in
Pitot probe velocity measurements includes the pressure
transducer calibration uncertainty, noise and statistical
uncertainty during the pressure measurement, electronic
noise in the acquisition of the transducer output voltage,
and transducer drift and potential bias due to the physical
size of the probe relative to the flow scales being measured.
These errors are nonlinearly propagated into the estimate
of the velocity uncertainty.

Measurement accuracy is also a function of the phy-
sical and operating characteristics of the probe itself.
Many flows exhibit a range of spatial and temporal
scales. The physical size and the frequency response of
the sensing element must be taken into account when
choosing a measurement system for a particular applica-
tion. A large sensing element or an element with poor
frequency response has the effect of low pass filtering the
measured signal (20). This low pass filtering will cause a
bias in the measured quantity. The total measurement
uncertainty must also take into account statistical errors
associated with random processes, cycle-to-cycle varia-
bility in pulsatile systems, and noise. The reader is
referred to the texts by Coleman and Steele (21) and
Montgomery (22) for a detailed approach to experimental
uncertainty analysis. The focus of this chapter will be on
measurement techniques, their fundamentals of opera-
tion, their advantages and disadvantages, and examples
of their use.

The name flow measurement is a broad term that can
encompass the measurement of many different flow-
related parameters. In this chapter, the authors will focus
on the measurement of those parameters that are most
often desired in a biomedical/bioengineering application,
volume flow rate, and velocity. Imaging, Doppler echocar-
diography, and MR techniques are addressed in other
chapters within the encyclopedia and, thus, will only be
briefly introduced in this article when applicable. This
chapter is subdivided into sections that will address
volume flow and velocity separately, with a detailed pre-
sentation of systems that are available for the measure-
ment of each. Although ultrasound and MR techniques are
often used to measure flow-related parameters, a detailed
discussion of the principles of operation will not be pre-
sented here as these topics are covered in depth in other
chapters of this Encyclopedia.
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Figure 1. Examples of invasive velocity measurement sensors with displaced sensing elements
relative to their probe supports. (a) a boundary layer style hot-wire probe for thermal anemometry.
Picture from TSI Inc. catalog, probe catalog 1261A. (b) Pitot static probe for velocity measurement.



FLOW MEASUREMENT APPLICATIONS

Volume Flow Measurement

In both the clinical environment and the laboratory environ-
ment, the measurement of the volume flow rate of a fluid as a
function of time can be an important parameter. In internal
flow applications, which comprise most biomedical flows of
interest, the volume flow of a fluid (Q) is related to the local
fluid velocity (V) through the integration of the velocity over
the cross sectional area of the duct or vessel (19,23).

Q ¼
ð

V dA (1)

The flow rate Q, velocity V, and area A have dimensions of
volume per time, length per time, and length squared,
respectively. The SI units are typically used in the bioen-
gineering field with mass units of grams or kilograms,
length units of meters (millimeter and centimeters), and
time units of seconds. The mass flow (M) is directly related
to the flow volume through the fluid density, r, with units of
mass/volume.

M ¼ r�Q (2)

Fluid pressure and velocity are related through the
Navier–Stokes equations, which govern the flow of fluids
in internal and external flows [see White (23)].

The volume flow rate of blood is often measured in many
cardiovascular applications (24). For example, cardiac out-
put (CO) is the integrated average of the instantaneous
volume flow rate of blood (Qb) exiting the aortic valve over
one cardiac cycle (Tc):

CO ¼
ð

Qbdt

� �
=Tc (3)

The cardiac output has units of volume flow rate, volume
per unit time. The following subsections will provide an
overview of measurement techniques typically used for
both volume flow and velocity measurement in in vivo
and in vitro studies. This article will be limited to those
flow measurement techniques most often used in the bio-
medical and bioengineering fields. Specialized measure-
ment techniques, such as concentration or species
measurement through laser-induced fluorescence (LIF)
or mass spectrometry, will not be addressed.

Electromagnetic Flow Probes. Carolina Medical Inc.
developed the first commercially available electromagnetic
flow meter in 1955. The design provided scientists and
clinicians with a noninvasive tool that could directly mea-
sure the volume flow rate (17). Clinical probes were devel-
oped that could be attached to a vessel for extravascular
measurement of blood flow without the need for cannula-
tion of a surgically exposed vessel.

Electromagnetic flow meters are volumetric flow measur-
ing devices designed to measure the flow of an electrically
conducting liquid in a closed vessel or pipe. Commercial
meters, used in the biomedical and general engineering
fields, come in a variety of sizes and designs that can
measure flow rates from � 1 mL�min�1 to >100,000 L�min�1.

Reported uncertainties are typically on the order of a few
percent, but can be as low as 0.5% of reading in some
specialized meter designs. Low uncertainties are depen-
dent on proper use and installation of the meter. Improper
use or installation (mounting the meter in a location with a
complex flow profile) will increase measurement uncer-
tainty. Most clinical quality meters that are mounted
externally to a vessel exhibit uncertainties that can
approach 15% in some applications (Carolina Medical
Inc., product support literature). In cardiovascular appli-
cations, these meters may also be susceptible to electrical
interference by the heart or by measurement anomalies
due to motion of the probe.

The principle governing the operation of an electromag-
netic flow meter is Faraday’s law of electromagnetic induc-
tion. This law states that an induced electrode voltage is
proportional to the velocity of flow of a conductor through a
magnetic field of a known density. Mathematically, this
law is represented as:

Ee ¼ K½V �B�Le
 (4)

Here, Ee is the induced voltage between two electrodes
(with units of volts) separated by a known conductor length
Le (provided by the conducting fluid between the electro-
des) in units of millimeters or centimeters, B is the mag-
netic field strength in units of Tesla’s, and V is the
conducting fluid average velocity in units of length per
time. The parameter K is a dimensionless constant. Meter
output is linear and proportional to flow velocity.

Fluid properties such as viscosity and density are absent
from Eq. 4. Thus, the output of an electromagnetic flow
meter is independent of these properties and its calibration
is independent of the type of fluid, provided the fluid meets
minimum conductivity levels. This meter can then be used
for highly viscous fluids, Newtonian fluids, and nonNew-
tonian fluids such as blood. The requirement of an elec-
trically conductive fluid can disqualify an electromagnetic
meter in some applications. Typical meters require a mini-
mum fluid conductivity of � 1mS/cm�1. However, low
conductivity designs are capable of operating with fluid
conductivities as low as 0.1mS/cm�1. The presence of gas
bubbles in the fluid can cause erratic behavior in the meter
output.

A typical meter design has electromagnetic coils
mounted on opposing sides of an electrically insulated duct
with two opposing electrodes mounted 908 relative to the
electromagnets. The two electrodes are mounted such that
they are in contact with the conducting fluid. Figure 2
illustrates the typical configuration.

The meter is designed to generate a magnetic field that
is perpendicular to the axis of motion of the flowing fluid. A
voltage is generated when the conducting fluid flows
through the magnetic field. This voltage is sensed by the
two opposing electrodes. The supporting material around
the meter is made of a nonconducting material to prevent
leakage of the voltage generated in the moving fluid into
the surrounding material. In practice, the conductor
length, Le, is not the simple path illustrated, but is rather
the integral of all possible path lengths between the two
electrodes across the cross section of the duct or vessel. The
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signal generated along each path length is proportional to
the fluid velocity across that path. Thus, the two electrodes
measure the integrated sum of all velocities across every
possible path in the vessel cross section. This signal is then
directly proportional to the volume flow rate of the fluid
passing through the magnetic field.

The magnetic field generated in commercial meters may
be anything from a uniform field to a specifically designed
field with prescribed characteristics. Meters with uniform
magnetic fields can exhibit some sensitivity to the conduct-
ing liquid’s velocity profile. Fluid flowing through a vessel
does not have the same velocity at all locations across the
vessel. The no-slip condition at the walls of the duct
ensures that the fluid velocity at the wall is zero (19).
Viscosity then generates a gradient between the flowing
fluid in the vessel and the stationary fluid at the wall. In
complex geometries, secondary flows may occur and velo-
city gradients in other directions may also develop (25,26).
This variation in fluid velocity across the magnetic field
coupled with variations in the conductor length generates a
variation in the magnitude of the voltage measured across
the duct. As a result, installation of these meters must be
carefully performed to ensure that the velocity profile of the
liquid in the tube is close to that used during calibration.

A number of commercial meters shape the magnetic
field coils to generate a magnetic field that exhibits a field
strength with a prescribed pattern across the duct. This
field shaping compensates for some velocity variations in
the duct and provides a meter with a reduced sensitivity to
flow profile. As a result, this type of meter is better able to
measure in vessels with upstream and downstream char-
acteristics, such as curvature and nonuniformity in the
vessel cross section, that generate asymmetric flow profiles
with secondary flow velocity components.

Commercial meters generate magnetic fields using
either an ac excitation or a pulsed dc excitation. The ac
excitation generates a magnetic field with a strength that
varies with the frequency of the applied ac voltage. This

configuration produces a meter with a relatively high
frequency response but with the disadvantage that the
output signal not only varies with the flow velocity but
also with the magnitude of the alternating excitation vol-
tage. Thus, the output of the meter for a flow with constant
velocity across the vessel will exhibit a sinusoidal pattern.
In addition, zero flow will produce an offset output due to
the presence of the nonmoving conductor in a moving
magnetic field. Quadrature signal rejection techniques
can be used to filter the unwanted signal generated by
the ac excitation from the desired signal generated by the
flowing liquid, but this correction requires careful compen-
sation and zeroing of the meter in the flow field before data
acquisition.

The pulsed dc excitation was developed to reduce or
eliminate the zero shift encountered with ac excitation.
This improvement has the cost of reduced frequency
response and increased sensitivity to the presence of par-
ticulates in a fluid. Particles that impact the electrodes in a
pulsed dc operated meter produce output fluctuations that
can be characterized as noise. The accuracy in each system
is comparable.

A low sensing voltage at the electrodes requires a signal
conditioning unit to provide a measurable output with a
good signal-to-noise ratio. Meter calibrations typically
involve one of two calibration techniques. The meter and
signal conditioning unit are calibrated separately or the
meter and signal conditioning unit are calibrated as a
system. The latter provides the most accurate calibration
with accuracies that can approach 0.5% of reading in
certain applications. The reader is referred to literature
by various manufacturers of electromagnetic flow meters
for a more comprehensive discussion of the techniques,
operation, and use for specific applications.

Ultrasound Techniques – Transit Time Volume Flow
Meters. Ultrasonic transit time flow meters provide a
direct measure of volume flow by correlating the change
in the transit time of sound waves across a pipe or vessel
with the average velocity of the liquid flowing through the
pipe (17,27,28). Transit time ultrasonic flow meters are
widely used in clinical cardiovascular applications. In
recent years, a number of studies have been performed
to evaluate and compare transit time ultrasonic flow mea-
surement techniques with other techniques used clinically
(29). The typical configuration for an ultrasonic flow probe
involves one or two ultrasonic transducers (transmitters/
receivers) and possibly an ultrasonic reflector. Transducers
and reflectors are positioned in opposing configurations
across a tube or vessel as illustrated in Fig. 3. The time
it takes an ultrasound wave to propagate across a fluid
depends on the distance of propagation and the acoustic
velocity in the fluid. If the fluid is moving, the motion of the
fluid will positively or negatively add a phase shift to the
time of propagation (transit time) through the fluid, which
can be written mathematically as:

Tt ¼ Dp=ðc� V �cos yÞ (5)

Here, Tt is the measured transit time (s), Dp is the
total propagation distance of the wave (length units), c is
the acoustic speed of the fluid (units of length per time), V is
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the average velocity of the fluid (units of length per time)
over the propagation length, and u is the angle between the
flow direction and the propagation direction of the wave.
The configurations illustrated in Fig. 3 have an inherent
dependency of the measured transit time on the coupling of
the transducer with the vessel. Acoustic impedance char-
acteristics of the vessel wall, and mismatches in impedance
at the vessel wall–transducer and wall–fluid interfaces will
affect the accuracy of the flow rate measurement.

The approach to using equation 5 in a metering device is
to incorporate bidirectional wave propagation in opposing
directions, as shown in Fig. 4, which will produce two
independent transit time measurements (Tt1 and Tt2),
one from each direction of propagation. The forward direc-
tion transit time Tt1 is defined by Eq. 5 with a plus sign
before V, and Tt2 is defined by the minus sign. The fluid
velocity can then be obtained by taking the difference of
the transit times (Tt1�Tt2). It can be shown that, for fluid
velocities small relative to the acoustic velocity of the fluid
(V2 << c2), this difference reduces to:

ðTt1 � Tt2Þ ¼ 2 DpðV �cos yÞ=c2 (6)

With the probe geometry defined (the propagation distance
and propagation angle relative to the vessel or flow direc-
tion) and with the fluid properties known (acoustic speed of
the fluid), the average speed of the fluid along the propaga-
tion path of a narrow beam can be calculated from the
transit times. Wide beam illumination, where the beam
width is wider than the vessel diameter, effectively inte-
grates the measured transit time phase shift over the cross
section of the vessel. The wide beam transmission can be
approximated by the summation of many infinitesimally
narrow beams adjacent to one another. Thus, the measured

wide beam phase shift is proportional to the sum of these
narrow beams propagating through the vessel. As the
phase shift encountered in a narrow beam transmission
is proportional to the average fluid velocity times the beam
path length, integrating or summing over all narrow beams
across the vessel results in a measured total transit time
phase shift that is proportional to the average fluid velocity
times the area of the vessel sliced by the ultrasound beam,
or the volume flow rate.

The popular Transonic Systems Inc. flow meter uses
bidirectional transmission with two transducers operating
in transmit and receive modes, and a single reflector con-
figured as illustrated in the left schematic of Fig. 4. This
approach increases the propagation length while effec-
tively reducing sensitivity to wall coupling or misalign-
ment of the probe with the wall. The increased path length
improves uncertainty and provides a probe body with a
relatively small footprint, an advantage in in vivo or sur-
gical applications.

The basic operation of a bidirectional transit time meter
involves the transmission of an ultrasound plane wave at a
specific frequency. This wave propagates through the ves-
sel wall and fluid where it is either received at the opposite
wall or is reflected to another transducer operating as an
acoustic receiver. This received signal is recorded, pro-
cessed, and digitized before the transducer is reconfigured
to transmit a second pulse in the opposite direction. The
overall frequency response of such a probe is dependent on
the pulse time, the time delay between the forward and
reverse pulses, the acoustic speed through the medium, the
propagation distance, and the signal conditioning electro-
nics, which can include analog signal acquisition and
filtering. The meter size governs the propagation distance
and, thus, the size of the vessel that the meter can be
mounted on.

The frequency response of commercial probes varies
from approximately 100 Hz to more the 1 kHz, where
the highest frequency responses are obtained in the smal-
ler probes. As a result, commercial probes have sufficient
frequency response for most clinically or biomedically rele-
vant flow regimes. Velocity and flow resolution is governed,
in part, by the propagation length over which the flow is
integrated and the resolution of the transit time measure-
ment. The reader is referred to the meter manufacturers
for detailed information about the operating specifications
of particular meters. Reported uncertainties in transit
time meters can be better than 15%. Actual uncertainties
will depend on meter use, the experience of the operator,
the meter calibration, and the acoustic properties of the
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transit time ultrasonic flow probe
operation.

srecudsnarT

timsnarT evieceR
srevieceR

srettimsnarT

wolFwolF

tcelfeR or

srevieceR

srettimsnarT

wolF

Figure 4. Bidirectional wave propagation.



fluid measured and how these properties differ from those
of the calibration fluid.

Ultrasound Techniques – Doppler Volume Flow Meters.
Flow can also be measured by ultrasound using the Dop-
pler shift in a propagating sound wave generated by mov-
ing objects in a fluid flow (17,30). The primary difference is
in the principal of operation. Devices using the Doppler
approach measure the Doppler frequency shift of the trans-
mitted beam due to the motion of particles encountered
along the beam path, as illustrated in Fig. 5. The Doppler
shift due to reflection of an incident wave by a moving
particle is given by

FD ¼ 2 Fo V cos y=c (7)

The shift frequency FD (units of L�s�1) is linearly related to
the component of the speed of a particle, V, in the direction
of the wave propagation, the initial transmission frequency
of the wave, Fo, and the speed of sound in the fluid, c. The
reader is referred elsewhere in this Encyclopedic series and
to the text by Weyman (30) for a detailed presentation of
the Doppler technique.

The Doppler meter provides a direct measure of velocity
that can be used to calculate the volume flow rate indir-
ectly. Most biomedical applications involving volume flow
measurement are performed on flow through a duct or
vessel of given shape and size. Thus, the volume flow is
the integral of the measured velocity profile across the
vessel cross sectional area as defined in equation 1. The
integral in equation 1 can be related to the average velocity
Ūacross the duct multiplied by the cross-sectional area of
the duct (23). The Doppler technique then requires not only
an estimate of the average velocity in the vessel but knowl-
edge of the vessel area as well.

Commercially available Doppler volume flow meters,
although not commonly used in biomedical applications,
can be attached to a pipe or duct wall as with transit time
meters. The commercial Doppler flow meters measure
volume flow by integrating the measured Doppler shift
frequency generated by particles throughout the flow. This
integration is performed over a predefined path length in
the flow, and is dependent on the number and type of
particles, their size and distribution. The meter accuracy

is also dependent on the velocity profile in the flow. Careful
in situ calibrations are often needed to obtain accuracies of
less than 10%. The Doppler meter has several disadvan-
tages when compared with the transit time meter. It
requires a fluid that contains a sufficient concentration
of suspended particles to act as scattering sites on the
incident ultrasound wave. These particles must be large
enough to scatter the incident beam with a high intensity
level but small enough to ensure that they follow the fluid
flow (31). As a result of their dependence on flow profile,
Doppler flow meters are not well-suited for measurement of
flow in vessels with curvature or branching. Doppler flow
meter measurements in blood rely on blood cells to act as
scatterers. Clinical Doppler ultrasound machines, com-
monly used in echocardiography, can also be used to indir-
ectly infer volume flow through the direct measure of the
fluid velocity, and will be discussed later in the subsection
on velocity measurements.

Invasive or Inline Volume Flow Measurement. Invasive
or inline flow meters must be installed inline as a part of
the piping or vessel network and involve hardware that is
in contact with the fluid. These meters often have a non-
negligible pressure drop and may adversely interact with
the flowing fluid. As a result, these meters are not often
used in in vivo applications. Meters that fall in this cate-
gory are variable area rotameters, turbine/paddle wheel
meters, and vortex shedding meters. The primary advan-
tage of these meters, is low cost and ease of use. However,
these meters typically exhibit sensitivity both to fluid
properties, which can be dependent on temperature and
pressure, and to flow profile, White (23).

Variable area rotameters are simple measurement
devices that can be used with a variety of liquids and gases.
The flow of fluid through the meter raises a float in a
tapered tube, as shown in Fig 6. The higher the float is
raised, the larger the diameter of the tapered tube, increas-
ing the cross-sectional area of the tube for passage of the
fluid. As the flow rate increases, the float is elevated higher
in the tube. The height of the float is directly proportional
to the fluid flow rate. In liquid flow, the float is raised by the
combination of the buoyancy of the liquid and the fluid
drag on the float. Buoyancy is negligible in gaseous flows
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and the float moves in response to the drag by the gas flow.
For constant flow, the float reaches a stable position in the
tube when the upward force generated by the flowing fluid
equals the downward force of gravity. The float will move
to a new equilibrium position in response to a change in
flow. These meters must be installed vertically to operate
properly, although spring-loaded meters have been
designed to eliminate the need for gravity and permit
installation in other orientations.

Rotameters are designed and calibrated for the type of
fluid (fluid properties such as viscosity and density) and
flow range expected. They do not function properly in
nonNewtonian fluids. Use of a meter with a fluid different
from that the meter was calibrated for, or with, a fluid at a
different temperature or pressure requires a correction to
the meter reading. Meter uncertainty and repeatability
will vary with operation of the meter, but can approach a
few percent with proper operation.

Turbine and paddle wheel meters measure volume flow
rate through the rotation of a vaned rotor in contact with
the flowing fluid. These meters are intrusive flow measure-
ment devices that produce higher pressure drops than
others in the class of invasive flow probes. The turbine
meter has a turbine mounted across the pipe or duct in full
contact with the flow, whereas the paddle wheel meter has
a vaned wheel mounted on the side of the duct with half of
the wheel in contact with the flow. Accuracy and repeat-
ability is best with the turbine meter, but the pressure drop
is also higher. An ac voltage is induced in a magnetic
pickup coil as the turbine or paddle wheel rotates. Each
pulse in the ac signal represents the passage of one blade of
the turbine. As the turbine fills the flow path, a pulse
represents a distinct volume of fluid being displaced
between two turbine blades. This design provides an accu-
rate direct measure of the volume flow rate.

Flowmeter selection must take into account the type
of fluid, the flow rate range under study, and the accept-
ablepressure drop for a given flow application. In general,
these meters have a sensitivity to flow profile, and the
pressure drop is dependent on the fluid properties. The
meters incorporate moving parts within the flow and thus
use bearings to ensure smooth operation. Bearing wear will
affect the meter accuracy and must be monitored for the life
of the meter. The paddle wheel meter operates in a similar
manner as the turbine meter. The primary difference is
that only part of the rotor is in contact with the fluid and,
thus, as the paddle wheel meter is more sensitive to flow
profile it has a smaller pressure drop. Installation of these

meters often involves a specified number of straight pipe
sections upstream and downstream of the meter and may
also require installation of a flow straightener inline
upstream of the meter.

Vortex meters operate on the principal of Strouhal
shedding. Separating flow over an obstruction such as a
cylinder or sharp-edged bar results in a pulsatile or oscil-
latory pattern as shown in Fig. 7. The shedding frequency,
o (units of L�s�1), is related to the fluid velocity by

o ¼ V �St=L (8)

where St is the Strouhal number, which is a nondimen-
sional number that is a function of the flow Reynolds
number and geometry of the obstruction, and L is a char-
acteristic length scale (23). For a cylinder, L is the diameter
of the cylinder. The Reynolds number is a dimensionless
number that is the ratio of inertial to viscous forces in the
flow, and is defined as

Re ¼ V �L=u (9)

Here, V and L are defined as in Eq. 8 and u is the kine-
matic viscosity of the fluid with units of length squared
per time.

The vortex meter is an intrusive meter that has a
‘‘shedder bar’’ installed across the diameter of the duct.
The flow separates off this bar and generates a shedding
frequency that is transmitted through the bar to a piezo-
electric sensor attached to the bar. The meter is sensitive to
flow and fluid properties, and rated accuracy and pressure
drop depend on application.

Volume flow rate can also be estimated through an
indirect measure of the velocity profile in the flow and
the use of Eq. 1. A number of instruments are available
that measure fluid velocity in biomedical engineering
applications. Doppler ultrasound and MR phase velocity
encoding are standard clinical techniques used to measure
velocity of a flowing fluid noninvasively. In vitro systems
that are commonly used to measure fluid velocity, in
addition to Doppler and MR, are laser Doppler velocimetry
(LDV), particle image velocimetry (PIV), and thermal ane-
mometry. Besides an estimate of volume flow rate, fluid
velocity measurement can provide quantification of flow
profiles, fluid wall shear, pressure gradient, and flow
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mixing. The following section summarizes velocity mea-
surement techniques commonly used in biomedical/bioen-
gineering applications.

Velocity Measurements

Thermal Anemometry. Thermal anemometry is an
invasive technique used to measure fluid velocity or wall
shear. A heated element is inserted into the flow, and
specialized electronic circuitry is used to measure the rate
of change in heat input into the element in response to
changes in the flow field (32). Thermal anemometry, when
used properly, is characterized by high accuracy, low noise,
and high spatial and temporal resolution. Its main disad-
vantages are sensitivity to changes in fluid temperature
and properties, particulates and bubbles suspended in a
fluid, nonlinear response to velocity, and its invasive char-
acteristics (geometry, size, vibration, etc.).

Hot-film anemometry has been used to measure blood
velocity and wall shear in biomedical and bioengineering
applications both in vitro and in vivo. Arterial blood flow
velocity measurements were performed by Nerem et al.
(33,34) in horses and by Falsetti et al. (35) in dogs. Tarbell
et al. (36) used flush-mounted hot films to measure wall
shear in the abdominal aorta of a dog. In vitro applications
of hot-film anemometry include the measurement of wall
shear in an LVAD device (37), and the in vitro measure-
ment of flow in rigid models of arterial bifurcations by
Batten and Nerem (38). Although rarely used in biomedical
applications now, we will briefly present hot-film anemo-
metry here for completeness. The reader is referred to the
text by Bruun (39) and the symposium proceedings by
Stock (40) for a detailed presentation of thermal anemo-
metry.

Thermal anemometry operates on the principal of con-
vective cooling of a heated element. A thin wire or coated
quartz element, mounted between supports, is heated and
exposed to a fluid flow, as shown in Fig. 8. The element is
heated by passing a current through the wire or element.
The amount of heat generated is proportional to the cur-
rent, I (A), and the resistance of the element, R (V), by I2R.
The element is convectively cooled by flow until an equili-
brium state is reached between electrical heating of the

element and flow-induced convective cooling, DE/
Dt¼WþH, where E is the thermal energy stored in the
element, W is the heat added by joule heating, and H is the
heat loss to the environment by cooling. At equilibrium,
DE/Dt¼ 0 and W¼H.

Changes in flow velocity will increase or decrease the
amount of convective cooling and produce changes in the
equilibrium state of the element or the temperature of the
element. Commercial anemometers employ a four-arm
electronic bridge circuit to maintain constant element
temperature, current, or voltage in response to changes
in convective cooling. As convective cooling changes, the
anemometer output, current, or voltage changes in
response to maintaining the desired set condition. This
equilibrium condition assumes that radiation losses are
small, conduction to supports is small, temperature is
uniform over length of sensor, velocity impinges normally
on the sensor, velocity is uniform over sensor length and is
small compared with the sonic speed, and finally, the fluid
temperature and density are constant.

An energy balance between convective heat cooling and
joule heating can be performed to derive a set of governing
equations that relate input current, I, to convective velo-
city, V. The ‘‘King’s law’’ is the classic result of this energy
balance:

I2R2 ¼ V2
o ¼ ðTw � TaÞðAþ B�VnÞ (10)

where Vo is the measured voltage drop in response to a
velocity, V, and Tw and Ta are the wire and ambient fluid
temperatures (8C), respectively. The coefficients, A and B,
and power, n, are determined through careful calibration
over the velocity and temperature range that will be
observed experimentally. In the event of a three-compo-
nent flow, the probe must be calibrated for yaw and pitch
angles between the probe and the flow velocity vector, and
the velocity, V, in Eq. 10 must be replace by a term related
to the velocity vector magnitude. Bridge-type circuits are
also prone to stable and unstable performance under
unsteady operation. Thus, the overall calibration of a
hot-wire/film system must involve the element and elec-
tronics as a system and must also involve dynamic calibra-
tions to characterize the frequency response of the system.

Hot-wire/film probes come in a variety of sizes, shapes,
and configurations. Probes are manufactured from plati-
num, gold-plated tungsten, or nickel-plated quartz, and
come in single-element or multielement configurations for
measurement in a variety of flow conditions. The reader is
referred to the hot-wire/film manufacturers for a complete
summary of probe types and conditions for use. In general,
wire probes are used when possible due to lower cost,
improved frequency response, and ease of repair. However,
wire probes are more fragile compared with film-type
probes and are usually restricted to air flows. Film probes
are used in rough environments, such as liquid flows.

The following considerations should be addressed to
ensure accurate measurements when using thermal ane-
mometry. The type of flow should be assessed for velocity
range, flow scales, and fluid properties (clean gas or par-
ticle contaminated liquid, etc.). The flow characteristics
will define the right probe, anemometer configuration, and
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A/D setup to use. Perform appropriate calibrations with
complete hardware setup. Perform the experiment and
post calibrations to ensure that the anemometer/probe
calibration has not changed.

Doppler Ultrasound And Magnetic Resonance Flow Map-
ping. The focus of this subsection is to introduce the
concept of Doppler ultrasound and MR flow mapping for
local velocity measurement. Flow measurement using clin-
ical Doppler can suffer from the same limitations as the
small Doppler meter, but has several advantages over
these small meters. Most ultrasound machines can operate
in continuous wave or pulsed Doppler modes of operation;
see Weyman (30) for a more detailed discussion of the
modes of operation.

Pulsed Doppler ultrasound offers the advantage of loca-
lizing a velocity measurement within a flow and can be
used to measure the velocity profile across a vessel or
lesion. This information coupled with echocardiographic
imaging of the geometry can be used to calculate the flow
rate from Eq. 1. Unfortunately, the implementation of this
technique is not straightforward due to limitations in
resolution, velocity aliasing, and the need to know the
relative angle between the transmitted ultrasound beam
and the local flow.

Velocity aliasing in pulsed-mode Doppler occurs
because the signal can only be sampled once per pulse
transmission (e.g., the pulse repetition frequency). Fre-
quency aliasing, or the ambiguous characterization of a
waveform, occurs in signal processing when a waveform is
sampled at less than one-half of its fundamental frequency,
referred to as the Nyquist condition in signal processing. In
a pulsed Doppler system, velocity aliasing will occur when
the Doppler shift of the moving particles exceeds half of the
pulse repetition frequency. As the pulse repetition fre-
quency is a function of the depth at which a sample is
measured, the alias velocity will vary with imaging depth.
Increasing the imaging depth will lower the velocity at
which aliasing will occur. Continuous wave Doppler sig-
nals are typically digitized at higher sampling frequencies,
limited by the Nyquist frequency associated with the fre-
quency of the transmission wave. Velocities observed clini-
cally produce Doppler shifts that are generally lower than
sampling frequencies used in continuous wave Doppler. As
a result, velocity alias is not usually observed with con-
tinuous mode Doppler in clinical applications.

Aliased signals that are processed by the measuring
system are not directly proportional to the Doppler shift
generated by the velocity of the particle but can be related
to the Doppler shift. Undersampling a wave underesti-
mates the frequency and produces a phase shift. Most
clinical Doppler machines use the frequency and phase
of the sampled wave to infer velocity magnitude and direc-
tion. Velocity alias will produce a lower velocity magnitude
with increasing Doppler shift above the alias limit. As
frequency is, by definition, positive and Doppler machines
use the signal phase to determine direction, the measured
frequency is usually reported as a negative velocity above
the alias limit, which is often displayed as an increasing
positive velocity magnitude with increasing Doppler shift
up to the alias limit. Further increases in the Doppler shift

(particle velocity) result in a sign change at the velocity
magnitude of the alias velocity with a continued decrease
in velocity with increasing Doppler shift. Velocity alias can
be reduced or eliminated by frequency unwrapping and
baseline shifting, or through the careful selection of
machine settings during data acquisition.

Frequency unwrapping is simply correcting the
reported aliased velocity by a factor that is related to the
alias velocity limit and the magnitude of the reported
negative velocity. This correction is, roughly speaking,
adding the relative difference in magnitude between the
measured aliased velocity and the velocity alias limit to the
velocity alias limit. This method of addressing velocity
alias is often accomplished by baseline shifting in commer-
cial Doppler machines. In baseline shifting, the phase
angle at which a negative velocity is defined is shifted with
the effect of a relative shift in the reported alias velocity.
Baseline shifting or frequency unwrapping does not elim-
inate velocity alias but provides a correction to extend the
measurement to higher frequencies.

Velocity alias can be ‘‘eliminated’’ by reducing the Dop-
pler frequency of moving particles and thereby shifting the
measurable range below the alias limit, which can be
accomplished by reducing the carrier frequency of the
ultrasound wave that will, in turn, reduce the Doppler
frequency shift induced by a moving particle and increase
the maximum velocity that can be recorded before reaching
the Nyquist limit. Alternatively, the Doppler shift fre-
quency can be reduced by increasing the angle between
the propagation of the ultrasound wave and the velocity
vector, which reduces the magnitude of the Doppler shift
frequency by the cosine of this included angle. Angle
correction has limitations in that the flow direction must
be known and the uncertainty in the correction increases
with increasing included angle. As color flow mappers
operate in the pulsed Doppler mode, they are subject to
velocity alias. Color flow mappers indicate velocity direc-
tion by a color series (for example, shades of red or blue).
Velocity alias is displayed as a change in a color series from
red-to-blue or blue-to-red.

The clinical measurement of many velocity ensembles
across a vessel and the integration across the vessel geo-
metry can be time-consuming and problematic in pulsatile
flow through a compliant duct. Furthermore, lesions are
often complex in shape and cannot be adequately defined
by echo. Doppler echocardiographers and scientists have
exploited the physics of fluid flow to develop diagnostic
tools that complement these capabilities of commercial
Doppler systems. The text by Otto (41) provides an excel-
lent review of these diagnostic tools. Techniques such as
the PISA or proximal flow convergence use the capability of
color Doppler flow mapping machines to estimate volume
flow through an orifice, such as a heart valve. Figure 9
illustrates the concept of the proximal flow convergence
method.

The flow accelerating toward a small circular orifice will
increase in velocity Va, until a maximum velocity at the
orifice Vj is reached. This acceleration occurs in a sym-
metric pattern around the orifice and is characterized by
hemispheres of constant velocity. As the orifice is
approached, the velocity increases and the radius of the
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hemisphere decreases. The regurgitant flow through the
orifice can then be calculated as:

Q ¼ ð2pr2ÞVa (11)

The combined imaging and Doppler characteristics of color
Doppler flow mapping are exploited in the PISA approach.
The location of the alias velocity in the flow map provides a
measure of Va, which is then coupled with a measure of the
radial location from the orifice using the imaging capability
of color flow mapping. As flow is velocity times area, the
hemispheric assumption provides a shell with a surface
area of 2pr2 that velocity Va is passing through. Figure 10
illustrates the concept of PISA with a color Doppler flow
image of valvular regurgitation in a patient.

The PISA approach assumes a round orifice with a
hemispherical acceleration zone. In clinical applications,
orifices are rarely round and the acceleration zone is not
hemispherical with the result of under or over estimation
of the flow rate depending on what radial velocity con-
tour is used in Eq. 11. The semielliptic method is one
approach at considering nonhemispheric geometries in an
attempt to correct for errors associated with the PISA
technique.

The combination of continuous wave and pulsed Dop-
pler ultrasound is exploited in the turbulent jet decay
method of measuring flow through a stenotic lesion or a
regurgitant valve. While continuous wave Doppler does not
suffer from velocity alias as does pulsed Doppler, it cannot
provide spatial localization of the velocity. The turbulent

jet decay method uses continuous wave Doppler to measure
the high velocity at the lesion orifice and then uses pulsed
Doppler to measure the velocity decay at specified location
downstream of the orifice. Turbulent jet theory can be used
to relate the flow rate of the turbulent jet to the decay of the
jet velocity downstream of the orifice, as in Eq. 12

Q ¼ ðpV2
mx2Þ=160 Vj (12)

The velocity Vm is measured by pulsed Doppler at location x
measured from the jet orifice, whereas the orifice velocity,
Vj, is measured by continuous wave Doppler; Fig. 10b
illustrates this decay phenomenon. This equation is valid
for round jets and has been extended to jets with other
geometries by Cape et al. (42) with the resulting change to
Eq. 12:

Q ¼ ðV2
m HxÞ=5:78 Vj (13)

where H is the width of the jet measured by color Doppler.
Doppler velocity measurements are also used to esti-

mate pressure gradients in various cardiovascular applica-
tions. The Bernoulli equation can be used to estimate the
pressure drop across a stenotic lesion or through a valve by
measuring the velocity both upstream and downstream of
the lesion or valve. The Bernoulli equation is

DP ¼ ðP1 � P2Þ ¼ 1=2�rðV2
2�V2

1 Þ

where position 1 is often measured upstream of the lesion
and position 2 is at the lesion or downstream. In this
equation, the pressure drop DP has units of Pascal’s
(Pa). A Pascal is a Newton (N) per square meter, where
a Newton has units of mass (kg) times length (meter) per
time squared. Bioengineering and biomedical applications
often use the units of millimeters of mercury (mmHg) in
defining a pressure value. A mmHg is related to a Pa by the
conversion; 1 mmHg¼ 133.32 Pa.

Magnetic resonance flow mapping has the advantage
over Doppler that it can measure the full three-component
velocity field over a volume region (43–45), which elimi-
nates the uncertainty in flow direction and enables the use
of standard fluid dynamic control volume analysis. The
advantages of MR flow mapping come at the cost of long
imaging times and increased sensitivity to motion artifacts
in in vivo applications, where phase locking to the heart
rate or breathing cycle can increase complexity.

The velocity of moving tissue can be detected by a time-
of-flight technique (46) and by phase velocity encoding
(47,48). The time-of-flight method tracks a selected number
of protons in a plane and measures the displacement of the
protons over a time interval defined by the imaging rate.
In vivo (49) and phantom (50) studies have shown that the
time-of-flight technique is capable of accurate velocity
measurement up to velocities at least as high as 0.5 m�s�1.
However, the time-of-flight method requires a straight
length of vessel on the order of several centimeters for
accurate velocity estimation. This requirement reduces its
usability in most in vivo applications. The phase velocity
encoding method has become the preferred technique in
most clinical applications.

Phase velocity encoding directly relates the local velo-
city of nuclei to the induced phase shift in an imaging voxel.
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Properly defined bipolar magnetic field gradients are pro-
duced in the direction of interest for velocity measurement.
The velocity of hydrogen nuclei are then encoded into the
phase of the detected signal (51). Chatzimavroudis et al.
(52) and Firmin et al. (53) provide a discussion of the phase
encoding technique with an assessment of its accuracy and
limitations for flow measurement.

The technique uses two image acquisitions to provide
velocity compensation and velocity encoding. Velocity
information in each voxel is obtained by a voxel-by-voxel
subtraction of the two images with respect to the phase of
the signal. Like Doppler ultrasound, phase velocity encod-
ing can suffer from aliasing effects, alignment error, and
limits in spatial and temporal resolution. Velocity estima-
tion using phase shift measurement is limited to a max-
imum range of phase of 2p radians without ambiguity or
aliasing. However, the estimation of the phase shift using
phase subtraction between two images reduces that sensi-
tivity to this problem. Studies have been conducted that
show MR phase velocity encoding can measure velocities
covering the complete physiologic range up to several
meters per second (54). Misalignment of the flow direction
with the encoding direction will produce a negative bias in
the measured flow where the measured velocity will be
lower than the true velocity. Like Doppler, this bias follows
a cosine behavior where Vmeas¼Vact cos(u), where Vmeas is
the measured velocity, Vact is the actual velocity, and u is
the misalignment angle. This error is typically less than 1%
in most applications.

The size of a voxel and the sampling capabilities of the
hardware characterize the spatial and temporal resolution
of the system. Spatial resolution affects the size of a flow
structure that can be measured without spatially filtering
or averaging the structure or velocity measurement. Spa-
tial velocity gradients that are small relative to the voxel
size will not be adequately resolved and will be averaged
over the voxel volume (55). In addition, rapidly varying
velocity fluctuations in time will produce a similar low pass
frequency filtering effect if these fluctuations occur with a
time scale that is much smaller than the imaging time scale
of the measurements. Turbulent flow can produce spatial
and temporal scales that could be small relative to the
imaging characteristics and can result in what is referred
to as signal loss in the image (56). Stenotic lesions and
valvular regurgitation are clinical examples where turbu-
lent flow can occur with spatial and temporal scales that
could compromise measurement accuracy.

Phase velocity encoding has the drawback of fairly long
imaging or magnet residence times, which is particularly
true for three-component velocity mapping. Although this
may be acceptable for in vitro testing with flow loop phan-
toms, it can present problems and concerns with clinical
measurements. Patients can be exposed to long time inter-
vals in the magnetic with the associated problems of
patient comfort and care. In vivo velocity measurements
are often phase-locked with cardiac cycle or breathing
rhythm. Long imaging times can increase potential for
measurement error due to patient movement and varia-
bility in the cardiac cycle or breathing rhythm, which can
cause noise in the phase-averaged, three-component velo-
city measurements. Research, in recent years, has focused

on hardware and software improvements to increase spa-
tial resolution and reduce imaging time [see, e.g., Zhang
et al. (57)].

Magnetic resonance phase velocity encoding provides
coupled 3D geometric imaging using traditional MR ima-
ging methods with three-component velocity information.
This coupled database provides a powerful diagnostic tool
for blood flow analysis and has been used extensively in
in vitro and clinical applications. Jin et al. (6) used this
coupled imaging flow mapping capability to study the
effects of wall motion and compliance on flow patterns in
the ascending aorta. Standard imaging was used to mea-
sure aortic wall movement and the range of lumen area and
diameter change over the cardiac cycle. This aortic wall
motion was phase-matched with phase velocity encoded
axial velocity distributions in the ascending aorta. Similar
to the PISA approach in Doppler ultrasound, a control
volume approach using phase velocity encoded MR velo-
cities can be applied to the assessment of valvular regur-
gitation (58,59). The control volume approach is illustrated
in Fig. 11.

Laser Doppler Velocimetry. The Doppler shift of laser
light scattered by particles or cells in a fluid is the basis of
laser Doppler velocimetry (LDV). Detailed presentations of
the LDV technique are provided in the works by Drain (60)
and Durst et al. (61). The scattered radiation, from a laser
beam directed at moving particles in a fluid, has a Doppler-
shifted frequency defined as:

fD�ð1� V=C1Þ f 0 (14)

where Cl is the speed of light in a vacuum, V is the particle
velocity, and f 0 is incident light frequency. The Doppler-
shifted frequency is very small relative to the frequency of
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light and, thus, dual-beam or fringe mode LDV is the
system configuration of choice. The dual-beam mode of
operation is schematically shown in Fig. 12. In fringe mode
LDV, two coherent laser beams of the same wavelength or
frequency are focused to a common point (control volume)
in the flow field. The scattered light from a particle moving
through the control volume is received by a photodetector.

The crossing of two coherent, collimated laser beams
forms interference fringes as the propagating light waves
constructively and destructively interfere with one
another. This interference creates a series of light and
dark bands with spacing, df, of

df ¼ l=2 sinðkÞ (15)

The number of fringes, NFR, in the measurement volume is
given by

NFR ¼ 1:27d=D�2
e (16)

where d is the spacing between the two parallel laser
beams before the focusing lens and De

�2 is the beam
diameter before the lens. Figure 13 illustrates the probe
geometry generated by the intersection of two focused
coherent laser beams with a common wavelength.

The spatial resolution of a dual-beam system is affected
by the distribution of the light intensity at the intersection
of the two focused beams, referred to as the probe or
measurement volume. When the laser is operating in the
TEMoo mode, the laser cavity sustains a purely longitudi-
nal standing wave oscillation along its axis with no trans-
verse modes. The laser output has an axisymmetric
intensity profile that is approximately a Gaussian function

of radial distance from the axis. In the far field, the beam
divergence is small enough to appear as a spherical wave
from a point source located at the front of the lens. A lens is
used to focus the beam into a converging spherical wave.
The radius of this wave decreases until the focal point of
the lens is reached. At the focal point, the beam has almost
a constant radius and planar behavior. The beam is focused
to its minimum diameter or focal waist, de

�2, and is defined
as:

d�2
e ¼ ð4l f Þ=ðpD�2

e Þ

where l is the wavelength of the laser beam and f is the
focal length of the lens. A single pair of laser beams
generates an ellipsoidal geometry having dimensions of
major axis lm and minor axis dm given by

lm ¼ d�2
e =sinðkÞand dm ¼ d�2

e =cosðkÞ (17)

where k is the half angle between the two laser beams, as
illustrated in Fig. 13.

The particle velocity is calculated by the fluctuating
light intensity collected by the receiver as the particle
passes through the measurement volume and scatters light
from the fringes. The intensity change of the scattered light
from the light and dark fringes is converted into an elec-
trical signal by a photomultiplier tube (PMT). The elec-
trical signal represents an amplitude-modulated sine
wave, with frequency proportional to the Doppler fre-
quency shift (fD) of the particle traveling through the
measurement volume. The particle velocity is then equal
to the Doppler frequency multiplied by the fringe spacing.
In a two-beam LDV system, the measured velocity compo-
nent is in the plane of the two laser beams and in the
direction perpendicular to the long axis of the measure-
ment volume.

Coherent laser beams with the same frequency produce
stationary fringes. A particle moving in either direction
across the fringes will produce the same frequency inde-
pendent of sign, such that a stationary fringe system can
only determine the magnitude of the velocity, not the
direction. To avoid this directional ambiguity, one of the
laser beams of a beam pair is shifted to a different fre-
quency, using a Bragg cell, to provide a moving fringe
pattern. One laser beam from each beam pair passes
through a transparent medium such as glass, in which
acoustic waves, generated by a piezoelectric transducer,
are traveling. If the angle between the laser beam and the
acoustic waves satisfies the Bragg condition, reflections
from successive acoustic wave fronts reinforce the laser
beam. The beam exits at a higher frequency and a prism
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directs the beam to its original direction. The Bragg shift
causes the fringes in the probe volume to move at a constant
speed in either the positive or negative direction relative to
the flow. The measured frequency by the PMT and processor
is then the sum or difference of the Bragg cell frequency
(typically 40 MHz) and the Doppler shift frequency. This
measured frequency is then downmixed with a frequency
that is a percent of the Bragg frequency (called the shift
frequency) producing a frequency that has a zero shifted to a
higher baseline frequency (usually on the order of several
MHz). This zero shift eliminates directional ambiguity in
LDV signal processing.

Laser Doppler velocimetry has excellent spatial and
temporal frequency response compared with most other
measurement systems. It is considered a gold standard
measurement technique in biomedical applications and is
the noninvasive measurement system of choice for turbu-
lence measurements. Two disadvantages of LDV worth
noting are (1) LDV noise and (2) velocity bias. The LDV
is noisy when compared with other turbulence measure-
ment systems, such as thermal anemometry, due to the use
of photomultiplier tubes. These optical detectors, used for
their sensitivity and high frequency response, suffer from
higher noise floors than other photo detectors.

Velocity bias is a result of the random sampling char-
acteristics of LDV. As a velocity ensemble is randomly
recorded when a particle passes through a probe volume,
the statistics of the measured velocity ensembles are not
independent of the particle velocity. A greater number of
higher speed particles will cross the measurement volume
over a specified time than will slower speed particles. Stan-
dard ensemble averaging will produce mean velocity esti-
mates that are biased toward higher velocities. This velocity
bias can have a significant impact on the velocity statistics,
particularly in turbulent flow. In addition to velocity bias,
two other biases may occur, fringe bias and gradient bias.

Fringe bias is an error that is minimized by frequency
shifting. This type of bias is created by not having enough
fringe crossings to satisfy processor validation criteria
when calculating a velocity, which occurs when a particle
crosses the edge of the probe volume or if the particle
velocity is nearly parallel to the fringes. Thus, velocity
ensemble averages weight velocities from particles travel-
ing near the center of the measurement volume or those
particles that cross more fringes then others. By frequency
shifting with a fringe velocity at least two times greater
than the flow velocity, particles moving parallel to the
fringes can cross the minimum number of fringes for
validation by a processor.

Gradient bias results from a nonnegligible mean gra-
dient across the probe volume. This bias depends on the
fluid flow and the measurement volume dimensions. The
mean velocity and the odd order moments are the only
statistics affected by gradient bias. In general, LDV-
transmitting optics are chosen to provide as small a mea-
surement volume as possible to increase spatial resolution
and reduce gradient bias. As the LDV measurement
volume is longer than it is wide, experiments should be
designed to ensure that the LDV optical setup is oriented to
position the measurement volume diameter in the direc-
tion of the maximum gradients in the flow.

Several post processing techniques have been developed
to reduce velocity bias. The recommended technique is to
use a transit time weighting when computing the velocity
statistics. This transit time weighting approximates the
ensemble average as a time average. The reader is referred
to Edwards (62) for a detailed discussion of the transit time
technique and its implementation in LDV data processing.

Multiple pairs of laser beams with different wavelength
(color) or polarization can be used to produce a multicom-
ponent velocity measuring system. Two or three laser beam
pairs can be focused to the same point in the flow. Each
beam pair can then be used to independently measure a
different component of the velocity vector. As more than
one particle can pass through a measurement volume at
one time, it is possible to get valid velocity component
estimates from different particles. The ellipsoidal geome-
try of the measurement volumes exaggerates this problem.
As a result, LDV data are often processed in one of two
modes, random and coincident.

Random mode processing records every valid velocity
ensemble as it arrives at the measurement volume, which
can generate uneven sample distributions in the different
velocity components or LDV channels being measured.
Random mode processing has a negligible impact on mean
velocity statistics but can be detrimental to turbulence
estimates. Coincident mode processing uses hardware or
software filters to ensure that each velocity component
ensemble is measured from the same particle. Filters are
used to ensure that the Doppler bursts measured on the
different LDV channels overlap in time. Bursts generated
by one particle should be measured on each channel with
perfect overlap. Time window filters are used to reject
bursts that do not occur within a window defined by a
percentage of the burst length. The effect of coincident
mode processing is usually a reduction in the overall data
rate by a factor of at least two but provides the necessary
data quality for turbulence measurements.

Laser Doppler velocimetry is primarily an in vitro tool,
although systems have been developed for blood flow mea-
surement (17,63). Blood is a multiphase fluid composed of a
carrier liquid, plasma, and a variety of cells and other
biochemical components. Plasma is optically clear to the
wavelengths of light used in LDV. The optical opacity of
blood is due to the high concentration of cells, in particular
red cells. On the microscopic level, however, blood can
transmit light over a short distance due to the plasma
carrier fluid. Clinical-style probes have been developed to
measure the velocity of blood cells in blood using catheter-
type insertion into vessels of suitable size or through trans-
cutaneous measurement of capillary flow below the skin.
These in vivo systems are designed with very short focal
length transmitting lenses providing a small measurement
volume located a very short distance from the transmit-
ting lens. Laser light is propagated through the plasma
and focused a few millimeters from the probe tip. Blood
cells act as particles in the fluid and scatter light that
is collected by the transmitting lens and directed to a
PMT system for recording of the Doppler bursts. Manning
et al. (64) and Ellis et al. (65) have used LDV to measure
the velocity fields around mechanical heart valves in
in vitro studies. Figure 14 shows the measured velocity
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distributions associated with impact of a Bjork–Shiley
monostrut valve (64).

Particle Image Velocimetry and Particle Tracking Veloci-
metry. Particle image velocimetry (PIV) and particle
tracking velocimetry (PTV) have been applied in fluid
flow applications for over a decade. They are noninvasive
experimental techniques that provides a quantitative,
instantaneous velocity vector field with good spatial reso-
lution, an appealing feature when studying complex,
time-dependent fluid flows that can occur in biomedical
applications. The method allows the quantitative visua-
lization of instantaneous flow structures over a spatial
region, as opposed to a point measurement like LDV, which
can provide insight into the flow physics. The two techni-
ques, PIV and PTV, differ in the way particle displacements
are measured. Particle tracking follows and tracks the
motion of individual particles whereas PIV measures the
displacement of groups of particles within the flow. Particle
tracking velocimetry, although not commonly used, is a
subset of the more common PIV technique and is still used
in specific applications of PIV. Raffel et al. (66) provide a
comprehensive discussion of the PIV and PTV technique
with a detailed presentation of the physics, processing tools,
capabilities, and errors.

The instantaneous velocity field is computed by measur-
ing an instantaneous particle displacement field over a
specified, finite time interval. Laser-based PIV and PTV

are noninvasive velocity measurement tools that require
good optical access to the flow field. As a result, they are
essentially in vitro tools (8,67) that are of limited use in vivo.
Figure 15 shows an example of the use of PIV in a bioengi-
neering application of flow through one chamber of an
artificial heart (68). X-ray-based PTV systems are being
developed and will be capable of in vivo use. In this section,
the authors will focus on PIV; however, system concepts
(seeding, acquisition, processing, noise, and errors) would be
applicable to some degree to systems like X-ray PTV (69).

Particle image velocimetry uses a double-pulsed light
source, usually a laser, to illuminate a thin sheet in the flow
field. Particles suspended in the fluid scatter light during
each pulse, and this scattered light is recorded on a digital
camera. The optimal setup has the recording device located
908 to the illumination sheet. Figure 16 illustrates the
typical PIV setup. (66)

Two lasers with coincident beam paths are used to
illuminate a desired plane of the flow by incorporating
optics to produce thin laser sheets. During image acquisi-
tion, the two lasers are pulsed with the specified time
separation (typically between 1 and 1000ms). A trigger
system, referred to as a synchronizer, controls the firing
of the two lasers relative to the shuttering of a CCD
camera. The camera, usually placed orthogonal to the laser
sheet, collects the light scattered by tracer particles in the
flow and records an image. The synchronizer, used in cross-
correlation-based PIV systems, delays the firing of the first
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laser such that the camera shutter is centered between the
firing of the two lasers. This synchronization technique is
called frame straddling and produces two sequential images
of each laser beam pulse. Although the time between suc-
cessive camera frames may be much larger than the time
duration between laser pulses, the two images of the particle
field created are separated by the specified time interval
between the two laser pulses.

A discussion of PIV must begin with a brief introduction
of the terminology commonly used. Figure 17 provides a
schematic representation of geometric imaging (66). The
‘‘light plane’’ is the ‘‘volume’’ of the fluid illuminated by the
light sheet. The ‘‘image plane’’ is the image from the light
plane captured on the CCD sensor. It is important to note
that the light plane is a 3D space or volume, whereas the
image plane is a 2D space or ‘‘surface.’’ The subvolume

selected from the light plane for cross correlation is called
the interrogation subvolume. The corresponding location of
this interrogation volume captured on the image plane is
called the interrogation subregion. Please note that the
displacement vectors in an interrogation volume are three-
component vectors, whereas those in an interrogation area
are two-component vectors. ‘‘Particle’’ is the physical par-
ticle suspended in the fluid volume. ‘‘Particle image’’ is the
image of each particle in the image plane. Particle density,
intensity, and pair refer to particle properties, whereas
image density, intensity, and pair refer to particle image
properties.

Most commercial systems use a cross-correlation-based
image processing technique to compute the particle dis-
placement. Images are subdivided into small interrogation
regions, typically a fraction of the overall image size, and
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Figure 15. Phase-average velocity maps from mid to late diastole for a prototype artificial heart
ventricular chamber (time reference is from the onset of diastole, 4.7 L�min�1 CO, 75 bpm) (68).
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Figure 16. Schematic of a PIV setup (66). (With kind permission of Springer Science and Business
Media.)



the same two subregions are cross-correlated between the
two images to obtain the average displacement of the
particles within that subregion. From this displacement
and the known time delay, the velocities within the inter-
rogation region are obtained.

Statistical PIV assumes all particles in an interrogation
subregion move a similar distance and direction. The
processing algorithm then computes the mean displace-
ment vector for the particles in the interrogation volume.
Therefore, the local particle distribution pattern captured
on each exposure should be similar; but the group of local
particles is displaced from image to image. Statistical PIV
is then ‘‘pattern recognition’’ of the particle distribution
within an interrogation subregion, instead of the averaged

particle displacements. Sophisticated pattern recognition
schemes have been developed by a number of researchers;
however, the cross-correlation tends to be the algorithm of
choice. The use of a cross-correlation as opposed to an
autocorrelation eliminates directional ambiguity in the
velocity measurement. Most commercial systems use
advanced cross-correlation algorithms, such as the Hart-
Correlation, developed to improve signal to noise in the
correlation estimate and enhance resolution (70,71).

The cross-correlation function for two interrogation
subregions of frames A and B is defined by:

RIIðs;G;DÞ ¼ hIðx;GÞI0ðxþ s;G0;DÞi (18)

where s is the shifting vector of the second interroga-
tion window, G is the series of location vectors for each
particle in the interrogation volume, D is the displace-
ment vector for each particle, x is the spatial domain
vectors within the interrogation area, I is the intensity
matrix for the interrogation area from frame A, and I’ is
the intensity matrix for the interrogation area from
frame B. A detailed mathematical derivation of the
cross-correlation for (group) particle tracking is beyond
the scope of this presentation. The location of the max-
imum value of cross-correlation function represents the
mean particle displacement for the interrogation image.
Figure 18 is an example of a cross-correlation function
between two images.

The location of the cross-correlation peak should be
determined with subpixel accuracy. Several curve-fitting
algorithms have been developed to identify the peak in the
cross-correlation. Gaussian, parabolic, and centroid are
three commonly used methods in commercial software,
although others exist. A Gaussian peak fit is most com-
monly used because the cross-correlation function of two
Gaussian functions also yields a Gaussian function, which
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means that if the intensities of individual particle images
in the interrogation area fit a Gaussian shape, the cross-
correlation function can be accurately approximated by the
Gaussian function, which occurs only under the condition
of low displacement gradient, so that the particle distribu-
tion pattern is preserved in windows A and B. The cross-
correlation function in distorted, particle image intensity
distribution patterns are less accurately approximated by a
Gaussian distribution. A three-point estimator for Gaussian
fit works better with a narrow and symmetric peak. Centroid
peakfindingshould be considered when the cross-correlation
peak is expected to have asymmetric and irregular patterns.
Such cases occur for particle images larger than 2–3 pixels in
diameter, for a low intensity ratio of particle image to
background noise, or for a high gradient displacement
field. For ‘‘correlation-based correction,’’ the centroid peak
finding might be more suitable than Gaussian because the
multiplications could distort the cross-correlation peak.

The use of a digital CCD camera presents an error
source known as ‘‘peak locking.’’ This error impacts the
accuracy of the subpixel estimation in the correlation peak
and thus impacts the velocity measurement. This error will
be discussed later.

Like LDV and Doppler, PIV and PTV require that the
fluid be seeded with tracer particles that follow the fluid
motion. The particle density, the number of particles per
unit volume of fluid, determines what technique should be
used, PIV or PTV. Flows with a low particle density are
more suited to PTV, wheras PIV works best in high particle
density flows. It is assumed that the tracer particles follow
the flow accurately to give an exact representation of the
flow field at various times and locations. The particle
density, however, should be sufficiently low to preserve
the original flow dynamics. Such a dilute condition is
expressed by the inequality:

ðrppd4
pyrÞ=ð18m d3

pÞ < 1 (19)

where dp and rp are the particle diameter and density,
respectively, m is fluid viscosity, ur is the averaged particle
velocity relative to neighboring particles, and dp is the
average distance between particles.

Particles must be small enough to follow the fluid flow
but large enough to be seen. The particle relaxation time,
ts, should be small relative to the flow time scales.

ts ¼ d2
pðrp=18mÞ (20)

In practice, ts is made small by using very small particles.
The Stokes number for PIV experiments, StPIV, can be
defined as ts/tPIV, where tPIV is the small finite separation
time between two observations (pulse separation time).
StPIV should be much less than 1 to assure negligible
particle-fluid velocity differences over the pulse separation.
However, particles must be large enough to scatter suffi-
cient light energy to be visualized on the recording device
(e.g., a CCD camera) with the goal that a particle image is
at least several pixels in size. Increasing the light source
energy can improve visibility, but a saturation point is
reached where increasing light source energy does not
help. Furthermore, high energy can damage windows
and plastic test models.

The time separation of the two laser pulses must be
small enough to minimize particle loss through too large a
particle displacement between the first and second frames
of the interrogation window. However, the time separation
must be long enough both to permit adequate displacement
of particles at the lowest measurable velocities in each
velocity component and to minimize the impact of pixel
peak locking (72). Complex and highly 3D flows can be
biased in a 2D PIV system. PIV can provide very high
spatial resolution, but suffers from low temporal resolu-
tion. Furthermore, high magnification imaging used in
high resolution PIV introduces additional constraints
and limitations that must be overcome to achieve high
quality vector maps.

Thechallenge for PIV is to correctly track particle motion.
Figure 19 shows an example of a PIV particle image. The
statistical cross-correlation approach is used to track the
displacement of a ‘‘group’’ of particles within an indicated
small volume orsubregion. The location of a velocity vector is
at the center of the subregion spot. The spatial resolution for
a ‘‘velocity vector’’ in PIV is the size of the interrogation
subregion. Overlapping adjacent interrogation subregions
is commonly used to reduce the distance between
adjacent vectors and provide additional vectors in the over-
all vector map. However, this overlapping does not
increase the spatial resolution of the velocity field, which
is limited to the size of the interrogation subregion.

Commercial PIV systems use a multigrid recursive
method to reduce interrogation subregion size. In the
hierarchical approach, a PIV measurement with large
interrogation subregions is first computed. Subsequently,
the initial interrogation area is evenly divided into smaller
areas for processing. Each smaller interrogation area is
offset by the displacement obtained from its parent inter-
rogation area. This process is repeated until the smallest
possible interrogation size is reached (e.g., 128� 128 !
64� 64!32� 32! 16� 16) for the given flow field. An
iterative method can be applied at the final grid level.
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Figure 19. Example of a PIV particle image.



Similar to the multigrid method, the iterative method uses
the obtained displacement from the first cross correlation
to offset the second window for the next cross correlation.
The difference is that it does not break down the inter-
rogation areas into smaller windows, which is repeated
until the difference between the displacements from suc-
cessive cross correlations is less than one pixel. If the
window B is shifted by the converged displacement, win-
dows A and B should be virtually the same, as long as the
gradient is sufficiently low. Iterative cross correlation is
another way to increase accuracy.

A minimum number of particle pairs (on the order of 10)
are required in PIV processing. The particle density in the
flow will determine the minimum size subregion that can
be used to obtain adequate vector maps. Thus, the spatial
resolution is governed by the particle density. Near solid
surfaces, the particle density is often lower in flows with
strong wall gradients. Reducing the interrogation window
size increases spatial resolution. However, an overly small
window causes in-plane particle loss due to particles mov-
ing out of the interrogation spot. Several techniques exist
to capture the particles moving out of the window without
enlarging the interrogation spot. The first is simply to
enlarge the second window to cover the expected displaced
particle. The original interrogation window (frame A) is
enlarged to the same size as window B and zero-padded at
the extended part. The second technique is to offset the
second window to the location of anticipated displacement.

Errors in PIV processing can occur from several sources.
The spatial resolution for a velocity vector is the dimension
of the interrogation volume. If the particles are evenly
distributed, the center of an interrogation volume can be
used as the vector location. The accuracy of the ‘displace-
ment depends on both the subpixel accuracy of the peak
finding algorithm and the image quality. A one-tenth pixel
is the most accurate (66). Time resolution for the velocity is
the separation time between two pulses, as the information
during this period is not recorded. The velocity error is
composed of systematic and residual error. Systematic
errors come from the algorithm and experiment setting
or image quality, which can be minimized and uncertainty
in the time separation. Residual errors are inherent in the
processing, such as errors due to the peak finding algo-
rithm. The residual errors are usually not a function of Dt.
Therefore, a too small separation time increases the velo-
city error as this error is proportional to 1/Dt.

The following discussion is relevant to the effect of
image quality on PIV accuracy. Large particle images
can result in wide cross-correlation peaks, which can
reduce the accuracy of the peak finding algorithm. In
addition, large particles require larger interrogation spots
to contain an appropriate number of particles, which leads
to a reduction in spatial resolution. Particle images smaller
than 2 pixels in diameter, or particle displacements that
are less than 2 pixels, can introduce a displacement bias,
called ‘‘peak locking.’’ The displacement peaks tend to be
biased toward integer values. Peak locking presents itself
as a ‘‘staircased’’ velocity pattern, in a region with a velo-
city gradient where the velocity distribution should be
smooth. The calculation of spatial derivatives of this vector
map then produces a mosaic pattern in the gradient map.

Figure 20 illustrates these patterns. Techniques, such as
multigrid or continuous window-shifting or iterative image
deformation, have been proposed to overcome peak locking.
Image preconditioning, such as filtering, or defocusing can
optimize the image diameter. The resolution of the CCD
sensor, therefore, also limits the use of smaller particles to
increase the velocity resolution.

The methods developed to increase displacement accu-
racy rely on the assumption of low displacement gradient.
High gradient tends to bias the displacement toward low
values because the particles with smaller displacements
are more likely to remain in the interrogation volume
longer than those with higher displacements. This bias
can be minimized by reducing the size of the interrogation
volume and separation time. For high distortion of the
particle pattern in a high gradient spot, the centroid peak
finding algorithm is more suitable than the Gaussian.
However, PTV, as it follows an individual particle, is not
affected by high gradient. Several research groups use the
displacement results from PIV to guide the local search
areas for PTV in a coupled PIV/PTV processing algorithm.
These coupled techniques relieve the gradient limit in PIV
and increases resolution of both velocity vectors and velo-
city fields.

The motion across the light sheet in highly 3D flows can
bias the local velocity estimation due to perspective projec-
tion, if the particle has not left the light sheet. The effect of
perspective projection velocity bias, illustrated in Fig. 21
(68), is usually more severe at the edges of the image,
where the projection angle increases. At high image mag-
nification, the focal length becomes shorter and the projec-
tion angle increases, which worsens the perspective
projection. Strong perspective projection could vary the
magnification factor through the image plane resulting
in an image distortion.

In general, the light sheet thickness is smaller than the
depth of focus, dz. The light sheet thickness, therefore,
determines the thickness of the effective interrogation
volume: All illuminated particles are well focused. Most
commercial systems using standard-grade Yag lasers with
appropriate optics can generate light sheets that have a
thickness on the order of 100–200mm, although light
sheets can be as thick as a 1 mm. In high magnification
imaging, the depth of focus can become smaller than the
light sheet thickness. The thickness of the effective inter-
rogation volume is then constrained to the depth of focus. In
this case, particles located beyond the focal plane but within
the illuminated plane are out-of-focus and appear as highly
nonuniform background image noise and can affect the cross
correlation. In addition, the thickness of the effective inter-
rogation volume determines the tolerance to out-of-plane
motion. A smaller effective volume thickness increases
the probability for out-of-plane particle loss. In general,
the estimated maximum out-of-plane motion should be less
than one-fourth of the effective volume thickness.

Data validation is another source of uncertainty in PIV.
Bad velocity vectors will ultimately appear within a vector
map due to noise in the displacement estimation. Several
filtering algorithms have been developed to remove these
bad vectors. These filter routines operate on thresholding
velocity at a particular location and use either the
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magnitude of the velocity estimate, the mean, the median
or the rms within a predefined subregion, or other more
complicated thresholds to low pass filter the estimates.
Improper application of a validation scheme can overfilter

the velocity map and throw away good data. For example,
rms validation techniques should be carefully used in turbu-
lent shear layers where high rms values are normally
encountered. It is possible to inadvertently filter good instan-
taneous turbulent velocity ensembles with a tight rms filter
setting. In general, some knowledge of the flow under study is
needed to accurately perform vector validation.

Commercial PIV systems can be two-component
or three-component, planar or volume systems. A two-
component, planar PIV system provides information on
two components of the velocity vector. In two-component
PIV, the measured displacement vector is the projection of
the three-component velocity vector on the 2D plane of the
light sheet. Flow information for highly three-component
flows can be inaccurately represented by planar PIV
images. Stereographic and holographic PIV systems have
been developed for three-component measurement in a
plane or volume, respectively. Although the instantaneous
velocity field obtained by PIV has an advantage over LDV
(or Doppler), two-exposure PIV only provides information
on the particle motion during the two exposures and also
suffers from poor temporal frequency response in the mea-
surement of adjacent vector maps in time. Particle accel-
eration cannot be measured by direct two-exposure PIV.
Four-exposure systems have been developed to permit
calculation of the particle acceleration by Hassan and
Phillip (73) and Lui and Katz (74), although the temporal
resolution for the acceleration is not yet comparable with
that of LDV.
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Figure 21. Illustration of the perspective projection; the red arrow
is the vector obtained from perspective projection, the blue is the
correct projection of displacement vector on the XY plane (68).

Figure 20. (a) Staircased pattern in a velocity profile at a wall. (b) Gradient field calculation
(bottom image) of a measured velocity field (top image) showing mosaic pattern (68).
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INTRODUCTION

Following the absorption of light, fluorescent compounds
release light at a less energetic wavelength. This phenom-
enon can be used to detect the presence of many com-
pounds with exceedingly high sensitivity and selectivity.

The objective of this article is to acquaint the reader with
the basic principles of fluorescence spectroscopy. For a more
detailed analysis of this area, several reviews exist (1–5)
that should be useful to readers with different levels of
sophistication.

Most readers are probably familiar with the basic phe-
nomenon involved in fluorescence measurements. For
example, when certain minerals are irradiated with ultra-
violet light, light in the visible region of the electromag-
netic spectrum is released. In this case, absorption of high
energy ultraviolet (UV) light excites electrons to leave their
lowest energy state (the ground state); upon return to the
ground state, energy is emitted as either light or heat. The
energy emitted during fluorescence must be of a lower
energy than the light that initially excited a compound
and, hence, high energy ultraviolet light is emitted from a
mineral as lower energy visible light.

When one deals with biological samples, one is
always confronted with the problem of detecting extraordi-
narily small amounts of a compound mixed in an array of
other compounds. As this article will show, fluorescence
analysis provides a rather simple means to detect the exis-
tence of a compound within a complex mixture. For obvious
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reasons, the ability of fluorescence spectroscopy to detect
exceptionally small amounts of a compound in biological
specimens has many applications of biomedical interest.

The analytical power of fluorescence measurements may
be appreciated by consideration of the two following practical
analogies. The sensitivity of fluorescence measurements is
similar to the increased sensitivity with which one could
measure the light output of a flashlight in a completely
darkened room versus a sunlit room. In the case of the sunlit
room, the light output of the flashlight would represent < 1%
of the total light in the room; indeed, it would be difficult for
an observer in a sunlit room to detect whether the flashlight
was on or off. In contrast, in a darkened room, an observer
would readily be able to sense whether a flashlight was
turned on. In fluorescence measurements, light strikes a
sensor only if the compound of interest is present and, thus,
as in the case of the darkened room, the sensitivity of the
fluorescence measurements is quite high.

The ability of fluorescence measurements to detect par-
ticular compounds in complex mixtures is due to the fact
that several conditions must be met before a fluorescence
signal is detected. Just as the location of a person would be
precisely defined if one knew their street address, which
consists of a city, state, street name, and house address, the
selective ability of fluorescence measurements to detect the
presence of only desired compounds arises from the fact
that a compound will fluoresce only under a series of quite
restrictive conditions. In the case of fluorescence spectro-
scopy, one observes light emanating from a compound if
and only if the following conditions are met: (a) the com-
pound must absorb light; (b) the compound must be capable
of emitting light following excitation (the compound must
be fluorescent); (c) the compound must be irradiated at a
particular excitation wavelength; (d) a detector must be set
to sense light at a different, less energetic emission wave-
length; (e) a discrete time (in nanoseconds) must elapse
between the time of excitation and emission; and (f ) other
conditions, such as type of solvent and pH, must be satis-
factory. As a street address defines the location of a person,
the parameters involved in the fluorescence of a compound
can be used to determine the presence or absence of just a
single compound. For example, the presence of the com-
pound, fluorescein, can be accurately detected in a biological
specimen because (a) fluorescein is a fluorescent compound;
(b) fluorescein is excited to fluoresce only at wavelengths
near 488 nm (nanometer) in aqueous solvents in the neutral
to alkaline range; and (c) following excitation, fluorescein
gives off light maximally at 514 nm (see Fig. 1). Hence, since
only a very few compounds have fluorescence properties
similar to that of fluorescein, selecting light with a wave-
length of 488 nm to irradiate the sample and setting a
detector to only respond to light with a 514 nm wavelength
allows one to detect fluorescein in a complex mixture.

In addition to an overview of the theory involved in
this area, a brief introduction into the instrumentation
involved in fluorescence determinations will be presented.
While there are numerous applications of fluorescence that
are outside of the scope of this article (1–5), a few specific
examples of the use of fluorescence measurements in bio-
medical studies will be presented and technical problems in
interpretation of fluorescence data will be pointed out.

THEORY AND INSTRUMENTATION

After absorption of light energy, all compounds release
some energy as heat; fluorescent compounds represent a
special case in which some energy is also given off as light.
Spectrofluorimeters are optical devices that measure the
amount of light emitted by fluorescent compounds.

Spectrofluorimeters

While a complete description of the theory of fluorescence is
quite involved (see Ref. 3, for a review), one can grasp the
basic principles of the phenomenon from the following
examples. If one were to aim a flashlight at a mirror, one
would find that light would reflect off the surface of the
mirror; in contrast, if one were to direct a flashlight beam at
a black wall, one would see no light reflected from the wall.
In this example, molecules in the black wall stop the trans-
mission of light by absorbing the energy of the light and then
converting the energy of light into heat energy. (Very precise
measurements would reveal that the black wall was slightly
warmer at the site at which the light beam struck it.) In the
case of fluorescent compounds, light absorbed by a com-
pound is converted into light (of a lower energy) as well as
heat. The brighter the light that strikes a fluorescent com-
pound, the stronger the fluorescent light emitted by the
compound. The particular wavelength absorbed by a com-
pound and the wavelength that is later emitted are char-
acteristics of each fluorescent compound (Fig. 1).
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Figure 1. Excitation and emission spectra of the fluorescent
compound, fluorescein. As described in the text, excitation and
emission maxima are determined empirically and, then, spectra are
obtained for the excitation and emission of fluorescein. Excitation of
fluorescein at any wavelength in the excitation spectrum will
produce emission at all wavelengths in the emission spectrum,
with the exception of wavelengths of higher energy. Thus, fluores-
cence involves the conversion of high energy photons into photons
of lower energy plus heat.



While light reflection from a mirror occurs at an angle
determined by the angle of the incident light, light emission
by a fluorescent compound occurs in all directions. For
example, if one observed a beam of light striking a mirror
in a smoke filled room, one would see a beam of light reflected
at a unique angle from the mirror. In contrast, if one observed
a beam of light striking a solution of fluorescent compound,
one would see the emitted light appear as if it originated from
a glowing sphere (and, compared to the original beam of light,
the emitted light would have a color that was shifted toward
the red end of the spectrum, i.e., lower energy).

The above features of fluorescence dictate the design of
instruments used in the measurement of fluorescence (see
Fig. 2). First, an intense beam of light is passed through a
filter (or monochromator) that permits only light of a desired
band of wavelengths to proceed toward the sample. As
indicated in Fig. 2, light not absorbed by the sample passes
straight through the sample without change in angle while
the light emitted by the fluorescent sample is released in all
directions. By positioning the detector at a 908 angle with
respect to the exciting beam, instrument designers can
minimize the amount of stray light from the exciting beam
that reaches the detector. As indicated above, the light
emitted by the fluorescent sample is given off in all direc-
tions and, thus, the positioning of the detector with respect
to the exciting beam does not affect the relative amount of
the emitted fluorescent light received by the detector.
Hence, as we have shown above, the design of a fluorimeter
is predicated upon maximizing the signal/noise ratio.

The sensitivity of fluorescence measurements is inher-
ent in the design of instruments used to make such mea-
surements. Since only light that is emitted from a
fluorescent compound reaches the detector, the sensitivity

of the measurement is equivalent to our analogy of mea-
suring the light from a flashlight in a darkened room. The
ability to selectively measure the presence of a given
compound is determined by the appropriate selection of
filters (or settings on monochomators) used to make the
measurement. In contrast, analytical measurements based
on absorption are inherently less sensitive (due to signal/
noise problems).

Fluorescence Microscopy

The design of a fluorescence microscope is based on the
same principles used in the construction of a spectrofluori-
meter. In the technique of reflected fluorescence micro-
scopy, light of a desired wavelength is used to irradiate a
sample and, then, a dichroic mirror is used to separate light
emitted by the fluorescent compounds in the sample from
light in the original exciting beam (Fig. 3). A dichroic
mirror is an optical device that reflects light of certain
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Source
Monochromator

Detector

Figure 2. Design of a typical spectrofluorimeter. As described in
the text, a desired wavelength is selected with the aid of a
monochromator and is used to irradiate a sample (large
arrows); light emitted by the fluorescent sample is released in
all directions (small arrows). The detector is positioned at a right
angle with respect to the excitation beam in order to avoid light
from the exciting beam entering the detector.

Specimen

Light
source

Eyepiece

Objective
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Figure 3. Fluorescence microscope design. A fluorescence
microscope employes optical components that allow one to
irradiate a specimen at one wave lenght and then observe the
fluorescence of a microscopic object at a second wavelength. The
excitation beam (dashed line) is directed toward the specimen by
the dichroic mirror and objective lens. Due to the fact that light
emitted by a fluorescent object is released in all directions, one can
observe the fluorescence of the specimen with the same objective
lens that was used to irradiate the specimen. The emitted light
(dotted line) is collected by the objective, passes through the
dichroic mirror, and is observed via the eyepiece.



desired wavelengths and transmits light of other wave-
lengths.

Fluorescence microscopes can be used to detect fluores-
cence compounds in exceedingly small specimens. Via the
technique of immunofluorescence, one can visualize the
distribution of virtually any biological compound in living
or fixed tissues by using antibodies tagged with fluorescent
compounds.

PRACTICAL APPLICATIONS

The high sensitivity and selectivity of fluorescence meth-
ods permits the detection of exceedingly low amounts of
many compounds of biological and biomedical interest.

In the preceding section, the basic methods that are
used to detect fluorescent compounds were described. In
the following section, the criteria that are used in establish-
ing the presence or absence of particular chemical species
are presented.

Detection of Fluorescent Compounds

It should be pointed out initially that only a small percen-
tage of the known compounds are fluorescent. Thus, while
most compounds cannot be studied by fluorescence tech-
niques, the mere fact that an unknown compound is fluor-
escent can be used as a diagnostic means to positively
identify it. In a following section, literature references
are provided that list many fluorescent compounds and
their properties (6,7).

Once it is established that a sample contains a fluor-
escent compound, one can use several criteria to establish
the identity of the unknown compound. First, by trial-
and-error, one establishes the wavelength(s) at which the
compound is maximally stimulated to fluoresce (the exci-
tation maxima). Second, again by trial-and-error, one
determines the wavelength(s) at which the emission of
light is highest (the emission maxima). Fluorescence
emission spectra are then generated by holding the exci-
tation monochromator at the excitation maximum wave-
length and recording the intensity of light released from
the sample as the wavelength of the emission monochro-
mator is varied (Fig. 2). In this manner, a spectrum is
produced that (a) describes the wavelengths at which a
compound emits light and (b) establishes the relative
efficiency with which light of different wavelengths is
emitted (Fig. 1). The shape of the emission spectrum
and the number of major and minor peaks are character-
istics of each compound and are important parameters in
establishing the identity of an unknown compound. The
excitation spectrum, when appropriately corrected, is
often identical to the absorption spectrum of the fluores-
cent compound. (In a similar fashion, the fluorescence
excitation spectra are established by holding the emission
monochromator at the emission maximum and varying
the settings of the excitation monochromator.)

Strong evidence for the identity of an unknown com-
pound is provided by (a) the establishment that a com-
pound is fluorescent and (b) the shapes of the excitation
and emission spectra. In addition, one could use other
parameters involved in fluorescence to characterize a com-

pound, namely, (a) the fluorescent lifetime of a compound,
(b) the quantum yield, and (c) the perturbation of fluores-
cence by various solvents. It is possible that two compounds
could have identical excitation and emission spectra just as
it is possible that two individuals could have the same
blood groups. Other analytical methods may be required to
establish the identity of a compound with certitude. If the
sample under study is quite impure, it is possible to use
high performance liquid chromatography (HPLC) in con-
junction with a fluorescence detector to gain yet another
parameter that is characteristic of a compound, namely, its
elution time from a particular HPLC column. The nature of
the sample and the reasons for interest in it will determine
the rigor required in its characterization.

Biomedical Applications

As described above, fluorescence methods provide means to
identify compounds in complex mixtures. The sensitivity of
fluorescence methods coupled with their inherent selectiv-
ity provide valuable means for biomedical analysis; several
examples are described below.

Identification of Compounds in Biological Samples. If a
compound of interest proves to be fluorescent, several
analytical methods for the detection and quantitation of
this compound immediately become available. Many drugs
and biological compounds can be detected by fluorescence
analysis (6,7). Fluorescence can be used to identify these
and many other biologically active compounds in complex
pathological specimens.

Due to the sensitivity of fluorescence methods to detect
compounds at the level of one part per billion, such meth-
ods can be used to determine the presence of environmental
pollutants with great sensitivity. The presence of specific
pesticides and potentially carcinogenic aromatic hydrocar-
bons from cigarette smoke can be easily detected. Leakage
of industrial wastes into the environment can be proven by
placing fluorescent compounds into waste containers and
later detecting the fluorescent compound in streams and
lakes.

Fluorescence spectra of many chemicals and pharma-
ceuticals have been obtained under well controlled condi-
tions and are published as the Sadtler Standard
Fluorescence Spectra (6). Passwater (7) published a three
volume series that presents literature citations for the
fluorescence properties of a wide variety of compounds.

Fluorescence Microscopy. Following staining with
fluorescent dyes, the use of fluorescence at the microscopic
level can be used to determine the sex of an individual from
single hair follicle cells, teeth, or from blood smears (8). Sex
determination is based upon the fact that male cells have a
highly condensed Y chromosome that appears as an
intense fluorescent spot in the nucleus of each male cell.
Fluorescent dyes have found many applications in the
biomedical sciences (1,5).

Immunofluorescence. Antibodies can be prepared that
specifically recognize a wide variety of molecules and
microbial organisms. By labeling such antibodies with
fluorescein or other fluorescent probes, one can visualize
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the presence of antigens at the subcellular level; this
approach has been widely used in molecular biology (9).
In addition, one can visualize specific molecules and organ-
isms in pathological specimens. The identification of dis-
ease causing microorganisms in pathological specimens by
immunofluorescence (10) can be used. Immunofluores-
cence microscopy can also be employed in the identification
of bacteria in food products (11).

Fluorescence Imaging. In addition to localizing mole-
cules in histological sections, fluorescence has found
numerous novel applications in cell biology. The availabil-
ity of highly sensitive optical detection systems has per-
mitted the localization of specific molecules in living cells.
By tagging recombinant proteins with the green fluores-
cent protein (GFP) of jellyfish origin, one can track the
expression and translocation of specific proteins in living
cells during hormonal responses (12). The rate at which
molecules move within living cells can be determined by
fluorescence recovery after photobleaching (FRAP), which
involves the photobleaching of molecules in a small region
of a cell and then monitoring of the recovery of fluorescence
with time as unbleached molecules return to the bleached
area (13). Fluorescence energy transfer and fluorescence
polarization methods (14–16) can also be used to study the
interaction of molecules within living cells (15,16).

Fluorescence Polarization. Fluorescence polarization is
perhaps the only method in biology that is directly attri-
butable to Albert Einstein. The principle of fluorescence
polarization involves the fact that emission of a photon is
delayed by a few nanoseconds following absorption of light.
During the delay in emission of light, Brownian motion will
result in the movement of a molecule and smaller mole-
cules will move more than larger molecules. Thus, mole-
cules excited by polarized light will emit progressively
depolarized light as the size of the molecule increases.
Hence, if a small fluorescent molecule binds to a large
nonfluorescent molecule, the light emitted by the bound
small fluorescent molecule will become more polarized. Thus,
the method of fluorescence polarization permits one to mea-
sure the binding of ligands to large molecules in real time (14).

Forster Resonance Energy Transfer (FRET). This method
involves the transfer of energy from a fluorophore, which
absorbs light to a second molecule that emits light at a
different wavelength. Since the efficiency of FRET depends
on the distance between the absorbing and emitting mole-
cules, FRET permits one to obtain information about the
distance between two molecules. Thus, if the molecule that
absorbs light binds to a molecule that emits light via FRET,
one can measure the binding event via release of light.

Molecular Biology Applications of Fluorescence. The
high sensitivity of Fluorescence has been used as the basis
of several important methods in molecular biology. For
example, real-time polymerase chain reaction (PCR) meth-
ods can be used to quantify the amount of a specific
ribonucleic acid (RNA) species in a small sample of cells.
In this method, fluorescence energy transfer is used to
detect the increase in PCR product with time (16).

The jellyfish green fluorescent protein (GFP) has
become an important tool in molecular biology because it
is fluorescent without the necessity of binding or reacting
with a second molecule. Mutant GFP and GFP-like mole-
cules from various species have been described (17) that
emit light at a variety of wavelengths. Thus, one can
engineer the sequence of the GFP into a recombinant
protein and have a fluorescently tagged protein (12). In
contrast, the firefly luciferase protein must react with ATP
and luciferin in order to release a photon (18).

The high sensitivity and specificity of fluorescence should
find many new applications in the future.

GLOSSARY

Dichroic Mirror. An optical device that reflects light of a
desired band of wavelengths yet permits the transmis-
sion of light of another band of wavelengths. Dichroic
mirrors are used in fluorescence microscopes to separate
the light that excites a sample from the light emitted
from the sample.

Emission (Fluorescent). The release of light by a com-
pound that follows the absorption of a photon.

Emission Wavelengths. Following absorption of light at a
wavelength capable of inducing fluorescence, light is
released by the compound at less energetic wavelengths,
termed the emission wavelengths (Fig. 1).

Excitation (Fluorescent). Following the absorption of a
photon, one or more electrons of a fluorescent compound
are promoted to a more energetic,‘‘excited’’ state of the
compound.

Excitation Wavelengths. While light can be absorbed by
fluorescent compounds at many wavelengths, only certain
wavelengths, termed excitation wavelengths, are capable
of inducing fluorescent emission of light. The wavelengths
are often the same as those absorbed by the compound of
interest.

Filter (Optical). Generally a colored piece of glass that
transmits only certain wavelengths of light. Interference
filters reflect light that is not transmitted while color
glass filters absorb light and convert the absorbed energy
into heat.

Fluorescence. The emission of light by certain compounds
that is induced by the absorption of light at a more
energetic wavelength.

Fluorescent Lifetime. The amount of time, generally in
nanoseconds, that expires between the absorption of a
photon and the emission of a photon.

Monochromator. An optical device that is used (a) to sepa-
rate light into its component wavelengths and, then, (b)
to isolate a desired group of wavelengths. Such devices
employ either a prism or a diffraction grating.

Nanosecond. 0.000000001 s¼ 10�9 s. (There are 1000 mil-
lion ns in 1 s).

Quantum Yield. The percentage of excited compounds
that release a photon of light during their return to
the ground state. In most cases, the absorption of light
by a compound is followed by the liberation of heat,
rather than light.
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Spectrofluorimeter. An optical device that is used to mea-
sure the amount of light that is emitted by fluorescent
compounds.
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INTRODUCTION

Functional electrical stimulation (FES) is a rehabilitative
technique where low level electrical voltages and currents
are applied to an individual in order to improve or restore
function lost to injury or disease. In its broadest definition,
FES includes electrical stimulation technologies that, for
example, are aimed at restoration of a sense of hearing for
the deaf, vision for the blind, or suppression of seizures in
epilepsy or tremors for people with Parkinson’s disease.
Most FES devices and systems are known then as ‘‘neu-
roprostheses’’ because through electrical stimulation they
artificially modulate the excitability of neural tissue in
order to restore function. While sometimes used synony-
mously with FES, the term functional neuromuscular
stimulation (FNS) is most commonly used to describe only
those FES technologies that are applied to the neuromus-
cular system in order to improve quality of life for people
disabled by stroke, spinal cord injury, or other neurological
conditions that result in impaired motor function (e.g., the
abilities to move or breathe). Another technology closely
related to FES is that of therapeutic electrical stimulation
(TES), wherein electrical stimulation is applied to provide
healing or recovery of tissues (e.g., muscle conditioning and
strengthening, wound healing). As will be seen, some FES
and FNS technologies concurrently provide or rely upon
such therapeutic effects in order to successfully restore lost
function. For illustrative purposes, much of this article is
centered on FNS and related TES devices and technologies.
For a wider exposure to additional FES approaches and
neural prosthetic devices, the reader is referred to this
article’s Reading List, which contains references to a num-
ber of general books, journal articles, and on-line resources.

An important consideration in most all FNS technolo-
gies is that significant neural tissue remains intact and
functional below the level of injury or disease so that
electrical stimulation can be applied effectively. Indivi-
duals exhibiting hemiplegia (i.e., paralysis on one side of
the body) due to stroke, for example, will exhibit paralysis
in an impaired limb due to loss of control from the central
nervous system (CNS), not because the peripheral nervous
system (PNS) innervation of skeletal muscles in the limb
has been lost. Similarly, while spinal cord injury (SCI)
destroys motor neurons at the level of injury either par-
tially or completely, many motor neurons below the level of
injury may be spared and remain intact. Therefore, in
stroke or SCI the axons of these intact motor neurons
can be artificially excited by introducing an appropriate
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electrical field into the body using electrodes located on the
skin surface, or implanted within the body. Artificial exci-
tation of motor nerves by electrical excitation can generate
action potentials (propagating excitation waves) along
axons that, when they arrive at synaptic motor-endplate
connections to skeletal muscle fibers, act to generate mus-
cle force much as the intact nervous system would. Thus,
lower extremity FNS systems often have the objective of
restoring or improving mobility for stroke or SCI indivi-
duals. Upper extremity FNS systems often are designed to
restore or augment reaching and grasping movements for
SCI subjects. Both FNS and TES technologies are of course
not a cure for stroke, spinal cord injury or diseases (e.g.,
cerebral palsy or multiple sclerosis where FNS also has
been used). They are also not universally beneficial, and
must be carefully matched by a clinician to an individual
and their medical condition (1). On the other hand, as will
be seen in the remainder of this article, FES and TES
systems can provide greatly improved quality of life for
many people who use them.

THEORY AND APPLICATION

In 1961, Liberson and co-workers proposed the usage of
electrical stimulation in what was called functional elec-
trotherapy to restore or augment movement capability that
has been lost or compromised due to injury or disease (2).
Specifically, Liberson’s group developed the first electrical
stimulation system for correction of hemiplegic drop foot: a
gait disability occurring in some stroke survivors (for an
excellent review of the history of development of neural
orthoses for the correction of drop foot see Ref. 3). Moe and
Post subsequently coined the term functional electrical
stimulation to describe such techniques (4).

Electrical stimulation devices and systems now have been
developed to activate paralyzed muscles in human subjects
for a variety of applications in both the research lab and the
clinic. Both FES and FNS systems have seen their greatest
use as a tool for long-term rehabilitation of persons with
neurological disorders (e.g., spinal cord injury, head injury,
stroke) (5–10).For example, implanted electrical stimulation
devices have been developed that can restore hand-grasp
function to people with tetraplegia (11). Stimulation devices
thatutilizepercutaneouselectrodes (thinwires thatcross the
skin) have been developed to provide individuals with thor-
acic-level spinal cord injury with the ability to stand and step
(12–14). Other devices that utilize electrodes placed on the
surface of the skin can restore standing and locomotor func-
tion to individuals with spinal cord injury or other neuro-
muscular disorders (6,8,15,16). One system that uses surface
electrodes (Parastep,SigmedicsInc.) isFDAapprovedforuse
by people with thoracic level spinal cord injury and has been
used at several rehabilitation centers worldwide. These
efforts have clearly demonstrated that neuromuscular sti-
mulation can be effectively used to activate paralyzed mus-
cles for performing motor activities of daily living.

The basis by which all neuromuscular stimulation sys-
tems function is artificial electrical activation of muscle
force, usually through excitation of the nerve fibers that
innervate the skeletal muscle(s) of interest.

Excitation, Recruitment, and Rate Modulation

The nerve fibers that innervate skeletal muscle fibers are
myelinated in nature, which means that they are regularly
along their lengths ensheathed within layers of Schwann-
cell derived myelin separating exposed axonal membrane
at nodes of Ranvier. Myelination enables increased propa-
gation velocities via saltatory conduction in such nerve
fibers. The cell bodies of these alpha motor neurons lie
within the ventral horn of the spinal cord. The efferent
axons of these cells (� 9–20mm in diameter) pass out from
the spinal cord via the ventral roots and project then to
muscle fibers within peripheral nerve trunks. When spared
during damage or disease of the nervous system, alpha
motor neurons and their axons usually form the substrate
of electrical activation of skeletal muscle force in FNS
applications. This may come as something of a surprise
to the reader, in that skeletal muscle cells are themselves
also excitable. Why then is indirect stimulation of the
innervating nerve fiber generally the mechanism by which
force is generated rather than direct stimulation of the
muscle cells themselves? The reason is that large myeli-
nated nerve fibers are usually excited at lower stimulus
amplitudes (voltage or current) and with shorter stimulus
pulse widths than are skeletal muscle cells (assuming
similar spatial separations of electrodes to cells) (17).
Electrical stimulation of myelinated nerves to threshold
occurs when a critical extracellular potential distribution
is created along or near the cell. At threshold, outward
transmembrane currents are sufficient to depolarize the
nerve cell membrane voltage to the level where an action
potential is generated.

In normal physiology, there exist two natural control
mechanisms to regulate the force a single muscle pro-
duces—recruitment and rate coding. Motor units are
recruited naturally according to the Size Principle
(18,19). Small alpha motor neurons innervating slow motor
units have a low synaptic threshold for activation, and
therefore are recruited first. As more force is demanded by
an activity, progressively larger alpha motor neurons that
innervate fast motor units are recruited. The second
method of natural force regulation is called rate coding.
Within a given motor unit there is a range of firing fre-
quencies. Alpha motor neurons innervating fast-twitch
motor units have firing rates that are higher than those
that innervate slow-twitch units (20,21). Within that
range, the force generated by a motor unit increases with
increasing firing frequency. If an action potential reaches a
muscle fiber before it has completely relaxed from a pre-
vious impulse, then force summation occurs. Twitches
generated by the slow motor units have a fusion frequency
of 5–10 Hz and reach a tetanic state at 25–30 Hz. The fast
motor units may achieve fusion at 80–100 Hz (21,22).

The contractile properties of the muscle are largely
dependent on the composition of the skeletal muscle (i.e.,
the muscle fiber types). The composition of muscle fibers
varies across species. The composition of muscle fibers in
the hindlimbs of the rat are predominantly fast fibers (23)
whereas, human skeletal muscle is composed of a hetero-
genous collection of muscle fiber types (24). This is also
indicated in the differences in fusion frequencies observed
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in the two species. The fusion frequency for muscles in the
human is 25 Hz (25) and those for the muscles in the rat are
higher (� 75 Hz) (26). As summarized in Table 1, from
various mammalian studies, skeletal muscle fibers have
been grouped into many different types according to phy-
siological, ultrastructural, and metabolic properties. Based
on histochemical measurements of adenosinetriphospha-
tase (ATPase) reactivities, muscles were classified into
type I, type IIA, and type IIB (27). A differentiation based
on combination of physiological and metabolic properties
categorized muscle fibers as SO-, FOG-, FG- (28). Based on
twitch speed and fatigue resistance, muscle fiber types
were identified as S, FR, and FF (29). There is also an
intermediate type of fast muscle fiber in certain muscles
denoted type IIAB or FI (Fast Intermediate resistance to
fatigue). The different muscle fiber types vary in the
amount of force generated, speed of contraction, and fatig-
ability. The slow fiber types (SO, Type I, S) generate lower
force, but for a prolonged duration. They are very fatigue
resistant. The fast fiber types (FG, IIB, and FF) are on the
other end of the spectrum with greater force generating
capacity, but briefer intervals of time. Also, these fatigue
very quickly compared to slow fibers. Therefore, there is a
trade off between the ability to produce force quickly and
powerfully or slowly and steadily. Though slow fibers are
able to generate a steady force for long periods of time, their
force output is less. Fast fibers on the other hand can
generate quicker, greater forces, but they fatigue very fast.
Some fibers are classified in between the two extremes of
slow and fast and are termed intermediate fibers. These are
fast fibers, but with fatigue resistant capability (FOG, IIA,
FR, IIAB, FI). The properties of these intermediate fibers
lie between those of slow fibers and fast fibers. The force
generated by these fibers is less that those generated by
fast fibers and greater than the force produced by slow
fibers.

The heterogeneity of muscle fibers within the muscle is
in part due to the hierarchy of motor unit recruitment order
(the Size Principle, described above) (30) indicating the
influence of motor neuron activity upon muscle fiber phe-
notypes. The fiber-type composition within a muscle can be
altered by altering the excitation patterns delivered to the
muscle (induced by various exercise regimes). The best
documented effects of such transformations are those that

occur after chronic, low frequency stimulation (CLFS) of a
predominantly fast muscle using implanted electrode sys-
tems. The fast skeletal muscles of a number of mammalian
species have been shown to change to the slower phenotype
in response to chronic electrical stimulation (31–39).
The muscle phenotype can be manipulated to enhance
fatigue resistance at the expense of contractile power
and speed (40–45). Changes in metabolic activity, and
muscle mass have been documented too (38,46). These
transformations are also dose dependent. A continuous
stimulation of rabbit fast muscle at 10 Hz completely
transform the muscle fibers to the slow phenotype, but
lower frequencies of stimulation produce an intermediate
state of conversion. However, stimulation at 2.5 Hz for 12
weeks (47,48) or 10 months (49) results in a whole muscle
consisting mainly of the fast phenotype.

CLFS has been shown to affect human muscle in a
manner similar to that in animals (50–57). Electrical sti-
mulation has shown to increase strength–force and build
fatigue resistance in muscles in both healthy and SCI
individuals (56,58–63). An increase in passive range of
motion has also been observed (64). Electrical stimulation
has been shown to prevent the shift and loss of fibers in
patients with paralyzed muscles thereby increasing fatigue
resistance (60,65–67). A well-defined progression of
changes is observed, whereby the muscle changes first
its metabolic and then its contractile properties to become
slow muscle (68). This has been documented in different
species and muscles suggesting that probably the effects
observed are not species or muscle specific. Following
transformation, the new slow fibers are indistinguishable
from normal slow skeletal muscle fibers. Also, from time
series studies (69) and single fiber biochemistry (70,71) it is
clear that the changes that occur result from transforma-
tion at the level of the single fiber and not from fast-fiber
degeneration with subsequent slow-fiber regeneration.

From the above sections, it is clear that skeletal muscle
is very adaptive, and therefore provides an opportunity for
conditioning and therapy after an injury. Electrical stimu-
lation based exercise has gained much significance in
toning and conditioning muscles. Even though electrical
stimulation techniques are being used increasingly for
rehabilitation and therapy, note that in general electrical
stimulation systems generate activation patterns and
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Table 1. Skeletal Muscle Fiber Types and Their Characteristics

Skeletal Muscle Fiber Types and Characteristics

Fiber type Type I Type IIa Type IIb

Other names Slow red Fast red Fast white
Slow oxidative (SO) Fast oxidative (FOG) Fast glycolytic (FG)

Slow (S) Fast resistant (FR) Fast fatigable (FF)
Motor unit size Smallest Moderate Largest
Firing order 1 2 3
Stimulation threshold Lowest Moderate Highest
Force production Lowest Moderate Highest
Resistance to fatigue Highest Moderate Lowest
Contraction time Slowest Fast Fastest
Mitochondrial density High High Low
Capillary density Highest Moderate Lowest



recruitment characteristics quite different from the nor-
mal physiological mechanisms. With electrical stimula-
tion, physiological muscle force regulation is controlled
either by spatial summation or by temporal summation
(72). Spatial summation (or electrical recruitment) is
achieved by increasing the pulse width (Fig. 1a) and/or
the pulse amplitude (Fig. 1b) of the electrical stimulus—
extending the excitatory extracellular potential distribu-
tion further out from the stimulating electrode(s) to greater
numbers of nerve fibers, and/or longer in time. Force
recruitment curves are in general quite nonlinear. The
isometric recruitment curve (IRC) of a muscle can be
defined as the static gain relation between stimulus level
and output force/torque when the muscle is held at a fixed
length. The features of a typical IRC are an initial dead-
zone region, a high slope, monotonically increasing region,
and a saturation region (73,74). These features can be
explained by recognizing that the slope of the IRC is
primarily a function of the electrode–nerve interface.
The shape is dictated by the location and size distributions
of the individual motor unit axons within the nerve with
large diameter axons having a lower stimulus activation
threshold than small diameter axons. The IRC depends on
the past history of muscle activation and location of the
electrode relative to the motor point. The motor point
functionally is defined as the location (on the skin surface,
or for implanted electrodes on the muscle overlying its
innervation) where stimulation thresholds are lowest for
the desired motor response. There is a drop in the max-
imum magnitude and slope of the monotonic region of the
IRC on muscle fatigue (73,75). The IRC is also influenced
by the muscle length tension curve (76) and, if muscle force
is estimated by measuring joint torque, by the muscle
nonlinear moment arm as it crosses the joint. Because of
these factors, the IRC shape will be different for each
muscle and set of experimental configurations and will
also vary between subjects.

Temporal summation (also called rate modulation) var-
ies the stimulus frequency or the rate of action potential
firing on the nerve fiber(s). When electrodes are located

closer to the motor point for stimulation, enhanced spatial
selectivity can be achieved because the electric field intro-
duced can be focused closer to the a motor neuron fibers of
interest. Another aspect of recruitment selectivity is fiber
diameter, which relates to the tendency to stimulate sub-
populations of nerve fibers based on their size. In electrical
stimulation of myelinated fibers, there will be a tendency to
recruit large axons at small stimulus magnitudes and then
smaller axons with increased stimulus levels unlike during
normal physiological recruitment—this is often dubbed
reverse recruitment (77–79). Such reversed recruitment
of motor units will inappropriately utilize fast, more read-
ily fatigued muscle fibers for low force tasks. Slower fatigue
resistant muscle fibers will only be recruited at higher
stimulus levels. This also results in an undesirable steep
relation between force output and stimulus magnitude.
After injuries causing paralysis and disuse of muscle, many
fatigue resistant muscle fibers tend to shift their metabo-
lism toward less oxidative and more anaerobic, more read-
ily fatigued mechanisms. Electrical stimulation therapy in
such instances will recruit the faster muscle fibers first
thereby inducing fatigue at a very early stage in the
therapy.

FES DEVICES AND SYSTEMS

As illustrated in Fig. 2, all modern FES and FNS devices
and systems incorporate (1) surface or implanted electro-
des to generate an excitatory electric field within the body,
(2) a regulated-current or regulated-voltage output stage
that delivers stimulus pulses to the electrodes, (3)
the stimulator pulse conditioning circuitry that creates
the desired pulse shape, amplitude, timing, and pulse
delivery (often within trains of pulses at set frequencies
and for intended intervals), and (4) an open- or closed-loop
stimulator controller unit. Systems may be completely or
partially implanted and often incorporate a microcontroller
or computer interface. Smith and colleagues at the Cleve-
land FES Center, for example, have developed an externally

350 FUNCTIONAL ELECTRICAL STIMULATION

0

0.02

0.04

0.06

0.08

0.1

0 0.5 1 1.5 2 2.5

Current (mA)

70µs

0

0.02

0.04

0.06

0.08

0.1

0 100 200 300 400

PW  (µs)

1.7m

2.1m

2.5

1.3

0.85

(b)

0

0.02

0.04

0.06

0.08

0.1

0 0.5 1 1.5 2 2.5

70µs

0

0.02

0.04

0.06

0.08

1

0 0.5 1 1.5 2 2.5

500µs

300µs

100µs

70µs

40µs

20µs0

0.02

0.04

0.06

0.08

0.1

0 100 200 300 400

PW  (µs)

1.7m

2.1m

2.5

1.3mA

0.85mA
0

0.02

0.04

0.06

0.08

0.1

0 100 200 300 400

PW  (µs)

0

0.02

0.04

0.06

0.08

0.1

0 100 200 300 400 500

PW  (µs)

T
or

qu
e 

(N
m

/k
g)

T
or

qu
e 

(N
m

/k
g)

1.7mA

2.1mA

2.5mA

1.3

0.85

(a)

Figure 1. Typical force recruitment curves obtained from the ankle dorsiflexor muscle (Tibialis
anterialis) of a rat through intramuscular stimulation. The recruitment curves indicate two
techniques of force–torque modulation (a) pulse width modulation (PWM) and (b) pulse amplitude
modulation (PAM). Single, symmetric, charge balanced, biphasic (cathodic first) pulses at an interval
of 60 s were delivered. The currents were chosen as multiples of the twitch threshold current at 40ms.



powered, multichannel, implanted stimulator with teleme-
try for control of grasp and release functions in individuals
with cervical level (C5 and C6) spinal cord injuries (80). Wu
et al. designed a PC-based LabView controlled multichannel
FES system with regulated-current or regulated-voltage
arbitrary stimulation waveform pattern capability (81).

Commercialized FES systems include, for example, the
Bioness, Inc. H200/Handmaster. This U.S. Food and Drug
Administration (FDA) approved device incorporates micro-
processor controlled surface stimulation into a portable,
noninvasive hand–wrist orthosis for poststroke rehabilita-
tion [see, e.g., (82)]. The FreeHand System, commercialized
by NeuroControl Corporation in Cleveland, implements
implanted receiver-stimulator, external controller, elec-
trode, and sensor technologies (Fig. 3) developed through
the Cleveland FES Center into a system for restoration of
control of hand grasp and release for C5/C6 level spinal
cord injured individuals. Compex Motion (Fig. 4), a pro-
grammable transcutaneous electrical stimulation product
of Compex SA, is designed as a multipurpose FES system
for incorporation into rehabilitation therapies (83). The
Parastep System developed by Sigmedics, Inc. is designed

to enable independent, unbraced standing and walking for
spinal cord injured people. Parastep is a noninvasive sys-
tem that incorporates a battery-powered, microcomputer
controlled stimulator unit (Fig. 5), surface electrodes, and a
control and stability walker with finger activated control
switches.

Electrode Designs for Electrical Stimulation

In the implementation of FES and FNS techniques, surface
or implanted electrodes are used to create an excitatory
electric field distribution within the targeted tissues.
Researchers over the years have identified a number of
important criteria for stimulation electrode selection and
have developed a variety of electrode designs in order to
meet specific application requirements (for an excellent
recent review see Ref. 84).

Criteria for Electrode Selection. A few of the important
factors identified for long-term applications are anatomical
and surgical factors, mechanical and electrochemical char-
acteristics, biocompatibility, long-term stability, and eco-
nomics. Anatomical and surgical factors include ease of
identification of stimulation site, either on the skin surface
or through implantation. In the event of damage to
the electrode, any implanted region should be easily acces-
sible for retrieval and replacement. The mechanical prop-
erties of electrodes are important particularly with respect
to implants whose lifetime is measured in years. Electrodes
that are flexible, and consequently smaller in diameter,
induce less trauma to muscles during movement. Instead
of straight wires, coiled electrode wires provide for greater
tension, and reduce the stress. The use of multistranded
wires reduces breakage or provides redundancy if some
wires should fail.

The electrical stability of the electrode is usually judged
based upon reproducibility of muscle force recruitment
curves. These depict some stimulation parameter (e.g.,
pulse width or current) against muscle force or torque
output. As we have seen, the normal order of recruitment
is generally reversed (larger motor units are activated
before smaller ones). The threshold and the steepness of
the curve are important properties that vary with electrode
design, fiber size, and strength duration relations.

Another important criterion of consideration for choice
of electrodes that are chronically implanted and tested over
time is biocompatibility. The charge carriers in the elec-
trode material (metal) are electrons unlike in our body
wherein the charge carriers are ions. This results in a
change of charge carriers when currents cross the
metal–body interface. A capacitive double layer of charge
arises at the metal–electrolyte interface; the single layer in
the metal arises because of its connection to the battery,
whereas that in the electrolyte is due to the attraction of
ions in the electric field (85,86). These layers are separated
by the molecular dimensions of the water molecule so the
effective capacitance (being inversely proportional to
charge separation) is quite high. At sufficiently low levels,
the current will be primarily capacitive. But for high
currents that exceed the capabilities of the capacitance
channel, irreversible chemical reactions will take place
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regulated-voltage pulses of the desired amplitudes and timing to one
or more channels of electrodes which are in contact with, or implanted
within, the body.



that are undesirable since they are detrimental to
the tissue or electrode or both. Therefore, the electrode
material must have little impact on the electrochemistry at
the electrode–tissue interface. For biocompatibility and to
avoid local tissue damage induced by high current levels,
the electrode materials used are essentially inert (e.g.,
platinum, platinum–iridium, and 316LVM stainless
steel).

The above mentioned criteria for electrode selection are
a general guideline for either skin surface or chronically
implanted electrode systems. However, the choice of elec-
trode is also application dependent. For example, during
stimulation of the brain, of particular concern is prevention
of breakdown of the blood–brain barrier. For nerve stimu-
lation circular (82) electrodes can be placed within an
insulating cuff; consequently, smaller amounts of current
are required because the field is greatly confined. Also,
lower current tends to minimize unwanted excitation of
surrounding tissue. Finally, intramuscular electrodes,
because of the implant flexing that must be withstood,
are usually of the coiled-wire variety discussed above.

Electrode Classification. In general, electrodes designed
to deliver electrical pulses to excitable tissue are classified
based on the site of stimulation or placement of electrodes.
Motor nerves can be stimulated through electrodes

placed on the surface of the skin (surface electrodes) or
implanted within the body. Implanted electrodes include
those placed on or in the muscle (epimysial or intramus-
cular electrodes, respectively); as well as within or adjacent
to a motor nerve (intraneural or extraneural electrodes).
Electrodes that stimulate the spinal cord and BIONs (elec-
trodes integrated with sensing and processing and pack-
aged into a capsule) are recent additions to the family of
implanted electrode technologies. The above classification
of electrodes is further described below and summarized in
Table 2.

Surface Electrodes. Surface electrodes as the name
implies are placed on the surface of the skin and are the
earliest of the electrodes to be used for applications in
electrotherapy. These consist of conductive plates and
are available in many types including conductive rubber
patches coated with electrolyte gel, metal plates contacting
the skin via thin, moist sponges and flexible, disposable,
stainless steel mesh or rubber electrodes with self-adhesive
conductive polymers (98–100). They do not need any
implantation and are therefore noninvasive and relatively
easy to apply and replace. An excellent description on the
placements of these electrodes can be found in the Rancho
Los Amigos Medical Center’s practical guide to neuro-
muscular electrical stimulation (101). Surface electrodes
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Figure 3. (a) Diagram of compo-
nents for the implanted stimulation
system developed at the Cleveland
FES Center and commercialized as
the Freehand neuroprosthesis by Neu-
roControl Corp. In the hand-grasp
example shown, shoulder position is
transduced for use as the command
input. (b) The external control unit
(ECU) provides the transducer inter-
face, user control algorithm, multicha-
nnel stimulus coordination, and power
for the implanted receiver-stimulator
system. (c) The implanted receiver-
stimulator provides multiple channels
of stimulus output via the leads seen in
thefigure.Italsotransmitsimplantable
sensor data to the ECU, and is powered
through an inductive link that forms a
coreless bidirectional transformer.
Intramuscular or epimysial electrodes
implanted in the forearm or hand are
attached to the stimulator leads (not
shown). (Courtesy of the Cleveland
FES Center.)



do have some disadvantages. They offer relatively poor
selectivity for stimulation, have elevated threshold levels,
may activate skin pain receptors, and do not have highly
reproducible positioning capability. When higher currents
are delivered to stimulate deeper muscles, spill over of
charge to the nontargeted superficial muscles occurs. It
is sometimes difficult to anchor surface electrodes in mov-
ing limbs and electrical properties at the skin–electrode
interface can be variable.

Surface electrodes have been used for both lower limb
and upper limb motor prosthesis, including the aforemen-
tioned Parastep system for ambulation (Fig. 6). WalkAid
was designed for the management of foot drop to help toe
clearance during the swing phase of walking (102). A single
channel stimulator, the Odstock Dropped Foot Stimulator
(ODFS) and later a two channel stimulator (O2CHS)
designed for foot drop correction, used self-adhesive skin
surface electrodes placed on the side of the leg (103,104).
MikroFES was another orthotic stimulator for correction of
foot drop in paralyzed patients (9). The Hybrid Assist
System (HAS) (105) and the RGO system (106) use surface
stimulation along with braces. Upper extremity applica-
tions include the Handmaster (107), the Belgrade Grasp
System (BGS) (108), and the Bionic Glove (109) which focus
on improving hand grasp.

Implanted Electrodes. Implanted electrodes can either
be in direct contact with a muscle or peripheral nerve,
within a muscle and only separated by muscle tissue from
the motor nerves innervating the muscles, or within the
spinal cord. Since peripheral electrodes are closer to the
motor nerves than surface electrodes, they allow for better
selectivity and more repeatable excitation. Their position-
ing and implantation is more permanent. Implanted elec-
trodes have the advantage of place and forget by
comparison to surface electrodes. That is, once the system
is implanted, the user potentially can forget it is there. The
chances of spill over are reduced since the electrodes can be
placed close to the target muscle or nerve. The sensation
to the user is usually much more comfortable as the
implantation is away from the cutaneous pain receptors
and the threshold current amplitude is lower. However, the
implant procedure is invasive and in case of implant failure
an invasive revision procedure can be required. Improper
design and implantation can lead to tissue damage and
infection. Insufficient tensile strength, high threshold
levels, highly nonlinear recruitment curves, poor selectiv-
ity of activation and repeatability and adverse pain sensa-
tion (110–112) indicate failure. Excess encapsulation and
infection (113); mechanical failures of electrode lead break-
age and corrosion of electrodes and the insulator (114,115)
can also impair the system.

Electrodes in or on the Muscle: Intramuscular and Epimysial
Electrodes. Implanted electrodes that are placed on or in
the muscle consist of intramuscular (87,88,116–121) and
epimysial electrodes (89,122–125). Intramuscular electro-
des (88,126) can, for example, be fabricated from multi-
stranded Teflon coated stainless steel wires. This
configuration provides good tensile strength and flexibility.
They are implanted by injecting a hypodermic needle
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Figure 4. The Compex Motion FES system, manufactured by the
Swiss based company Compex SA, is a general purpose progra-
mmable transcutaneous electrical stimulation device. Seen are the
stimulator unit, three memory chip-cards that are inserted into the
stimulator and used to store all pertinent information for a specific
protocol, two EMG sensors, and two surface electrodes. (Reprinted
from Ref. 83 with permission from the Institute of Physics and
Engineering in Medicine.)

Figure 5. The neuromuscular stimulation unit for the Parastep
system manufactured by Sigmedics, Inc. is battery-powered and
microcomputer controlled. Cables connect the unit to surface
electrodes, as well as to finger activated control switches on a
walker. (Courtesy of Sigmedics, Inc.)



either nonsurgically or through an open incision. A
fine needle probe used by itself or in conjunction with a
surface probe is used to detect the motor point; the motor
point for an intramuscular electrode is usually just below
the muscle surface beneath the motor point position as
defined by surface electrode. These electrodes can elicit a
maximal muscular contraction with only � 10% of the
stimulus charge required by equivalent surface electrodes
(25). Figure 7 depicts a Peterson type intramuscular elec-
trode developed at Case Western Reserve University (121).

Both monopolar and bipolar intramuscular electrodes
have been used. Bipolar intramuscular electrodes that

straddle the nerve entry point can be as effective at acti-
vating the muscles as a nerve cuff. If bipolar electrodes do
not straddle the nerve entry point, full recruitment of the
muscle can require large stimulation charge and stimula-
tion cannot be achieved without activating the surround-
ing muscles. In contrast, monopolar stimulation is less
position dependent, though it cannot match the selectivity
obtained with good bipolar placement (127). The size of the
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Table 2. Electrical Stimulation Electrode Classifications and Types

Location/Type Features and Advantages Example References

Surface Metal plate with electrolyte gel, noninvasive WalkAid, ODFS, MikroFES, HAS, RGO,
Handmaster, BGS, Bionic Glove

In/On Muscle lower thresholds and better selectivity compared
to surface electrodes

Intramuscular Implanted in the muscle, multistranded Teflon
coated stainless steel wire, monopolar and
bipolar configurations, good tensile strength,
and flexibility

87,88

Epimysial Implanted under the skin: on the muscle,
monopolar and bipolar configurations, less
prone to mechanical failure

89

BIONs Injected into or near the muscle, hermetically
sealed glass/ceramic capsule integrated with
electronics

90

Near/On Nerve Lower threshold levels and better selectivity
than the above mentioned electrodes

Nerve Cuffs Monopolar, bipolar and tripolar configurations,
good power efficiency, improved selectivity,
comparatively stable

91,92

FINE Reshape or maintain nerve geometry 93
Intrafascicular Penetrate the epineurium and into the fascicle,

selective stimulation, lower current and
charge levels

LIFE Stable, suitable for stimulating and recording 94
SPINE Reduced nerve damage 95

Intraspinal
Microwires Near to normal recruitment, reduced fatigue,

highly selective stimulation
96,97

Figure 6. Examples of self-adhesive, reusable surface electrodes.
The electrodes shown are used in the Parastep neuromuscular
stimulation system. (Courtesy of Sigmedics, Inc.)

Figure 7. A ‘‘Peterson’’ type intramuscular electrode design. This
is a helically wound PFS insulated multistranded 316LVM stainless
steel wire design that is attached to a barb-like anchoring structure
constructed of polypropylene suture material. The wound section of
the electrode is � 800mm in diameter and is partially loaded into a
hypodermic needle. (Courtesy of J.T. Mortimer and reproduced by
permission of World Scientific Publishing Co.)



muscle will determine the limit of electrode size, although
large electrodes are more efficacious.

A recent development in the intramuscular stimulating
electrode world are BIONs (for BIOnic Neurons), that can
potentially provide precise and inexpensive interfaces
between electronic controllers and muscles (90). The
BIONs consist of a hermetically sealed glass–ceramic cap-
sule with integral capacitor electrodes for safety and relia-
bility (128). The internal electronics include an antenna
coil wrapped around a sandwich of hemicylindrical ferrites
over a ceramic microprinted circuit board carrying a cus-
tom integrated circuit chip. In animal studies, these elec-
trodes have demonstrated long-term biocompatibility (129)
and ability to achieve selective muscle stimulation (130).
The first generation of BIONs, BION1, generates stimula-
tion pulses of 0.2–30 mA at 4–512ms duration. This system
is now in clinical trials to provide therapeutic electrical
stimulation to patients with disabilities (131–135). The
second generation BION, BION2, is under development.
BION2s are expected to sense muscle length, limb accel-
eration and bioelectrical potentials for feedback control in
FES (136–138).

Intramuscular electrodes have been used to activate
paralyzed muscles that retain a functional motor neuron
in the muscles of the upper extremity (139,140), lower
extremity (118,140,141) and the diaphragm (142). Muscles
also have been stimulated to correct spinal deformities in
the treatment of scoliosis (143).

Epimysial electrodes (89,110) are positioned on the sur-
face of a muscle below the skin but not within the muscle.
They have a smooth circular disk on one side and a flat,
insulating backing, reinforced with mesh. The motor point
is usually identified by moving a stimulating electrode
across the muscle surface to locate the surface position
that requires the least amplitude to fully excite the muscle.
Replacing this electrode in the event of failure is compara-
tively easier. The stimulation levels and impedance are
also similar to that of intramuscular electrodes. A per-
ceived advantage of epimysial electrodes over intramus-
cular electrodes is that they are less prone to mechanical
failure and less likely to move in the hours and days
immediately after implantation.

Epimysial electrodes also can be used either in the mono-
polar mode or the bipolar mode (89,108,119,120,123). Use
of a monopolar epimysial electrode close to the motor
nerves results in reduced threshold stimulus amplitude,
higher gain and selectivity, and decrease in length depen-
dent recruitment. When a bipolar epimysial electrode is
used, the stimulus current is constrained to regions closer
to the two electrodes. Compared to the results with mono-
polar electrodes, the threshold is increased, relative gain
decreased, and though greater selectivity is found with
stimulation current levels close to twitch threshold poorer
selectivity is present in the stimulus range needed for
maximum activation of the muscle (108).

Epimysial electrodes have been used for a number of
years in the implementation of upper extremity assist
devices for C5 or C6 adult subjects with tetraplegia
(Fig. 8), including incorporation into the FDA approved
FreeHand System (144) and more recently for providing
the capability of standing after paraplegia (117).

Implanted Nerve Electrodes. Electrodes that are placed
in contact with the nerve include extraneural and intra-
neural electrodes. Extraneural electrodes do not penetrate
the epineurium and include varying designs of nerve cuffs
(91,92,145–149) and the recently investigated flat interface
nerve electrodes (FINE) (93,150,152). Intraneural electro-
des penetrate the epineurium and include intrafascicular
and interfascicular electrodes (94,95,153–157). Nerve elec-
trodes have several potential advantages over intramus-
cular electrodes—including, lower power requirements,
the ability to control several muscles with a single implant,
and the ability to place the electrodes far from contracting
muscles (158).

Electrodes placed on the surface of the nerve, and
housed in an insulative carrier that encompasses the nerve
trunk, are cuff electrodes (91,151,159,160). The cuff mate-
rial is often silicone rubber and sometimes reinforced with
Dacron. Cuff-type electrodes hold the stimulating contacts
in close proximity to the nerve trunk. Holding the target
tissues close to the stimulating contacts offers opportu-
nities for power efficiency and improved selectivity. Less
power is spent on electrical conduction through space
between the electrode and target tissues. Improved selec-
tivity is possible because the electric potential gradient is
larger when the spacing between the stimulating contact
and the target tissue is least. Further, these electrodes are
less likely to move in relationship to the target tissues after
implantation (161–164). However, while nerve cuffs sti-
mulate effectively and selectively they require invasive
surgery for implantation. They may also damage the
nerves they enclose unless carefully designed, sized, and
implanted.
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Figure 8. An example implantable epimysial electrode (right)
with intramuscular electrode (left), typical of those used with the
Cleveland FES Center’s implanted hand-grasp system. (Courtesy of
the Cleveland FES Center.)



To overcome potential problems with a fixed cuff-size,
nerve cuff electrodes have been designed with different
configuration. The Huntington nerve cuff (165), is a helix-
type nerve electrode system that has exposed metal sec-
tions as stimulating contacts along the internal diameter of
the helix. The open helix design can accommodate some
swelling. Other self-sizing cuff electrode designs some-
times have a spiral configuration that enables opening
or closing to accommodate a range of different diameter
nerves (91). Figure 9, for example, is a photo of a self-sizing
nerve cuff fabricated at Case Western Reserve University
using PMP technology and laser machining. Both cuff and
spiral electrode configurations can be used in various
monopolar, bipolar or tripolar configurations (91,164). Cuff
electrodes with multiple electrical contacts can produce
selective activation of two antagonistic muscle groups
innervated by that nerve trunk (166). Increased function
and additional control of muscles with minimum number of
electrodes can be achieved. Self-sizing nerve-cuff electro-
des, with multiple contacts in a tripolar configuration, have
been shown to produce controlled and selective recruit-
ment of some motor nerves in a nerve trunk (145,158,167–
170). A monopolar electrode with four radially placed con-
tacts can work as well as a tripolar electrode with four
radially placed tripoles (171,172). A four contact self-sizing
spiral cuff electrode has been described as a tunable elec-
trode that is capable of steering the excitation from an
undesirable location to a preferred location (92).

The flat interface nerve electrode, or FINE system as
seen in Fig. 10, has been introduced in an attempt to
improve the stimulation selectivity of extraneural electro-
des (151). The goal with the FINE is to create a geometry
that optimizes stimulation selectivity. In contrast to cylind-
rical electrodes, the FINE either reshapes the nerve into, or
maintains the nerve in, an ovoid geometry. Chronic studies
in rats have demonstrated that nerves and fascicles can be
safely reshaped (150,173). Also, acute experiments and
finite element models have demonstrated that it is possible
to selectively activate individual fascicles in the cat sciatic
nerve using this electrode (151,152,174). This could be
important in both reducing fatigue and selectively activat-
ing individual muscles (153,175). A potential disadvantage

is that a fibrous capsule with electrical properties different
from the surrounding tissues will envelope the electrode
(176,177), potentially rendering the recruitment properties
unstable, although a recent study has shown that both
selectivity measurements and the recruitment curve char-
acteristics can remain stable for a prolonged implant
period (93).

Intraneural electrodes are positioned to penetrate the
epineurium around the nerve trunks. Intraneural electro-
des utilize a conductor that invades the epineurium. Max-
imal contraction is elicited at stimulation levels an order of
magnitude lower than with nerve cuff electrodes (200mA,
pulse duration 300ms). However, connectors, fixation, and
neural damage are still not completely resolved to allow
routine clinical usage. Intraneural multipolar sword type
electrodes have been made out of solid silicon with golden
contacts and can be very selective (178). Such electrodes
could minimize the needs for using many electrodes for
activation of different muscles that are innervated from a
single nerve (179).

A subset of intraneural electrodes are meant to enter
the perineurium around the fascicles and go between
the nerve fibers: These are so-called intrafascicular elec-
trodes. Intrafascicular electrodes place stimulating ele-
ments inside the fascicles, in close proximity to axons
(126,153,160,175,178,180,181). They have been shown to
produce axonal recruitment with almost no excitation of
muscles that are not targeted (181). A variation of the
intrafascicular electrode is the longitudinal intrafascicular
electrode (LIFE) (94,153). Compared with extraneural
electrodes, LIFEs have many advantages and can be
implanted into any of the fascicles of peripheral nerves
to selectively stimulate a single fascicle thereby offering
highly selective stimulation. Also they serve as excellent
recording electrodes. When LIFEs are used as recording
electrodes, the amplitudes of motor evoked potentials
(MEPs) recorded by LIFEs implanted in fascicles are much
larger than those of EMGs recorded from the skin by
surface electrodes and the signals recorded are not affected
by external electrical fields (155,182). Therefore, the sig-
nals recorded by LIFE can be used to control a prosthetic
limb more accurately than those controlled by EMGs (183).
In addition, LIFEs have excellent biocompatibility with
peripheral fascicles (156,184,185).
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Figure 9. A self-sizing cuff electrode design fabricated using
PMP (polymer–metal–polymer) technology and laser machining.
(Courtesy of J.T. Mortimer and M. Tarler.)

Figure 10. The FINE nerve cuff design, intended to flatten
peripheral nerve trunks into a layering of nerve fascicles. Electrode
contacts are seen as small dots within the overall structure. (Courtesy
of D. Durand.)



While intrafascicular electrodes can provide high
degrees of selectivity, it remains unclear whether pene-
trating the perineurium will lead to long-term nerve injury
(126,186). Interestingly, an intraneural electrode system
dubbed the slowly penetrating interfascicular electrode
(SPINE) has been developed, which has been reported to
penetrate a peripheral nerve within 24 h without evidence
of edema or damage of the perineurium and showed func-
tional selectivity (95).

In general, compared to externally placed electrodes,
the current and charge stimulation requirements for intra-
neural electrodes are low since they are positioned inside
the nerve trunk to be excited. Also, the stimulation selec-
tivity is high compared to extraneural electrodes where
stimulation selectivity suffers from the relatively large
amount of tissue interposed between the stimulating con-
tacts and the target axons.

Micro wires: Electrodes for Intraspinal Stimulation
Spinal circuits that are shown to have the capacity of
generating complex behaviors with coordinated muscle
activity can be activated by intraspinal electrical stimula-
tion (187–190). Microwires that are finer than a human
hair have been used to stimulate the spinal cord neurons
to control single muscles or small group of synergists
(96,97,191–193). Stimulation through single wires in a
few sites has been shown to have the ability to elicit
whole-limb activation sufficient to support the animal’s
weight (191,192,194–196). The stimuli were not perceived
but were able to produce strong coordinated movements.
Near normal recruitment order, minimal changes in kine-
matics and little fatigue and functional, synergistic move-
ments induced by stimulation in the lumbosacral cord
(97,194,196) are some of the promising advantages of
stimulating the spinal cord with microwires. However,
the clinical and long-term feasibility of implanting many
fine microwires into the spinal cord remains questionable.
In addition, stimulating the spinal cord results in steep
recruitment curves compared to muscle and nerve stimu-
lation thereby limiting the degree of control achievable.

Controllers and Control Strategies

Besides stimulating the paralyzed muscles, it is also impor-
tant to control and regulate the artificial movements
produced. The control task refers to specification of the
temporal patterns of muscle stimulation to produce the
desired movements; and the regulation task is the mod-

ification of these patterns during use to correct for unanti-
cipated changes (disturbances) in the stimulated muscles
or in the environment. A major impediment to the devel-
opment of satisfactory control systems for functional neu-
romuscular stimulation has been the nonlinear, time
varying properties of electrically activated skeletal muscle
that make control difficult to achieve (7,76,197). With FNS,
the larger, fatigable muscle fibers are recruited at low
levels of stimulation before the more fatigue-resistant
fibers are activated thereby inducing rapid fatigue (56).
It is important that the output of any FNS control system
results in stable, repeatable, regulated muscle input–
output properties over a wide range of conditions of muscle
length, electrode movement, potentiation, and fatigue. To
improve control strategies to provide near physiological
control, inherent muscle characteristics (force-activation,
force-length, and force-velocity), muscle modeling studies,
studies on understanding how to model the patterns of
neural prostheses and how neural prostheses respond to
disturbances have been performed (197–200).

As depicted in Fig. 11 (201), FNS control methods
include feedforward (open-loop), feedback, and adaptive
control. Feedforward control requires a great deal of infor-
mation about the biomechanical behavior of the limb. The
control algorithms specify the stimulus parameters (mus-
culoskeletal system inputs) that are expected to be needed
to produce the desired movement (system outputs). In an
open-loop control system these parameters are often iden-
tified by trial and error (6,13,202–205). The same stimula-
tion pattern, which is often stored in the form of a lookup
table, is delivered for each cycle of movement.

Three major problems exist with this form of fixed-
parameters, open-loop control (204–206). First, the process
of specifying the parameters for a single stimulation pat-
tern for a single user often requires several extensive
sessions involving the user, therapist, physician, and engi-
neer. This process is often expensive, time consuming, and
often only minimally successful in achieving adequate
performance. Second, the fixed parameter stimulation pat-
tern may not be suitable after muscles fatigue that is
exacerbated by the stimulation paradigm itself. The third
problem is that the open-loop stimulation pattern does not
respond to changing environments (e.g., slope of walking
surface) and external perturbations (e.g., muscle spasms).

To address the limitations of open-loop control systems
feedback control was implemented (12,14,207,208). In a
feedback control system, sensors monitor the output and
corrections are made if the output does not behave as
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Figure 11. A representation of FNS
control system components and stra-
tegies (feedforward, feedback and
adaptive). (Reproduced by permis-
sion from Neuromodulation 2001;4:
187–195.)



desired. The corrections are made based on a control law,
which is a mathematical prescription for how to change the
input to reduce the difference (error) between the desired
output and the actual output. Feedback control requires
output sensors, and compensation is generally slower than
in feedforward control since an output error must be pre-
sent to generate a controller response. Thus feedback
control might best be used for slow movements and for
maintaining a steady posture. Since the output of the
feedback controller is highly dependent on sensor signals,
the quality of the control that is achieved will be compro-
mised by the relatively low quality of sensors that are
available. Feedback control has been successful in regulat-
ing hand grasp (209) and standing posture (12), but it
appears that another strategy, adaptive feedforward con-
trol, is likely to be required for dynamic activities such as
locomotion.

To improve performance of feedback control systems,
adaptive control strategies were developed that automati-
cally adjusted the overall system behavior (i.e., the com-
bined response of the controller and the system) so that it is
more linear, repeatable, and therefore predictable (75,210–
213). These techniques adjust the parameters of the control
system and attempt to self-fit the system to the user in
order to make it easier to use and learn to use
(206,212,214). The control system developed by Abbas
and Chizeck has a pattern generator (PG) and a pattern
shaper (PS) (211,215). The PG generates the basic rhythm
for controlling a given movement. The PS adaptively filters
those signals and sends its output to the muscles. The
adaptive properties of the PS provide the control system
with the ability to customize stimulation parameters for a
particular individual and to adjust them on-line to account
for fatigue. In some of the computer simulation experi-
ments a proportional-derivative feedback controller was
also active. Studies have shown that the pattern generator/
pattern shaper (PG/PS) adaptive neural network controller
is able to account for nonlinear and dynamic system prop-
erties and muscle fatigue (73,75,213). To summarize, adap-
tive control systems have replaced other developed control
system strategies because this strategy can (1) provide the
ability to automatically customize the stimulation pattern
for a given user, (2) automatically adjust stimulation para-
meters to account for fatigue, and (3) automatically adjust
to allow the voluntary motor commands to recover control
of the movement pattern (in the case of partial recovery in
a person with an incomplete spinal cord lesion).

Apart from the above other strategies, such as fuzzy
logic (216) and proportional–integral–derivative (PID)
controllers (217) have also been implemented to investigate
automatic fatigue compensation. However, fatigue remains
one of the major factors limiting utility of FES/FNS
because such adaptive systems can adjust for fatigue only
up to the contractile limits of the muscle.

Rather than initiating and modulating control of FES
systems indirectly through residual motor function (e.g., as
in the Freehand system for grasping, where paralyzed
hand closure and opening were command controlled
through sensing of opposite shoulder position), future
FES devices might be controlled directly through
thought—by tapping into the subject’s remaining cortical

intent to move via a brain–machine interface (BMI) [or
sometimes brain–computer interface (BCI)]. So-called
direct brain–machine interfaces utilize arrays of intracor-
tical recording electrodes to sense action potentials from a
host of individual neurons in regions of the brain where
cells code for movement and its intent. A number of
research teams have in recent years demonstrated the
feasibility of recording and processing movement related
signals from cortex (in both animals and in humans), and
then enabling the subject to control computers or devices
directly through such processed thought (218–220). Ulti-
mately, BMI technologies hold promise that paralyzed
individuals might one day be able to control FES devices
for movement restoration with little or no effort or learning
other than forming the simple intent to move (221).

THERAPEUTIC EFFECTS OF ELECTRICAL STIMULATION

While this article is focused mainly on electrical stimula-
tion therapies for restoring lost function, it is important to
recognize that electrical stimulation techniques are used
also for therapeutic reasons. A recent review summarizes
the current state of therapeutic and neuroprosthetic
applications of electrical stimulation after spinal cord
injury and identifies some future directions of research
and clinical and commercial development (222). Functional
electrical stimulation therapy individually and in combi-
nation with other rehabilitation therapies also is being
utilized after incomplete spinal cord injury to influence
the plasticity within the nervous system for improved
recovery (9,223–228).

Therapeutic electric stimulation (TES) can affect the
restoration of muscle strength (229). Therapeutic electric
stimulation in humans has been shown to prevent muscle
atrophy thereby increasing muscle cross-sectional area,
torque, and force (230–234). Such electrical therapy has
been effective in reversing the increased fatigability
associated with the change in fiber type in both animals
(31–37) and humans (56,59–61,65–67) after spinal cord
injury. Electrical stimulation has also been able to reduce
spasticity among patients with neurological disorders
(reference).

While osteoporosis has been prevented in the limbs of
paralyzed individuals, in menopausal women, and in the
elderly and fracture patients through electrical stimula-
tion therapy (235–240), certain other studies have shown
little or no change in bone density (235,241–244). These
contradictory results suggest the importance of other char-
acteristics, such as the stimulation patterns, specifications
for training (intensity, duration, loading), and the time
postinjury. Enhancing fracture–wound healing is another
therapeutic application of electrical stimulation (245–249).
The theory here is to attract negatively or positively
charged cells into the wound area, such as neutrophils,
macrophages, epidermal cells, and fibroblasts that in turn
will contribute to wound healing processes by way of their
individual cellular activities (250). Electrical stimulation
may also play a role in wound healing through improved
blood flow (251,252), prevent occurrence of pressure sores
thereby improving general tissue health (253). A recent
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review details all the theories suggested and experimental
studies and clinical trials performed on wound healing
through electrical stimulation (254).

Recent applications of electrical stimulation have also
been successful in altering neural function. For example,
deep brain stimulation (DBS) is being used to treat a variety
of disabling neurological symptoms, most commonly the
debilitating symptoms of Parkinson’s disease (PD), such
as tremor, rigidity, stiffness, slowed movement, and walking
problems [for a review, see (255,256)]. Deep brain stimula-
tion uses a surgically implanted, neurostimulator approxi-
mately the size of a stopwatch. The implanted device
delivers electrical stimulation to targeted areas in the brain
that control movement, blocking the abnormal nerve signals
that cause tremor and PD symptoms. Vagal nerve stimu-
lator (VNS), approved by the FDA in 1997 are used to treat
patients with intractable epilepsy. These devices controls
seizures by sending electrical pulses to the vagus nerve
(257,258). Transcutaneous electrical nerve stimulation
(TENS), wherein electrical signals are sent to underlying
nerves, can relieve a wide range of chronic and acute pain
(259). The TENS devices are small battery-powered stimu-
lators that produce low intensity electrical signals through
electrodes on or near a painful area, producing a tingling
sensation that reduces pain. Chronic electrical stimulation
of the GI tract has been found to be a potential therapy for
the treatment of obesity (260–262). It is clear that in future
development of electrical stimulation technologies many
devices will be designed to achieve both therapeutic and
functional outcomes.
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GAMMA KNIFE

STEVEN J. GOETSCH

San Diego Gamma Knife Center
La Jolla, California

INTRODUCTION

The Leksell Gamma Knife is one of the most massive
and costliest medical products ever created (see Fig. 1).
It is also one of the most clinically and commercially
successful medical products in history, with > 180 units
installed worldwide at this writing. The device is used
exclusively for the treatment of brain tumors and other
brain abnormalities. The Gamma Knife, also known as
the Leksell Gamma Unit, contains 201 sources of radio-
active cobalt-60, each of which emits an intense beam
of highly penetrating gamma radiation (see Cobalt-60
units for radiotherapy). Due to the penetrating nature
of the gamma rays emitted by these radiation sources,
the device must be heavily shielded, and therefore it
weighs � 22 tons. The Gamma Knife must also be
placed in a vault with concrete shielding walls 2–4-ft
thick.

This remarkable device is used in the following way: A
patient known from prior medical diagnosis to have a
brain tumor or other treatable brain lesion, is brought to a
Gamma Knife Center on the selected day of treatment.
Gamma Knife treatment is thus intended for elective
surgery and is never used for emergency purposes. The
patient is prepared for treatment, which normally occurs
with the patient alert and awake, by a nurse. Then, a
neurosurgeon injects local anesthetic under the skin of

the forehead and posterior of the skull. He/she then
affixes a stereotactic head frame (see Fig. 2) with sharp
pins to the patient’s head (much like a halo fixation device
for patients with a broken neck). The patient is trans-
ported by wheelchair or gurney to a nearby imaging
center where a Computed Tomography (CT) X-ray scan
or a Magnetic Resonance Imaging (MRI) scan of the brain
(with the stereotactic head frame on) is obtained (see
articles on Computed Tomography and Magnetic Reso-
nance Imaging). Specially constructed boxes consisting of
panels containing geometric localization markers are
attached to the stereotactic frame and surround the
patient’s head during imaging. The markers contained
in the localization boxes are visible on the brain scan, just
outside the skull (see Fig. 3). All imaging studies are then
exported via a PACS computer network or DAT tape (see
the article on Picture Archiving and Communication Sys-
tems) into a powerful computer, where a treatment plan is
created. A neurosurgeon, a radiation oncologist, and a
medical physicist participate in the planning process.
When the plan is satisfactorily completed, the patient
(still wearing the stereotactic frame) is brought into the
treatment room. The patient is then placed on the couch
of the treatment unit and the stereotactic frame is docked
with the trunnions affixed to the helmet (see Fig. 4). After
the staff members leave the room and the room shielding
doors are closed, the Gamma Knife vault door automati-
cally opens and the patient couch is pushed forward into
the body of the device, so that the holes in the collimating
helmet line up with the radiation source pattern inside
the central body of the device. The treatment begins at
that point. Any given patient may be treated in this
manner with a single ‘‘shot’’ (e.g., treatment) or with

Figure 1. The Leksell Gamma Unit Model U for treatment of
patients with brain tumors and other brain abnormalities.

Figure 2. Patient with Leksell Model G stererotactic frame affixed
to their head. This frame restricts patient motion during imaging
and treatment and also allows placement of fiducial markers to
localize the volume to be treated.
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many shots (30 or more in some cases). The collimating
helmet may be changed to use one or more of the available
helmet sizes, corresponding to a roughly spherical volume
4, 8,14, or 18 mmindiameter.At theconclusion of treatment,
the stereotactic frame is removed and most patients are
then discharged. Thus Gamma Knife radiosurgery is most
commonly performed on an outpatient basis.

Gamma Knife radiosurgery has shown rapidly increas-
ing acceptance, since the first commercial unit was intro-
duced at the University of Pittsburgh in 1987 (1). Despite
the high purchase price (a little >$3 million) and single
purpose, Gamma Knife units are widely available in the

United States, Europe, Asia, and other parts of the world.
All units are manufactured by Elekta Instruments, of
Stockholm, Sweden. Use of this device can eliminate the
need for open surgery of the brain. Modern surgical tech-
niques and nursing follow-up have reduced the death rate
due to brain surgery from as much as 50% in the 1930s to
<1% in the United States in 2002. However, Gamma Knife
patients most commonly do not have to remain overnight in
the hospital at all (an important consideration in a very
cost conscious healthcare environment), while craniotomy
patients typically have a 2–5 day stay. Conventional brain
surgery patients sometimes require 30 days or more of
hospitalization if extremely adverse effects occur. Thus,
the cost of the Gamma Knife outpatient procedure is
typically far less than that for inpatient open brain sur-
gery. Recovery of the patient is much more rapid for
Gamma Knife patients, with most patients going home
immediately and returning to work or other normal rou-
tines in 1–2 days.

EARLY HISTORY OF THE DEVICE

Gamma Knife radiosurgery was an outgrowth of several
prior inventions. Dr. Lars Leksell, a Swedish neurosur-
geon, was one of the pioneers in the field of stereotaxis
(see the article on Stereotactic Surgery). Dr. Leksell was
motivated to find minimally invasive ways to treat brain
abnormalities by the appalling death rate for early twen-
tieth century brain surgery, which could be as high as
50% (2). Leksell was one of the first surgeons to create a
workable stereotactic frame (in 1949) that could be
affixed to a patients skull, together with a set of indexed
external markers (called fiducials) that were visible on
an X-ray of the patient’s head. Only primitive brain
imaging procedures were available in 1950 to the late
1970s, so stereotactic surgery patients had to undergo a
painful procedure called pneumoencephalography. A
lumbar puncture was used to introduce air into the
spinal canal while the patient (strapped into a special
harness) was manipulated upside down, back and forth,
while air was injected under positive pressure to displace
the cerebro-spinal fluid in the ventricles of the brain. A
pair of plane orthogonal X-ray images (anterior–poster-
ior and lateral) were then taken. Since the air-filled
ventricles were well imaged by this technique, standard
atlases of the human brain such as Schaltenbrand and
Wahren (3) were then used to compute the location of the
desired target relative to these landmarks. The imaging
procedure alone was considered extremely painful and
typically required hospitalization. The early stereotactic
frames were applied by drilling into the patient’s skull
and driving screws into the calvarium (outer table of
the skull), which was then topped with a Plaster of Paris
cap that could be rigidly fixed. A twist drill could then
be guided to create a small hole (a few millimeters in
diameter) in the patient’s skull, through which a cathe-
ter could be passed to a designated target, such as the
globus pallidum for treatment of Parkinsons disease. A
radio frequency transmitter was passed through the
catheter and a small volume of tissue was heated to high
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Figure 3. Axial MRI scan of patients brain, with external fiducial
markers filled with copper sulfate solution to enable localization of
target volumes.

Figure 4. Supine patient in position for treatment in Gamma
Knife. Stereotactic head frame is carefully docked with trunnions,
which slide in precise channels in the secondary collimator helmet.



temperature, creating a deliberate, controlled brain
lesion. This procedure, though rigorous, was far less
invasive and dangerous than open brain surgery, called
craniotomy.

Leksell then attached an X-ray treatment unit to his
stereotactic frame and used it in 1951 to treat brain struc-
tures without opening of the skull. He called this procedure
‘‘radiosurgery’’, which he defined as ‘‘a single high dose of
radiation stereotactically directed to an intracranial region
of interest’’ (4). Leksell was successfully in treating pre-
viously intractable cases of trigeminal neuralgia, an extre-
mely painful facial nerve disease, by stereotactically
irradiating the very narrow (� 2–4 mm diameter) nerve
as it enters the brainstem. Only a few patients were treated
with this X-ray unit.

Leksell then collaborated with physicist Borge Larsson
in treating patients at a cyclotron located at Uppsala
University near Stockholm beginning in 1957. Tobias
and others had just begun treating patients with proton
therapy (see article on Proton Beam Radiotherapy) at the
University of California Berkeley in 1954. The proton is a
positively charged subatomic particle, a basic building
block of matter, which has extremely useful properties
for treatment of human patients. The charged particles,
accelerated to very high energies by a massive cyclotron
(typically located at a high energy physics research
laboratory) are directed at a patient, where they begin
to interact through the Coulomb force while passing
through tissue. At the end of the proton range, however,
the particles give off a large burst of energy (the Bragg
peak) and then stop abruptly. Leksell and Larsson uti-
lized these properties with well-collimated beams of pro-
tons directed at intracranial targets. A few other centers
in the United States and Russia also began proton therapy
in the 1950s and 1960s.

The Gamma Knife was invented in Stockholm, Sweden
by Leksell and Larsson and was manufactured (as a pro-
totype) by the Swedish shipbuilding firm Mottola. The first
unit had 179 radioactive cobalt-60 sources and was
installed in 1968 at Sophiahemmet Hospital in Stockholm,
Sweden (5). This original unit had three interchangeable
helmets with elliptically shaped collimators of maximum
diameter 4, 8, or 14 mm. Despite the lack of good brain
imaging techniques at that time, the Gamma Knife was
used to successfully treat Parkinson’s disease (a movement
disorder), trigeminal neuralgia (extreme facial pain), and
arteriovenous malformations (AVMs), which are a tangle of
congenitally malformed arteries and veins inside the brain.
Several years later a second nearly identical unit was
manufactured for Leksell when he became a faculty mem-
ber at Karolinska Hospital in Stockholm. The original unit
lay idle for a number of years, until it was donated to UCLA
Medical Center in Los Angeles, where it was moved in 1982
(Fig. 5). It was used in animal research and treated a
limited number of human patients before it was retired
permanently in 1988 (6). The two original, custom-made
Gamma Knife units were unique in the world and did not
immediately enjoy widespread acceptance or gain much
notice. A large number of patients with AVMs began to be
treated at the Gamma Knife Center in Karolinska, by
Dr. Ladislau Steiner, a neurosurgical colleague of Lars

Leksell. Arteriovenous malformations are prone to spon-
taneous hemorrhage that can cause sudden coma or
death. Open surgical techniques for removal of these
life-threatening vascular anomalies were extremely diffi-
cult and dangerous in the 1970s. Patients came from all
over the world to be treated for these AVMs at the Gamma
Knife Center in Stockholm.

In 1984 and 1985, two new Gamma Knife units were
manufactured using Dr. Leksell’s specifications by Nucle-
tec SA of Switzerland (a subsidiary of Scanditronix AB,
Sweden) for installation in hospitals in Buenos Aires,
Argentina and Sheffield, England, respectively (7,8). These
units also had three sets of collimators, which were now
circular in shape, of 4, 8, and 14 mm diameter, but the
number of cobalt-60 sources was increased to 201. The
mechanical tolerance was exquisite: The convergence of
all 201 beams at the focal point was specified as � 0.1 mm.
The total radioactivity was 209 TBq (5500 Ci) and the
sources were distributed evenly over a 160� 608 sector
of the hemispherical secondary collimators (Fig. 6). An ioni-
zation chamber (a type of radiation detector) placed at the
center of a spherical phantom 16 cm in diameter was used to
measure an absorbed dose rate of � 2.5 gray �min�1 for
the Sheffield unit. This was adequate to treat patients
to a large radiation dose in a reasonable period of time.
Both Gamma Knife units were successfully used fo
many years to treat patients in their respective
countries.

A new corporation, called Elekta Instruments, AB, of
Stockholm was created in 1972 by Laurent and Dan Lek-
sell, sons of Lars Leksell, to manufacture neurosurgical
products, including the Gamma Knife, which is now a
trademark of this firm. Elekta created the first commercial
Gamma Knife product, the Model U, and has manufac-
tured all Gamma Knife units worldwide since that time.
This new 201 source unit was installed at the University of
Pittsburgh in 1987 and expanded the available beam dia-
meters to include a fourth secondary collimator with a
nominal diameter of 18 mm (1). The trunnions, which
connect the secondary collimator helmets to the patient,
were now configured to dock with connecting points located
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Figure 5. Original Gamma Knife, after being moved from
Stockholm to UCLA Medical Center in Los Angeles.



on removable Y–Z positioning bars on the patients
headframe. The earliest versions of the Gamma Knife
had required implantation of screws into the patients skull
and covering with Plaster of Paris to achieve this docking.
The unit (like the two previous units) utilized a hydraulic
drive to open the shielding door in the central body and
propel the patient couch into treatment position.

Elekta also introduced a radiation therapy treatment
plan called KULA to calculate the size and shape of the
radiation volume to be treated for each patient and com-
pute the necessary duration of the treatment. The Sophia-
hemmet and Karolinska Gamma Knife Centers had relied
on manual calculations until this time. The KULA plan
could calculate isodose lines (lines of equal radiation dose)
in a two-dimensional (2D) plane, which could then be
manually traced onto an axial brain image. The advent
of stereotactic imaging with computed tomography also
eliminated the need for the difficult and painful pneumoen-
cephalograms and was capable of localizing brain tumors
as well as anatomical targets. The University of Pittsburgh
Gamma Knife Center enjoyed a relatively high degree of
acceptance from the time of installation, and was soon
joined by other Leksell Gamma Units in the United States,
Europe, and Asia.

One drawback of the Leksell Gamma Unit Model U,
which is no longer manufactured, is that it was shipped
to the hospital unloaded and then loaded with cobalt-60
sources on site. This necessitated the shipment of many
tons of shielding materials to create a temporary hot cell,
complete with remote manipulating arms (Fig. 7). A
further difficulty with Gamma Units is that the radio-
active cobalt-60 is constantly being depleted by radio-
active decay. The half-life is cobalt-60 is � 5.26 years,
which means that the radiation dose rate decreases
� 1%/month. The Sheffield Gamma Unit (manufactured
by Nucletec) was reloaded after a number of years of use
by British contractors who had not been involved in
designing or building the unit and it therefore took � 12
months to complete the task. The University of Virginia
Leksell Model U Gamma Unit was the first to be reloaded (in
1995) and it was out of service for only 3 weeks. Never-
theless, the necessity of having the treatment unit down for
a period of weeks after 5–6 years of operation, at a cost
approaching $500,000 with a very elaborate construction
scenario inhibited the early acceptance of these units. A
compensating advantage of the Gamma Unit Model U was
the extremely high reliability of these devices. Routine
maintenance is required once every 6 months and mechan-
ical or electrical breakdowns preventing use of the device
are very rare.

Leksell introduced the Gamma Unit Model B in
Europe in 1988, although it was not licensed in the United
States until 5 years later. The new unit, which strongly
resembles the later Model C (Fig. 8), departed from the
unique spherical shape of the earlier unit and more closely
resembled the appearance of a CT scanner. The source
configuration was changed to five concentric rings (Fig. 6b),
although the number and activity of the cobalt-60 sources
remained the same as in the Model U. The new Gamma Unit
Model B was designed so that the radioactive cobalt-60
sources could be loaded and unloaded by means of a special
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Figure 6. (Upper panel) Collimator helmets for Leksell Gamma
Unit Model U. (Lower panel) Collimator helmet for Leksell
Gamma Unit Models B and C.



11 ton loading device (Fig. 9), without the necessity for
creating a large and costly hot cell. This significantly
reduced installation and source replenishment costs and
speeded up these operations as well. The hydraulic operat-
ing system used to open the shielding doors and to move the
patient treatment couch was replaced with a very quiet
electrically powered system.

Extensive innovations were introduced with the Leksell
Gamma Unit Model C with optional Automatic Positioning
System (APS) in calendar year 2000. This unit was

awarded three American patents and one Swedish patent.
The new unit provided several upgrades at once: a new
computer control system operates the shielding door and
patient transport mechanism and is networked via RS232C
protocol with the Leksell GammaPlan treatment planning
computer. All previous models required manual setting
(and verification) of helmet size, stereotactic coordinates
and treatment time for each shot. An optional APS system
(Fig. 10) has motorized trunnions that permit the patient to
be moved from one treatment isocenter to another without
human intervention. This automated system can only be
utilized if the secondary helmet, gamma angle (angle of
patients stereotactic frame Z axis with respect to the long-
itudinal axis of symmetry of the Gamma Unit helmet) and
patient position (prone or supine) are identical to the
values for these respective treatment parameters as pro-
vided in the final approved treatment plan. In addition, the
isocenters (or shots) are grouped into ‘‘runs’’ having stereo-
tactic coordinates within a predefined distance of each
other (typically �2 cm) so as not to introduce unacceptable
strain on the patient’s neck while their head is being moved
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Figure 8. Leksell Gamma Unit Model C, which strongly resem-
bles the previous Leksell Gamma Unit Model B.

Figure 9. Special loading device for insertion and removal of
cobalt-60 sources with the Leksell Gamma Units Models B and C.

Figure 10. Close-up view of trunnions and helmet of Leksell
Gamma Unit model C with Automatic Positioning System in place.

Figure 7. Loading cobalt-60 sources into Gamma Unit with
remote manipulating arms.



to a new position relative to the immobile body. Within
these limitations the efficiency of a complex treatment plan
can be greatly increased. Additionally, two independent
electromechanical devices verify the positioning of the
patient’s stereotactic coordinates to within 50mm (below
the resolution of the unaided human eye).

THEORY

The invention of the Gamma Knife built on seven decades
of previous experience with radiation therapy (see related
articles). Early external beam radiation treatments used
X-ray sets with low energies, in the range of 100–300 kV,
which have the disadvantage of depositing a maximum
dose at the surface of the skin. This physical characteristic
makes it difficult to treat deep seated tumors without
causing unacceptable damage to the overlying skin and
tissue. Lars Leksell used a 200 kV X-ray set to treat his
first radiosurgery patient in 1951, but abandoned that
technique after only a few patients to work with far more
penetrating proton beam radiotherapy (see article Proton
beam radiotherapy). The disadvantage of proton beam
therapy was that the patient had to be brought to a high
energy physics laboratory, which was not otherwise
equipped to treat sick or infirm patients and was often
located at a great distance from the surgeon’s hospital. This
made treatments somewhat difficult and awkward, and the
cyclotron was not always available. An important break-
through came when two Canadian cancer centers intro-
duced cobalt-60 teletherapy (see article Cobalt-60 units for
radiotherapy) in the early 1950s. Leksell and Larsson
realized that this new, more powerful radiation source
could be utilized in a hospital setting. They also realized
that rotational therapy, where a radiation source is
revolved around a patient’s tumor to spread out the surface
dose, could be mimicked in this new device by creating a
static hemispherical array of smaller radiation sources.
Since Leksell was interested only in treating intracranial
disease, where the maximum patient dimension is only �
16 cm, the device could place radiation sources relatively
close to the center of focus. The Leksell Gamma Knife uses
a 40 cm Source to Surface Distance (SSD), far shorter than
modern linear accelerators (see article Medical linear
accelerator), which typically rotate around an isocenter
at a distance of 100 cm (see Fig. 11). This short SSD allows
the manufacturer to take advantage of the inverse square
principle, which implies that a nominal 30-curie source at
40 cm achieves the same dose rate at the focus as a 187.5

curie source would achieve at 100 cm. This makes loading
and shielding a Gamma Knife practical.

The Gamma Knife treats intracranial tumors or other
targets by linear superposition of 201 radiation beams. The
convergence accuracy of these sources is remarkable: The
radiation focus of the beams converge at the center point of
stereotactic space (e.g., 100, 100, 100 in Leksell coordi-
nates) to within < 0.3 mm. Thus the targeting accuracy of
treatment of brain tumors is essentially not limited at all
by mechanical factors, and is primarily limited by the
inaccuracy of imaging techniques and by target definition.
Each cobalt-60 beam interacts by ionization and excitation
(primarily by Compton scattering) as it passes through the
skull of the patient. The intensity of each beam is dimin-
ished by � 65% while passing through 16 cm of tissue (a
typical skull width, approximated as water for purposes of
calculation). At the mechanical intersection of all 201
radiation sources, which are collimated to be 18, 14, 8,
or 4 mm in diameter, the useful treatment volume is
formed (see Fig. 12). Outside this volume the radiation
dose rate drops off precipitously (90% of Full Maximum to
50% in 1 mm for the 4 mm beam) thereby mimicking the
behavior of protons at the end of their range. The mathe-
matics of this 3D convergent therapeutic beam irradiation

372 GAMMA KNIFE

Figure 11. Geometry of sources installed in
Leksell Gamma Units.
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Figure 12. Illustration of convergence of 201 radiation beams to
create treatment volume.



is relatively simple: The radiation absorbed dose adds up in
linear superposition.

DðPÞ ¼ Dfi=
X

Dfi � ½dfs=ðdfs � dzÞ
2 � mdz

where D(P) is the total dose at arbitrary point P, Dfi is the
relative contribution from source i to the total dose at the
point of focus, dfs is the distance from the source to the focus
(40 cm), dz is the distance along the beam axis from the
focal point to intersection with the perpendicular from
point P, and m is the linear attenuation coefficient for
Co-60 gamma radiation in tissue.

A radiation therapy treatment planning code (see article
Radiation Therapy Treatment Planning) called Leksell
GammaPlan is provided by the manufacturer for the
purpose of preparing treatment plans for the Leksell
Gamma Unit for use with human patients. An early treat-
ment plan called KULA calculated treatment time and
created a 2D plot of lines of equal radiation dose (or isodose
lines), but with severe limitations. The early code could
only calculate plans with a single center of irradiation
(called an isocenter in general radiosurgery applications,
or a ‘‘shot’’ in Gamma Knife usage). Calculated isodose
lines had to be transferred by hand from a plot to a single
CT slice in the axial plane. In 1991 the Leksell GammaPlan
software was introduced (and premarket clearance by the
FDA was obtained), which permitted on-screen visualiza-
tion of isodose lines in multiple CT slices. The improved
code could calculate and display the results of multiple
shots and could model the effect of ‘‘plugging’’ some of the
201 source channels with thick steel plugs to ‘‘turn off’’
certain radiation sources. The software was written for
UNIX workstations and has rapidly become increasingly
powerful and much more rapid as processing speed and
computer memory increased in the last decade. Leksell
GammaPlan utilizes a matrix of > 27,000 equally spaced
points (in the shape of a cube), which can be varied from 2.5
cm on a side to 7.5 cm on a side. Within this cube a
maximum radiation dose is computed from the linear
superposition of all 201 radiation beams (some of which
may be plugged), from collimator helmets of 18, 14, 8, or 4
mm diameter, and this calculation is integrated over each
‘‘shot’’. More than 30 different shots (each with a discrete X,
Y, and Z stereotactic coordinate, in 0.1 mm increments) can
be computed and integrated, with user selectable relative
weighting of each shot. Whereas the original KULA plan
required � 15 min for one single shot calculation, modern
workstations with Leksell GammaPlan can now compute
30 shot plans in up to 36 axial slices in < 1 min. Leksell
GammaPlan can now utilize stereotactic CT, MRI, and
Angiographic studies in the planning process. Each study
must be acquired with the stereotactic frame in place and
registered separately. Image fusion is now available.
Figures 13 and 14 give two of the many possible screen
presentations possible with a very sophisticated Graphical
User Interface.

CLINICAL USE OF GAMMA KNIFE

The Gamma Knife has gained widespread acceptance in
the neurosurgical and radiation oncology community as an

effective treatment for many different pathologies of brain
tumors, neurovascular abnormalities and functional dis-
orders. Gamma Knife radiosurgery may in some cases be
used as an alternative to open craniotomy while for other
patients it may be used after previous surgeries have been
attempted. Since Gamma Knife radiosurgery infrequently
requires overnight hospitalization, and generally has a
very low probability of adverse side effects, it may in many
cases be much less costly, with lower chance of complica-
tion and much less arduous recovery.

A typical Gamma Knife procedure is performed after a
patient has been carefully screened by a neurosurgeon, a
radiation oncologist, and a neuroradiologist. The pro-
cedure is scheduled as an elective outpatient procedure
and typically lasts from 3 to 8 h. The first critical step is
placement of a stereotactic frame (see article Stereotactic
Surgery) to provide rigid patient fixation and to allow
stereotactic imaging to be performed with special fiducial
attachments. The exact position of the frame (offset to
left or right, anterior or posterior) is crucial, since the
tumor must be well centered in stereotactic space to permit
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Figure 13. Screen from Leksell GammaPlan illustrating multiple
MRI slices with superimposed isodose display.

Figure 14. Screen from Leksell GammaPlan illustrating angio-
graphic study and three-dimensional display of AVM nidus.



accommodation of the patient’s skull (with the frame
attached) inside the small volume of the secondary collima-
tor helmet. The Leksell Model G frame encloses � 2900 cm3

of accessible stereotactic space, significantly less than other
stereotactic frames which do not have to fit inside the
Gamma Knife helmet. A stereotactic localization study is
immediately performed, using one or more modalities such
as computed tomography, and magnetic resonance imaging.
Patients with vascular abnormalities may also undergo an
angiographic study: A radiologist inserts a thin catheter
(wire) into a vein in the patient’s groin and then carefully
advances the wire up through one of the major arteries
leading to the brain, then into the area of interest. The
catheter is then used to inject X-ray opaque dye, which
reveals the extent of the vascular lesion (see Fig. 14). These
imaging studies must then be promptly networked (via a
hospital PACS system) to the planning computer. There the
images are registered from couch coordinates (left-right,
in-out, up-down) to stereotactic space (X, Y, and Z). At that
point, each individual point in the brain corresponds to a
specific stereotactic coordinate, which can be identified from
outside the brain.

Gamma Knife radiosurgery, both in the United States
and worldwide, has enjoyed a very rapid acceptance since
the first commercial unit was produced in 1987. The
number of procedures performed annually, subdivided by
indication, is compiled by the nonprofit Leksell Society.
Only results voluntarily reported by Gamma Knife centers
are tallied, with no allowance for nonreporting centers,
so their statistics are conservative. The growth in use of
this device has been explosive, with < 7000 patients treated
worldwide by 1991 and > 297,000 patients reported
treated through December, 2004 (see Fig. 15). This par-
allels the increase in number of installed Leksell Gamma
units, going from 17 in 1994 in the United States to 96
centers by the end of 2004. The number of Gamma Knife
cases reported performed in the United States has
increased by an average of 17%/year for the last 10 years,
a remarkable increase. Table 1 indicates the cumulative
number of patients treated with Gamma Knife radiosurgery
in thewesternhemisphereand worldwide throughDecember,
2004, subdivided by diagnosis.

Treatment objectives for Gamma Knife patients vary
with the diagnosis. The most common indication for treat-
ment is metastatic cancer to the brain. An estimated

1,334,000 cancers (not including skin cancers) were diag-
nosed in the United States in calendar year 2004. Approxi-
mately 20–30% of those patients will ultimately develop
metastatic tumors in the brain, which spread from the
primary site. These patients have a survival time (if not
treated) of 6–8 weeks. The treatment objective with such
patients is to palliate their symptoms and stop the growth
of known brain tumors, thereby extending lifespan. A
recent analysis (9) reported a median survival of patients
treated with radiosurgery of 10.7 months, a substantial
improvement. Approximately 18,000 patients were diag-
nosed with primary malignant brain tumors in the United
States in calendar year 2004, with 13,000 deaths from this
cause. Patients with primary malignant brain tumors (i.e.,
those originating in the brain) have a lifespan prognosis
varying from 6 months to many years, depending on the
grade of the pathology. Many glioma patients are offered
cytoreductive brain surgery to debulk the tumor and may
have an extended period of recovery and significant loss of
quality of life afterwards. At time of tumor recurrence for
these patients, the noninvasive Gamma Knife procedure
may accomplish as much as a second surgery, while spar-
ing the patient the debilitation of such a procedure. Recent
reports in the clinical literature indicate that Gamma
Knife radiosurgery is effective in improving survival for
glioma patients.

Many patients with nonmalignant brain tumors are also
treated with Gamma Knife radiosurgery. Meningiomas are
the most common nonmalignant brain tumor, arising from
the meninges (lining of the brain) as pathologically altered
cells and causing neurological impairment or even death.
Approximately 7000 new meningiomas are diagnosed
in the United States each year. Most grow very slowly
(� 1 mm � year�1) while the most aggressive tumors may
grow rapidly to as much as 12–15 cm in length and may
even invade the bone. Gamma Knife radiosurgery has been
reported for treatment of meningioma as far back as 1987
and is considered a well-established treatment for this
extremely persistent disease, with > 1000 Gamma Knife
treatments reported for meningioma in the United States
during calendar year 2001. Another common nonmalig-
nant tumor is the acoustic neuroma (also called vestibular
schwannoma), which arises from the auditory nerve
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Figure 15. Cumulative number of Gamma Knife patients treated
worldwide from 1991 through December, 2004.

Table 1. Cumulative Reported Gamma Knife Radiosur-
gery Procedures through December, 2004

Indication

Western
Hemisphere
Procedures

Worldwide
Procedures

AVM and other vascular 9,793 43,789
Acoustic neuroma 7,719 28,306
Meningioma 11,016 36,602
Pituitary adenoma 3,577 24,604
Other benign tumors 3,137 14,884
Metastatic brain tumors 29,285 100,098
Glial tumors 7,727 20,614
Other malignant tumors 1,501 6,492
Trigeminal neuralgia 11,609 17,799
Other functional disease 1,135 4,441
TOTAL INDICATIONS: 67,336 297,529



(cranial nerve VIII). It can cause deafness and imbalance,
and in severe cases motor impairment as it compresses the
brainstem. The incidence of newly diagnosed acoustic neu-
romas is 2500–3000/year in the United States. Craniotomy
for acoustic neuroma is among the most challenging brain
operations, typically requiring 8–24 h on the operating
table. Potential complications range from loss of residual
hearing to devastating facial palsy to cerebrospinal fluid
leak requiring as much as 30 days of hospitalization.
Extremely high control rates of up to 97% (no additional
tumor growth or moderate shrinkage) have been reported
for Gamma Knife radiosurgery of these tumors with extre-
mely low complication rates (10). This may explain why
>1000 acoustic neuromas were treated with Gamma Knife
radiosurgery in the United States during Calendar Year
2003, nearly one-third of all such tumors diagnosed that
year.

Arteriovenous malformations are a rare genetic disor-
der of the vascular system of the brain and spinal cord.
Estimates of incidence ranges from 5 to > 600/100,000
people. The lesion consists of a tangle of abnormal arteries
and veins that may not be detected until late in life. The
AVMs can cause debilitating headaches, epileptic seizures,
coma, and even sudden death due to cerebral hemorrhage.
Arteriovenous malformations were first described in the
1800s and the first surgical resection was credited to
Olivecrona in Stockholm in 1932. The AVMs were categor-
ized by Spetzler and Martin into five distinct surgical
categories in order of increasing surgical risk and one
additional category for inoperable lesions (11). Surgery
for these lesions remained extremely challenging until late
in the twentieth Century. Therefore, when angiography
became available in the 1960s, Ladislau Steiner (a neuro-
surgical colleague of Lars Leksell at Karolinska Hospital)
began to treat AVMs with the Gamma Knife as early as
1970 (12). A large number of AVMs were treated in the
early days of Gamma Knife radiosurgery both because of
the extreme risk of open surgery and the early success with
this technique in obliterating these lesions. Recent clinical
studies report an obliteration rate for these lesions of 75–
85% within 3 years of Gamma Knife radiosurgery, with
similar obliteration rates if a second Gamma Knife treat-
ment is necessary. Over 33,000 AVMs have been treated
with Gamma Knife radiosurgery worldwide, making it the
second most common indication after metastatic brain
tumors.

Trigeminal neuralgia is a neurological condition
marked by excruciating pain of the fifth cranial nerve that
enervates the face in three branches between the eyebrows
and the jawline. The pain may be caused by a blood vessel
pressing on a nerve, by a tumor, by multiple sclerosis, or for
unknown reasons. This is the first condition ever treated by
Lars Leksell, using a 200 kVp X-ray unit affixed to a
stereotactic frame in a treatment performed in 1951.
The root entry zone of the nerve as it enters the brainstem
is the target volume. The nerve diameter at that point is
only 2–4 mm and the consequences of a geometric miss
with the radiosurgery treatment volume accidentally being
directed to the brainstem could be quite severe. Alternative
treatments include injection of glycerol into the cistern
under radiographic guidance, radio frequency ‘‘burn’’ of

the nerve under radiographic guidance and microvascular
decompression which is a fairly major brain surgery. Phy-
sicians at the University of Pittsburgh recently reviewed
their first 10 years of treatments on 202 trigeminal neur-
algia patients and found that > 85% had complete or
partial relief of pain at 12 months after Gamma Knife
radiosurgery (13). Over 12,500 patients with trigeminal
neuralgia have been treated with Gamma Knife radiosur-
gery at this writing.

QUALITY CONTROL/QUALITY ASSURANCE

Quality Control and Quality Assurance for Gamma Knife
radiosurgery is of critical importance. Unlike fractionated
radiation therapy, Gamma Knife treatments are adminis-
tered at one time, with the full therapeutic effect expected
to occur in weeks, months, or years. Errors in any part of
the radiosurgery process, from imaging to planning to the
treatment itself could potentially have severe or even fatal
consequences to the patient. An international group of
medical physicists published a special task group report
on Quality Assurance in stereotactic radiosurgery in 1995
(14) and the American Association of Physicists in Medi-
cine discussed Quality Assurance for Gamma Knife radio-
surgery in a task group report in that same year (15). Each
group stressed the need for both routine Quality Control on
a monthly basis, examining all physical aspects of the
device, and calibration of radiation absorbed dose measure-
ments with traceability to national standards. Both groups
also emphasized detailed documentation and independent
verification of all treatment parameters for each proposed
isocenter before the patient is treated. An Information
Notice was published by the U.S. Nuclear Regulatory
Commission (NRC) on December 18, 2000 that documented
16 misadministrations in Leksell Gamma Knife radiosur-
gery cases in the United States over a 10-year period (16).
The Nuclear Regulatory Commission defines a misadmi-
nistration as ‘‘A gamma stereotactic radiosurgery radiation
dose: (1) Involving the wrong individual, or wrong treat-
ment site; or (2) When the calculated total administered
dose differs from the total prescribed dose by > 10% of the
total prescribed dose.’’ Fifteen of the 16 incidences were
ascribed to human error while utilizing the Leksell Gamma
Knife models U, B, and B2. Six of the reported errors
involved setting incorrect stereotactic coordinates (often
interchanging Y and Z coordinates). Two errors occurred
when the same shot was inadvertently treated twice. One
error involved interchanging left and right side of the
brain. One error involved using the wrong helmet. No
consequences to patients were reported, but would be
expected to be minor in most of the reported cases.

It is important to note in this respect that the new
Leksell Gamma Unit Model C with (optional) Automatic
Positioning System has the potential to eliminate many of
the reported misadministrations. The older Leksell
Gamma Unit Models U and B are manual systems in which
the treatment plan is printed out and hand carried to the
treatment unit. Stereotactic coordinates for each of the
isocenters (shots) are set manually by one clinician and
checked by a second person. It is thus possible to treat the
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patient with the wrong helmet, prone instead of supine,
wrong gamma angle, incorrect plugged shot pattern,
wrong time, or to repeat or omit shots. The operation of
the new Model C Gamma Unit is computer controlled. The
Leksell GammaPlan workstation is networked via an
RS232C protocol with full error checking, thus transfer-
ring the treatment plan electronically. The shots may be
treated in any order, but no shot may be repeated and
the screen will indicate shots remaining to be treated. The
helmet size is remotely sensed and treatment cannot
commence if an incorrect helmet is selected. If the optional
Automatic Positioning System is used, the X, Y, and Z
stereotactic coordinates are automatically sensed to
within 0.05 mm. The device will not permit treatment
until the X, Y, and Z coordinates sensed by the APS
system match those indicated on the treatment plan.
Thus, it appears that all of the 15 misadministrations
due to human error as reported by the Nuclear Regulatory
Commission would have been prevented by use of the
Model C with APS.

RISK ANALYSIS

The concept of misadministration should be placed in the
larger concept of risk analysis. All medical procedures have
potential adverse effects and, under state laws, patients
must be counseled about potential consequences and sign
an informed consent before a medical procedure (even a
very minor procedure) may be performed. The relative risk
of misadministration of Gamma Knife misadministration
may be computed, utilizing the NRC report and data from
the Leksell society on number of patients treated per year
in the United States. Since � 28,000 patients received
Gamma Knife radiosurgery between 1987 and 1999, while
16 misadministrations were reported during the same
interval, a relative risk of misadministration of 0.00057
per treatment may be computed for that period. Using the
most recent year (1999) for which both NRC and patient
treatment data are available, the relative risk drops to
0.0001/patient treatment.

These risks may be compared with other risks for
patients undergoing an alternative procedure to Gamma
Knife radiosurgery, namely, open craniotomy with hospital
stay (17). A report by the National Institute of Medicine
estimates that medical errors kill between 44,000 and
98,000 patients/year in the United States (18). These
deaths reportedly occur in hospitals, day-surgery centers,
outpatient clinics, retail pharmacies, nursing homes, and
home care settings. The committee report states that the
majority of medical errors do not result from individual
recklessness, but from basic flaws in the way the health
system is organized. A total of 33.6 million hospital admis-
sions occur in the United States each year, which yields a
crude risk estimate range of 0.0013–0.0029 death per
admission to hospital or outpatient facility.

A second source of inadvertent risk of injury or death
must also be considered. The National Center for Infectious
Diseases reported in December, 2000 that an estimated
2.1 million nosocomial (hospital based) infections occur in
the United States annually (19). These infections are often

drug resistant and require extremely powerful antibiotics
with additional adverse effects. Given that there are 31
million acute care hospital admissions annually in the
United States, the relative risk of a hospital based infection
may be computed as 0.063/patient admission, or roughly
one chance in 16. The risk of infection from craniotomy was
given by the same report as 0.82/100 operations for the
time period January, 1992–April, 2000.

The Leksell Gamma Knife Model C system is one exam-
ple of a computer-controlled irradiation device. The rapidly
developing field of Intensity Modulated Radiation Therapy
(IMRT) is the subject of a separate article in this work.
These complex treatments require extraordinary care on
the part of treatment personnel to minimize the possibility
of misadministration. Only rigorous Quality Assurance
and Continuing Quality Improvement in radiation oncol-
ogy can make such treatments safe, reliable and effective.
Leveson has studied the use of computers to control
machinery which could potentially cause human death
or injury, such as linear accelerators, nuclear reactors,
modern jet aircraft and the space shuttle (20).

EVALUATION

The Leksell Gamma Knife, after a long period as a unique
invention of limited applicability, has enjoyed explosive
growth in medical application in the last 10 years. It is one
of a number of medical instruments specifically created to
promote minimally invasive surgery. Such instruments
subject human patients to less invasive, painful, and risky
procedures, while often enhancing the probability of suc-
cess or in fact treating surgically inoperable patients. Over
297,000 Gamma Knife treatments have been performed
worldwide as of the last tally. Most treatments are success-
ful in achieving treatment objectives in 85–90% of patients
treated. Although the Gamma Knife is the most massive
and probably the costliest single medical product ever
introduced, it has enjoyed widespread commercial and
clinical success in 31 countries. The simplicity and reliability
of operation of the unit make its use an effective treatment
strategy in lesser developed countries where difficult cranio-
tomies may not be as successful as in more developed coun-
tries. The newest version of the unit addresses the issues of
automation, efficiency, treatment verification, and increased
accuracy. The instrument appears to be well established as
an important neurosurgical and radiological tool.
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INTRODUCTION

Terminal gas outlets or vacuum inlets are as common a
fixture today in hospital rooms as stethoscopes. Even
clinics, outpatient surgery facilities, and some nursing
homes utilize them. But how did they get there? And have
they helped medical and nursing staff give better patient
care?

This article is intended to give readers a brief look at
how and why these systems were developed, how they
operate, what hazards they pose, what standards have
been developed to mitigate hazards as well as to standar-
dize operation, and why maintenance of these systems is
very important. In a sense, medical gas and vacuum sys-
tems are a reflection, in part, of how the practice of med-
icine has changed over the past 60–70 years: Both systems
have become more complex and sophisticated in order to
meet and treat more serious illnesses.

The systems discussed below are those involving the
distribution of pressurized gases (or suctioning of air)or the
creation of a vacuum via rigid metal pipes, with the source
of gas or suction not in the same room as the end-use
terminals of the system. Further, the description of these
systems is a generalized one; specific systems may have
different operating characteristics to meet a particular
need. The authority(ies) having jurisdiction (AHJ) should
be consulted for specific locations (e.g., hospital, clinic,
nursing home) and application purpose (medical surgical,
dental, laboratory, veterinary).

Finally, the limited bibliography provided at the end of
this article has been included (1) for readers who wish to
pursue this subject further, and (2) to show the various
standards organizations involved in setting standards
that are used in designing, installing and using these
systems.

GAS SYSTEMS (PRESSURIZED)

To understand how and why the piping of medical gases to
operating rooms and other patient care areas came into
practice, it is necessary to briefly review how the practice of
medicine, and in particular the practice of anesthesiology,
changed from the mid-1800s to the early 1900s, for it was
advances in administering anesthesia that led to the piping
of gases into operating rooms, and from there to many other
patient care areas.

Some History

The first public demonstration of inhalation anesthetics
took place on October 16, 1846 at the Massachusetts Gen-
eral Hospital in Boston. There had been some experimen-
tation prior to this date, but this publicized demonstration
by Dr. John W. Collins clearly showed that patients could
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be kept unconscious as long as necessary and have surgery
performed without their sensing pain. A giant step forward
in the practice of medicine had been achieved.

These first years of anesthesiology were relatively sim-
ple in that only a sponge soaked in ether and placed over
the nose and mouth of patients was used to induce anesthe-
sia. In 1868, Andrews introduced oxygen mixed with
nitrous oxide as an adjunct to inhalation anesthesia. In
1871, cylinders of nitrous oxide became available. In 1882,
cyclopropane was discovered, though it was not until the
1930s that it was found useful for anesthesia. And in 1887,
Hewitt developed the first gas anesthesia machine that
used compressed gases in cylinders.

This controlled unconsciousness sparked a dramatic
increase and change in medical practice and hospital activ-
ities. No longer did patients enter a hospital only for term-
inal care or to feel the cutting edge of a scalpel. Problems
occurring inside the body could now be exposed for exam-
ination and possible correction. And, as anesthesia systems
became more available and sophisticated, the volume and
type of operations increased dramatically. Finally, the dis-
covery that oxygen enrichment helped patients during
anesthesia and operations increased the use of oxygen in
operating rooms tremendously.

By the 1920s, cylinders of oxygen and nitrous oxide were
constantly in motion about hospitals, from loading docks to
storage rooms to operating rooms and back again. But, occa-
sionally, cylinders did not make the entire circuit in one piece.
Thus, the question occurred to healthcare staff: Was there
another, better way to provide gas in operating rooms?

Some sources credit the late Albert E. McKee, who was
working with a Dr. Waters at the University of Wisconsin
Medical Center in the 1920s, with installing the first
medical piped gas system that used high pressure cylinders
of oxygen connected by pipes to outlets in nearby operating
rooms. He (and his counterparts) saw this as a better
method of providing gases to operating rooms. Their instal-
lation had some very positive effects (it also had some
negative ones that will be discussed shortly):

1. There was an immediate reduction in operating costs.
Instead of many small cylinders, fewer but larger
cylinders could be utilized, with concurrent reduction
in the unit cost per cubic foot of gas. (It has been
reported to this author that the amount saved after
McKee installed his system was sufficient to pay the
salaries of the University of Wisconsin anesthesiology
departmental staff.) Fewer cylinders also meant less
loss of residual gas that remained in empty cylinders.
When individual cylinders were used, they would be
replaced when the pressure inside the cylinder
dropped down to�500 psi (lb � in�2 or 3448 kPa); when
two or more cylinders were manifolded together as a
source, however, individual cylinders could be allowed
to go down to � 40 psi (276 kPa), since there were
other cylinders in the system from which gas could be
drawn.

2. This method provided immediate access to gases.
Operating room staff only needed to connect hoses
to gas outlets to obtain gas. The large supply at the

central dispersion point could be monitored by one
person (instead of each anesthesiologist worrying
about their own individual small cylinders). Since
several large cylinders were grouped together, when
one became empty, or nearly empty, others could be
switched on line and the empty one replaced. Thus,
operating room staff were assured of a constant
supply of gas.

3. Safety was improved. No longer were cylinders, with
their inherent hazards, inside the operating room.
Cylinder movement around the hospital was drama-
tically reduced.

Industry had been using gas under pressure in pipes
since the late 1800s (e.g., street lamps). Piping gases
around a hospital was, thus, a natural extension of this
methodology, though components had to be modified to
meet medical needs. These new installations were not
without problems, however. The system had to be leak-
free, since an escape and buildup of gases (flammable or
oxidizing) within a building was dangerous. Also, having
these gases carried in pipes around a healthcare facility
meant that an incident in one place now had a means of
becoming an incident in another place. Finally, if more
than one gas were piped, the possibility of cross-connection
and mixing of gases existed (and cross-connecting of some
gases can create explosive possibilities).

This last problem was of particular concern since initi-
ally there was no restriction on the piping of flammable
anesthetic gases. Several institutions, including the Uni-
versity of Wisconsin, installed systems to pipe ethylene
gas. Even though the standardization of terminal connec-
tors began in the late 1940s, explosions in operating rooms
continued to occur. While the number of such incidents was
not large, the occurrence was always devastating, almost
always killing the patient, and sometimes maiming med-
ical–surgical–nursing staff. In 1950, the National Fire
Protection Association (NFPA) Committee on Hospital
Operating Rooms proposed a number of changes, including
prohibiting the piping of flammable anesthetic gases. The
proposal, adopted by the NFPA membership, eliminated
one possible source of explosions and fire.

The relatively recent introduction (late-1940s) of storing
a large volume of oxygen on-site in a liquid state presented
a new host of concerns. While large-volume storage
replaced the use of many cylinders, it vastly increased
the amount of oxygen in one location and introduced the
hazard associated with gas in a cryogenic state (i.e., gas at
an extremely low temperature).

System Components

The following is a general description of components used
in piped gas systems today (Fig. 1). An actual system may
not utilize all these components. However, all systems have
certain minimum safety features, as discussed below. In
addition, standardization of some components (e.g.,
threaded station outlet connections) and practices (e.g.,
operating pressures) has evolved over the years, which
will be discussed later as well.
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Gases. The most common nonflammable medical gases
piped under pressure today include medical air, oxygen,
nitrogen, and nitrous oxide. These gases are available from
manufacturers in cylinders into which a large volume of
the gas has been compressed. The pressure of the gas in
these cylinders can be > 2000 psig (13.8 GPa). Some of
these gases are also available in a liquefied state, through a
refrigeration process, and are supplied in portable contain-
ers or in large stationary bulk units (tanks). (When the gas
is used, it is allowed to evaporate and return to its gaseous
state.) The gas in the liquefied state is placed under rela-
tively low pressure [� 75 psig (520 kPa)]. One gas (air) can
also be obtained on-site using compressors. Whichever
method is used to obtain a specific gas, it must interface
with the piping portion of the system; that is, the mechan-
ical parts must interconnect. It also means that the pres-
sure of the source gas needs to be regulated to pressure at
which the system is operating. Gas in the liquid state must
be transformed to the gaseous state. For all gases, except
nitrogen, a pressure between 50 and 55 psig (344 and 379
kPa) at station outlets has become the standard. For
nitrogen, which is used to power nonelectric surgical tools,
such as drills, bone saws, and dermatomes, a pressure
between 160 and 185 psig (1103 and 1379 kPa) is used.
This regulation can be likened to electricity and the use of
transformers that are installed between the power gen-
erators of utility companies (where voltages upward of
10,000 V are generated) and buildings where the voltage

is regulated down to 208 or 110 V. In gas systems, these
transformers are called pressure regulators.

In the last few years, other nonpatient medical gases
(called support gases in NFPA 99, Standard for Health Care
Facilities) have begun to be piped. These gases are used for
powering equipment that use pressurized gas in order to
function (e.g., pneumatically operated utility columns).
Gases in this category include nitrogen and instrument air.

Source Equipment

Other devices used at the source portion of the piped gas
system include (1) shutoff valves at prescribed locations so
that a complete or partial shutdown of a source can be
accomplished; (2) check valves to control the direction of
gas flow (i.e., one direction only); (3) pressure-relief valves,
which are preset to vent gas to the atmosphere if the
pressure in a cylinder, container, or pipeline becomes
excessive enough to cause a rupture or explosion if allowed
to continue to increase; and (4) signals to alarm panels to
indicate such conditions as low and high pressure.

A separate reserve supply of the gas is also included in
some piped systems. This reserve serves as a backup if the
main (normal) source is interrupted or requires repair.
This reserve can be adjacent to, or remote from, the main
source. Its remote location precludes both sources from
damage should an accident occur to one source. Such
separation, however, may not always be possible.
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A requirement added in NFPA 99 in the early 1990s
called for a piped bulk-oxygen system that has its source
sources located outside the building to have a separate
connection to the piping system, also located outside of the
building and accessible to a bulk oxygen delivery truck
(ODT). Thus, if both the main and reserve supplies of
oxygen were to fail or become damaged or depleted, the
ODT could be used as the source. This emergency connec-
tion is required only for the oxygen supply because it is a
life-support gas.

Finally, if extra cylinders or containers of gases are
kept stored within a facility or within close proximity to a
healthcare facility, a safe means of storing the gas must be
provided. These storage requirements are intended to
provide safety for occupants should an incident occur
outside the storage room (i.e., in order to protect the
cylinders from adding to the incident), or should an inci-
dent occur inside the storage room (i.e., in order to protect
occupants in the building from the incident in the storage
room).

Piping (Distribution) System. From the source piping is
installed to distribute the gas to patient care areas. (Stan-
dards require gases piped to laboratory areas to be supplied
from a separate system from gases piped to patient care
areas. This is to prevent any backfeeding of gas from
laboratory systems into patient care systems, and to allow
for different pressures where required or desired for
laboratory purposes.) Sizes and locations of main, riser,
and lateral pipes should take into consideration both
present and future needs or plans. As with the source,
shutoff valves and flow-control devices (check valves) are
required by standards at certain locations in the piping
(distribution) system.

Terminal Units (Station Outlets). The endpoints (called
outlets) of the piped gas system are very important since it
must be very clear what gas is flowing to each outlet. To
eliminate any chance of mix-up, noninterchangeable
mechanical connectors have been designed for each type
of gas. These different connectors are similar to the differ-
ent configurations of electrical outlets for 110, 220–208
(single-phase), 220–208 V (three-phase), and so on. Label-
ing of gas outlets and piping is also required. Color coding
of new piping became a requirement in NFPA 99 in 2005.
However, it requires staff to remember the color coding
scheme. It also poses problems for persons who are color-
blind.

Alarm Panels/Monitoring. Because gases are relied
upon for life support, system monitoring is essential and
has become standard practice. Sensors and alarms are
required to be installed in all critical care areas to detect
if the pressure decreases or increases beyond specified
limits (e.g., should someone inadvertently or deliberately
close a shutoff valve). Other sensors are required to detect
when the normal source and/or reserve supply are low and
when the reserve supply has been switched in.

All signals are fed to one or more master alarm panels,
one of which is required to be constantly monitored by
facility staff. The electrical power for these alarms is to

be connected to the facility’s emergency power system so
that alarms will continue to function if normal electrical
power is interrupted. This constant surveillance is required
because of fire hazards that could develop should something
in the system malfunction, and for patient safety should
gas delivery be interrupted. Immediate action (corrective,
responsive) is necessary in either situation.

Installation of Systems. In the early 1990s, concern
about the quality of the installation of medical piped gas
(and vacuum) systems resulted in the technical committee
responsible for piping system requirements listed in NFPA
99, Standard for Health Care Facilities, to revise and
expand requirements for their installation. To assure the
system has been installed according to the design draw-
ings, extensive requirements were included not only for the
installer, but also for a verifier who is to be totally inde-
pendent of the installer, and who tested the system after
everything was connected and readied for operation (i.e.,
for patient use).

Performance Criteria and Standards

When first installed, medical piped gas systems generally
followed the practices then in use for the piping of
nonmedical gases. These practices were considered ade-
quate at the time. In 1932, the subject came to the attention
of the NFPA Committee on Gases, which noted the follow-
ing hazards that the installation of these systems posed for
hospitals:

1. Pipes, running through an extensive portion of a
building into operating rooms, carried gases that
were of the flammable type (those that burn or
explode if ignited) or of the oxidizing type (those that
support and intensify the burning of combustibles
that have been ignited).

2. A large quantity of gas in cylinders was being con-
centrated and stored in one area.

3. The possible buildup of potentially hazardous gas
concentrations existed should the pipes leak.

4. A possible explosion in an operating room was pos-
sible if a hose on an anesthesia machine were con-
nected to the wrong gas.

5. A compromising of patient safety existed in that a
mix-up of gases could be injurious or even fatal.

This notification came in the form of identification of
hazards resulted in a request by the National Board of Fire
Underwriters that this Committee develop a set of guide-
lines on the subject. The Committee studied the subject
and, in 1933, proposed ‘‘Recommended Good Practice
Requirements for the Construction and Installation of
Piping Systems for the Distribution of Anesthetic Gases
and Oxygen in Hospitals and Similar Occupancies, and for
the Construction and Operation of Oxygen Chambers.’’ The
proposed document contained guidance on acceptable
types of piping, the length of pipe runs, the identification
of piping, the kind of manifolds that were acceptable,
and the number and location of shutoff valves. As noted
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in the title, it permitted the distribution of anesthetic
gases, which were flammable. The NFPA did not formally
adopt the proposed Recommended Good Practice until
1934. Over the years, as more knowledge was gained from
the hazards, installation, and use of piped gas systems,
the NFPA standard also changed. In addition, other orga-
nizations prepared standards addressing other aspects of
piped gas systems (1–10). A brief summary of these efforts
follows.

National Fire Protection Association Standards. The
original NFPA document, first designated NFPA 565
and later, NFPA 56F, which in turn was incorporated
into NFPA 99 (11) remained unchanged until 1950 when
the NFPA Hospital Operating Room Committee, working
with the NFPA Gas Committee, recommended that piping
of flammable anesthetic gases be prohibited. Later, spe-
cific safety requirements were added, such as for the
storage of gases, shutoff valve locations, check valves,
line-pressure gages, pressure switches and alarm panels,
and installation and testing criteria. Performance cri-
teria, in the form of operating pressure limits for different
gases, were added because no other organization had
included them in their documents, and uniformity of
systems operations was helpful to both medical staff,
designers, and the industry producing the equipment
for these piped systems.

Other NFPA documents have been developed over the
years that impact on medical piped gas systems. These
include documents on the subjects of emergency electric
power, bulk oxygen supplies, and building construction
(11–16).

Compressed Gas Association (CGA) Standards. The CGA,
an organization of manufacturers of gases and gas equip-
ment, publishes many documents on the subject of gases.
Some of these apply directly to medical gas piping systems;
others are generic and affect any closed gas system. Topics
addressed include gas cylinder criteria; noninterchange-
able connectors for cylinders and terminal outlets; liquefied
gas transfer connections; compressed gas-transfer connec-
tions; and commodity specifications for nitrogen, air,
nitrous oxide, and oxygen (1–6).

Other Organizations. (7–10).

VACUUM SYSTEMS

Some History

The development of vacuum central piped vacuum sys-
tems, in place of portable suction machines, occurred over a
period of time from the late-1940s to the early-1950s. These
systems did not have to face the same unknowns and
problems that the development of piped gases faced 20
years earlier. While they did not pose as great a threat as
piped gases [i.e., they were not carrying oxidizing gases at
50 psig (344.8 kPa)], they did have their own hazards (e.g.,
they carried flammable and/or nonflammable oxidizing
gases around a facility; created patient risks should the
system stop; created possible restrictive contamination of

orifices and low vacuum levels if orifices became clogged or
contaminated; and created excecssive loading on emer-
gency electrical power systems if not properly provided
for in the system). Since many vacuum systems were and
still are installed simultaneously with central piping sys-
tems for gases, they added to the problems associated with
installing two or more systems simultaneously (e.g., cross-
connections, incorrect labeling).

Until vacuum central piping systems were installed,
medicine utilized small portable suction pumps that cre-
ated a vacuum much the same way an ordinary vacuum
cleaner creates suction (Fig. 2). A major difference, how-
ever, is the type of collection container used. For a home
vacuum cleaner, a semiporous bag collects dirt; for a med-
ical vacuum machine, a nonporous ‘‘trap’’ is necessary
because of the products collected (e.g., body fluids of all
kinds, semiliquid bulk material). In addition, a major
problem with portable suction machines is the airborne
bacteria it can spread as it operates. Since vacuum pumps
operate on the principle of moving air from one place to
another, this movement can be unhealthy in a healthcare
setting where airborne bacteria can be infectious. Another
problem with individual suction pumps was their need to
be safe when flammable anesthetics were in use. (This
ceased to be a problem as flammable anesthetics were
replaced by nonflammable anesthetics in the 1960s and
1970s.) A central vacuum system eliminated these two
problems, since it exhausted contaminated air outdoors
and no electric motor was needed in the patient area in
order to provide the vacuum. (It should not be concluded
that portable suction pumps are no longer used. With
bacteria filters now available and used on suction pumps,
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these devices are still quite suitable, in the same fashion
that individual gas cylinders are still used.) It is necessary,
however, that a trap unit be used between the patient and
the vacuum control regulator and station inlet, so that
nothing but air is drawn into the piping system.

The other reason central (add) vacuum systems began to
be installed was the result of studies by the late David A.
McWhinnie, Jr., in the early 1950s that showed the eco-
nomic viability of these systems. Initially, vacuum central
piped vacuum systems served only operating rooms and
specialty areas, such as postanesthesia recovery rooms and
emergency rooms. General patient care areas were added
as demand for suction increased and economics made their
installation viable. The reduction in the spread of airborne
bacteria that central piped vacuum systems provided also
contributed to their installation in general patient care
areas as hospitals become more aware and concerned about
this hazard. Pediatric and neonatal areas were last to
install piped vacuum systems because of concern over what
high degrees of vacuum and flow rates might do to babies
(e.g., damage to very delicate tissues, possible collapse of
newly functioning lungs). With improvements in the reg-
ulation of the degree of vacuum and more staff education,
this concern abated, and piped vacuum systems were
installed in these areas as well.

System Components

A medical piped vacuum system can be diagrammed, as
shown in Fig. 3, in a fashion similar to the piped gas
system described above. However, remember that the
flow of subatmospheric air is opposite to the flow of pres-
surized gases in centrally piped gas systems. Note that
piped vacuum systems require much larger orifices at

inlet terminals than those at outlet terminals for gas
systems because of (1) the pressures involved [i.e., 12
in. (30.5 cm) of Hg (40.6 kPa) (negative pressure) as
opposed to 50 psi (344.8 kPa)]; and (2) the need for high
flow. As noted previously for piped gas systems, the
following description for piped vacuum systems includes
the major components of a large system. Of course, indi-
vidual systems will vary.

Sources for Vacuum. Pumps provide the means by
which suction is created. They draw in the air that exists
within the piped system, and exhaust it via a vent
discharge located on the outside of the building (generally
on a roof) and away from any intake vents. This config-
uration allows exhausted air, which may be infectious, to
dissipate into the atmosphere.

At least two pumps are required to be installed, each
with either one capable of providing adequate vacuum to
the entire system. This redundancy is necessary to keep
the vacuum system functioning in case one pump fails or
needs maintenance. To smooth out pump impulses and
provide a constant vacuum, a receiver (surge tank) is
required to be installed at the source site between the
pumps and the rest of the system. Shutoff valves and check
valves are to be installed for maintenance, and efficiency,
and to shut down the system (or portions of the system) in
the event of an emergency.

Piping (Distribution) System. Like piped gas systems,
the first standard on piped vacuum systems required metal
pipes to be used to connect the various patient care areas to
the receiver. And like gas systems, there were and still
are prescribed locations for shutoff valves, check valves,
vacuum switches, and vacuum-level gages.
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developed for component and total-
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collection unit and a trap are requ-
ired between the inlet terminal and
the patient.



However, because of the subatmospheric operating
pressures and lower concentration of oxidizing gases in a
piped vacuum system as opposed to a piped gas system,
more types of metal pipes are allowed in the first standard
on these vacuum systems. Piping for vacuum systems may
have to be larger than piping for gas systems because of the
level of airflow (vacuum) required by medical staff. Also,
originally, the melting point allowed for joints can be lower
for piped vacuum systems was permitted to be lower than
the 10008 withstand-temperature required for piped gas
systems. However, it is recognized that vacuum systems
are sometimes installed at the same time as gas systems; as
such, it may be prudent in those situations to use one type
of piping throughout in order to reduce the chance of using
the wrong piping and/or brazing on the piped gas system.
In recent years, the committee responsible for piped
vacuum system requirements has gradually required the
type of piping for vacuum systems to be closer to that
required for piped gas systems.

A significant difference of piped vacuum systems from
piped gas systems permits connection of medical labora-
tories into patient care vacuum systems, though with the
stipulation that the connection be made directly into the
receiver and not via the pipes serving patient areas, so that a
fluid trap and manual shut off valve are included. Separate
systems, however, are encouraged.

Terminal Units (Station Inlets). The terminals for
vacuum systems (called inlets), resemble the outlets of
gas systems. Thus, it is required that they be clearly
labeled vacuum or suction. To preclude problems (since
piped vacuum systems sometimes are installed along at
the same time with piped gas systems), the connector used
for vacuum inlets is to be mechanically different from all
gas outlet connectors, thereby reducing the chance of
interconnection of gas and vacuum equipment.

Alarm Panels/Monitoring. Because vacuum is now a
critical tool in the practice of medicine, it, too, requires constant
monitoring. An audible/visual alarm panel (integrated with
one for a piped gas system if also installed) alerts staff to
problems similar to those of gas systems (e.g., pump malfunc-
tion, a drop in vacuum below a prescribed level).

Performance Criteria and Standards

With no vacuum standards in existence, the first piped
vacuum systems installed were based on prevailing
engineering expertise. While vacuum systems may seem
similar to gas systems (e.g., piping, the movement of gas,
although in the opposite direction), the design criteria for
them are very different technically. With a piped gas sys-
tem, after the source gas has been connected, the whole
system reaches and stabilizes at a narrow range of pressure.
In a piped vacuum system, a pump is trying to evacuate
a space and provide a degree of vacuum [measured in
inches of Hg (negative) and in volume displacement
(flow)] at each inlet. In the former, the gas itself within
the system provides a positive pressure and flow; in the
latter, a pump is required to create a subatmospheric
pressure and flow.

In the early 1950s, ineffective performance plagued
many piped vacuum systems. Staff techniques, the lack
of appropriate check valves, and widely divergent pump
sizing contributed to the problems. One city known to have
been investigating the problem was Detroit. During the
1950s, the city attempted to establish a municipal standard
for the piped vacuum systems in city hospitals. Several
of the major manufacturers of vacuum pumps became
involved in the effort. Because general agreement could
not be reached, the manufacturers suggested that industry
try to develop a standard. This led to Compressed Gas
Association (CGA) involvement, since many of its members
were by the late 1950s supplying vacuum pumps and inlet
connectors. In 1961, the CGA released a document (desig-
nated P-2.1) that included recommendations on pumps,
warning systems, piping, installation, and labeling. It also
included recommendations on pump sizing.

During the 1960s, staff practices were improved or
standardized. This included the location of collection bot-
tles (below patient level) and the use of regulator bypasses.
This helped system performance as well. Because there
continued to be differences of opinion in the engineering
world regarding piped vacuum system design, the CGA
approached the NFPA in the early-1970s about the NFPA
developing a medical–surgical vacuum system standard.
The NFPA agreed to the idea and a subcommittee of the
then Committee on Hospitals was established. After tests
of various pumps and suction-therapy equipment, and
surveys of actual systems in hospitals, a recommended
practice (designated NFPA 56K) was adopted by NFPA
in 1980. After 3 years, it was revised and changed to a
standard (being incorporated into NFPA 99, Standard for
Health Care Facilities, at the same time) (11). The NFPA
recommended practice (and then standard) generally con-
tained the same topics as the CGA document. Other stan-
dards that impact piped vacuum systems have been
developed. Most have already been mentioned or listed
for piped gas systems and cover such subjects as cleaning
and purging, pressure testing, and connection for emer-
gency electrical power.

As noted, the initial criteria for installing vacuum cen-
tral piped vacuum systems differed from piped gas sys-
tems. Of late, the major document on the subject (NFPA 99)
has gradually revised piped vacuum system requirements,
particularly on piping material, to that required for piped
gas systems. But if they a piped vacuum system is are
installed alongside a piped gas system at the same time the
gas system is installed, the installation standards of the gas
system should be considered to avoid possible degradation of
the gas system, which requires more stringent standards.

Requirements on piped vacuum system design have also
been deleted from the NFPA 99 document as it was seen to
be outside the scope of the document (NFPA 99 is a mini-
mum performance safety standard), as well as not changed
in the document for > 20 years.

MAINTENANCE OF SYSTEMS

A separate note on maintenance is deemed warranted
because of the inherent hazards posed by piped gas and
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vacuum systems, as well as the high reliance now placed on
these systems by medical–surgical–nursing staff. In the
former, everyone is affected by the hazards; in the latter,
failure of these systems can place patients at considerable
medical risk.

Like any system, periodic maintenance is necessary in
order to assure continuous, and optimum and safe level of
operation. For piped gas or vacuum systems, this includes
visual inspection of exposed pipes and outlets–inlets, sam-
pling of gases (gas systems), measurement of pressures
(gas systems), measurement of flow rates (vacuum sys-
tems), and testing of alarms. Guidance on this subject is
included in such documents as NFPA 99, Standard for
Health Care Facilities (11).

While today’s standards assure a high probability of
a safe and reliable system, mechanical failures can and
do occur, and human error or abuse still remain. Thus,
should a fault of some kind occur, or a wrong connection be
made, periodic maintenance should detect the condition
so that corrective action can be taken before a serious
incident occurs. This maintenance is particularly neces-
sary whenever either system is breached for upgrading,
component maintenance occurs, or system expansion pur-
posesis made. The value of these systems in the treatment
of patients demands no less.

Originial manuscript for this article was reviewed for
technical accuracy by John M.R. Bruner, M.D., W.E. Doer-
ing, William H.L. Dornette, M.D., James F. Ferguson,
Edwin P. Knox, (the late) David A. McWhinnie, Jr., Ralph
Milliken, M.D., and (the late) Carl Walter, M.D.
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GASTROINTESTINAL HEMORRHAGE

R.C. BRITT

L.D. BRITT

Eastern Virginia Medical School
Norfolk, Virginia

INTRODUCTION

Gastrointestinal (GI) hemorrhage is a common medical
problem, with significant morbidity and mortality. Tradi-
tionally, GI hemorrhage was managed by medically support-
ing the patient until the bleeding stopped or surgical
intervention was undertaken. The modern day management
of GI hemorrhage involves a multidisciplinary approach,
including gastroenterologists, surgeons, interventional radi-
ologists, primary care physicians, and intensivists. Despite
the evolution in management of GI hemorrhage, the
mortality rate has remained fairly constant, concentrated
in the elderly with greater comorbidity (1). Additionally,
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medical advances, e.g., proton pump inhibitors, H2

blockers, antimicrobial treatment of Helicobacter pylori,
and endoscopic management have led to a decrease in the
number of operations for hemorrhage, but not in the actual
number of hemorrhages (2). The incidence of upper GI
bleeding has remained relatively constant at 100–150/
100,000 people (3), with an estimated 300,000–350,000
admissions annually and a mortality rate of 7–10% (4).
Lower GI hemorrhage accounts for 20–30% of GI hemor-
rhage, and typically has a lower mortality rate than upper
GI bleeding.

There are three major categories of GI hemorrhage,
including esophageal variceal bleeding, nonvariceal upper
GI bleeding, and lower GI bleeding. Typically, upper GI
bleeding is classified as that bleeding occurring from a source
proximal to the ligament of Treitz, with lower GI bleeding
occurring distally. When bleeding occurs in the upper GI
tract, it can be vomited as bright red blood, referred to as
hematemesis. Slower bleeding from the upper GI tract is
often referred to as ‘‘coffee-ground emesis’’, which refers to
the vomiting of partially digested blood. Black, tarry stool is
referred to as melena, and usually originates from an upper
GI source, with the black color due to the action of acid on
hemoglobin. Visible blood in the stool, or bright red blood per
rectum, is referred to as hematochezia. Hematochezia is
usually indicative of lower GI bleeding, although brisk upper
GI bleeding may also present as hematochezia. The stool may
also be maroon, suggesting the blood has mixed with liquid
feces, usually in the right colon.

INITIAL EVALUATION AND RESUSCITATION

Upon presentation with GI hemorrhage, two large-bore
(16 gauge or larger) peripheral IVs should be placed and
intravascular volume resuscitation initiated with an
isotonic solution. Lactated Ringers is frequently pre-
ferred to 0.9% Normal Saline because the sodium and
chloride concentrations more closely approximate whole
blood. The ABCs of resuscitation are a priority in the
initial evaluation of the massive GI bleed, with careful
attention given to the airway because of the high inci-
dence of aspiration. The patient must be carefully mon-
itored to ensure the adequacy of resuscitation. In the
presence of continued rapid bleeding or failure of the
vital signs to improve following 2 L of crystalloid solu-
tion, the patient should also begin receiving blood. If
type-specific blood is not yet available, the patient may
receive O negative blood.

On presentation, blood is drawn for hematocrit, plate-
lets, coagulation profile, electrolytes, liver function tests,
and a type and cross. Caution must be used when eval-
uating the initial hematocrit, as this does not accurately
reflect the true blood volume with ongoing hemorrhage. A
foley catheter should be inserted to monitor for adequate
urine output as a marker for adequate resuscitation. An
NG tube should be inserted to evaluate for the presence of
upper GI bleeding, as bright red blood per NG tube indi-
cates recent or active bleeding. While clear, bilious aspi-
rate usually indicates that the source of bleeding is not
upper GI, this is not a definite as absence of blood on

nasogastric aspirate is associated with a 16% rate of
actively bleeding lesions found on upper endoscopy (5).

A thorough history is paramount when evaluating a
patient presenting with GI hemorrhage. The clinical his-
tory may suggest the etiology of hemorrhage, as well as
offer prognostic indicators. Important features in the his-
tory include a history of previous bleeding, history of peptic
ulcer disease, history of cirrhosis or hepatitis, and a history
of alcohol abuse. Also important is a history of medication
use, particularly aspirin, nonsteroidals, and anticoagu-
lants. Symptoms the patient experiences prior to the onset
of bleeding, such as, the presence or absence of abdominal
pain, can also be useful in the diagnosis.

A comprehensive physical exam must be done to eval-
uate the severity of the hemorrhage, as well as to assess
for potential etiology. Massive hemorrhage is associated
with signs and symptoms of shock, including tachycar-
dia, narrow pulse pressure, hypotension, and cool,
clammy extremities. The rectal exam may reveal the
presence of bright red blood or melena, as well as evi-
dence of bleeding hemorrhoids in a patient with bright
red blood per rectum. Physical exam is also useful to
evaluate for stigmata of liver failure and portal hyper-
tension, such as, jaundice, ascites, telangiectasia, hepa-
tosplenomegaly, dilated abdominal wall veins, and large
hemorrhoidal veins.

When faced with a patient presenting with GI hemor-
rhage, the complete history and physical exam will help
direct further management by assessing the likely source of
bleed. The initial questions that must be answered to deter-
mine management priorities include whether the likely
source of hemorrhage is from the upper or lower GI tract,
and if the bleeding is from an upper source, whether the
bleed is likely variceal or nonvariceal (Table 1).

UPPER GASTROINTESTINAL BLEEDING

Upper gastrointestinal bleeding is shown in Table 2.

Gastroesophageal Varices

Portal hypertension, defined as an increase in pressure
> 5 mmHg (0.666 kPa) in the portal venous system (6), can
lead to acute variceal hemorrhage. Cirrhosis, related to
either chronic alcohol abuse or hepatitis, is the most com-
mon cause of portal hypertension, and leads to an increased
outflow resistance, which results in the formation of a
collateral portosystemic circulation. Collaterals form most
commonly in the gastroesophageal junction and form sub-
mucosal variceal veins. Patients with isolated splenic vein
thrombosis often form submucosal varices in the fundus of
the stomach. Some 30–60% of all cirrhotic patients will
have varices at the time of diagnosis, and 5–8% develop
new varices each year (7). One-third of patients with
varices will experience variceal hemorrhage, with mortal-
ity from the first variceal bleed as high as 50% (8). Rebleed-
ing occurs frequently, especially in the first 6 weeks. Risk
factors for early rebleeding, within the first 6 weeks,
include renal failure, large varices, and severe initial
bleeding with hemoglobin < 8 g�dL�1 at admission (6).
The risk of late rebleeding is related to the severity of liver
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failure, ongoing alcohol abuse, variceal size, and renal
failure (6).

Variceal bleeding classically presents as massive, pain-
less upper GI hemorrhage in a patient with known cirrho-
sis. The management of acute variceal bleeding requires
attention to adequate resuscitation as well as control of the
active bleeding and minimization of complications related
to the bleed (Fig. 1). Early endoscopy is imperative for the
successful management of variceal bleeding. Frequently,

endoscopy is performed in conjunction with pharmacologic
therapy. Endoscopy is essential to confirm the diagnosis of
bleeding varices, as many patients with cirrhosis bleed
from a source other than varices. Endoscopic sclerotherapy
is effective in managing active variceal hemorrhage
70–90% of the time, and is superior to balloon tamponade
or vasopressin (6). Intravariceal and paravariceal injec-
tions are equally efficacious. Sclerotherapy should be
repeated at 1 week, and then at 1–3 week intervals until
the varices are obliterated. Endoscopic variceal band
ligation achieves hemostasis 90% of the time, and is felt
to have a lower rebleeding and complication rate than
sclerotherapy (9).

Pharmacologic therapy is used in conjunction with early
endoscopy in massive variceal bleeding. Vasopressin,
which works to cause splanchnic and systemic vasocon-
striction and thus decrease portal venous flow, was tradi-
tionally used to control hemorrhage, but its use is limited
by systemic side effects in 20–30% of patients (10). Vaso-
pressin causes systemic vasoconstriction, which is parti-
cularly problematic in patients with coronary artery
disease, in which vasoconstriction may induce myocardial
infarction. Simultaneous administration of intravenous
nitroglycerine will minimize the cardiac complications
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Table 1. Localization of Gastrointestinal Hemorrhage

Diagnosis History Physical Examination

Esophagus

Nasopharyngeal bleeding Epistaxis Blood in nares, blood dripping down
pharynx, evidence for
telangiectasias

Esophagogastric varices Alcoholism, lived in area where schistosomiasis
is endemic, history of blood transfusions
or hepatitis B

Stigmata of chronic liver disease, (e.g.,
gynecomastia, testicular atrophy,
parotid enlargement Cachexia,
Kaposi’s sarcoma, oral candidiasis)

Esophagitis Dysphagia, odynophagia; immunosuppressed,
(e.g., AIDS); diabetes mellitus, lymphoma,
elderly

Esophageal neoplasm Progressive dysphagia for solids Cachexia
Mallory–Weiss tear Retching or vomiting prior to hematemesis Not specific

Stomach

Acute gastric ulcer Intensive care unit setting Comatose, multiple burns, on respirator
Chronic gastric ulcer Peak between 55 and 65 years old Not specific
Acute hemorrhagic gastritis History of aspirin use, intensive care unit setting Similar to acute gastric ulcer
Gastric neoplasm Weight loss, early satiety; obstructive symptoms Cachexia, Virchow’s node; abdominal

mass
Gastric angiodysplasia Elderly Aortic stenosis murmur
Gastric telangiectasia Epistaxis, family history of Osler-Weber-Rendu

disease or history of renal failure
Telangiectasias on lips, buccal

mucosa, palate

Duodenum

Duodenal ulcer Epigastric pain Not specific
Aortoenteric fistula History of abdominal aortic aneurysm repair Laparotomy scar

Colon

Colonic neoplasm Often occult; if located in rectosigmoid
then may have obstructive symptoms

Mass on rectal examination

Cecal angiodysplasia Elderly, recurrent bleeding, low grade Aortic stenosis murmur
Colonic diverticuloses Severe, single episode of bright red blood per rectum Not specific

Table 2. Upper Gastrointestinal Bleeding

Differential Diagnosis of Upper GI Hemorrhage

Gastroesophageal varices
Mallory–Weiss tear
Esophagitis
Neoplasm esophagus, stomach, small bowel
Gastritis: stress, alcoholic, drug-induced
Angiodysplasia of stomach, small bowel
Peptic ulcer disease: stomach, duodenum
Dieulafoy ulcer
Aortoenteric fistula
Hemobilia



associated with vasopressin. Somatostatin, and its long-
acting analog Octreotide, work via inhibition of various
vasodilatory hormones, and therefore inhibit splanchnic
vasodilatation and decrease portal pressure. Somatostatin
is as effective as vasopressin, but without the systemic side
effects (11), and is currently the medication of choice to
reduce portal pressure.

Occasionally, a patient presents with massive variceal
hemorrhage not amenable to endoscopic or pharmacologic

therapy. Balloon tamponade, generally done with the
Sengstaken–Blakemore tube, can be used to achieve
short-term hemostasis, which is successful 60–90% of
the time (12). Caution must be taken to secure the airway
with endotracheal intubation prior to placement of the
tamponade balloon because of the high risk of aspiration.
Care must be used to ensure that the gastric balloon is in
the stomach prior to full insufflation, as migration or
inflation of the gastric balloon in the esophagus can lead
to esophageal rupture. The balloon can be left in place for
24 h, at which time endoscopic band ligation or sclerother-
apy can be performed.

Bleeding that cannot be controlled by endoscopic ther-
apy or that recurs should be managed with portal pressure
reduction. The initial approach currently used is the trans-
jugular intrahepatic portosystemic shunt (TIPS), which
can be done with or without general anesthesia. Potential
benefits to the use of general anesthesia include advanced
management of fluid dynamics by the anesthesiologist and
pain management for the patient. The TIPS method works
by creating a channel between the hepatic and portal veins,
which is kept patent by a metal stent, which achieves
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Table 3. Lower Gastrointestinal Bleeding

Differential Diagnosis of Lower GI Hemorrhage

Colonic diverticular disease
Colonic arteriovenous malformations
Neoplasm: colon, small bowel
Meckel’s diverticulum
Ulcerative colitis
Crohn’s disease
Colitis: infectious, ischemic, radiation-induced
Internal hemorrhoidal disease

Acute Hemorrhage Gastroesophageal Varices 
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- Endoscopy with band ligation  
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- Octreotide 
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Figure 1. Management of acute variceal bleeding.



hemostasis in 90% of patients (13). The downside of TIPS is
related to shunt thrombosis, which can occur early or late
and may result in recurrent variceal bleeding. Approxi-
mately 20% of patients by 1 year and 30% by 2 years
experience recurrent bleeding related to shunt thrombosis
(14,15). Complications related to TIPS procedures include
a 30% rate of encephalopathy, procedure related complica-
tions including inadvertent puncture of the portal vein
leading to massive hemorrhage, stent stenosis and mal-
function, and TIPS-associated hemolysis.

Traditionally, reduction of portal pressure was achieved
by surgical shunt procedures or devascularization. Surgi-
cal shunt procedures include nonselective shunts, which
divert all the portal flow away from the liver, and selective
shunts. Nonselective shunts include the portacaval end-
to-side and side-to-side shunts, the central spleno-renal
shunt, and the interposition portacaval shunt. Nonselec-
tive shunts are successful in achieving hemostasis in the
actively bleeding patient, but frequently lead to hepatic
encephalopathy as well as acceleration of liver failure.
Selective shunts include the distal splenorenal shunt
and the small-diameter mesocaval shunt. The selective
shunts have a lower rate of encephalopathy, but are fre-
quently complicated by uncontrollable ascites given the
continued portal flow. Nonshunt operations, including eso-
phageal transection and devascularization of the gastro-
esophageal junction are rarely used today. In the setting of
emergent operation for ongoing hemorrhage, a nonselec-
tive portacaval shunt is most frequently employed. The
distal splenorenal shunt is the most common shunt used for
elective control.

Once control of active bleeding is achieved, the focus
shifts to prevention of future bleeding. Endoscopic band

ligation is the treatment of choice for long-term manage-
ment of variceal hemorrhage (16). Beta-blockers in combi-
nation with nitrates have been shown to synergistically
lower portal pressures and thus decrease the risk of
rebleeding. Surgical shunting is an option in patients
refractory to endoscopic or pharmacologic therapy, with
the distal splenorenal shunt the most frequently used for
this indication. For patients with liver failure, liver trans-
plantation is effective for both longterm prevention of
bleeding as well as hepatic decompensation and death.

NONVARICEAL UPPER GI BLEEDS

Peptic Ulcer Disease

Peptic ulcer disease is the most common cause of upper GI
hemorrhage; accounting for between 40 and 50% of all
acute upper GI bleeds. Major complications related to
peptic ulcer disease include perforation, obstruction, and
hemorrhage and occur in � 25% of patients, with hemor-
rhage the most common complication. Risk factors for
peptic ulcer disease include infection with H. pylori, non-
steroidal antiinflammatory use, and physiologic stress
related to critical illness. Medical advances including pro-
ton pump inhibitors and H2 blockers have led to a
decreased need for operation for hemorrhage, but no
decrease in the actual number of hemorrhages (17).

Hemorrhage related to peptic ulcer will classically pre-
sent as hematemesis. In the setting of massive bleeding,
the patient may also present with hematochezia. The
patient may give a history of midepigastric abdominal pain
preceding the bleeding. Important elements in the history
include a history of peptic ulcer disease and recent usage of
aspirin or nonsteroidal medications. Adverse clinical prog-
nostic factors include age > 60 years, comorbid medical
conditions, hemodynamic instability, hematemesis, or
hematochezia, the need for emergency surgical interven-
tions, and continued or recurrent bleeding (18).

The initial diagnostic test on all patients presenting
with an upper GI bleed should be endoscopy. Endoscopy
is the best test for determining the location and nature of
the bleeding lesion, provides information regarding the
risk of further bleeding, and allows for therapeutic inter-
ventions. Endoscopy should be performed urgently in all
high-risk patients, and within 12–24 h for patients with
acute, self-limited episodes of bleeding. The goal of endo-
scopy is to stop the active hemorrhage and reduce the risk
of recurrent bleeding. Stigmata of recent hemorrhage (SRH)
are endoscopically identified features that help determine
which patients should receive endoscopic therapy. The SRH
include active bleeding visible on endoscopy, visualization of
a nonbleeding visible vessel, adherent clot, and a flat,
pigmented spot (18). Certainly, patients with the major
SRH including active bleeding or a visible vessel should
undergo endoscopic therapy, as meta-analysis has shown a
significant reduction in rates of continued or recurrent
bleeding, emergency surgery, and mortality in those who
received endoscopic therapy versus those who did not (19).

A variety of modalities exist for endoscopic therapy,
including injection, thermal, and mechanical therapy. Epi-
nephrine diluted 1:10,000 is the most frequently used
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-Resuscitation
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Figure 2. Management of acute nonvaricea bleeding.



injection therapy, with injection into and adjacent to the
bleeding point until hemostasis is achieved. Other agents
used for injection therapy include ethanol, ethanolamine,
thrombin, and fibrin. Thermal therapy is generally deliv-
ered by coaptive techniques, including bipolar electrocoa-
gulation or heater probe. With coaptive coagulation, the
probe is used to physically compress the vessel prior to
delivery of heat to seal the vessel. Laser photocoagulation
and argon beam plasma coagulation are noncoaptive tech-
niques that are used less frequently. Mechanical therapy
with hemoclips can also be used in bleeding, although the
efficacy may be limited by ulcer location or a firm, scarred
ulcer base preventing adequate application of the clips. A
combination of injection therapy with epinephrine and
bipolar thermal therapy is the most common endoscopic
management of an acute bleed.

Despite initial success with endoscopic therapy, 15–20%
of patients will rebleed, generally within the initial 72 h
(18). While this was traditionally considered a surgical
indication, endoscopic retreatment is now recommended
for most patients. Repeat endoscopy rather than surgery
was found in a prospective, randomized study to be asso-
ciated with less complications and similar mortality
(20). Surgical indications include massive hemorrhage

unresponsive to resuscitation and continued bleeding
unresponsive to nonoperative management. For bleeding
gastric ulcers, the operation of choice is a wedge resection
to include the portion of the stomach containing the ulcer
with or without vagotomy. For duodenal ulcers, truncal
vagotomy, pyloroplasty, and direct oversewing of the bleed-
ing ulcer via duodenotomy is the most common operation.
Care must be taken to incorporate the proximal and distal
gastroduodenal artery as well as the transverse pancreatic
artery.

Therapeutic angiography is an option when therapeutic
endoscopy is unsuccessful and may be performed prior to
surgical intervention, as is effective, less invasive than
surgery, and does not impact on the ability to surgically
manage the bleeding if the intervention is unsuccessful.
Angiographic options include selective intra-arterial vaso-
pressin infusion or embolotherapy with microcoils, poly-
(vinyl alcohol) (PVA) particles, or gelatin sponge. Emboli-
zation is considered the first line angiographic therapy,
with success rates as high as 88% (21). Vasopressin is
selectively infused after bleeding has been identified by
contrast extravasation at an initial rate of 0.2 units per
minute, with an increase to 0.4 units per minute then 0.6
units per minute if hemostasis is not achieved. The infusion
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Figure 3. Management of acute lower gastrointestinal bleeding.



is continued for 12–24 h, and then gradually tapered.
Efficacy of vasopressin infusion ranges from 60 to 90%
(22). Side effects related to selective infusion of vasopressin
include abdominal cramping, fluid retention, hyponatre-
mia, cardiac arrhythmias, and systemic hypertension.
Vasopressin should not be used in patients with coronary
artery disease because of the risk for myocardial ischemia.

Pharmacologic therapy to reduce gastric acidity is gen-
erally started as an adjunct to endoscopic therapy. The H2
blockers were found in meta-analysis to reduce the rate of
continued bleeding, surgery, and death (23); however, a
subsequent multicenter randomized trial found no differ-
ence in rebleeding rates in patients randomized to famo-
tidine infusion versus placebo (24). Intravenous proton
pump inhibitors have been shown to reduce rebleeding
rates, length of hospital stay, and need for blood transfu-
sion (25). Treatment with a proton pump inhibitor is gen-
erally started on admission for upper GI bleed, and
continued as an adjunct to endoscopic therapy.

Mallory–Weiss Tear

The Mallory–Weiss syndrome describes acute upper GI
bleeding that occurs after retching or vomiting, and was
first described by Kenneth Mallory and Soma Weiss in
1929 (26). The increased intragastric pressure caused by
vomiting causes mucosal lacerations, which are usually
longitudinal. The typical presentation is a patient who
initially vomits gastric material, followed by hematemesis
and melena. Mallory–Weiss tears can also occur after any-
thing that raises intragastric pressure, such as blunt
abdominal trauma, severe coughing, childbirth, seizures,
and closed chest cardiac compression. Mallory–Weiss tears
classically occur at the gastroesophageal junction, but can
occur in the distal esophagus. The lesion is common, occur-
ring in 5–15% of patients presenting with upper GI bleed-
ing. The majority of Mallory–Weiss tears will stop bleeding
spontaneously, although some patients will require emer-
gency treatment for ongoing hemorrhage. Endoscopic
options for Mallory–Weiss bleeding include band ligation,
epinephrine injection, and hemoclip application. In cases
not amenable to endoscopic management, operative ther-
apy involves oversewing the laceration via a gastrotomy.

Gastritis

Stress gastritis is associated with multiple superficial gas-
tric ulcerations and is typically seen in the critically ill
patient. Mechanical ventilation and coagulopathy increase
the risk for hemorrhage in the critically ill. Prophylaxis
with H2 blockers and proton pump inhibitors has led to a
decrease in the incidence of stress gastritis in the critically
ill. Bleeding from gastritis usually is self-limited, not
requiring intervention. Early endoscopy is essential to
establish the diagnosis and rule out other sources of upper
GI bleeding. The patient should be started on pharmaco-
logic therapy with either proton pump inhibitors or H2
blockers at a therapeutic dose. Endoscopic laser anticoa-
gulation has been used for bleeding gastritis. Intraarterial
infusion of vasopressin or selective embolization may
also be used to arrest hemorrhage in gastritis. Ongoing
hemorrhage not amenable to nonsurgical management is

operatively managed with vagotomy, pyloroplasty, and
oversewing of the bleeding sites versus total gastrectomy.
The mortality for a patient requiring surgical management
of bleeding gastritis remains quite high.

Esophagitis

Esophagitis is an unusual cause of acute gastrointestinal
bleeding, and only rarely occurs in association with severe
reflux esophagitis. The history would be suggestive of gastro-
esophageal reflux, with symptoms, such as, heartburn,
cough, and hoarseness. Rarecauses of esophagitis associated
with bleeding in the immunocompromised patient include
infection with candida, herpes, or cytomegalovirus (27).

Neoplasm

Acute upper GI bleeding is a rare manifestation of esopha-
geal neoplasms, with < 5% of esophageal malignancies
presenting with an acute bleed. Occult, slow GI bleeding
is much more common with esophageal neoplasms. Benign
tumors of the esophagus include leiomyomas and polyps,
and are very unlikely to present with GI bleeding. Eso-
phageal hemangiomas, which constitute only 2–3% of
benign esophageal tumors, may present with potentially
massiveGIhemorrhage.Leiomyosarcomasaremorelikelyto
bleed than benign leiomyomas. When brisk bleeding occurs
in the setting of esophageal cancer, one also must consider
the erosion of the tumor into a major thoracic vessel.

Dieulafoy Vascular Malformation

Dieulafoy lesions are the result of arterioles of large diameter
(1–3 mm) running through the submucosa, with erosion of
the overlying mucosa resulting in bleeding. The mucosal
defect is usually small, without evidence of chronic inflam-
mation. Dieulafoy lesions generally present with brisk
hemorrhage, due to their arterial nature. Diagnosis is made
by upper endoscopy, with visualization of a small mucosal
defect with brisk bleeding. Management is initially endo-
scopic with epinephrine injection and bipolar thermal ther-
apy.Catheterembolizationisgenerallysuccessful inpatients
who fail endoscopic management. For patients requiring
surgical management, the operation involves a wedge resec-
tion of the lesser curve of the stomach at the site of the lesion.

AORTOENTERIC FISTULA

Aortoenteric fistula classically occurs as a communication
between a prosthetic aortic graft and the distal duodenum,
and the diagnosis should be entertained in any patient
presenting with an upper GI bleed who has undergone
aortic reconstruction. The time period from aortic surgery
to presentation is varied, and many patients present years
down the road. The patient will frequently present initially
with a sentinel bleed, which may be followed by massive
upper GI hemorrhage. Upper endoscopy is paramount to
making the diagnosis, as well as ruling out other sources of
upper GI bleeding. Upon making the diagnosis of aortoen-
teric fistula, the optimal management is surgical, with
removal of the aortic prosthesis, extra-anatomic bypass,
and repair of the duodenum.
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HEMOBILIA

Hemobilia classically presents as upper GI bleeding,
melena, and biliary colic. Diagnosis is established by upper
endoscopy, with visualization of blood from the ampulla.
Endoscopic retrograde cholangiopancreatography can
more clearly delineate the source of hemobilia. A variety
of disease processes can lead to hemobilia, including hepa-
tobiliary trauma, chronic cholelithiasis, pancreatic cancer,
cholangiocarcinoma, and manipulation of the hepatobili-
ary tree. While hemobilia remains a rare cause of upper GI
bleeding, the frequency is increasing related to increased
manipulation of the hepatobiliary system and improved
diagnostic modalities. Many cases of hemobilia will resolve
without intervention. In the setting of ongoing hemor-
rhage, angiography with selective embolization of the
bleeding vessel is the primary treatment modality. Surgery
is reserved for failure of angiographic management.

LOWER GI BLEEDING

The passage of bright red or maroon blood via the rectum
suggests a bleeding source distal to the ligament of Treitz,
although blood can originate from any portion of the GI
tract, depending on the rate of bleeding. Some 80–90% of
lower GI bleeding will stop spontaneously. Initial resusci-
tation is similar to the patient presenting with upper GI
bleeding, with hemodynamic assessment, establishment of
appropriate access, and thorough history and physical
exam. Visual inspection of the anorectal region, followed
by anoscopy is essential to rule out a local anorectal con-
dition such as hemorrhoids as the source of bleeding. A
variety of modalities are available to further define the
etiology of the bleeding, including endoscopy, nuclear med-
icine, angiography, and intraoperative localization.

The timing of colonoscopy for acute lower GI bleeding is
controversial, with early (within 24 h of admission) colono-
scopy increasingly advocated. Certainly, visualization may
be difficult in a massively bleeding patient. Aggressive
bowel prep can be given for 6–12 h prior to endoscopy, with
the benefit of improved visualization. The benefit of early
colonoscopy, similar to early upper endoscopy for upper GI
bleed, is the opportunity for endoscopic diagnosis and
therapy, using injection therapy and thermal modalities.
Colonoscopy can directly visualize the bleeding source,
which is beneficial in directing the surgeon in resection
if the patient has continued or recurrent hemorrhage.
Additionally, early colonoscopy may shorten hospital
length of stay (28).

Nuclear scans can localize the site of lower GI bleeding
and confirm active bleeding, with sensitivity to a rate of
bleeding as low as 0.05–0.1 mL�min�1. Bleeding scans use
either 99mTc sulfur colloid or 99mTc-labeled erythrocytes,
with radioactivity detected by a gamma camera, analyzed
by computer, and recorded onto photographic film. The
99mTc sulfur colloid has the advantage of detection of
bleeding as slow as 0.05 mL�min�1, is inexpensive, and
easy to prepare, but only will detect bleeding within 10
min of injection as it disappears quickly from the blood-
stream (21). 99mTc-labeled erythrocytes detect bleeding as

slow as 0.1 mL�min�1, and circulate within the bloodstream
for 24 h. The 99mTc-labeled erythrocyte technique is gen-
erally considered the test of choice because of an increased
sensitivity and specificity when compared with the 99mTc
sulfur colloid (21). When a bleeding scan is positive, angio-
graphy or endoscopy is recommended to confirm the loca-
tion of bleeding, to diagnose the specific cause, and to
possible apply either endoscopic or angiographic therapy.

Angiography is advantageous because of the potential
for both localization and treatment. Angiographic control
can permit elective rather than emergent surgery in
patients who are good surgical candidates, and can provide
definitive treatment for poor surgical candidates. Bleeding
can be detected at a rate as low as 0.5 mL�min�1. The SMA
is cannulated initially, with cannulation of the IMA if the
SMA study is nondiagnostic. When bleeding is localized,
either vasopressin infusion or superselective catheter
embolization may be used. Vasopressin is used in a method
similar to upper GI bleeding, with an infusion rate of 0.2–
0.4 units�min�1. Efficacy varies from 47–92%, with rebleed-
ing in up to 40% of patients (21). Vasopressin is particularly
effective for bleeding from diverticula.

Angiographic embolization may be done with a variety
of agents, including coil springs, gelatin sponge, cellulose,
and (PVA). There is less collateral blood supply in the lower
G tract than in the upper, so embolization was initially
thought to be a salvage therapy for those patients who
would not tolerate an operation. Recent innovations in
catheter and guidewire design, however, have enabled the
interventional radiologist to superselectively embolize the
bleeding vasa recta, sparing the collateral vessels and thus
minimizing ischemia. Several small studies have reported
successful embolization without intestinal infarction (21),
with combined results showing successful hemostasis in 34
of 37 patients. Superselective embolization with coaxial
microcatheters is currently considered the optimal angio-
graphic therapy.

Traditionally, emergency operations for lower GI bleed-
ing were required in 10–25% of patients presenting with
bleeding (29). Surgical indications traditionally include
hemodynamic instability, ongoing transfusion require-
ments, and persistent or recurrence of hemorrhage. If
the bleeding has not been localized, a total abdominal
colectomy with ileorectal anastomosis or end ileostomy is
performed. If the lesion has been localized to either the
right or left side of the colon, a hemicolectomy may be
performed. With the advances in angiography available,
the surgical indications are evolving. If an angiographer is
readily available, angiographic localization and therapy is
a viable option even for the hemodynamically unstable or
persistently bleeding patient, thus avoiding the high mor-
bidity and mortality associated with emergent total colect-
omy in this patient population.

Diverticulosis

The most common cause of lower GI bleeding is diverticular
disease. Diverticular disease increases with age and is
present in 50% of people > 80 years. Less than 5% of these
patients, however, will hemorrhage. While most diverti-
cula are found distal to the splenic flexure, bleeding
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diverticula more frequently occur proximal to the splenic
flexure. Classically, the patient will present with sudden
onset of mild lower abdominal pain and the passage of
maroon or bright red bloody stool per rectum. The major-
ity of diverticular bleeds will stop spontaneously, with a
recent study showing spontaneous resolution in 76% of
patients (1). About 20–30% of patients will have a recur-
rent bleeding episode, of which the majority will again
stop without intervention. Patients that have persistent
or recurrent bleeding should be considered for surgical
therapy, particularly if the site of bleeding has been
localized. High risk surgical patients can be treated with
angiographic or endoscopic therapy.

Angiodysplasia

Angiodysplasia arises from age-related degeneration of
submucosal veins and overlying mucosal capillaries, with
frequency increasing with age. The bleeding tends to be
less severe than with diverticular bleeds, and frequently
resolves spontaneously, although recurrence is common.
Diagnosis can be made by colonoscopy, with electrocoagu-
lation as definitive therapy. Angiography may also be used
for diagnosis, with the angiographic hallmarks a vascular
tuft from an irregular vessel, an early and intensely filling
vein resulting from arteriovenous communication, and
persistent venous filling (30). Angiographic therapy with
vasopressin can be used for treatment.

Neoplasm

While polyps and cancers frequently present with blood per
rectum, they rarely cause massive hemorrhage as the
presenting symptom. Diagnosis is made with colonoscopy.
Management of a polyp is via colonoscopic polypectomy,
while cancer requires surgical resection. Occasionally, a
patient will present up to 1 month following a polypectomy
with lower GI bleeding, which should prompt colonoscopy
and thermal or injection therapy to the bleeding polypect-
omy site.

Meckel’s Diverticulum

Meckel’s diverticulum is an unusual cause of GI bleeding,
and usually occurs in the first decade of life. The etiology of
the bleeding is ectopic gastric mucosa in the diverticulum
with resultant ulceration of adjacent bowel. Diagnosis is
usually demonstrated by nuclear scanning demonstrating
the ectopic gastric mucosa. Management is with surgical
resection of the diverticulum as well as the adjacent bowel.

Ischemic Colitis

Ischemic colitis generally presents with bloody diarrhea,
and massive lower GI bleeding is rare in this population.
The bloody diarrhea is due to mucosal sloughing. Ischemic
colitis should be suspected in patients with a history of
vascular disease and in critically ill, hypotensive patients
with a low flow state. Diagnosis is made by flexible endo-
scopy showing evidence of ischemia. Management for early
ischemia is resuscitation and improvement of blood flow.
Advanced ischemia requires surgical resection of the necro-
tic portion of the bowel.

Inflammatory Bowel Disease

GI bleeding characterizes both Crohn’s disease and ulcera-
tive colitis; however, massive bleeding is quite uncommon.
The bleeding from inflammatory bowel disease is usually
self-limited, and rarely acutely requires surgical attention.
Diagnosis is made by colonoscopy, with identification of
features unique to these entities and biopsy for pathology.
Occasionally, ulcerative colitis will present fulminantly
with massive hemorrhage and require surgical resection,
consisting of total colectomy, end ileostomy, and Hartman’s
pouch, leaving the possibility for future conversion to an
ileo-pouch anal anastomosis. Both entities are managed
with immunosuppressive medications.
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INTRODUCTION

Glucose assay is arguably the most common of all medical
measurements. Billions of glucose determinations are
performed each year by laypeople with diabetes based on

‘‘fingersticking’’ and by healthcare professionals based on
blood samples. In fingersticking, sample collection involves
the use of a lancet to puncture the skin of the fingertip or
forearm to produce a small volume of blood and tissue fluid,
followed by collection of the fluid on a reagent-containing
strip and analysis by a handheld meter. Glucose measure-
ments coupled to discrete sample collection continue to be
the most common method of glucose monitoring. However,
new types of sensors capable of continuous glucose mon-
itoring are nearing clinical introduction. Continuous or
near-continuous glucose sensors may make possible new
and fundamentally different approaches to the therapy of
the disease. This article reviews recent progress in the
development of new glucose sensors and describes the
potential roles for these sensors in the improved treatment
of diabetes.

THE CASE FOR NEW GLUCOSE SENSORS

The objective of all forms of therapy for diabetes is the
maintenance of blood glucose near normal levels (1). The
Diabetes Control and Complications Trial (or DCCT) and
counterpart studies such as the United Kingdom Preven-
tion of Diabetes Study (UKPDS) have clearly demon-
strated (Fig. 1) that lower mean blood glucose levels
resulting from aggressive treatment can lead to a
reduced incidence and progression of retinopathy,
nephropathy, and other complications of the disease
(2,3). These prospective studies showed definitively that
there exists a cause-and-effect relationship between poor
blood glucose control and the complications of diabetes.
As convenient means for frequent glucose assay were not
available at the time, glucose control was assessed in
these trials by glycosylated hemoglobin levels (HbA1c),
which indicate blood glucose concentrations averaged
over the previous 3 month period. Although HbA1c levels
are useful for assessment of longitudinal blood glucose
control, the values indicate only averaged blood glucose,
rather than blood glucose dynamics (i.e., how blood
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Figure 1. The results of the DCCT (2). Results show that impr-
oved glucose control, measured by a reduction in the fraction of
glycosylated hemoglobin, leads to reduced long-term complications
of diabetes. (Copyright # 1993, Massachusetts Medical Society.)



glucose changes with time), and cannot be used for
immediate adjustment of therapy (4). There is general
agreement that frequent determination of glucose by a
sensing method that is convenient and widely acceptable
to people with diabetes would allow a finer degree of
control. Normalization of blood glucose dynamics may be
of equal or greater importance than normalizationof average
blood glucose. The results of the DCCT and related studies
point to the need for practical new approaches to achieve
control.

The primary need for a new type of glucose sensor is to
facilitate improved treatment of type 1 diabetes. In this
case, the insulin producing ability of the pancreas has been
partially or fully destroyed due to a misdirected autoim-
mune process, making insulin replacement essential. The
sensor would help avoid the long-term complications
associated with hyperglycemia (i.e., above-normal blood
glucose) by providing information to specify more timely
and appropriate insulin administration. It is now becom-
ing widely appreciated that a new sensor could also be
beneficial for people with the more common type 2 dia-
betes, where a progressive resistance of peripheral tissues
to insulin develops, leading to glucose imbalances that
can eventually produce long-term clinical consequences
similar to type 1 diabetes. Type 2 diabetes is related to
obesity, lifestyle, and inherited traits. In recent years,
the incidence of type 2 diabetes has increased at extra-
ordinary rates in many populations, to the point of
becoming a worldwide epidemic (5). It is estimated that
within 10 years, the prevalence of diabetes may approach
210 million cases worldwide (6). This places increased
urgency on developing new approaches to managing or
preventing the disease where possible, and a meliorating
its consequences.

In addition, an automatic or continuous sensor may also
have an important role in preventing hypoglycemia (i.e.,
below-normal blood glucose). Hypoglycemia is caused pri-
marily by a mismatch between the insulin dosage used and
the amount of insulin actually needed to return the blood
glucose level to normal. Many people with diabetes can
reduce the mean blood glucose by adjustment of diet,
insulin, and exercise, but when aggressively attempted,
this has led to a documented increase in the incidence of
hypoglycemia (7). Below-normal glucose values can rapidly
lead to cognitive lapses, loss of consiousness, and life-
threatening metabolic crises. In children, there is concern
that severe hypoglycemic events may lead to neurologic
sequelea (8). A significant percentage of deaths of people
under 40 with type 1 diabetes is due to the ‘‘dead-in-bed’’
syndrome (9), which may be linked to nocturnal hypogly-
cemia. Some experts claim that ‘‘. . . the threat of severe
hypoglycemia remains the single most important barrier to
maintaining normal mean blood glucose’’ (10). A continu-
ous glucose sensor that does not depend on user initiative
could be part of an automatic alarm system to warn of
hypoglycemia and provide more confidence to the user to
lower mean blood glucose, in addition to preventing hypo-
glycemia by providing improved insulin dosages. Hypogly-
cemia detection may be the most important application of a
continuous glucose sensor. Ultimately, a glucose sensor
may also be useful in the prediabetic state to indicate

behavior modification for reduction of metabolic stress
on the pancreas.

Beyond applications in diabetes, it has recently been
shown that stricter glycemic control during surgery and
intensive care can reduce mortality in non-diabetic
patients and significantly shorten the hospital stay (11).
The exact mechanism of this effect has not been elucidated,
but the benefit is closely tied to the extent of glucose control
and not simply insulin dosage (12). This is another impor-
tant application for new glucose sensors.

Alternatives to sensor-based therapies for diabetes are
more distant. Several biological approaches to diabetes
treatment have been proposed, including pancreatic trans-
plantation, islet transplantation, genetic therapies, stem
cell-based therapies, new pharmaceutical strategies, islet
preservation, and others. Whole or partial organ and islet
transplantation requires discovery of methods for assuring
immuno-tolerance that do not rely on anti-rejection drugs
and approaches for overcoming the shortage of transplan-
table pancreatic tissue. Potential therapies based on stem
cells, if feasible, require basic research on growth, regula-
tion, and implementation of the cells, and share the
immuno-intolerance problem. Genetic therapies are lim-
ited by incomplete understanding of the complex genetic
basis of diabetes, as well as progress in developing site-
specific gene delivery, activation, and inactivation. Although
transplantation, stem cell, and genetic approaches are
based wholly on biological materials, it is not certain that
the glucose and insulin dynamics resulting from their use
will necessarily be near-normal or readily adjustable.
Immunotherapeutic approaches for in situ preservation
of islets are also being studied but, if eventually feasible,
are far off and may require lifetime immune system mod-
ulation. The possibility of prevention of type 1 diabetes
relies on development of timely methods for early detection
of the disease and discovery of an acceptable approach to
avoid or interrupt the islet destruction process. Further-
more, prevention will have little value for people who
already have diabetes. These alternatives require sub-
stantial basic research and discovery, and while often
highly publicized, are not likely to be available until far
into the future, if eventually feasible.

Although new glucose sensors have the advantage of
being closer to clinical introduction, there are certain other
advantages as well. First, no anti-rejection medication will
be needed. Second, the sensor will provide real-time infor-
mation about blood glucose dynamics that is not available
from other technologies. Third, in addition to real-time
monitoring, continuous sensor information may be useful
to predict blood glucose ahead of the present (13), a cap-
ability not feasible with the other approaches. Real-time
monitoring and predictive capabilities may lead to entirely
new applications of present therapies. Fourth, the sensor
could operate in parallel with various other therapies,
should they become available. The glucose sensor will
likely have broad application, regardless of whether or
when other technologies are introduced.

The sensor is also key to the implementation of the
mechanical artificial beta cell. In the ideal configuration,
this device would have an automatic glucose sensor, a
refillable insulin pump, and a controller containing an
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algorithm to direct automatic pumping of insulin based on
information provided by the sensor. There has been pro-
gress on development of several of the components of
this system, including: (1) external insulin pumps, which
operate in a substantially preprogrammed mode with
minor adjustments by the user based on fingerstick
glucose information; (2) long-term implantable insulin
pumps that operate in a similar way; (3) models of glucose
and insulin distribution in the body that may eventually
be useful in conjunction with control systems; and (4)
controllers to direct insulin pumping based on sensor
information. In contrast to other approaches to insulin
delivery, the mechanical artificial beta cell has the advan-
tage that the insulin response can be reprogrammed to
meet the changing needs of the user. Development of an
acceptable glucose sensor has thus far been the most
difficult obstacle to implementation of the mechanical
artificial beta cell.

THE IDEAL GLUCOSE SENSOR

The likelihood that glucose monitoring will reach its full
potential as a tool for the therapy of diabetes depends on
the technical capabilities of candidate sensors and the
general acceptance of sensors by people with diabetes.
Technical requirements of the sensor system include: spe-
cificity for glucose in the presence of interfering biochem-
icals or physiological phenomena that may affect the
signal; sensitivity to glucose and adequate concentration
resolution over the relevant range; accuracy as compared
to a ‘‘gold standard’’ blood glucose assay; a sufficiently short
response lag to follow the full dynamic range of blood
glucose variations; reliability to detect mild hypoglycemia
without false positives or negatives; and sufficient stability

that recalibration is rarely needed. The specific criteria
for sensor performance remain a matter of consensus and
may become better defined as sensors are introduced. The
general acceptance of new sensors by people with diabetes
will be based on such factors as safety, convenience, relia-
bility, automatic or initiative-independent operation, infre-
quent need for recalibration, and independence from
fingersticking.

For the glucose sensor to be a widely accepted innova-
tion, the user must have full confidence in its accuracy and
reliability, yet remain uninvolved in its operation and
maintenance. Sensor systems under development have
yet to reach this ideal, but some promising aspirants are
described below. Short of the ideal, several intermediate
sensing technologies with limited capabilities may find
some degree of clinical application and, if used effectively,
may lead to substantial improvements in blood glucose
control. Nevertheless, the most complete capabilities will
lead to the broadest adoption by users.

GLUCOSE SENSORS AND SENSING METHODOLOGIES

Several hundred physical principles for monitoring glucose
have been proposed since the 1960s. Many are capable of
glucose measurement in simple solutions, but have
encountered limitations when used with blood, employed
as implants, or tested in clinically relevant applications.
Certain others have progressed toward clinical application.
A brief summary of the history of events related to glucose
sensor development is shown in Figure 2.

Present Home Glucose Monitoring

A major innovation leading to improved blood glucose
management was the widespread use of home glucose
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monitoring in the 1980s (22). Present commercial versions
of this technology are available with respective methods for
glucose assay, data presentation and storage, sample
volume requirements, and various convenience features
(Fig. 3). These devices employ single-use strips based on
enzyme methods discussed below. The widespread applica-
tion of home glucose monitoring has permitted laypeople
with diabetes to assume a newfound role in the manage-
ment of their disease. The present standard-of-care recom-
mends glucose measurement three or more times a day for
insulin-dependent individuals (25), but a small number of
individuals samples 10 or more times daily. It is generally
suspected that the average sampling rate is inadequate
and a recent publication noted that only 56% of diabetic
individuals sampled their blood glucose once or more daily
(26). The general resistance to more frequent sampling
may be related to several factors, including: the pain
associated with finger puncture, the requirement for user
initiative, the general inconvenience of the assay, and
unwillingness to carry out nocturnal testing (27).

When sampling is not sufficiently frequent, undetected
blood glucose excursions can occur between samples. It has
been shown that blood glucose measurements must be
obtained every 10 min to detect all blood glucose excursions
in the most severe diabetic subjects (28), although slower
blood glucose excursions in the majority of people with
diabetes may not require sampling at this frequency. The
fact that the sample frequency required to detect all gly-
cemic excursions is not clinically feasible with present
technology indicates that the dynamic control of blood
glucose is currently not practiced in diabetes management.

To compensate for infrequent monitoring, users typi-
cally adopt various strategies to estimate blood glucose
concentration using subjective ad hoc models. These stra-
tegies rely on the most recent reported values of glucose, in
conjunction with the timing and content of recent or
upcoming meals, insulin therapy, and exercise. The effec-
tiveness of these strategies is limited and the constant
attention required to make such estimates represent a

substantial intrusion in lifestyle. Although glucose mon-
itoring by fingersticking is likely to become more accepta-
ble as the sample volume and the pain associated with
sample collection are reduced, the problem of infrequent
sampling and the requirement for user initiative will con-
tinue to be the major obstacles to the improvement of
glucose control based on this technology.

Noninvasive Optical Sensing Concepts

Noninvasive optical methods are based on directing a beam
of light onto the skin or through superficial tissues, and
recording the reflected, transmitted, polarized, or absorbed
components of the light (29). A key requirement for success
of these methods is a specific spectral region that is suffi-
ciently sensitive to glucose, but insensitive to other similar
optically active interfering molecules and tissue struc-
tures. Several optical methods allow straightforward glu-
cose measurement in simple aqueous solutions, but are
ineffective at detecting glucose in tissue fluid, plasma, or
blood. If an optical approach can be validated, a non-
invasive sensor might be possible. For this reason, an
intensive research effort and substantial industrial invest-
ment over the past two decades have gone into investiga-
tion of these concepts.

Infrared (IR) absorption spectroscopy is based on excita-
tion of molecular motions that are characteristic of the
molecular structure. The near-infrared (NIR) region of the
spectrum (750–2500 nm) is relatively insensitive to water
content so that the beam penetration depth in tissues can
be substantial (30). Trials to identify a clinical correlation
between NIR signals and blood glucose have employed
various computational methods for analyzing the absorp-
tion spectrum. Basic studies have focused on identifying
the absorbing species and tissue structures responsible for
optical signals. However, after much effort the operating
conditions that provide selectivity for glucose have yet to be
established, leading one investigator to conclude that ‘‘. . .
signals can be attributed to chance’’ (31).

Raman spectroscopy relies on detecting scattered emis-
sions associated with vibrational molecular energy of the
chemical species (as opposed to transmitted, rotational, or
translational energy). Early studies compared the mea-
surement in water of three different analytes (urea, glu-
cose, lactic acid) and found that glucose levels could be
determined with limited accuracy (32). Raman spectro-
scopy has been applied in the aqueous humor of the eye
(33), which is thought to reflect delayed blood glucose levels
over certain ranges (34). As with other optical methods,
adequate specificity for glucose in the presence of other
molecules remains to be demonstrated.

Measurement of the concentration using polarimetry is
based on ability of asymmetric molecules such as glucose to
rotate the plane of polarized light (35). This method is
limited by the presence of other interfering asymmetric
molecules, as well as the thickness and light scattering by
tissues in the region of interest (30). Considerable devel-
opment of polarimetry has centered on measurements in
the anterior chamber of the eye (36), but there is yet to be
a demonstration of sufficient selectivity under biological
conditions.
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Figure 3. A small collection of home glucose monitoring equip-
ment developed over the past decade. At either end (above) are
devices used to puncture the skin for sample collection. Examples
of commercial glucose meter (above, center) are also shown. Strips
(below) contain immobilized glucose oxidase and are discarded
after a single measurement.



Attempts at validation of optical sensor concepts have
involved two general approaches. One approach endeavors
to establish selectivity for glucose by identification of the
components of tissues besides glucose that contribute to
the optical signal, and determine if the effects of these
interfering substances can be eliminated or the observed
signals can be reconstructed based on all contributions.
This has not yet been successful, in spite of intensive
efforts. The impediment is the large number of optically
active components in tissues, many of which produce much
stronger effects than glucose. A second approach to valida-
tion involves identifying an empirical relationship between
the observed optical signal in vivo and simultaneously
recorded blood glucose concentration. Noninvasive optical
approaches have been the premise of several human clin-
ical trials, all of which have been unsuccessful. The pro-
spects for a non-invasive optical glucose sensor are distant.

Implantable Optical Sensor Concepts

Implanted optical sensors offer the prospect of a less con-
gested optical path, at the expense of requiring a more
complicated device and confronting the foreign body
response. One promising optical concept is based on che-
mical interaction between glucose and an optically active
chemical species that is immobilized in an implanted,
glucose-permeable chamber. The interaction creates a
change in the optical signal which, under ideal conditions,
may indicate glucose concentration. An example is the
‘‘affinity sensor’’ (37), in which glucose competes with a
fluorescent substrate for binding with a macromolecule,
Con A, resulting in a change in the optical signature. A
similar detection strategy has been proposed as part of an
implantable intraocular lens (38). There are difficulties
with biocompatibility of the implant, design of the cham-
ber, specificity of the optical detector, as well as toxicity and
photobleaching of the indicator molecules (38). These sys-
tems have yet to be extensively tested.

Tissue Fluid Extraction Techniques

The interstitial fluid that irrigates tissues contains glucose
derived from the blood in local capillaries. Several strate-
gies have been devised to extract this fluid for glucose
assay.

Microdialysis is based on a probe consisting of a fine
hairpin loop of glucose-permeable dialysis tubing in a
probe that is inserted into subcutaneous tissues (39). A
fluid perfusate is continuously circulated through this
tubing by a pump contained in an external apparatus
(40), collected, and assayed for glucose concentration using
an enzyme electrode sensor (Fig. 4). This methodology relies
on the exchange of glucose between the microvascular
circulation and the local interstitial compartment, transfer
into the dialysis tube, and appropriate adjustment of the
pumping pressure and perfusion rate (41). The advantage of
the system is that a foreign body response of the tissue and
local mass transfer resistance are slow to develop due to
the sustained tissue irrigation, but drawbacks include
the requirement for percutaneous access, the need for
frequent relocation of the probe to minimize the chance

of infection, and management of the external apparatus
by the user. This device may find clinical applications for
short-term monitoring.

Reverse iontophoresis employs passage of electrica cur-
rent between two electrodes placed on the surface of the
body to extract tissue fluid directly through the intact skin
(42). Glucose in the fluid has been measured by an enzyme
electrode-type sensor as part of a wristwatch-like appara-
tus (43) (Fig. 5). With a 2 h equilibration process after
placing the device and a fingerstick calibration, the sensor
can take measurements as often as every 10 min for 12 h, at
which time sensor components must be replaced and the
sensor recalibrated (44). This sensor was approved by the
Food and Drug Administration (FDA) for indicating glu-
cose trends, but users are instructed to revert to more
reliable conventional assays for insulin dosing decisions.
Minor skin irritation has been reported as a side effect (45).
Although this sensor was briefly available commercially, it
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Figure 4. Diagram of a microdialysis probe (39). The semiperme-
able membrane at the probe tip allows exchange of soluble mole-
cules between the probe and surrounding tissue. Samples are
continuously collected and analyzed. (Used with permission of
BMJ Publishing Group.)

Figure 5. The Glucowatch Biographer (43). An integrated system
for sample extraction by reverse iontophoresis and glucose sen-
sing. (Used with permission from John Wiley & Sons, Inc.)



was not successful as a product due to its limited capabil-
ities and inconvenience.

Implantable Enzyme Electrode Sensors

The most promising approaches have been various config-
urations of the enzyme electrode sensor based on immobi-
lized glucose oxidase coupled to electrochemical detectors.
The enzyme catalyzes the reaction:

glucoseþO2 þH2O ! gluconic acidþH2O2 ð1Þ

Monitoring of glucose can be based on detection of
hydrogen peroxide production, oxygen depletion, or elec-
tron transfer via a conductive polymer link, as described
below. Enzyme electrode sensors must contact the sample
fluid to be assayed, and therefore require either sensor
implantation or sample extraction (as in the case of
reverse iontophoresis, microdialysis sensors and finger-
stick devices). By employing the enzyme, sensors can have
a significant advantage over non-enzymatic sensors of
being specific for glucose rather than just selective. How-
ever, the benefits of enzyme specificity may not be fully
realized unless the sensor is properly designed. To achieve
the best performance, enzyme electrode sensors must
include design features to address enzyme inactivation,
biological oxygen variability, mass transfer dependance,
generation of peroxide, electrochemical interference, and
other effects.

From the perspective of biocompatibility, sensors can be
implanted either in direct contact with blood or with tis-
sues. Biocompatibility in contact with blood depends on the
surface properties of the sensor as well flow characteristics
at the implant site. Implantation in an arterial site, where
the pressure and fluid shear rates are high, poses the
threat of blood clotting and embolization, and is rarely
justified. Central venous implantation is considerably
safer, and there are several examples of successfull long-
term implants in this site.

Implantation of the sensor in a tissue site is safer, but
involves other challenges. The sensing objective is to infer
blood glucose concentration from the tissue sensor signal,
and factors that affect glucose mass transfer from nearby
capillaries to the implanted sensor must be taken into
account. These factors include: the pattern and extent of
perfusion of the local microvasculature; regional perfusion
of the implant site, the heterogeneous distribution of sub-
strates within tissues, and the availability of oxygen. There
are also substantial differences in performance between
short- and long-term implant applications. In the short term,
a dominant wound healing response prevails, whereas in
the long term, encapsulation may occur. Definitive studies
are needed to establish the real-time accuracy of implanted
sensors and determine when recalibration is necessary.
Studies should be designed to ascertain whether signal
decay is due to enzyme inactivation, electrochemical inter-
ference, or tissue encapsulation. More information is
needed about the effect of these processes on the sensor
signals.

There are >104 technical publications and several thou-
sand patents related to glucose measurement by glucose
oxidase-based enzyme electrodes, although only a fraction

of these address implant applications. Rather than an
attempt to be comprehensive, comments here are limited
to examples of the most advanced approaches intended for
implant applications.

Enzyme Electrode Sensors Based on Peroxide Detection.
Detection of hydrogen peroxide, the enzyme reaction pro-
duct, is achieved by electrochemical oxidation of peroxide
at a metal anode resulting in a signal current that passes
between the anode and a counterelectrode (46). A mem-
brane containing immobilized glucose oxidase is attached
to the anode and, in the presence of glucose and oxygen
under certain conditions, the current can reflect glucose
concentration.

The peroxide-based sensor design is used in several
home glucose monitoring devices and has been highly
successful for glucose assay on an individual sample basis.
However, it is not easily adapted as an implant, especially
for long-term applications. The peroxide-based sensor is
subject to electrochemical interference by oxidation of
small molecules due to its requirement of a porous mem-
brane and an aqueous pathway to the electrode surface for
transport of the peroxide molecule. This factor partially
accounts for a documented decay in sensitivity to glucose
during sensor use. In addition, this sensor design can
incorporate only a limited excess of immobilized glucose
oxidase to counter enzyme inactivation, as high enzyme
loading reduces peroxide transport to the electrode (47).
Coimmobilization of catalase to avoid peroxide-mediated
enzyme inactivation is not an option because it would
prevent peroxide from reacting with the anode. There
are also no means to account for the effects of physiologic
variation in oxygen concentration and local tissue perfu-
sion on the sensor response.

There have, nevertheless, been proposals to address
some of these challenges. Composite membranes with
reduced pore size have markedly reduced electrochemical
interference from a variety of species over the short-
term (48). A ‘‘rechargeable’’ enzyme system has been
devised for periodically replenishing enzyme activity
(49), in which a slurry of carbon particles with immobilized
glucose oxidase is pumped between membrane layers of a
peroxide electrode from a refillable reservoir. A gas-
containing chamber has been proposed (50) to address
the ‘‘oxygen deficit’’ (51), or stoichiometric limitation of
the enzyme reaction by the relativley low tissue oxygen
concnetration. Certain other challenges of the peroxide
sensor principle remain to be addressed. As a result of the
inherent features of this sensor principle, the peroxide-
based sensor may be best suited to short-term implant
applications and where frequent sensor recalibration is
acceptable.

Small, needle-like short-term peroxide-based sensors
connected by wire to a belt-mounted monitor have been
developed for percutaneous implantation (52) (Fig. 6). The
sensor was ultimately intended for insertion by the
user for operation up to 3 days at a given tissue site
before relocation. Sensors based on peroxide detection
have been tested extensively in animals and humans
(52–55) and, in some cases have functioned remarkably
well, although frequent recalibration was required. In
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some cases, difficulties of two types have been identified
(56–61). First, the sensors themselves have not been spe-
cific for glucose, sufficiently sensitive, or stable. In some
cases where the sensor response in simple buffer solutions
was acceptable, ambiguous signals have sometimes
resulted when used as an implant. Examples of such
responses are: sensor signals that decay over the short
term while blood concentrations remain constant, signals
that apparently follow blood concentrations during some
periods, but not at other times; and identical sensors
implanted in different tissue sites in a given subject that
sometimes produce opposite signals (55). The peroxide-
based subcutaneous sensor was the first commercially
available near continuous sensor. In small controlled stu-
dies, use of the sensor was shown to lower HbA1c levels (62).
Latter versions of this sensor have been approved by the
FDA to be used as monitors to alarm for hyper- and
hypoglycemia in real time. Although there are reserva-
tions about its accuracy, the needle sensor has been used in
clinical research settings (Figs. 7, 8). A recent study found
substantial error in values produced by a prominent com-
mercial needle sensor and concluded that this sensor ‘‘. . .
cannot be recommended in the workup of hypoglycemia in
nondiabetic youth’’ (66) and, by extension, to other dia-
betic subjects. Reasons for these signal deviations are not
fully understood.

Although the needle sensor may be acceptable only to a
relatively small group of the most motivated individuals, it
represents an advance in glucose sensor technology.
Perhaps the most important contribution of the short-term
needle sensor has been the revelation to users and
clinicians that blood glucose excursions generally occur
much more frequently and in a greater number of people
than previously thought. This heightened awareness of
blood glucose dynamics may lead to a greater appreciation
of the need for dynamic control in improved metabolic
management.

Long-term peroxide-based sensors have been
implanted in the peritoneal cavity of dogs and in humans
in conjunction with battery-operated telemetry units
(67,68). Although the sensors remained implanted in
humans for up to 160 days, the sensitivity to glucose
decayed during the study and frequent recalibration was
required.

Peroxide-based sensors with telemetry systems have
also been implanted in the subcutaneous tissues of
human type 1 diabetic subjects to determine if the mere
presence of a nonreporting sensor can improve metabolic
control (69). Glucose was monitored in parallel by finger-
stick throughout the study as a basis for insulin
dosage. Study subjects were able to reduce the time spent
in hyperglycemia, increase the time spent in normoglyce-
mia and modest hypoglycemia, and markedly reduce
the time spent in severe hypoglycemia, but reductions
in HbA1c values were not observed. The study was not
specifically designed to validate sensor function and a
more straightforward and informative study design is
needed.

Short-Term Enzyme Electrodes Based on Conductive Poly-
mers. Another principle for glucose monitoring is based on
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Figure 6. Components of the MiniMed CGMS system (62). This
sensor, based on the peroxide-based sensing principle, is FDA
approved for short-term monitoring. (Copyright # 1999, Elsevier.)

Figure 7. An approach to sensor validation. Comparison of 2477
glucose values determined by a CGMS sensor system and a stan-
dard meter (63). Data pairs were collected during home use from
135 patients. The plot, known as the Clarke Error Grid, has zones
with differing clinical implications. This type of plot is widely used
to describe glucose sensor performance, but has limited ability to
discriminate ineffective sensors (64). (Copyright # 1999, Elsevier.)



immobilization of glucose oxidase to electron-conducting
polymers that can act as ‘‘chemical wires’’, providing a
means for direct electron transport between glucose oxi-
dase and the electrode (70). This priniciple eliminates the
need for oxygen as a coreactant and, although a porous
membrane that can allow passage of ionic current and
interferants is still required, the electrode can be operated
at lower anodic potentials to reduce electrochemical inter-
ference (71). A short-term needle-like version of this sensor
for 3 day operation is under development.

Long-Term Enzyme Electrode Sensors Based on Oxygen
Detection. Glucose can also be monitored by detecting
differential oxygen consumption from the glucose oxidase
reaction. In this case, the process is based either on glucose
oxidase alone (reaction 1), or a two-enzyme reaction includ-
ing catalase in excess, which produces the following overall
process:

Glucoseþ 0:5 O2 ! gluconic acid ð2Þ

The enzymes are immobilized within a gel membrane in
contact with the electrochemical oxygen sensor. Excess
oxygen not consumed by the enzymatic process is detected
by an oxygen sensor and, after comparison with a similar
background oxygen sensor without enzymes, produces a
differential signal current that is related to glucose con-
centration.

This approach has several unique features (23).
Electrochemical interference and electrode poisoning
from endogenous biochemicals are prevented by a pore-
free silicone rubber membrane between the electrode and
the enzyme layer. This material is permeable to
oxygen but completely impermeable to polar molecules

that cause electrochemical interference. Appropriate
design of the sensor results in sufficient supply of oxygen
to the enzyme region to avoid a stoichiometric oxygen
deficit (51), a problem that has not been addressed in
the peroxide-based sensor system. The differential
oxygen measurement system can also readily account
for variations in oxygen concentration and local perfusion,
which may be particularly important for accurate function
of the implant in tissues. Vast excesses of immobilized
glucose oxidase can be incorporated to extend the effective
enzyme lifetime of this sensor, a feature not feasible with
peroxide- and conductive polymer-based sensors. Co-
immobilization of catalase can further prolong the lifetime
of glucose oxidase by preventing peroxide-mediated
enzyme inactivation, the main cause of reduced enzyme
lifetime (72). This sensor design also avoids current pas-
sage through the body and hydrogen peroxide release into
the tissues.

A long-term oxygen-based sensor has been developed as
a central venous implant (23) (Fig. 9). The sensor func-
tioned with implanted telemetry (73) in dogs for>100 days
and did not require recalibration during this period
(Fig. 10). The central venous site permitted direct expo-
sure of the sensor to blood, which allowed simple verifica-
tion of the sensor function without mass transfer
complications. This was particularly beneficial for asses-
sing sensor stability. In clinical trials, this system has
been reported (74) to function continuously for >500 days
in humans with<25% change in sensitivity to glucose over
that period. This achievement represents a world
record for long-term, stable, implanted glucose sensor
operation, although there may still exist hurdles to com-
mercialization.
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Figure 8. An example of the CGMS sensor response (65). Squares are reference values utilized in
sensor calibration. Circles are additional reference blood glucose values. Reference values were
obtained from a standard glucose meter. Values are in mmol �L�1. (Used with permission.)



These results have lead to several unanticipated con-
clusions. Although native glucose oxidase is intrinsically
unstable, with appropriate sensor design the apparent
catalytic lifetime of the immobilized enzyme can be sub-
stantially extended (75). The potentiostatic oxygen sensor
is remarkably stable (76) and the oxygen deficit, once
thought to be an insurmountable barrier, can be easily
overcome (51). The central venous implant site, which is
uniquely characterized by slow, steady flow of blood, allows
for sufficient long-term biocompatibility with blood that the
sensor stability can be documented (23). Nevertheless, the

potential for thromoembolic events, anticipated to be rare
but potentially significant over many years of sensor use,
suggests reservations that may limit clinical acceptance
and provides motivation for development of a potentially
safer long-term sensor implant in tissues.

Long-term oxygen-based sensors have also been
implanted in tissues. The successful central venous sensor
cannot be simply adopted for use in the safer tissue site, but
certain design features of that sensor which promote
long-term function, such as immobilized enzyme design,
the stable potentiostatic oxygen sensor, and membrane
design to eliminate the oxygen deficit, can be incorporated
(Fig. 11).

A systematic approach is required to validate sensor
function, based on quantitative experimentation, mass
transfer analysis, and accounting for properties of tissues
that modulate glucose signals. Several new tools and
methods have been developed. A tissue window chamber
has been developed that allows direct optical visualization
of implanted sensors in rodents, with surrounding
tissue and microvasculature, while recording sensor sig-
nals (77) (Fig. 12). This facilitates determination of the
effects of microvascular architecture and perfusion on the
sensor signal. A method has been devised for sensor char-
acterization in the absence of mass transfer boundary
layers (78) that can be carried out before implantation
and after explantation to infer stability of the implanted
sensor. This allows quantitative assessment of mass
transfer resistance within the tissue and the effects of
long-term tissue changes. A sensor array having multiple
glucose and oxygen sensors has also been developed
that shows the range of variation of sensor responses within
a given tissue (77). This provides a basis for averaging
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Figure 10. Response of an implanted intravenous sensor to glu-
cose challenges on day 108 after implantation in a dog (23). The
solid line is the sensor signal and triangles are venous blood gl-
ucose assays. Blood glucose excursions with initial rates of 0.2-
8 mM �min�1 were produced by infusions of sterile glucose
solutions through an intravenous catheter in a foreleg vein.
(Note: 90 mg �dL�1 glucose¼ 5.0 mM.) (Copyright # 1990,
American Diabetes Association.)

Figure 11. Close-up view of tissue glucose and oxygen sensor
array (77). Sensor array with small (125mm diameter) indepen-
dent platinum working electrodes, large (875mm diameter) com-
mon platinum counterelectrodes, and a curved common Ag/AgCl
reference electrode. The membrane is not present. (Copyright
2003, American Physiological Society.)

Figure 9. Animal prototype long-term central venous glucose
sensor with implanted telemetry (73). Glucose and oxygen sensors
are at the end of the catheters. Telemetry antenna emerges from
the top, left. The telemetry body is 2�2.5 in.



sensor signals for quantitative correlation to blood glucose
concentration.

REMAINING CHALLENGES FOR SENSOR DEVELOPMENT

Although there has been recent progress in sensor devel-
opment and implementation, certain challenges remain. In
many cases, there is need for improvement in data pre-
sentation and sensor validation. Standard glucose mea-
surements for validation of sensor signals are often either
not reported or are not obtained frequently enough to
validate sensor responses. Requirements for sensor recali-
bration are not always given. Published results are often
selected to show what may be ideally possible for a parti-
cular sensor rather than what is typical, sometimes con-
veying the impression that sensors are more accurate than
may be the case.

There is a need to understand the effects of physiologic
phenomena such as local perfusion, tissue variability,
temperature and movement, that modulate sensor
responses to glucose and affect measurement accuracy.
A detailed understanding of these effects and their
dynamics is needed for a full description of the glucose
sensing mechanism. Robust sensor designs and modes of
operation are required that assure reliable determination
of glucose during exercise, sleeping and other daily life
conditions.

A complete explanation for the response of every
sensor should be sought, whether it is producing ‘‘good’’
or ‘‘bad’’ results, as more can often be learned for sensor
improvement from sensors that produce equivocal
results than from those that produce highly predictable
signals (56). Present definitions as to what constitutes
an acceptable sensor are based on narrow technical
criteria proposed by sponsors of individual sensors that
apply under specific conditions and lead to limited-

use approvals by the FDA. There is a need to establish
rational criteria for sensor validation and performance
specific for the intended use (80). As sensors must be
useful for hypoglycemia detection, sensor function
must be validated in the hypoglycemic state. Correlation
with HbA1c levels may not be useful for sensor
validation, as the detailed information from sensors is
likely to supplant HbA1c as a more comprehensive index
of control.

BLOOD GLUCOSE PREDICTION

The ability to monitor blood glucose in real-time has major
advantages over present methods based on sample collec-
tion that provide only sparse, historical information. There
exists, however an additional possibility of using sensor
information to predict future blood glucose values. It been
demonstrated that blood glucose dynamics are not random
and that blood glucose values can be predicted using
autoregressive moving average (ARMA) methods, at least
for the near future, from frequently sampled previous
values (13) (Fig. 13). Prediction based only on recent blood
glucose history is particularly advantageous because there
is no need to involve models of glucose and insulin dis-
tribution, with their inherent requirements for detailed
accounting of glucose loads and vascular insulin availabil-
ity. This capability may be especially beneficial to children.
Glucose prediction can potentially amplify the considerable
benefits of continuous glucose sensing, and may represent
an even further substantial advance in blood glucose
management.

CLOSING THE LOOP

Glucose control is an example of a classical control system
(Fig. 14). To fully implement this system, there is a need to
establish a programmable controller based on continuous
glucose sensing, having control laws or algorithms to
counter hyper- and hypoglycemic excursions, identify per-
formance targets for optimal insulin administration, and
employ insulin pumps. The objective is restore optimal
blood glucose control while avoiding over-insulinization
by adjusting the program, a goal that may not be possible
to achieve with alternative cell- or tissue-based insulin
replacement strategies.
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Figure 13. Blood glucose prediction based on recently sampled
values (13). A 10 min prediction in a non-diabetic, average
rms error¼0.2 mM. (Copyright # 1999, American Diabetes
Association.)

Figure 12. An implanted glucose sensor and nearby micro-
vasculature(79).Optical image takeninahamsterwindowchamber.
Sensor diameter is 125mm.



Programmable external pumps that deliver insulin
to the subcutaneous tissue are now widely used and
implanted insulin pumps may soon become similarly
available. At present, these devices operate mainly in a
preprogrammed or open-loop mode, with occasional adjust-
ment of the delivery rate based on fingerstick glucose
information. However, experimental studies in humans
have been reported utilizing closed-loop systems based
on implanted central venous sensors and intra-abdominal
insulin pumps in which automatic control strategies were

employed over periods of several hundred days (81) (Fig. 15).
Initial inpatient trials using subcutaneous peroxide
sensors to close the loop with an external insulin
pump are also underway. There is a need to expand
development of such systems for broad acceptance. Exten-
sive reviews of pump development can be found elsewhere
(82–84).

These results demonstrate that an implantable artificial
beta cell is potentially feasible, but more effort is required
to incorporate a generally acceptable glucose sensor, vali-
date the system extensively, and demonstrate its robust
response.

CONCLUSIONS

The need for new glucose sensors in diabetes is now greater
than ever. Although development of an acceptable, contin-
uous and automatic glucose sensor has proven to be a
substantial challenge, progress over the past several dec-
ades has defined sensor performance requirements and
has focused development efforts on a limited group of
promising candidates. The advent of new glucose
sensing technologies could facilitate fundamentally new
approaches to the therapy of diabetes.
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Figure 15. Blood glucose control in
humans by an implanted artificial
beta cell. A chronic, central venous
blood glucose sensor and implanted
insulin pump (Medtronic/MiniMed)
implanted in a human subject. (a)
Plasma (solid circles) and sensor
(line) glucose following initiation of
closed-loop control (noon). Solid line
at 100 mg �dL�1 indicates setpoint.
(b) Proportional (medium shading),
basal (light shading), and derivative
(dark shading) insulin delivery dur-
ing the closed-loop (solid line indi-
cates total, which is not allowed to go
below zero). (c) Plasma (circles) and
predicted insulin (solid line) con-
centrations. (Study performed by
Medical Research Group. Copyright
2004, Elsevier.)
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Figure 14. A simple control system for blood glucose. y (out) is
the blood glucose concentration, y (sp) is the desired blood glucose,
the natural sensor is in the pancreatic beta cell, the plant is the
body over which glucose is distributed, and the disturbance is
absorption of glucose from the gut via digestion. The control ele-
ment can be an insulin pump. The control law is an algorithm that
directs the pump in response to the difference between measured
and target blood glucose.
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INTRODUCTION

The human circulatory system provides adequate blood
flow without interruption to the various organs and tissues
and regulates blood supply to the demands of the body. The
contracting heart supplies the energy required to maintain
the blood flow through the vessels. The human heart
consists of two pumps in series. The right side of the heart,
a low pressure pump, consisting of the right atrium and the
right ventricle supplies blood to the pulmonary circulation.
The left side consisting of the left atrium and the left
ventricle is the high pressure pump circulating blood
through the systemic circulation. Figure 1 is a schematic
representation of the four chambers of the heart and the
arrows indicate the direction of blood flow. The pressure
gradients developed between the main arteries supplying
blood to the systemic and pulmonary circulation and the
respective venous ends are the driving forces causing the
blood flow and the energy is dissipated in the form of heat
due to frictional resistance.

The four valves in the heart ensure that the blood flows
only in one direction. The blood from the systemic circula-

tion supplies nutrients and oxygen to the cells for the
various tissues and organs and removes carbon dioxide
at the level of capillaries. The oxygen depleted blood
returns through the systemic veins to the right atrium.
During the ventricular relaxation or diastole, the blood
passes through the tricuspid valve into the right ventricle.
In the ventricular contraction phase of the cardiac cycle or
systole, the tricuspid valve closes and the pulmonic valve
opens to pump the blood to the lungs through the pulmon-
ary arteries. Carbon dioxide is removed and oxygen is
absorbed by the blood in the capillaries of the lungs that
is surrounded by the alveolar sac with the air we breathe.
The oxygen-rich blood returns to the left atrium via the
pulmonary veins and passes through the mitral (bicuspid)
valve into the left ventricle during the ventricular diastole.
During the ventricular contraction, the mitral valve closes
and the aortic valve opens to pump the blood through the
systemic circulation. The main function of the heart valves
is to control the direction of blood flow permitting flow in
the forward direction and preventing regurgitation or back
flow through the closed valves.

Anatomy of the Native Valves

The aortic valve (Fig. 2) consists of three semicircular
(semilunar) leaflets or cusps within a connective tissue
sleeve (1) attached to a fibrous ring. The cusps meet at
three commissures that are equally spaced along the cir-
cumference at the supraaortic ridge. This ridge is thicken-
ing of the aorta at which the cusps insert and there is no
continuity of tissue from one cusp to the other across the
commissure. The leaflet consists of three layers as shown in
Fig. 3: the aortic side layer is termed the fibrosa and is the

Figure 1. Schematic of blood flow in the human heart. LA-Left
atrium; RA-Right atrium; LV-Left ventricle; RV-Right ventricle;
PV-pulmonary valve; TV-Tricuspid valve; AV-Aortic valve; and
MV-Mitral valve.

Figure 2. Human aortic valve viewed from the aorta. (Adapted
with permission from Otto, C. M. Valvular Heart Disease, Second
Edition, 2004, Saunders/Elsevier, Inc., Philadelphia, PA.)
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major fibrous layer within the body of the leaflet; layer on
the ventricular side termed ventricularis is composed of
both collagen and elastin; and the central portion of the
valve termed the spongiosa consisting of loose connective
tissue, proteins, and glycosaminoglycans (GAG). The leaf-
let length is larger than the radius of the annulus, and
hence a small overlap of the tissue from each leaflet pro-
trudes and forms a coaptation surface when the valve is
closed to ensure that the valve is sealed in the closed
position. The sinus of Valsalva is attached to the fibrous
annular ring on the aortic side and is comprised of three

bulges at the root of the aorta. Each bulge is aligned with
the belly or the central part of the valve leaflet. The left and
the right sinuses contain the coronary ostia (openings)
giving rise to the left and right coronary arteries, respec-
tively, providing blood flow and nutrients to the cardiac
muscles. When the valve is fully open, the leaflets extend to
the upper edges of the sinuses. The anatomy of the pul-
monic valve is similar to that of the aortic valve, but the
sinuses in the pulmonary artery are smaller than the aortic
sinuses, and the pulmonic valve orifice is slightly larger.
The average aortic valve orifice area is �4.6 cm2 and is
�4.7 cm2 for the pulmonic valve (2). In the closed position,
the pulmonic valve is subject to a pressure of �30 mmHg
(3.99 kPa) while the load on the aortic valve is�100 mmHg
(13.30 kPa).

The mitral and tricuspid valves are also anatomically
similar with the mitral valve consisting of two main leaflets
(cusps) compared to three for the valve in the right side
of the heart. The valves consist of the annulus, leaflets,
papillary muscles, and the chordae tendinae (Fig. 4).
The average mitral and tricuspid valve orifice areas are
7.8 and 10.6 cm2, respectively (2). The atrial and ventri-
cular walls are attached to the mitral annulus, consisting of
dense collagenous tissue surrounded by muscle, at the base
of the leaflets. The chordae tendinae are attached to the
free edge of the leaflets at multiple locations and extend to
the tip of the papillary muscles. Anterior and posterior
leaflets of the mitral valve are actually one continuous
tissue with two regularly spaced indentations called the
commissures. The combined surface area of both the leaf-
lets is approximately twice the area of the valve orifice and
thus the leaflets coaptate during the valve closure. The
posterior leaflet encircles two-thirds of the annulus and is
quadrangular shaped, while the anterior leaflet is semi-
lunar shaped. The left ventricle has two papillary muscles
that attach to the ventricular free wall and tether the
mitral valve in place via the chordae tendinae. This tet-
hering prevents the leaflets from prolapsing into the left
atrium during ventricular ejection. Improper tethering
will result in the leaflets extending into the atrium and
incomplete apposition of the leaflets will permit blood to
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Figure 3. A histologic section of an aortic valve leaflet depicting
the three layers along the thickness of the leaflet: F¼Fibrosa;
S¼Spongiosa; and V¼Ventricularis. (Courtesy of Prof. Michael
Sacks of the University of Pittsburgh, Pittsburgh, PA.)

Figure 4. Schematic of the human mitral
(bicuspid) valve and a photograph showing the
anterior leaflet with the chordae tendinae
attachment with papillary muscles. (Courtesy
of Prof. Ajit Yoganathan from Georgia Institute
of Technology.)



regurgitate back to the atrium. The tricuspid valve has
three leaflets, a septal leaflet along with the anterior
and posterior leaflets, and is larger and structurally more
complicated than the mitral valve.

Valve Dynamics

At the beginning of systole, the left ventricle starts to
contract and with the increase in pressure, the mitral valve
closes preventing regurgitation of blood to the left atrium.
During the isovolumic contraction with both the mitral and
aortic valves closed, the ventricular pressure rises rapidly.
The aortic valve opens when the left ventricular pressure
exceeds the aortic pressure. The blood accelerates rapidly
through the open valve and peak velocity of flow occurs
during the first third of systole. The pressure difference
between the left ventricle and the aorta required to open
the valve is of the order of 1–2 mmHg (0.13–0.26 kPa).
During the forward flow phase, vortices develop in the
three sinuses behind the open leaflets and the formation
of such vortices was first described by Leonardo da Vinci in
1513. Several studies have suggested that the vortices and
the difference in pressure between the sinuses and the
center of the aortic orifice pushes the leaflets toward
closure even during the second third of systole when for-
ward flow of blood continues. With the ventricular relaxa-
tion and rapid drop in the ventricular pressure, an adverse
pressure gradient between the ventricle and the aorta
moves the leaflets toward full closure with negligible regur-
gitation of blood from the aorta to the ventricle. Systole
lasts for about one-third of the cardiac cycle and the peak
pressure reached in the aorta during systole in healthy
humans is �120 mmHg (15.96 kPa) and the diastolic
pressure in the aorta with the aortic valve closed is
�80 mmHg (10.64 kPa).

At the beginning of diastole, the aortic valve closes and
the ventricular pressure decreases rapidly during the iso-
volumic relaxation. As the ventricular pressure falls below
the atrial pressure, the mitral valve opens and the blood
flows from the atrium to the ventricle. The pressure dif-
ference between the left atrium and the ventricle required
to open the mitral valve and drive the blood to fill the
ventricle is smaller than that required with the aortic valve
(< 1 mmHg or 0.13 kPa). As the blood fills the ventricle,
vortical flow is established in the ventricle, and it has been
suggested that the leaflets move toward closure due to the
same. The atrial contraction induces additional flow of
blood from the atrium into the ventricle during the second
half of diastole and the adverse pressure gradient at the
beginning of ventricular contraction forces the mitral valve
to close and isovolumic contraction takes place. The chor-
dae tendinae prevents the prolapse of the leaflets into the
left atrium when the mitral valve is in the closed position.
The dynamics of the mitral valve opening and closing is a
complex process involving the leaflets, mitral orifice, chor-
dae tendinae, and the papillary muscles. During systole,
the closed mitral valve is subjected to pressures of �120
mmHg (15.96 kPa).

The dynamics of opening and closing of the pulmonic
and the tricuspid valves are similar to the aortic and mitral
valve, respectively, even though the pressures generated in

the right ventricle and the pulmonary artery are generally
about a one-third of the corresponding magnitudes in the
left side of the heart. From the description of the valve
dynamics, one can observe several important features on
the normal functioning of the heart valves. These include
opening efficiently with minimal difference in pressure
between the upstream and downstream sides of the valve,
and efficient closure to ensure minimal regurgitation. In
addition, the flow past the valves are laminar with minimal
disturbances in flow and the fluid induced stresses do not
activate or destroy the formed elements in blood such as the
platelets and red blood cells. As the valves open and close,
the leaflets undergo complex motion that includes large
deformation, as well as bending. The leaflet material is also
subjected to relatively high normal and shear stresses
during these motions. The valves open and close at about
once every second, and hence functions over several million
cycles during the normal life of a human. These are some of
the important considerations in the design and functional
evaluation of heart valve prostheses that we consider in
detail below.

Valvular Diseases and Replacement of the Diseased Valves

Valvular diseases are more common on the left heart due to
the high pressure environment for the aortic and mitral
valves and also with the tricuspid valve on the right side of
the heart. Valvular diseases include stenosis and incom-
petence. Stenosis of the leaflets is due to calcification
resulting in stiffer leaflets that will require higher pres-
sures to open the valves. Rheumatic fever is known to affect
the leaflets resulting in stenosed valves (3). Premature
calcification of the bicuspid valve, as well as significant
obstruction of the left ventricular outflow in congenital
aortic valve stenosis, also affects the valves of the left heart
(3). Aortic sclerosis due to aging can also advance to
valvular stenosis in some patients. Mitral stenosis may
be the result of commissural fusion in younger patients and
may also be due to cusp fibrosis. In the case of valvular
stenosis, higher pressure needs to be generated to force the
stiffer leaflets to open and the valvular orifice area in the
fully open position may be significantly reduced. Effective
orifice area (EOA) can be computed by the application of
the Gorlin equation (4) based on the fluid mechanic prin-
ciples and is given by the following relationship:

EOAðcm2Þ ¼ Qrms

C
ffiffiffiffiffiffiffi
Dp

p ð1Þ

In this equation, Qrms is the root-mean-square (rms) flow
rate (mL/s) during the forward flow through the valve and
Dp is the mean pressure drop (mmHg) across the open
valve. The measurement of mean pressure drop in vivo is
described later, and the flow rate across the valve during
the forward flow phase is computed from the measurement
of cardiac output and the heart rate. The parameter C
represents a constant that is based on the discharge coeffi-
cient used for the aortic or mitral valve, and the unit
conversion factors to result in the computed area in terms
of square centimeter. A more direct technique to estimate
the effective orifice area is the application of conservation
of mass principle. The systolic volume flow through the left
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ventricular outflow tract is determined as the product of
the outflow tract cross-sectional area and the flow velocity–
time integral. Since the same blood volume must also pass
through the valve orifice, the valve orifice area is computed
by dividing the volume flow with the measured aortic valve
velocity–time integral (5). Replacement of the aortic valve
is generally considered when the measured valvular orifice
area is < 0.4 cm2 �m�2 of body surface area (6). The corre-
sponding value for the mitral stenosis is 1.0 cm2 �m�2.

Valvular incompetence results from incomplete closure
of the leaflets resulting in significant regurgitation of
blood. Incompetence could be the result of decrease in
leaflet area due to rheumatic disease or perforations in
the leaflets due to bacterial endocarditis. Structural altera-
tions due to loss of commissural support or aortic root
dilatation can result in aortic valve incompetence. Rupture
of chordae tendinae, leaflet perforation, and papillary
muscle abnormality may also affect the mitral valve clo-
sure and increase in regurgitation. Optimal timing for
valvular replacement in the case of native valve incompe-
tence is not clearly defined.

Various methods for valvular reconstruction or repair
are also being developed instead of replacement with pros-
theses since these techniques are associated with lower
risk of mortality and lower risk of recurrence (7). Valvular
repair rather than replacement is generally preferred for
regurgitation due to segmental prolapse of the posterior
mitral leaflet. Implantation of a prosthetic ring to reduce
the size of the mitral orifice and improve leaflet coaptation
is performed in the case of mitral regurgitation due to ring
dilatation. Mitral endocarditis with valvular or chordal
lesions is also repaired rather than replacing the whole
valve. Dilatation of the root and prolapse of the cusps are
also the most important causes for regurgitation of the
aortic valves and several techniques have also been devel-
oped to correct these pathologies (7).

The cardiopulmonary bypass technique to reroute
the blood from the vena cava to the ascending aorta, and
the introduction of cold potassium cardioplegia to arrest
the heart to perform open heart surgery introduced in the
1950s enabled the replacement of diseased valves. Repla-
cement of severely stenosed and/or incompetent valves
with prostheses is a common treatment modality today
and patients with prosthetic valves lead a relatively nor-
mal life. Yet, significant problems are also encountered
with implanted prosthetic valves and efforts are continuing
to improve the design of the valves for enhanced function-
ality and minimizing the problems encountered with
implantation.

PROSTHETIC HEART VALVES

Ideal Valve Design

An ideal valve to be used as replacement for a diseased
valve should mimic the functional characteristics of the
native human heart valves with the following character-
istics (adapted from Ref. 8). The prosthetic valve should
open efficiently with a minimal transvalvular pressure
drop. The blood should flow through the orifice with central
and undisturbed flow as is observed with healthy native

heart valves. The valve should close efficiently with mini-
mal amount of regurgitation. The material used for the
valve should be biocompatible, durable, nontoxic, and non-
thrombogenic. The valve will be anticipated to open and
close for > 40 million cycles/year for many years and must
maintain the structural integrity throughout the lifetime
of the implant. Blood is a corrosive and chemically unstable
fluid that tends to form thrombus in the presence of foreign
bodies. To avoid thrombus formation, the valve surfaces
must be smooth, and the flow past the valve should avoid
regions of stagnation and recirculation as well as minimize
flow-induced stresses that are factors related to thrombus
initiation. The prosthetic valve should be surgically
implantable with ease and should not interfere with the
normal anatomy and function of the cardiac structures and
the aorta. The valve should be easily manufactured in a
range of sizes, inexpensive, and sterilizable.

Transplanting freshly explanted human heart valves
from donors who died of noncardiovascular diseases is
probably the most ideal replacement and such homograft
valves have been successfully used as replacements. These
are the only valves entirely consisting of fresh biological
tissue and sewn into place resulting in an unobstructed
central flow. The transplanted homograft valves are no
longer living tissue, and hence lack the cellular regenera-
tion capability of the normal valve leaflets. Thus, the
transplanted valves are vulnerable to deterioration on a
long-term use. Moreover, homograft valves are difficult to
obtain except in trauma centers in large population areas,
and hence not a viable option generally.

Numerous prosthetic valves have been developed over
the past 40 years and most of the design and development
of valvular prostheses have been empirical. The currently
available heart valve prostheses can be broadly classified
into two categories: mechanical heart valves (MHV) and
bioprosthetic heart valves (BHV). Even though valves from
both categories are routinely implanted in patients with
valvular disease and the patients with prosthetic implants
lead a relatively normal life, several major problems are
encountered with the mechanical and biological prosthetic
valves (9). These problems include: (1) thromboembolic
complications; (2) mechanical failure due to fatigue or
chemical changes; (3) mechanical damage to the formed
elements in blood including hemolysis, activation, and
destruction of platelets and protein denaturation; (4) peri-
valvular leak due to healing defects; (5) infection; and (6)
tissue overgrowth. The first three problems with implanted
valves can be directly attributed to the design of the
mechanical and biological prostheses and the fluid and
solid mechanics during valve function. Thrombus deposi-
tion on the valvular surface and subsequent breakage of
the thrombus to form emboli that can result in stroke or
heart failure is still a major problem with MHV implants.
Hence, patients with MHV implants need a long-term
anticoagulant therapy that can lead to complications with
bleeding. On the other hand, patients implanted with
bioprostheses do not generally require anticoagulant ther-
apy except immediately after surgery. Yet, leaflet tearing
with structural disintegration results in the need for BHV
implants to be replaced at about 10–12 years after implan-
tation on the average. Due to the necessity of multiple
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surgeries during a lifetime, the tissue valves are generally
not implanted in younger patients. Patients who cannot
tolerate or cannot be on long-term anticoagulant therapy
are also candidates for the BHV.

Mortality is higher among patients after prosthetic
valve replacement than among age-matched controls. Mor-
tality rate is not significantly different between MHV and
BHV implantation. In addition to the mortality rate and
valve related morbidity, quality of life for the patient must
be an important consideration in the choice of valve
implantation and the quality of life is difficult to quantify.
Individual patients may place different emphasis on mor-
tality, freedom from reoperation, risk of thromboembolism
and stroke, risk of anticoagulation-related hemorrhage,
and lifestyle modification required with chronic anticoa-
gulation. Patients may choose to accept the high probabil-
ity of reoperation within 10–12 years with BHV in order to
avoid long-term anticoagulation with MHV, whereas
others may want to avoid the likelihood of reoperation (10).

We will review the historical development of heart valve
prostheses, functional evaluation of these valves in order to
understand the relationship between the dynamics of the
valve and the problems associated with the valve implants
and our continuing efforts on the understanding of the
problem and improvements in design.

Mechanical Heart Valves

Mechanical valves are made of blood compatible, nonbio-
logical material, such as metals, ceramics, or polymers. The
initial designs of mechanical valve prostheses were of the
centrally occluding type with either a ball or disk employed
as the moving occluder. The occluder passively responds
to the difference in pressure in opening and closing of
the valves. Starr-Edwards caged ball valve (Fig. 5a) was
the first mechanical valve to be implanted in 1960 in the
correct anatomical position as replacement for the diseased
native mitral valve (11–14). The caged disk prostheses
(Fig. 5b), in which a flat disk was employed as the occluder,
were of a lower profile than the ball valves, and hence were
thought to be advantageous especially as a replacement in
the mitral position in order to minimize interference with
the cardiac structures. However, increased flow separation
and turbulence in the flow past the flat disk compared to
that for the spherical ball occluder in the caged ball pros-
theses resulted in larger pressure drop across the valve
with the caged disk design. An increased propensity for
thrombus deposition in the recirculation region was also
observed, and hence this design was not successful in spite
of the low profile. The cage in the caged ball prostheses is
made of a polished cobalt–chromium alloy and the ball is
made of a silicone rubber that contains 2% by weight
barium sulfate for radiopacity. The sewing ring contains
silicone rubber insert under knitted composite polytetra-
fluoroethylene (PTFE: Teflon) and polypropylene cloth.
With the centrally occluding design, the flow dynamics
past the caged ball prostheses is vastly different from that
of flow past native aortic or mitral valves.

Within the next two decades of 1970s and 1980s, valve
prostheses with a tilting disk or bileaflet designs were
introduced with significantly improved flow characteris-

tics. The first tilting disk valve that was clinically used was
a notched Teflon occluder that engaged in another pair of
notches in the housing (15). The stepped occluder with the
notches was not free to rotate. Clinical data soon indicated
severe thrombus formation around the notches and wear of
the Teflon disk leading to severe valvular regurgitation or
disk embolization (16). A major improvement to this design
was the introduction of hinge-less free-floating tilting disk
valves in the Bjork–Shiley (17) and the Lillehei–Kaster
valves. The Bjork–Shiley valve had a depression in the disk
and two welded wire struts in the valve housing to retain
the disk. The occluder tilted to the open and closed position
and it was free to rotate around its center. The Bjork–
Shiley valve housing was made from Stellite-21 with a
Teflon sewing ring and a Delrin disk. Compared to the
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Figure 5. Photographs of (a) Starr-Edwards caged ball valve
(Edwards Lifesciences, LLC, Irvine, CA); and (b) a caged disk
valve (Courtesy of Prof. Ajit Yoganathan of Georgia Institute of
Technology, Atlanta, GA) as examples of early mechanical valve
designs.



centrally occluding caged ball valves, a large annulus
diameter compared to the tissue annulus diameter in
the tilting disk valve resulted in a very low pressure drop
and thus energy loss in the flow across the valve in the open
position. The disk opened to an angle of 608 or more, and
hence the flow was more central. The free floating disk that
rotated during the opening and closing phases prevented
any build up of thrombus. However, the Delrin disk had a
propensity for swelling during autoclaving that may com-
promise the proper functioning of the leaflets (18,19). The
disk for the Lillehei–Kaster valve consisted of a graphite
substrate coated with a 250mm thick layer of a carbon–
silicon alloy (Pyrolite). The pyrolytic carbon has proven
to be a very durable and blood-compatible material for use
in prosthetic heart valves and is the preferred material
for the MHVs currently available for implants. The Bjork–
Shiley valve also had the Delrin disk replaced with
pyrolytic carbon disk shortly thereafter (Fig. 6a). The
Medtronic Hall tilting disk valve (Fig. 6b) has a central,
disk control strut. An aperture in the flat pyrolytic carbon
disk affixes it to this central guiding strut and allows it to
move downstream by �2.0 mm. This translation improves
the flow velocity between the orifice ring and the rim of the
disk. The ring and strut combination is machined from a
single piece of titanium for durability and the housing can
be rotated within the knitted Teflon sewing ring for optimal
orientation of the valve within the tissue annulus. The
Omniscience valve was an evolution of the Lillehei–Kaster
valve and the Omnicarbon valve (Fig. 6c) is the only tilting
disk valve with the occluder and housing made of pyrolytic
carbon. Sorin Carbocast tilting disk valve (Fig. 6d), made in
Italy and available in countries outside United States, has
the struts and the housing made in a single piece by a
microcast process and thus eliminates the need for welding
the struts to the housing. The cage for this valve is made of
a chrome–cobalt alloy and coated with a carbon film. The

tilting disk valves of the various manufacturers open to a
range of angles varying from 60 to 858 and in the fully open
position, the flow passes through the major and minor
orifices. Some of the valve designs, such as the Bjork–
Shiley valve, encountered unforeseen problems with struc-
tural failure due to further design modifications, and hence
are currently not used for replacement of diseased native
heart valves. However, some of these designs are still being
used in the development of artificial heart and positive
displacement left ventricular assist devices.

Another major change in the MHV design was the
introduction of a bileaflet valve in the late 1970s. The
St. Jude Medical bileaflet valve (Fig. 7a) incorporates
two semicircular hinged pyrolytic carbon leaflets that open
to an angle of 858 and the design is intended to provide
minimal disturbance to flow. The housing and the leaflets
of the bileaflet valve is made of pyrolytic carbon. Numerous
other bileaflet designs have since been introduced into the
market. Several design improvements have also been
incorporated in the bileaflet valve models in order to
improve their hemodynamic performance. The design
improvements have included a decrease in thickness of
the sewing cuff that allows the placement of a larger
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Figure 6. Tilting disk mechanical valve prostheses: (a) Bjork–
Shiley valve; (b) Medtronic Hall valve (Medtronic, Inc., Minneapolis,
MN; (c) Omni Carbon valve (MedicalCV Inc., Minneapolis, MN);
(d) Sorin valve (Sorin Biomedica Cardio S.p.A., Via Crescentino,
Italy).

Figure 7. Bileaflet mechanical valve prostheses: (a) St. Jude
valve (St. Jude Medical, Inc., St. Paul, MN); (b) Carbomedics valve
(Carbomedics Inc., Austin Texas); (c) ATS valve (ATS Medical Inc.,
Minneapolis, MN); (d) On-X valve (Medical Carbon Research
Institute, LLC, Austin, Texas); and (e) Sorin valve (Sorin Biomedica
Cardio S.p.A., Via Crescentino, Italy).



housing within the cuff for a given tissue annulus diameter
with the resulting hemodynamic improvement. Structural
reinforcement of the housing has also allowed reducing
its thickness that increases the internal orifice area for
improved hemodynamics. The Carbomedics bileaflet valve
(Fig. 7b) was introduced into the market in the 1990s with
a recessed pivot design. The aortic version of this valve is
designed to be implanted in the supraannular position
enabling a larger size valve to be implanted with respect
to the aortic annulus. More recent bileaflet valve designs
available in the market include the ATS valve (Fig. 7c) with
an open leaflet stop rather than the recessed hinges and
the On-X bileaflet valve (Fig. 7d) that has a length to
diameter ratio close to the native heart valves, a smoothed
pivot recess allowing for the leaflet to open to 908, a flared
inlet for reducing flow disturbances, and a two point land-
ing mechanism for smoother closing of the leaflets. The
Sorin Bicarbon valve (Fig. 7e), marketed outside the
United States, has curved leaflets, and hence increases
the area of the central orifice. The pivots of this valve with
two spherical surfaces enable the leaflet projections to roll
against the surfaces rather than with the sliding action
between the leaflet and the housing at the hinges.

Studies have shown that the bileaflet valves generally
have a smaller pressure drop compared to the tilting disk
valves, especially in the smaller sizes. However, there are
several characteristic differences between the bileaflet and
tilting disk valve designs that must be noted. The bileaflet
valve designs include a hinge mechanism generally by
introducing a recess in the housing in which a protrusion
from the leaflets interacts during the opening and closing of
the leaflets, or open pivots for the retention of the leaflets.
On the other hand, the tilting disk valve designs do not
have a hinge mechanism for retaining the occluder and the
occluder is freefloating. The free-floating disk rotates as the
valve opens and closes, and hence the stresses are distrib-
uted around the leaflets as opposed to the bileaflet designs.
In spite of the advances in the MHV valves by the intro-
duction of the tilting disk and bileaflet designs, design
improvements aimed at enhancing the flow dynamics,
and material selection, problems with thromboembolic
complications and associated problems with bleeding
(20) are still significant with the implanted valves and
the possible relationship between the flow dynamics and
initiation of thrombus will be discussed in detail later. An
example of thrombus deposition and tissue ingrowth with
an explanted MHV is shown in Fig. 8.

Bioprosthetic Valves

With the lack of availability of homograft valves as repla-
cement of diseased valves, and as alternative to MHV
that required long-term anticoagulant therapy, numerous
attempts have been made in the use of various biological
tissues as valvular replacement material. BHV made out of
fascia lata (a layer of membrane that encases the thigh
muscles) as well as human duramater tissue has been
attempted. Fascia lata tissue was prone to deterioration,
and hence unsuitable while the duramater tissue suffered
from lack of availability for commercial manufacture in
sufficient quantities. Harvested and preserved porcine

aortic valve as well as BHV made of bovine pericardial
tissue have been employed as replacement and have been
available commercially for > 30 years. The early clinical
use of a xenograft (valve made from animal tissue)
employed treatment of the leaflets with organic mercurial
salts (21) or formaldehyde (22) to overcome the problems of
rejection of foreign tissue by the body. Formaldehyde is
used to fix and preserve the tissue in the excised state by
histologists and results in shrinkage as well as stiffening of
the tissue. Formaldehyde treated valves suffered from
durability problems with 60% failure rates at 2 years after
implantation. Subsequently, it was determined that the
durability of the tissue cross-links was important in main-
taining the structural integrity of the leaflets and gluter-
aldehyde was employed as the preservation fluid (23).
Glutaraldehyde also reduces the antigenicity of the foreign
tissue, and hence can be implanted without significant
immunological reaction.

Porcine aortic valves are excised from pigs with the
aortic root and shipped to the manufacturer in chilled
saline solution. Support stents, configured as three upright
wide posts with a circular base, is manufactured out of
metal or plastic material in various sizes and covered in a
fabric. A sewing flange or ring is attached to the base of the
covered stent and used to suture the prostheses in place
during implantation. The valve is cleaned, trimmed, fitted,
and sewn to the appropriate size cloth covered stent. The
stented valve is fixed in gluteraldehyde with the valve in
the closed position. Glutaraldehyde solution with concen-
trations ranging from 0.2 to 0.625% is used in the fixation
process at pressures of < 4 mmHg (0.53 kPa) to maintain
the valve in the closed position. The low pressure fixation
maintains the microstructure of collagen. The first glutar-
aldehyde-treated porcine aortic valve prosthesis mounted
on metallic stent was implanted in 1969 (24). The metallic
frame was soon replaced by a flexible stent on a rigid base
ring; the Hancock Porcine Xenograft was commercially
introduced in 1970. The stent in this valve is made of
polypropylene with stainless steel radiopaque marker,
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Figure 8. Photograph of an explanted mechanical heart valve
prosthesis with thrombus deposition on the leaflet surface and
tissue ingrowth (Courtesy of Prof. Ajit Yoganathan of Georgia
Institute of Technology, Atlanta, GA.)



sewing ring made of silicone rubber foam fiber and polye-
ster used as the cloth covering. Hancock Modified Orifice
valve (Fig. 9a) was introduced in 1977 as a refinement of
the earlier valve. The right coronary cusp of the pig’s aortic
valve is a continuation of the septal muscle, and hence
stiffer. In the modified orifice valve, the right coronary cusp
is replaced with a non-coronary cusp of comparable size
from another valve. The Carpentier–Edwards Porcine
valve (Fig. 9b) also employs a totally flexible support frame.
The Hancock II and the Carpentier–Edwards supra-annu-
lar porcine bioprostheses employed modified preservation
techniques in which the porcine tissue is initially fixed at
1.5 mmHg (0.2 kPa), and then at high pressure in order to
improve the preservation of the valve geometry. The supra-
annular valve is designed to be implanted on top of the
aortic annulus while aligning the internal diameter of the
valve to the patient’s annulus and this technique allows
implantation of a larger valve for any given annular size.
These valves are also treated with antimineralization

solution such as sodium dodecyl sulfate (SDS) in order to
reduce calcification.

Another major innovation in the bioprosthetic valve
design was the introduction of stentless bioprostheses.
In the stented bioprostheses, the regions of stress concen-
tration are observed at the leaflet–stent junction and the
stentless valve design is intended to avoid such regions
prone to failure. The absence of the supporting stents also
results in less obstruction to flow, and hence should
improve the hemodynamics across the valves. Due to the
lack of stents, larger size valve can be implanted for a given
aortic orifice to improve the hemodynamics. Stentless por-
cine bioprostheses are only approved for aortic valve repla-
cement in the United States. In vitro studies have shown
improved hemodynamic performance with the stentless
designs in the mitral position, but questions remain about
the durability of these valves, and the implantation tech-
niques are also complex in the mitral position. Examples of
stentless bioprostheses currently available in the United
States include: St. Jude Medical Toronto SPV (Fig. 9c);
Medtronic Freestyle (Fig. 9d); and Edwards Prima (Fig. 9e)
valves. The Edwards Prima prosthesis is the pig’s aortic
valve with a preserved aortic root, with a woven polyester
cloth sewn around the inflow opening to provide additional
support and with features that make it easier to implant.
The other stentless valve designs are also porcine aortic
valves with the intact aortic root and specific preservation
techniques in order to improve the hemodynamic charac-
teristics and durability after implantation. In the Toronto
SPV valve, a polyester cloth covering around the prosthesis
separates the xenograft from the aortic wall of the host,
making it easier for handling and suturing, and also pro-
motes tissue ingrowth.

Both stented and stentless porcine tissue valves are from
the pig’s native aortic valve, and hence individual leaflets
need not be manufactured. In order to have sufficient quan-
tities of these valves in various sizes available for implant,
a facility to harvest adequate quantities of these valves
become necessary. As an alternative, pericardial valves
are made by forming the three leaflets from the bovine
pericardial tissue, and hence valves of various sizes can be
made. In the pericardial valves, bovine pericardial sac is
harvested and shipped in chilled saline solution. At the
manufacturing site, the tissue is debrided of fatty deposits
and trimmed to remove nonusable areas before the tissue
is fixed in glutaraldehyde. After fixation, leaflets are cut
out from the selected areas of the pericardial tissue and
sewn to the cloth-covered stent in such a fashion to obtain
coapting and fully sealing cusps. Since the valve is made
in the shape of the native human aortic valve, the hemo-
dynamic characteristics were also superior to the porcine
valves in comparable sizes. The Ionescu-Shiley pericar-
dial valve introduced into the market in the 1970s was
discontinued within a decade due to problems associated
with calcification and decreased durability. For this rea-
son, pericardial valve were not marketed by the valve
companies for several years. With advances in tissue
processing and valve manufacturing technology, pericar-
dial valves were reintroduced into the commercial mar-
ket in the 1990s. The Edwards Lifesciences introduced
the Carpentier-Edwards PERIMOUNT Bioprostheses
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Figure 9. Porcine bioprosthetic valve prostheses: (a) Hancock II
valve (Medtronic Inc., Minneapolis, MN); (b) Carpentier–Edwards
valve (Edwards Lifesciences, LLC, Irvine, CA); (c) Toronto stent-
less valve (St. Jude Medical, Inc., St. Paul, MN); (d) Medtronic
Freestyle stentless valve (Medtronic Inc., Minneapolis, MN); and
(e) Edwards Prima Plus stentless valve (Edwards Lifesciences,
LLC, Irvine, CA).



(Fig. 10a) in the early 1990s. The pericardial tissue in this
valve is mounted on a lightweight frame that is covered with
porous, knitted PTFE material. A sewing ring made of
molded silicone rubber covered with PTFE cloth is incorpo-
rated to suture the valve in place. Sorin pericardial valve
(Fig. 10b), Sorin stentless pericardial valve (Fig. 10c) and
the Mitroflow aortic pericardial valve (Fig. 10d) are avail-
able in markets outside the United States.

FUNCTIONAL CHARACTERISTICS

From the functional point of view, the implanted valve
prostheses should open with minimal transvalvular pres-
sure drop and have minimal energy loss in blood flow across
the valve, and the valve must close efficiently with minimal
regurgitation. The valve should mimic the central flow
characteristics that are observed with native human heart
valves with minimally induced fluid dynamic stresses on
the formed elements in blood. The flow characteristics
across the implants should also avoid regions of stasis or
flow stagnation where thrombus deposition and growth can
be enhanced. In vivo measurements, in vitro experimental
studies, and computational simulations have been used
over the past 40 years in order to assess the functional
characteristics of the mechanical and bioprosthetic heart
valves. The information gained from such studies have
been exploited to improve the design of the valves in order
to improve the performance characteristics of the valves
and also increase the durability in order to provide a
‘‘normal’’ life style for the patient with prosthetic valve
implants.

Pressure Drop and Effective Orifice Area

In vivo measurement of pressure drop requires placing
pressure transducers inserted via a catheter both on the
inflow and outflow side of the valve, and computing the
pressure drop during the phase when the valve is open. For
the aortic valve, the pressure transducers are placed in the
left ventricular outflow tract and in the ascending aorta.
The peak or the average pressure drop during the forward
flow phase is computed from the recorded data. To avoid
the invasive technique of catheterization, the fluid
mechanics principle can also be applied to estimate the
pressure drop across the valve in the aortic position. The
average velocity, V in m � s�1, in the ascending aortic cross-
section is measured noninvasively and the pressure drop,
Dp expressed in millimeters of mercury can be computed
using the equation

Dp ffi 4V2 ð2Þ

Using this simplified equation and noninvasive measure-
ment of the aortic root velocity using the Doppler techni-
que, the pressure drop across the aortic valve can be
computed. With the availability of several designs of
MHV and BHV, it is desirable to compare the pressure
drop and regurgitation for the various valve designs. In the
case of development of a new valve design, United States
Federal Drug Administration (FDA) requires that these
quantities measured in vitro for the new designs are com-
pared with currently approved valves in the market.
In vitro comparisons are performed in pulse duplicators
that mimic the physiological pulsatile flow in the human
circulation. One of the initial designs of a pulse duplicator
for valve testing was that of Wieting (25) that consisted of a
closed-loop flow system that is actuated by a pneumatic
pump to initiate pulsatile flow through the mitral and
aortic valves in their respective flow chambers. Pressure
transducers were inserted through taps in the flow cham-
bers on the inflow and outflow sides to measure the pres-
sure drop across the valves. The fluid used in such in vitro
experimental studies, referred to as the blood-analogue
fluid, is designed to replicate the density (1060 kg �m�3)
and viscosity coefficient (0.035 P or 35� 10�4 Pa�s) of whole
human blood. A glycerol solution (35–40% glycerin in
water) has been generally used as the blood analog fluid
in these studies. Prosthetic valves are made in various
sizes (specified in sewing ring diameter magnitude). In
comparing the pressure drop data for the various valve
designs, proper comparison can be made on data only with
comparable valve sizes. Since the flow across the valve
during the forward flow phase is not laminar, the pressure
drop has a nonlinear relationship with flow rate. Hence,
pressure drop is measured for a range of flow rates and the
pressure drop data is presented as a function of flow rate.
Numerous studies comparing the pressure drop data for
the various mechanical and bioprosthetic valves have been
reported in the literature. Typical pressure drop compar-
isons for MHV and BHV (of nominal size of 25 mm) are
shown in Fig. 11 (14). As can be observed, stented porcine
tissue valves have the higher pressure drop, and hence are
considered to be stenotic, especially in smaller valve sizes.
The advantage of the stentless bioprostheses design is
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Figure 10. Pericardial bioprosthetic valve prostheses: (a)
Carpentier-Edwards valve (Edwards Lifesciences, LLC, Irvine,
CA), (b) Sorin Pericarbon valve (Sorin Biomedica Cardio S.p.A.,
Via Crescentino, Italy); (c) Sorin Pericarbon stentless valve (Sorin
Biomedica Cardio S.p.A., Via Crescentino, Italy); and (d) Mitroflow
Aortic pericardial valve (Sorin Group Canada, Inc., Mitroflow
Division, Burnaby, B.C., Canada.)



obvious especially in smaller sizes since the flow orifice will
be larger due to the absence of supporting stents. Supra-
annular design also permits the implantation of a larger
sized valve for a given annulus orifice, thus providing a
smaller pressure drop and energy loss. Smaller pressure
drops across the valve prostheses will result in a reduced
workload of the left ventricle as the pump. Gorlin equation,
described in Eq. 1, has also been employed to compute the
effective orifice area for the various valve designs (14).
Generally, the pericardial and bileaflet valve designs have
the largest effective orifice area, followed by the tilting
disk, and porcine valves, with the caged ball valve exhibit-
ing the smallest effective orifice area for a given sewing
ring diameter. Valves with the larger EOA correspond to a
smaller pressure drop and energy loss in flow across the
valve. Performance index (PI), computed as the ratio of
effective orifice area to the sewing ring area is also used for
comparison of the various valve designs. Table 1 includes
data on the EOA and PI for the various MHV and BHV with
a 27 mm tissue annulus diameter from in vitro experi-
mental studies. It can be observed that the centrally
occluding caged ball valve and stented porcine valves have
lower values of PI where as the tilting disk, bileaflet,
pericardial valves, and stentless tissue valves have higher
values indicating improved hemodynamics for the same
values of the tissue annulus diameter.

Regurgitation

In discussing the flow dynamics with native heart valves, it
was observed that the anatomy and the fluid dynamics
enable the leaflets to close efficiently with minimal amount

of regurgitation. On the other hand, the adverse pressure
gradient at the end of the forward flow motion induces the
occluders to move toward closure and all prosthetic valves
exhibit a finite amount of regurgitation. Figure 12 shows a
typical flow rate versus time curve obtained from an elec-
tromagnetic flow meter recording obtained in vitro in a
pulse duplicator with a mechanical valve in the aortic
position. As can be observed, a certain volume of reverse
flow is observed as the valve closes and is termed as closing
leakage. The closing leakage is related to the geometry of
the valve and the closing dynamics. The rigid occluders in
the mechanical valves also prevent the formation of a tight
seal between the occluder and the seating ring when the
valve is closed. With the tilting disk and bileaflet valves, a
small gap between the leaflet edge and the valve housing is
also introduced in order to provide a continuous wash-out
of blood in the hope of preventing any thrombus deposition.
Hence, even when the valve is fully closed, a small volume
of blood is continuously leaking and is termed the static
leakage. Percent regurgitation is defined as the ratio of the
leakage volume over the net forward flow volume
expressed as a percentage. Percent regurgitation can be
computed by recording the flow rate versus time curve in
an in vitro experimental set up and measuring the area
under the forward and reverse flow phases from the data.
These can be compared for the various size valves of the
same model and also for comparison across the various
valve models. Table 1 shows typical data of regurgitant
volumes measured in vitro under physiological pulsatile
flow in a pulse duplicator. The BHV designs result in more
efficient leaflet closure with relatively small regurgitant
volumes followed by the caged ball valve design. The
magnitudes of the regurgitant volumes for the tilting disk
and bileaflet valves are relatively larger and comparable to
each other.

Quantitative measurement of percent regurgitation
in vivo with both incompetent native valves or with pros-
theses has not been successful, even though attempts have
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Figure 11. Typical plots for the pressure drop as a function of flow
rate for the various mechanical and bioprosthetic valve prostheses
(Courtesy of Prof. Ajit Yoganathan of Georgia Institute of Tech-
nology, Atlanta, GA.)
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Figure 12. Flow rate across mechanical valve prosthesis in the
aortic position obtained in a pulse duplicator in vitro measured
with an electromagnetic flow meter.



been made to employ fluid mechanical theories for regur-
gitant flow in order to estimate the leakage volume. Tur-
bulent jet theory and proximal flow convergence theory
have been employed in an attempt to measure the regur-
gitant glow volume quantitatively (26,27). However, in vivo
application has not been successful due to the restric-
tive assumptions of steady flow and alterations due to
impingement of the jet on the ventricular wall in the theore-
tical considerations as well as lack of in vivo validation.

Dynamics of Valve Function

As discussed earlier, significant problems still exist with
the implantation of heart valve prostheses in patients with
disease of native heart valves. These include thrombus
initiation and subsequent embolic complications with
MHV implantation. The thromboembolic rates with MHV
have been estimated at 2%/patient year (28). Structural
disintegration and tearing of leaflets are the major compli-
cations with BHV requiring reoperation in �10–12 years
after implantation. Flow past healthy native valves are
central with minimal flow disturbances and fluid induced
stresses and it can be anticipated that the fluid dynamics
past the mechanical valve prostheses will be drastically
different from those of native heart valves. Flow induced
stresses with MHV function have long been implicated with
hemolysis and activation of platelets that may trigger
thrombus initiation. Regions of stress concentration on
the leaflets during the opening and closing phases have
been implicated on structural alterations of collagen fibers
resulting in leaflet tears with BHV. Detailed functional
analysis of implanted valve prostheses in vivo is impractical.
Limited attempts have been made in the measurement of
velocity profiles distal to the valve prostheses in the aortic
position with hot film anemometry (29). Doppler and MR
phased velocity mapping techniques have also been used to
measure the velocity profiles distal to heart valves (30–32).
However, detailed velocity measurements very close to the
leaflets and housing of prosthetic valves are not possible
in vivo, and hence in vitro experimental studies and
computational fluid dynamic simulation are necessary
for the same. Limited in vivo studies in animal models
have also been employed to describe the complex leaflet
motion with native aortic valves (33–37). In vitro studies
and computer simulations are also necessary for a

detailed analysis of stress distribution in the leaflets of
native valves and bioprostheses during the opening and
closing phases of the valve function and to determine its
relationship with failure of the leaflets.

Flow Dynamics Past Mechanical Valves

With the assumption that the deposition of thrombi in
MHV implants is related to the flow induced stresses,
studies are continuing to date on the deterministic rela-
tionship between fluid induced stresses and damage to
formed elements in blood. Subjecting blood cells to precise
flow fields and assessing the destruction or activation (of
platelets), magnitudes of turbulent stresses beyond which
damage can be expected has been established. In addition
to the magnitude of the flow induced stresses, the time for
which the blood elements are exposed to the stresses also
need to be considered in assessing the destruction or
activation of the platelets. Nevaril et al. (38) reported that
blood cells can be hemolyzed with shear stresses of the
order of 150–400 Pa. In the presence of foreign surfaces, the
threshold for red blood cell damage reduces to �1–10 Pa
(39). Sublethal damage to red blood cells have also been
reported at turbulent shear stress levels of about 50 Pa
(40). Shear induced platelet activation and aggregation is
observed to be a function of both magnitude and duration of
shear stresses. The larger the magnitude of the shear
stress, the shorter is the duration to which platelets are
subjected to the shear before they get activated. Platelets
have been shown to be activated with 10–50 Pa of shear
stresses with a duration of the order of 300 ms (41). Platelet
damage also increases linearly with time of exposure when
subjected to constant magnitudes of shear (42).

Hence, it is of interest to determine the level of wall shear
and turbulent shear stresses in flow past valve prostheses
as factors causing initiation and deposition of thrombus.

For the first two to three decades after the implantation
of the first mechanical valve, investigations concentrated
on the flow dynamics past the valves during the forward
flow phase and measurements of velocity profiles, regions
of stasis and recirculation, high wall shear and bulk tur-
bulent shear stresses. Wieting (25) employed a pulse dupli-
cator and flow visualization studies using illuminated
neutrally buoyant particles in order to qualitatively
describe the nature of flow past the prosthetic valves.
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Table 1. Comparison of Effective Orifice Area (EOA)a, Performance Index (PI), Regurgitation Volume, and Peak Turbulent
Shear Stresses for the Various Models of Commercially Available Valve Prostheses

Valve Type EOAb cm2 PI Reg. Vol., cm3/beat Peak Turb. SS, Pac

Caged ball 1.75 0.30 5.5 185
Tilting Diskd 3.49 0.61 9.4 180
Bileafletd 3.92 0.68 9.15 194
Porcine (Stented)d 2.30 0.40 <2 298
Pericardial (Stented)d 3.70 0.64 <3 100
Stentless BHV 3.75 0.65 <4 NAe

aEOA¼ Effective orifice area computed by the application of Gorlin’s equation (4).
bValues compiled from Yoganathan (14).
cTurbulent stresses were measured at variable distances from the valve seat.
dValues reported are mean values from several valve models of the same type. Data reported are for 27-mm tissue annulus diameter size of the valves with

measurements obtained in vitro in a pulse duplicator with the heart rate of 70 bpm and a cardiac output of 5.0 L �min�1.
eNot available ¼NA.



Yoganathan (43) employed laser Doppler velocimetry
(LDV) technique to measure the velocity profiles and tur-
bulent shear stresses under steady flow past the valve
prostheses. Since then numerous detailed studies have

been reported in the literature on the detailed measure-
ment of velocity profiles and turbulent shear stresses distal
to the prostheses under physiological pulsatile flow (13,14).

Figure 13 shows the velocity profile distal to a caged ball
valve during the peak forward flow phase measured under
physiological pulsatile flow in vitro (44). Jet-like flow is
observed around the circumference that is separated by the
ball and high turbulent stresses were measured at the edge
of the jet. A wake is observed behind the ball with slow
moving fluid. With the caged ball valve, higher incidences
of thrombus deposition have been observed at the top of the
cage and correspond to the slow moving fluid in this region
behind the wake of the ball. With the tilting disk valves in
the fully open position, the blood flows through the major
and minor orifices as shown in Fig. 14 where the velocity
profile during peak forward flow phase is once again
depicted (44). Two jets are formed corresponding to the
two orifices with the major orifice jet having larger velocity
magnitudes. The amount of blood flow through the major
and minor orifices will depend on the angle of opening of
the occluder as well as the geometry. A region of reverse
flow is also observed adjacent to the valve housing in the
minor orifice. The velocity profile measured distal to the
leaflet along the major flow orifice in the perpendicular
orientation is also included in the figure.

Velocity profiles with three jets corresponding to the
central orifice and two peripheral orifices are observed with
the bileaflet valve as shown in Fig. 15 (45). The velocity
profile along the central orifice in the perpendicular orien-
tation is also included in this figure. Regions of flow rever-
sals near the valve housing are also observed in the figure.
Typical magnitudes of turbulent shear stresses measured
in the various positions distal to the MHV under pulsatile
flow conditions are also included in Table 1. It can be
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Figure 13. Velocity profile measured distal to a caged ball valve
in the aortic position in vitro in a pulse duplicator using laser
Doppler anemometry technique.
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Figure 14. Velocity profile measured distal to a tilting disk valve in the aortic position in vitro in a
pulse duplicator using laser Doppler anemometry technique.



observed that the measured bulk turbulent stresses are
large enough to cause hemolysis and platelet activation
that can be related to thrombus deposition with MHV.
Thrombus deposition is generally observed on the leaflets
and the valve housing with the tilting disk valves and also
in the hinge region in the case of bileaflet valves.

More recently, it has been suggested that the relatively
high turbulent stresses observed during the forward flow
phase may not necessarily be the only reason for problems
associated with MHV implantation. High turbulent stres-
ses that may damage the formed elements occur in bulk
flow distal to and moving away from the valve during the
forward flow phase. The activated platelets will need to go
through the systemic and pulmonic circulation before it
will get deposited once again in the vicinity of the housing
in the case of tilting disk and bileaflet valves. Several other
experiences with mechanical valve prostheses designs
have also indicated the importance of the valve dynamics
during the closing phase to be more important for struc-
tural integrity and also in the initiation of thrombus.
Medtronic Parallel valve design was introduced in the
European market in the 1990s with the two leaflets open-
ing to 908 in the fully open position. In vitro studies
suggested that the fluid dynamics past this valve in the
forward flow phase is superior or at least comparable to the
currently available bileaflet valves. However, soon after
human implantation trials in Europe, increased incidences
of thrombus deposition was observed with this valve model,
and hence it was withdrawn from clinical trials.

Another example is a design change in the tilting disk
valve resulting in major changes in valve dynamics that

resulted in structural failure in a small percentage of
implanted valves. In an effort to increase the flow through
the minor orifice with an aim of preventing thrombus
deposition, the flat disk geometry of the original Bjork–
Shiley valve was changed to a curved geometry in the
Bjork–Shiley convexo-concave valve. Even though this
design change resulted in improved forward flow hemody-
namics, this change resulted in alterations in the dynamics
of valve closure with the leaflet overrotating and subjecting
the outlet strut to additional loading (46). In a small
percentage of valves particularly in the mitral position,
single leg separation followed by outlet strut fracture
resulted in leaflet escape, and hence this valve was
withdrawn from the market. These developments also
suggest the importance of understanding the mechanics
of valve function throughout the cardiac cycle with any
mechanical valve designs. In addition, structural failure
and leaflet escape was reported with the implantation of a
newly introduced bileaflet valve (Edwards-Duromedics)
that resulted in the withdrawal of the valve from the
market (47,48). The structural failure was thought to be
due to pitting and erosion of the valve structures due to
cavitation damage on the pyrolytic carbon (49). These
reports also spurred a number of investigations on the
closing dynamics and the potential for the mechanical
valves to cavitate during the closing phase.

The occluders in the mechanical valves move toward
closure with the onset of adverse pressure gradients, and
the time taken to move from the fully open to the fully
closed position is �30 ms. Toward the end of the leaflet
closure, the leaflet edge moves with a velocity of�3–4 m � s�1
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Figure 15. Velocity profile measured distal to a bileaflet valve in the aortic position in vitro in a
pulse duplicator using laser Doppler anemometry technique.



(50–53) and comes to a sudden stop as it impacts the
seating lip. This produces a water hammer effect with
large positive pressure transient on the outflow side (left
ventricle in the mitral position and aorta in the aortic
position) and a large negative pressure transient on the
inflow side (left atrium in the mitral position and the left
ventricular outflow tract in the aortic position). Several
in vitro studies have recorded negative pressure transients
(54) with magnitudes below that of the vapor pressure
for blood (ca. �713 mmHg or �94.8 kPa) and cavitation
bubbles have also been visualized at the edge of the leaflets
(53–58) in the region corresponding to large negative
pressure transients and where the linear velocity of the
leaflet edge will be the largest. Figure 16 depicts measured
negative pressure transients with the pressure transducer
placed near the leaflet edge on the inflow side (atrial side) of
the leaflet of a tilting disk valve at the instant of valve
closure from in vitro experiments. Note that structural
failure due to cavitation type of damage has been reported
with only one model of the bileaflet valve and there are no
other reports of pitting and erosion on the valve material
reported with implanted mechanical valves. It is also not
possible to visualize cavitation bubbles in vivo with
implanted mechanical valves. However, potential for
mechanical valves to cavitate has been demonstrated in
an animal model with the recording of negative pressure
transients, similar to those measured in vitro, in the left
atrium in the vicinity of the implanted mechanical valves
in the mitral position (59,60). The actual mechanism of
cavitation bubble formation, whether due to the negative
pressure magnitudes below the vapor pressure for blood or
due to strong vortices forming in the atrial chamber
providing additional pressure reductions, is still being
debated. It has also been suggested that vortex cavitation

bubbles forming away from the valve surfaces, can trap
the dissolved gas from blood and form stable gas bubbles
that travel with blood to the circulation and induce neu-
rological deficit due to the gas emboli (61). Number of
attempts has also been reported on the detection of the
induced cavitation in vivo with implanted mechanical
valves from acoustic signals (62–64). Another aspect of
MHV cavitation that has been neither fully understood
nor fully investigated is the development of stable bub-
bles, found by microembolic signals (MES) or high inten-
sity transient signals (HITS) during and post-MHV
implantation. In vitro studies have shown the develop-
ment of stable bubbles (HITS) in an artificial heart and
closing dynamics experimental models, and are affected
by the concentration of CO2(65–67). In vivo, HITS have
been visualized during and post-MHV implantation
through transcranial Doppler ultrasound (68,69). These
events have been implicated as a cause of strokes and
neurological deficits. Further evidence has shown that
these HITS are in fact, gaseous, and not solid. Patients
placed on pure O2 after MHV implantation showed a large
decrease in the number of HITS recorded, when compared to
patients on normal air (70). These stable bubbles are
believed to develop when gaseous nuclei that are present
in blood, flow into low pressure regions associated with valve
closure. As the valve closes and rebounds inducing vaporous
cavitation, gas diffuses into the nuclei enlarging the bubble.
When the pressure recovers and the vapor collapses, the
bubble dynamics and local fluid mechanics prevent the gas
from diffusing back into solution causing the bubble to
stabilize and allowing it to flow freely in the vasculature.
There is some discussion as to which gas stabilizes the
nuclei. Both N2 and CO2 have been suggested as the link
to MES/HITS/stable bubble formation (71), but there has yet
to be concrete proof indicating which one does.

Large negative pressure transients occur due to the
rigidity of the occluder and negative pressures do not occur
at the instant of valve closure in the case of bioprosthetic
valves (59). In vitro measurements with a tilting disk valve
design employing a flexible occluder being implanted in
India has also demonstrated that large negative pressures
do not develop in such designs because the leaflets deform
at the instant of valve closure and absorb part of the energy
(12,59).

Irrespective of the formation of cavitation bubbles and
subsequent collapse with implanted mechanical valves,
the flow induced stresses during the valve closing phase
has been suggested as of sufficient magnitude to induce
platelet activation and initiation of thrombus. Even if the
negative pressure transients do not reach magnitudes
below the vapor pressure for blood, the large positive
and negative pressure transients on the outflow and
inflow sides of the valve at the instant of valve closure
can induce high velocity flows through the gap between
the leaflet and the housing, in the central gap between the
two leaflets in the bileaflet valve, and also through the
hinge region. The wall shear stress in the clearance region
have been computed to be relatively high, even though
present only for a fraction of a second. They induce
platelet activation in the region where thrombus deposi-
tion is observed with mechanical valves (72). Relatively
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Figure 16. Typical negative pressure transients recorded at the
instant of mechanical heart valve closure (in the mitral position)
with the pressure transducer placed very close to the leaflet on the
inflow side (atrial side) from in vitro experiments.



high turbulent shear stresses have also been reported
from in vitro studies distal to the hinge region of bileaflet
valves during the valve closing phase (73,74) indicating
the presence of high fluid induced regions near the leaflet
edges during the valve closing phase that may be a sig-
nificant contributor for thrombus initiation.

Most of the studies described above for the measure-
ment of velocity profiles and turbulent stresses employed
the laser Doppler velocimetry (LDV) technique. This is
a point-velocity measurement technique, and hence
measurement of the complete three-dimensional (3D) velo-
city profile distal to the valve under unsteady flows is
tedious and time consuming. On the other hand, particle
image velocimetry (PIV) technique has the ability to
capture the whole flow field information in a relatively
shorter time. Lim et al.employed the PIV technique to
study the flow field distal to prosthetic heart valves in
steady (75) and pulsatile (76) flow conditions. Along with
the description of the flow field at the aortic root that was
employed to identify the regions of flow disturbances, they
also presented the results of turbulent Reynolds stress and
turbulent intensity distributions. Under pulsatile flow con-
ditions distal to a BHV, the velocity vector fields and
Reynolds stress mappings at different time steps were
used to estimate the damage of shear induced damage to
formed elements of blood (76). Browne et al. (77) and
Castellini et al. (78) compared the LDV and PIV techniques
for the measurement of flow past MHV. Both these works
conclude that PIV has the advantage of describing the
detailed flow field distal to the valve prostheses in a rela-
tively short time, but LDV technique affords more accurate
results in the measurement of turbulent stresses. Regur-
gitant flow fields and the details of the vortical flow, a
potential low pressure field for cavitation initiation have
also been measured employing PIV techniques (79,80) and
with a combination of PIV and LDV techniques (81).

Bioprosthetic Valve Dynamics

Measurement of velocity profiles and turbulent stresses
from in vitro tests in pulse duplicators past BHV have
also been reported in the literature (82). Figure 17 depicts
typical velocity profiles past a porcine bioprosthesis under
normal physiological flow simulation (82). With the por-
cine valve, a jet-like flow is observed during the peak
forward flow phase with high turbulent shear stresses
at the edge of the jet. With the pericardial valves (82), the
peak velocity magnitudes in the jet-like flow during
the peak forward flow phase were smaller than those for
the porcine valves in comparable sizes (Fig. 18). It can be
observed from Table 1 that the peak turbulent stresses are
also smaller in the pericardial valves with geometry closer to
the native aortic valves compared to that of the porcine
prostheses. It should be noted that the magnitudes of tur-
bulent stresses with the BHV also exceed those values
suggested for activation of platelets. However, the leaflets
of the BHV are treated biological tissue rather than artificial
surfaces. Long-term anticoagulant therapy is generally
not required with the implantation of bioprostheses
since thrombus initiation is not a significant problem with
these valves.

On the other hand, these valves fail after an average of
10–12 years of implantation and replacement surgery is
required with leaflet failure. A number of studies have been
reported on the analysis of the complex leaflet motion
during the valve function in order to determine a causative
relationship between regions of high stress concentration
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Figure 18. Velocity profile measured distal to a pericardial bio-
prosthetic valve in the aortic position in vitro in a pulse duplicator
using laser Doppler anemometry technique.
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Figure 17. Velocity profile measured distal to a porcine biopros-
thetic valve in the aortic position in vitro in a pulse duplicator
using laser Doppler anemometry technique.



on the leaflets and its attachment sites and structural
failure. Based on the analysis of native aortic leaflet motion
in vivo with the use of radiopaque markets, it has been
reported that the design of the native aortic leaflets affords
minimal stresses on the leaflets (33,35). On the other hand,
stress analysis on the BHV valve leaflets in vivo suggests
that mechanical stresses play a role in calcification of the
leaflets (33,34,83). A number of studies has been reported
on a finite element stress analysis on the BHV valve
leaflets in the closed position in order to correlate regions
of high stresses with calcification and tissue failure (84,85).
Recent studies have indicated that damage to the valvular
structural matrix occurs as the result of mechanical stres-
ses and that the structural damage occurs in spatially
distinct sites from those of cuspal mineralization (86).
Hence, there is a renewed interest in analyzing the stresses
on the leaflets during the opening and closing phases of the
leaflet function since loss in flexural rigidity has been
demonstrated after the valves undergo 50 million cycles
of loading in vitro(87). Detailed analysis on the mechanism
of structural failure under cyclic loading requires experi-
mental quantification of the complex motion and also
detailed description of the nonlinear anisotropic material
property description of the BHV leaflets (88). Leaflet
motion quantification by the application of ink markers
on the leaflet surface (89), laser profiling technique (90),
and noncontacting structured laser light projection tech-
nique (91) have been employed for the BHV leaflets. Sev-
eral studies have been reported on the material
characterization of chemically treated BHV leaflet tissue
(92–94). Even though these studies have yielded valuable
information about the nonlinear material characterization
of the leaflets, true physiological characterization requires
biaxial loading tests. Recently, constitutive models for the
BHV leaflets under biaxial loading have been reported
(95,96), which takes into consideration the local architec-
ture of the valve fibers. Since the treated aortic valve leaflet
consists of three layers, it can also be anticipated that the
behavior of each layer will be different under the physio-
logical loading during the valve opening and closing
phases. Recent studies have included separating the
fibrosa and ventricularis layers by dissecting microscope
and each layer being subjected to biaxial testing (97).
Incorporating such detailed material description in the
computational analysis in order to determine the flexural
and shear stresses on the multilayered tissue leaflets may
yield valuable information on the nature of the effect of
mechanical stresses on structural disintegration and lim-
ited durability with implanted BHV.

Computational Simulation of Heart Valve Function

With the advent of high speed computing capabilities,
advances in computational fluid dynamic and finite ele-
ment numerical analyses algorithms, simulations to deter-
mine the mechanical stresses on the blood elements and
leaflets during the valve function, is being increasingly
employed to understand the mechanics of valve function.
In the case of MHV, recent studies have focused on the
mechanical stresses developed during the closing phase of
valve function. Wall shear stresses of the order of 1000 Pa

have been reported through a numerical simulation in the
central clearance of a bileaflet valve with the leaflets in
the fully closed position (98). Since the simulation was with
the leaflets in the closed position, this simulation did not
incorporate the effects of a large pressure gradient across
the leaflet at the instant of valve closure (54). A quasistatic
simulation in which the leaflets were in the fully closed
position and with the application of the measured transient
pressures at the instant of valve closure indicated the
presence of shear stresses of� 2200 Pa (99,100). Employing
moving boundaries for the mechanical valve leaflet very
near the time of valve closure, simulations of the flow
dynamics in the clearance region between the edge of
the leaflet and the seat stop have demonstrated fluid
velocities of the order of 28 m � s�1 with large negative
pressure regions on the inflow side of the occluder
(101,102). The computed resulting wall shear stress mag-
nitudes at the edge of the leaflet exceeds 17 kPa for a
fraction of a second at the instant of valve closure and first
rebound after impact with the seat stop (72).

In the case of BHV, finite element analysis has been the
popular technique employed to determine the stress dis-
tribution on the leaflets with the blood pressure applied as
the load on the leaflets. Such analyses have also been
employed to perform stress analysis with native aortic
and mitral valves (103,104). Stress analysis with BHV
geometry have incorporated the nonlinear material prop-
erty of the leaflets and employed both the rigid and flexible
stent support (84,85). These results have generally sug-
gested a correlation between regions of high stresses with
the leaflets in the fully closed position and calcification
observed with implanted valves.

Numerical simulation of native and prosthetic heart
valve function is quite challenging with the necessity of
addressing several difficult issues. In the case of MHV
simulation, the mesh generation for the detailed 3D geo-
metry of the tilting disk and bileaflet valves, including the
complex geometry of the hinge mechanism, is required.
The simulation must also have the ability to deal with the
moving leaflets. In the case of BHV simulation, it is neces-
sary to incorporate the nonlinear anisotropic material
property of the leaflets and compute the complex motion
of the leaflets due to the external load imparted on the
same by the surrounding fluid. In modeling the valve
function, the fluid domain is most conveniently described
using the Eulerian reference frame in which the fluid
moves through a fixed mesh. A Lagrangian formulation
is more appropriate for the leaflet motion in which the
mesh moves together with the leaflet. The complete simu-
lation of the heart valve function requires a fluid-structure
interaction simulation and the two formulations are incom-
patible for such an analysis. Two methods have generally
been employed to circumvent this problem. An Eulerian
method used in the simulation of heart valve function is the
fictitious domain method employed by de Hart et al.
(105,106) and Baaijens (107). This simulation requires
careful attention to accurate mesh representation for flows
near the leaflet due to the use of fixed grid and numerical
stability. It is also computationally very intensive. The
second approach is the arbitrary Lagrangian–Eulerian
(ALE) method in which the computational mesh is allowed
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to deform (108) and move in space arbitrarily to conform to
the moving boundaries. It has also been successfully
employed in the heart valve simulation. The disadvantage
with this method is the need for a mechanism to adapt or
deform the mesh to conform to the boundary motion at each
new time step. Large and complex deformation of the BHV
leaflets within the computational domain makes the mesh
adaptation very difficult when structured mesh is used and
the mesh topology has to be maintained. Mesh regenera-
tion has been employed to avoid the problems with the
maintenance of mesh topology, and requires reinterpola-
tion of the flow variables that can be expensive to perform
and may result in large artificial errors. The ALE method
recently has been employed in the simulation of prosthetic
valve function by several investigators (102,109–111).
More recently, a fluid-structure interaction simulation
for the mechanical valve closing dynamics employing the
ALE method has been presented for both two-dimensional
(2D) (112) and 3D (72) geometry of a bileaflet valve. In this
analysis in which the details of the hinge geometry was not
included, the leaflet was specified to rotate around an axis
and the motion of the leaflets was computed by solving the
governing equation of motion for the leaflet with fluid-
induced stresses specified as the external load. The pres-
sure and velocity field is calculated employing the CFD
solver employing the ALE method. The grid points on the
leaflets are rotated, based on the solution of the equation of
motion of the leaflet. An elliptic solver is employed to the
entire mesh using the initial methods and the computed
displacement of the leaflet grid points. This simulation has
also clearly demonstrated the presence of abnormally high
wall shear stresses in the clearance region of the leaflet and
the valve housing at the instant of valve closure and leaflet
rebound. These studies indicate that the shear stress-
time magnitude present in this region far exceeds magni-
tudes suggested for platelet activation, and hence may be the
critical factor for thrombus initiation with MHV implants.

SUMMARY

Since the introduction of the first prosthetic valve replace-
ment for a diseased native heart valve > 40 years ago,
numerous developments in design and manufacturing pro-
cess have resulted in improved performance of these
implants and patients are leading a relatively normal life.
Continued efforts are underway to minimize the effect of
thrombus deposition with MHV and to improve the dur-
ability of implanted BHV. State-of-the-art experimental
techniques and computational simulations are being
applied to improve our understanding on the relationship
between the complex solid and fluid mechanics during the
prosthetic valve function and its relationship with the
problems still continuing to be observed with the implants.
With the advent of high performance computers and
advances in computational flow dynamics algorithms,
more detailed 3D unsteady laminar and disturbed flow
simulations are becoming a reality today. Development
of fluid–structure interaction simulations, inclusion of
detailed structural analysis of biological leaflet valves
during the valve function, and the behavior of platelets

and red blood cells in the unsteady 3D flow field to simulate
the platelet and red blood cell motion in the crevices are
crucial for our further understanding of the mechanical
valve function. However, complementary experimental
studies to validate the simulations are also essential to
gain confidence in the results of the complicated numerical
simulations. A deterministic study of the effect of such
stresses on the leaflet structures as well as formed elements
in blood will require an analysis that includes computa-
tional algorithms that span multiple length and time scales.
Efforts are underway to develop such simulations. These
studies will also provide valuable information toward the
development of tissue engineered valve replacements.
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INTRODUCTION

The cardiac cycle begins with venous blood passing
through the tricupsid valve in response to relaxation of
the right ventricle. Then, during ventricular contraction,

the tricuspid valve closes and blood flows through the open
pulmonary valve to the lungs. Similarly, oxygenated blood
leaving the lungs crosses the mitral valve during filling of
the left ventricle and is then ejected through the aortic
valve when the left ventricle contracts. A normally func-
tioning heart valve must open and close approximately
once every second without posing significant resistance to
flow during opening and without allowing significant leak-
age during closure.

Due to the critical role that heart valves play in con-
trolling pressures and flows in the heart and throughout
the body, valve disease is a serious health risk and can be
fatal if not treated. In the United States almost 20,000
people die annually as a result of heart valve disease (1).
Although the causes and mechanisms of heart valve dis-
eases are varied, their effect can usually be reduced to
either failure of the valve to open fully (stenosis) or failure
to prevent leakage of blood (regurgitation). Patients with
stenosis or regurgitation may experience chest pain,
labored breathing, lightheadedness, and a reduced toler-
ance for exercise.

Because of the mechanical nature of valve dysfunction,
treatments for severe valve disease usually involve surgi-
cal intervention to restore the flow control function of the
valve. Early surgical treatments consisted of a surgeon
using a tool, or his fingers, to reach into the beating heart
and forcefully open a stenotic mitral valve. With the advent
of cardiopulmonary bypass in the 1950s, the notion of
fabricating and implanting a prosthetic valve became more
feasible and by the early 1960s the first successful and
repeatable prosthetic valve implants were performed by
Starr (2,3). The valve he developed with Edwards, an
engineer, consisted of a ball trapped in a rigid, dome-
shaped cage. At the inflow edge of the valve was a cloth
flange, the sewing ring, which enabled the surgeon to sew
the valve into the patient’s heart (see Fig. 1). Although
crude in comparison to the native valve structure, this
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Figure 1. Starr–Edwards ball–cage valve. (Courtesy of Edwards
Lifesciences, Irvine, CA).



Starr–Edwards valve and subsequent models had been
used successfully in >175,000 people by 1991 (4).

Over the past four decades, numerous valve designs
have been developed and used clinically. There were
�80,000 heart valve-related surgeries in the United States
in 1999, �50,000 of which were implants of prosthetic
aortic valves (5). But despite the success of prosthetic valve
technology, currently no valve is optimal, so surgeons and
engineers continue their collaborative efforts in pursuit of
improved designs.

Due to the lower pressures in the right ventricle, the
tricuspid and pulmonary valves are implicated far less in
heart disease than the valves of the left heart (1). Conse-
quently, prosthetic heart valve technology is focused
almost entirely on mitral and aortic valves. The following
discussion will focus on the primary tools, techniques, and
data that are of interest when evaluating these valves
in vitro.

NATIVE VALVE STRUCTURE AND HEMODYNAMICS

Although it has been shown that a prosthetic heart valve
need not look like a native heart valve to have adequate in
vivo function, it must have geometry suitable for the
intended implantation site and must function without
impeding other aspects of cardiac function. It is therefore
important to understand the anatomy and physiology of
native heart valves as well as the process of surgical
implantation of prosthetic valves. These will be reviewed
briefly here; more detailed reviews can be found elsewhere
(6–10). Figure 2 shows schematic drawings of a cross-
section of the left ventricle in systole and diastole.

The base, or inflow perimeter, of the aortic valve is
contiguous with the left ventricular outflow tract and
the anterior leaflet of the mitral valve. The valve is com-
prised of three flexible, triangular leaflets, each of which
attaches along�1208 of the circumference of the aorta. The
inflow attachment line curves upward from the annulus at

both ends, giving the leaflet its curved, three-dimensional
(3D) geometry. At the outflow aspect of the valve, each
adjacent leaflet pair meet at a commissure, a junction point
on the aortic wall, and the aorta surrounding the valve
leaflets is comprised of three bulbous regions, the sinuses of
Valsalva.

Contraction of the left ventricle causes ventricular pres-
sure to increase until it exceeds that in the aorta at which
point the aortic valve opens rapidly and allows flow into the
aorta. The flow reaches its peak amplitude about one-third
of the way through the flow cycle. As the left ventricle
relaxes, ventricular pressure falls, which reduces the pres-
sure gradient and causes flow in the aorta to decelerate.
Eventually, the pressure in the aorta exceeds that in the
left ventricle and the aortic valve closes. During forward
flow, a vortex forms in each sinus, which may play a role in
the subsequent closure of the leaflets (11).

Aortic flow continues forward for a short period of time
after the reversal of the pressure gradient due to the
momentum of the blood (12), and a small volume of blood,
the closing volume, is pushed back into the ventricle at
closure due to the motion of the closing leaflets. During
diastole, the closed aortic valve is under a back pressure of
80–100 mmHg (10.66–13.33 kPa). Representative pressure
and flow waveforms of the aortic valve are shown in Fig. 3.
At a heart rate of 70 beats �min�1, systole will typically last
�35% of the whole cardiac cycle, or�300 ms. At an exercise
heart rate of 120 beats �min�1, the systolic ratio will
increase to near 50%.

Although there are many factors involved in deciding
whether a patient needs surgery, general guidelines sug-
gest that a diseased aortic valve may be considered for
replacement with a prosthesis when the area of the valve
has been reduced to 0.5–1.0 cm2 (compared to a normal
range of 3–4 cm2), or when regurgitation has caused an
ejection fraction of <50% (13). When a diseased aortic valve
is replaced with a prosthetic valve, the aorta is cut open, all
three leaflets are cut out, and any calcium is removed from
the valve annulus. The diameter of the annulus is then
measured to determine the appropriate sized prosthetic
valve to use. The prosthetic valve is then implanted by
stitching the sewing ring to the tissue of the native annu-
lus, although the exact implantation process as well as the
positioning of the valve will vary based on valve type.
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The mitral valve is structurally and functionally dis-
tinct from the aortic valve. It has two primary, unequally
sized leaflets, each of which is made from several segments.
The longer anterior leaflet, adjacent to the aortic valve, is
attached along one-third of the annulus, while the shorter
posterior leaflet connects to about two-thirds of the annu-
lus. The leaflets contain many furrows or wrinkles that
allows the valve to occupy minimal space in the heart while
still having a large surface area for preventing leakage and
supporting the stress of closure. The annulus itself is not
circular, but D-shaped, and has a 3D, saddle-shaped cur-
vature (14).

Many tendonous chords emanate from the underside
and edge of the leaflets and attach to the papillary muscles,
which are part of the wall of the left ventricle. The chords
and papillary muscles comprise the tensioning component
of the mitral apparatus, helping the valve to support and
balance the stresses on the leaflets during closure. The
entire mitral apparatus is a dynamic and active structure:
the annulus, leaflets, and papillary muscles all move in
coordination throughout the cardiac cycle in support of
proper valve function (15,16). Currently, no prosthetic
mitral valve can replicate or synchronize with the compli-
cated force and motion dynamics of the native mitral
apparatus.

During left ventricular filling, diastolic flow through the
mitral valve is equal to the subsequent flow out of the aortic
valve, assuming there are no leaks through either valve.
Although the same volume passes through the mitral
valve, the flow profile is very different than that of aortic
flow. First, diastolic flow occupies �65% of the cardiac
cycle, lasting �557 ms at a heart rate of 70 beats �min�1.
Due to the longer flow period, peak flow rates and pressure
gradients are usually lower through the mitral valve than
the aortic valve. Second, diastolic flow occurs in two phases.
As the left ventricle relaxes, pressure falls to near zero and
the mitral valve opens to allow ventricular filling from the
left atrium, which acts as a compliant filling chamber and
maintains a fairly constant blood pressure of �15 mmHg
(1.99 kPa). The pressure gradient between the atrium and
the ventricle lessens as the ventricle fills, causing the flow
to approach zero and the leaflets to nearly close. The left
atrium then contracts, opening the leaflets again and
sending a second bolus of blood, less than the first, into
the ventricle. The two waves of the biphasic diastolic flow
pattern are referred to as the E and A waves. The valve
closes fully at the end of the A wave and is under a back
pressure of >100 mmHg (13.33 kPa) during systole.
Figure 4 shows a schematic representation of pressure
and flow waveforms through the mitral valve.

The decision to surgically replace the mitral valve with a
prosthesis, as with the aortic valve, is based on many
factors. But general functional criteria include an effective
orifice area <1.0 cm2 (depending on body size) or regurgi-
tation causing an ejection fraction <50% (13). During
surgical replacement, the left atrium is opened, the native
leaflets are cut out, and any calcium is removed. As with
aortic replacement, the diameter of the annulus is mea-
sured to determine the prosthetic valve size needed. For
valves with stent posts, care must be taken that the posts
do not impinge on the wall of the left ventricle. The chords

are generally removed, but may be left in the heart in some
cases to provide structural support to the left ventricle. For
some patients, the mechanical functionality of the mitral
valve can be restored with surgical repair techniques,
obviating the need for a prosthesis.

PROSTHETIC HEART VALVE TECHNOLOGY

A prosthetic heart valve must meet several basic functional
requirements. In addition to having adequate opening and
closing characteristics, it must also be durable, and bio-
compatible. All prosthetic valves compromise at least one of
these features in favor of one of the others. The primary
distinction between valve types is materials: Most valve
designs use either synthetic, rigid components or flexible,
biologically derived tissue. Based on these material fea-
tures, a prosthetic valve is generally categorized as either a
mechanical valve or a tissue valve.

Most mechanical heart valves (MHVs) are made from a
rigid ring of metal or pyrolytic carbon, the outer perimeter
of which is covered with a cloth sewing ring. The ring, or
housing, contains one or more rigid occluders that are free
to swivel on struts or hinges in response to a pressure
gradient. The occluders are constrained within the hous-
ing, but are not mechanically coupled to it, allowing blood
to flow completely around them, which helps to avoid flow
stagnation.

Although they can adequately prevent backflow, MHVs
do not create a seal during closure, and thus allow some
regurgitation. The volume of blood regurgitated is tolerable
for the patient, but the squeezing of blood through the
closed valve creates high velocity, high shear jets that may
be responsible for blood damage that leads to thrombosis
(17). Whatever the mechanism, all MHV patients must
take a daily dose of anticoagulant to counteract the throm-
bogenic effects of the valve. Without anticoagulation MHVs
will develop clots that can impede valve function or become
embolized into the bloodstream. One advantage of MHVs is
that they are highly durable and can usually function for
the duration of the recipient’s life.

Although widely used, the Starr–Edwards valve was
eventually surpassed by MHVs with better flow character-
istics. Bileaflet valves and tilting disk valves are the two

428 HEART VALVE PROSTHESES, IN VITRO FLOW DYNAMICS OF

Closing volume
Leakage volume

Mitral pressure gradient
Crossing points

0 0

Mitral flow

Atrial pressure

Ventricular
pressure

P
re

ss
ur

e

F
lo

w

Figure 4. Idealized waveforms of pressure and flow through the
mitral valve.



mostly popular types in use clinically (see Fig. 5). The
St. Jude bileaflet mechanical valve is by far the most widely
used mechanical valve. It accounted for >70% of all
mechanical valves sold in the United States in 2003 (18).
Most innovations in MHVs in the last 10 years have
focused on optimizing this type of bileaflet design, either
through improved materials, geometries, or sewing rings.
Other manufacturers of mechanical heart valves include
Carbomedics, Medtronic, Sorin, and Medical Carbon
Research Institute.

Tissue heart valves (THVs), also called bioprosthetic
valves, were developed based on the idea that valves made
of biologic tissue and with a structure similar to the native
heart valve would function better in vivo than rigid
mechanical valves. The leaflets of these valves are made
from animal tissue that has been treated with a dilute
solution of glutaraldehyde. Glutaraldehyde cross-links the
collagen in the tissue, which prevents its breakdown and
reduces its antigenicity in vivo. The cross-linked tissue is
slightly stiffer than fresh tissue, but it still retains a
functional amount of flexibility.

Porcine THVs are made from the aortic valve of a pig. To
construct the prosthesis, the aortic valve is first excised
from the pig heart, trimmed to remove excess tissue,

incubated in glutaraldehyde, and then mounted on a
cloth-covered frame with three commissure posts and a
sewing ring. The frame, made of metal wire or plastic,
provides structural support and allows ease of handling
and implantation. The other main type of THV is the
pericardial valve. Pericardium, the tissue that surrounds
the heart, is separated from the heart of a cow or horse and
then flattened and incubated in glutaraldehyde, producing
a sheet of material that may be cut and assembled as
desired to form a valve. Commercial pericardial valves
typically incorporate three separate leaflets onto a three-
pronged support structure similar to those used for porcine
valves. Although structurally similar to the aortic valve,
both porcine and pericardial valves are also implanted in
the mitral position. Examples of a porcine valve and a
pericardial valve are shown in Fig. 6. The Edwards Peri-
mount pericardial valve is currently the most widely used
THV, comprising >70% of all tissue valves used in the
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Figure 5. Examples of two mechanical heart valves: A bileaflet
St. Jude Mechanical valve, and a Medtronic tilting disc valve.
(Courtesy of Medtronic, Inc.)

Figure 6. Examples of two tissue heart valves: A Mosaic porcine
tissue valve. (Courtesy of Medtronic, Inc.) A Perimount pericardial
tissue valve. (Courtesy of Edwards Lifesciences, Irvine, California.)



United States (18). Other manufacturers of tissue valves
include Medtronic, St. Jude, Sorin, and 3F Therapeutics.

In contrast to MHVs, THVs generally have an unob-
structed flow orifice, seal during closure, and do not typi-
cally require long-term anticoagulation. However, THVs
have limited structural durability compared to MHVs,
which usually last the duration of the recipient’s lifetime.
Although some pericardial valves have performed well for
as long as 17 years in patients (19), the THVs in general are
expected to degenerate or calcify within 10–15 years, at
which time they must be surgically replaced with a new
prosthesis. Due to this limitation, THVs are typically only
implanted in patients older than 65 years of age (13). Over
the past several years there has been an increased use of
tissue valves in the United States, while mechanical valve
usage has declined, a trend that is expected to continue
(18).

Another type of THV that was widely pursued in the
1990s is the stentless valve. This valve type, intended for
aortic valve replacement only, is made from porcine aortic
roots that are fixed in glutaraldehyde, but do not have any
rigid support materials added. The surgeon must attach
both ends of the device into the patient’s aorta without the
aid of a sewing ring or support structures. The intended
benefit of these valves is better hemodynamics because of
their flexibility and lack of a sewing ring, and greater
durability due to lower stresses in the tissue. However,
they are not used as extensively as other THVs because
they are more difficult to implant, which results in
extended surgery time. Examples of two stentless valves
used clinically are shown in Fig. 7. Similarly, human aortic
roots can be removed from cadavers and processed with
preservative techniques to make an implantable replace-
ment. These valves, called homografts or allografts, have
all the perceived benefits of stentless valves, but are just as
difficult to implant, and long-term clinical results have been
mixed (5). The primary commercial source of homografts is
Cryolife, which cryogenically preserves the aortic roots.

There have been numerous attempts at fabricating
prosthetic valves from polymers but, to date, none have
achieved clinical success. Polymer valves are conceptually
attractive because they would be flexible, with a reprodu-
cible geometry and relatively economical and straightfor-
ward to manufacture, and ideally would be more durable
than tissue valves, while not requiring chronic anticoagu-
lation like mechanical valves. But design difficulties and
calcification have prevented these valves from realizing
their full potential (20). Like polymer valves, tissue-engi-
neered valves have many theoretical advantages over cur-
rent mechanical and tissue valves. As a result, processes
for growing a valve in vitro from human cells seeded on a
scaffold has been an area of active research (21–23), but
has also not yet produced a clinically viable product.

IN VITRO TESTING

In vitro evaluations of prosthetic heart valves are per-
formed to understand the detailed flow characteristics of
a given design. The flow area, the amount of leakage, the
ultrasound compatibility, the presence of deleterious flow

patterns, the velocity magnitude of regurgitant jets, the
motion of the leaflets during forward flow, and the position
of the leaflets during closure can all be assessed in vitro and
be used to improve valve designs and assess the appro-
priateness for human implantation.

Equipment

To evaluate the hemodynamic performance of prosthetic
valves, a pulse duplicator or mock flow loop is implemented
to act as an artificial left ventricle, and therefore must be
able to simulate the pressure and flow waveforms shown in
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Figure 7. Examples of two stentless porcine heart valves: A
Prima stentless valve. (Courtesy of Edwards Lifesciences, Irvine,
Ca.) A Freestyle stentless valve. (Courtesy of Medtronic, Inc.)



Figs. 2 and 3 over a range of physiologic hemodynamic
conditions.

Figure 8 is a schematic representation of a pulse dupli-
cator for in vitro heart valve testing. Generally, the left
atrium is simulated with an open or compliant reservoir
that maintains a static fluid height above the mitral valve
so as to provide a diastolic filling pressure of�10–15 mmHg
(1.33–1.99 kPa). The mitral valve should open directly into
the left ventricle as it does anatomically. The left ventricle
can be simulated with a rigid chamber with a volume
similar to the human left ventricle (�70–100 mL), although
some pulse duplicators utilize a flexible, ventricular-
shaped sac that can be hydraulically compressed to simu-
late the squeezing action of the heart (24,25). The aortic
valve should be mounted at the outflow of the ventricular
chamber so that flow enters the valve directly from the
chamber. Tubing between the ventricle and the valve
should be avoided as it will cause higher than physiologic
velocities upstream of the valve. The flow exiting the aortic
valve enters a tubular chamber with dimensions similar to
the native aorta, including three sinuses and a diameter
appropriate for the aortic valve being tested. Although not
necessary for valve closure, the presence of sinuses allows
for more realistic flow patterns behind the leaflets during
systole.

The system should be instrumented to allow instanta-
neous pressure measurements in the left atrium, left ven-
tricle, and aorta and flow measurements through both
valves. The flowmeter must be able to accurately measure
both forward flow, which can reach peak valves of
30 L �min�1, and leakage flows, which may be on the order
of 1 mL � s. Test fluids can be either saline or a blood analog
fluid with a density and viscosity similar to that of blood,
�1.1 g �mL�1 and 3.5 cp, respectively. A mixture of water
and glycerin is the most common blood analog fluid.
Because blood is a non-Newtonian fluid (i.e., its viscosity

varies with shear rate), polymeric solutions, which more
closely mimic this property, have also been used for in vitro
valve testing (26).

In order to produce physiologic waveforms, compliant
and resistive elements must be present downstream of the
aorta. Compliant elements are expansive chambers that
may utilize air, springs, flexible beams, or compliant tubing
to absorb fluid volume during the systolic stroke. The
compliant element should be located as close as possible
to the aortic valve to minimize ‘‘ringing’’ in the pressure
and flow waveforms. The impedance of the arterial system
can be simulated with simple pinch clamp on flexible
tubing, or a variably restrictive orifice.

The flow is driven with a pulsatile pumping system that
interfaces with the left ventricular chamber. The pump
must be able to create physiologic beat rates, flow rates,
and systolic/diastolic ratios. One type of pumping system
utilizes positive and negative air pressure, cycled with
solenoid valves and timers, to drive a flexible diaphragm
(27). Alternatively, a large, cam-driven syringe (piston–
cylinder) pump can be employed with controlled piston
displacement designed to produce the desired systolic
and diastolic timing. Syringe pumps driven by computer-
controlled servo motors are the optimal pumping systems
because they allow the greatest amount of control over the
motion of the piston and can best simulate complicated
physiologic flow patterns (e.g., biphasic diastolic flow).

Valve mounting in a pulse duplicator can be accom-
plished by mechanical compression of the sewing ring, or
by suturing the ring to a gasket. However, any valve that is
flexible and mechanically coupled to the native anatomy
during implantation (e.g., a stentless aortic valve) must be
tested in a valve chamber that mimics the dynamic motion
of the valve in vivo, because this may affect hemodynamic
performance. Standardized testing guidelines suggest that
stentless valves be tested in flexible chambers that undergo
a 4 and 16% change in diameter per 40 mmHg (5.33 kPa)
pressure change (28).

Test Conditions and Data Analysis

Hemodynamic conditions considered typical for an adult
would be the following: cardiac output: 5 L�min�1; left
atrial pressure: 10–15 mmHg (1.33–1.99 kPa); left ventri-
cular pressure: 120/0 mmHg (systolic/diastolic) (15.99/0 g);
aortic pressure: 120/80 mmHg (systolic/diastolic) (15.99/
10.66 kPa); heart rate: 70 beats �min�1.

Although flow and pressure conditions are often quan-
tified according to mean, peak, and minimum values this
way, the shape of the pressure and flow waveforms are also
important in determining the appropriateness and quality
of the test condition. Excess ‘‘ringing’’, large pressure
spikes, and square waveforms are examples of unphysio-
logic waveform features that may be seen in vitro.

A thorough in vitro investigation of heart valve perfor-
mance should also include different flow, heart rate, and
pressure conditions that correspond to the range of phy-
siologic hemodynamic conditions that the valve will experi-
ence in vivo. At rest, the heart rate may decrease to
45 beats �min�1 or lower, while during exercise it may
increase to >120 beats�min�1; cardiac output will vary
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testing.



accordingly at these conditions, typically ranging from 2 to
7 L �min�1. It is at these extremes that leaflet dynamics, for
example, may change and reveal performance limitations
of the valve.

Typically, a minimum of 10 cycles, or heart beats of flow,
inflow pressure and outflow pressure are collected for
analysis at each test condition. The waveforms are ana-
lyzed by first identifying the key crossing points that define
the start and end of forward flow, regurgitant flow, and
positive (forward flow) pressure gradient (see Figs. 3 and
4). These pressure and flow data are used to calculate the
key variables that define the hemodynamic performance of
a valve: the pressure gradient (DP), the effective orifice
area (EOA), and regurgitant volume.

The pressure gradient is the most basic measure of valve
resistance to flow. In vivo, a prosthetic aortic valve with a
high pressure gradient will force the left ventricle to
expend more energy than one with a low pressure gradient.
The regions of positive pressure gradient for aortic and
mitral valves are shown in Figs. 3 and 4. These pressures
can be measured in a pulse duplicator through wall taps in
the testing chambers or through a catheter inserted into
the flow. The pressure gradient will increase with decreas-
ing valve size and, for a given valve size, increasing flow
rate. It has also been shown that aortic pressure gradient
measurements can be dependent on left ventricular ejec-
tion time (29) and aortic pressure (30).

The EOA is not a physical valve dimension, but a
calculation of the minimal flow area allowed by the open
valve. Under pulsatile flow conditions, it is calculated as
Qrms/[51.6(DP)1/2], where Qrms is the root-mean square of
the average flow rate through the valve. The EOA is a more
useful measure than geometric orifice dimensions because
mechanical valves, with occluders that occupy the orifice,
restrict the orifice flow in variable ways based on the
degree of opening and flow rate. Similarly, the extent of
tissue valve leaflet opening will vary based on leaflet
stiffness and flow rate. A method of dynamically measuring
the actual valve area in an in vitro tester by measuring the
amount of light that passes through it has also been
proposed and tested (31).

All valves move some volume of fluid back into the inflow
chamber during closure. The closing volume of a prosthetic
valve is calculated from the area under the flow curve
immediately after valve closure as shown in Figs. 3 and
4. This volume is a function of the valve area and the travel
distance of the leaflets during closure. Although it will vary
based on valve design, the closing volume is relatively
small and typically does not have a significant hemody-
namic effect. Leakage volume, by contrast, is the volume of
blood that passes through the valve during closure, and is a
critical measure of valve performance. Excessive leakage
reduces the efficiency of the heart and can cause progres-
sive deterioration of ventricular function. Ideally, the leak-
age volume through a valve is zero, although most
mechanical valves allow some leakage of blood in order
to provide ‘‘washout’’ of mechanical junctions. Tissue
valves do not allow any leakage as long as there is adequate
apposition, or coaptation, of the leaflets.

The total regurgitant volume is the sum of the closing
and leakage volumes and represents the total fluid loss

during one valve closure. Regurgition can also be expressed
as a percentage of forward volume. Clinically, the ejection
fraction, the ratio of the ejected blood volume to the left
ventricular volume, is used to assess the hemodynamic
severity of regurgitation. As with other hemodynamic
variables, regurgitant volumes will vary with valve design,
valve size, flow rate, pressure, and heart rate.

When assessing prosthetic valve regurgitation it is
important to discriminate between transvalvular regurgi-
tation and paravalvular regurgitation. Transvalvular
regurgitation occurs through the valve mechanism, such
as past the hinges or occluder gaps in mechanical valves
or through regions of inadequate leaflet coaptation in
tissue valves. Because prosthetic valves are sewn in place
with a porous cloth sewing ring, leakage can also occur
through the sewing ring or spaces created by inadequate
fixation to the annulus. This is paravalvular leakage,
occurring around or adjacent to the valve, and should be
differentiated from transvalvular leakage In vitro, test
valves should be sealed to eliminate paravalvular leakage
so that transvalvular leakage can be measured indepen-
dently.

In vitro performance comparisons of different prosthetic
valve designs are complicated by variations between
labeled valve size and actual valve size (32). Most commer-
cial prosthetic valves are sized according to diameter in
2 mm increments and typically range from 19 to 29 mm for
aortic valves, and 25 to 31 mm for mitral valves. However,
the diameter measurement is made at different locations
based on manufacturer and valve type. The performance
index (PI), which is the ratio of EOA to actual sewing ring
area (33), is calculated in order to control for these varia-
tions and allow for more reliable valve-to-valve compar-
isons. Clinically, an EOA Index (EOAI) is calculated by
dividing the EOA by the patient’s body surface area, in
order to normalize EOA values based on patient size and,
indirectly, hemodynamic requirements.

Due to the variability of pulse duplicator systems and
the sensitivity of test results on hemodynamic conditions,
comparing valves evaluated in different test systems can
also be problematic (34). Differences in pressure and flow
waveform shapes, drive types, location of pressure taps,
chamber geometries, and other system configuration char-
acteristics can cause variations in measured valve perfor-
mance. Comparative in vitro studies of different mechanical
valves (35,36) and tissue valves (37) tested in the same pulse
duplicator under the same conditions can be found in the
literature. Figures 9–10 show in vitro pressure drop results
for various tissue valves from one of these studies.

Doppler Ultrasound

Doppler echocardiography is the most widely used modality
for assessing prosthetic valve performance in vivo and can
be useful for in vitro studies as well. In vitro Doppler and
imaging assessments are an important part of valve evalua-
tions prior to human implants because they may reveal
signature ultrasound features (e.g., acoustic shadowing,
eccentric flow profiles, jet morphology), which are unique
to the valve design and different from a native valve. It is
important for clinical sonographers to understand these
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features so they can distinguish between normal and
abnormal valve function. In addition, two-dimensional
(2D) echo images of the valve can be used to obtain an
axial cross-sectional view of the valve during cycling that
can be useful in assessing the motion and coaptation
morphology of tissue leaflets. And although a flowmeter
can be used to quantify the amount of regurgitation
through a valve, Color Doppler ultrasound allows for
visualization of the size and shape of any jets and detect-
ing their point of origin.

Doppler measurements and 2D imaging can be per-
formed in vitro providing there is an acoustic window for
the ultrasound beam that allows the transducer to be
aligned roughly perpendicular to the axis of valve flow
and does not attenuate the acoustic signal. It is also

necessary to add small, insoluble particles to the test fluid
to provide acoustic scatter for Doppler measurements and
Color Doppler imaging. Figure 11 shows how an ultra-
sound transducer would be positioned on a pulse duplicator
and the types of images that can be obtained.

Doppler measurements of pressure gradients can be
performed in vitro to assess the hemodynamic performance
of a valve as it would be done in a patient. During forward
flow, continuous wave Doppler measures a real-time spec-
trum of velocities across the open valve. Standard echo-
cardiographic software allows the user to acquire and
analyze the spectrum and determine an average velocity.

Clinically, the average velocity value is used to compute
pressure gradient using a simplified version of the Ber-
noulli equation. Ignoring viscous losses, acceleration
effects, and changes in height, the Bernoulli relationship
between two points, 1 and 2, on a streamline is:

P1 þ
1

2
rv2

1 ¼ P2 þ
1

2
rv2

2 ð1Þ

where P is the pressure, is the fluid density, and v is the
velocity.

Rearranging Eq. 1 and expressing the upstream, or
proximal valve velocity as vp, and the downstream, or distal
velocity as vd, the pressure gradient (P1�P2¼DP) across a
valve can be expressed as:

DP ¼ 1

2
rðv2

d � v2
pÞ ð2Þ

Doppler ultrasound machines typically report velocity in
units of meter per second (m � s�1) and pressure in units of
millimeter of mercury (mmHg). Assuming a blood density
of �1.1 g �mL�1 and applying the appropriate unit conver-
sions, the 1/2 term is approximated as 4 mmHg�m�2�s�2. A
further simplification can be made if the proximal velocity
term (the velocity at the left ventricular outflow tract for
aortic valves) is small compared to the distal velocity.
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Neglecting the proximal velocity term yields the equation
used by ultrasound software programs to compute pressure
gradient from continuous wave velocity measurements:

DP ¼ 4ðv2Þ ð3Þ

If the proximal velocity term is needed, it can be measured
with pulsed wave Doppler ultrasound, which, unlike contin-
uous waveDoppler,providesvelocityspectraatauser-defined
location in space (e.g., the left ventricular outflow tract).

Prior to the use of Doppler, hemodynamic assessment of
prosthetic valves in vivo was performed by placing a pres-
sure-measuring catheter into the heart. Comparisons
between pressure gradients measured by catheter and
by Doppler typically show some discrepancy between the
two methods, causing some concern as to which method is
more accurate. Several groups have performed in vitro and
in vivo studies to compare and contrast catheter-based
measurements and Doppler measurements (38–41). These
comparisons are complicated by the fact that the two
techniques use fundamentally different methods to arrive
at the pressure gradient and they each have individual
sources of approximation and error.

The primary valve-related reason for differences in
Doppler and catheter measurements of pressure gradient
is pressure recovery. Pressure recovery occurs when some
portion of the downstream kinetic energy is converted back
to potential energy (i.e., pressure). Like flow through a
Venturi nozzle, the lowest pressure and highest velocity
through a heart valve will occur at the narrowest point,
which is typically the region immediately downstream of
the valve. If the flow out of the valve is allowed to gradually
expand and remains attached to the walls, there will be an
increase, or recovery, of pressure further downstream
relative to the pressure at the valve exit. Due to this local
variation in pressure, the location of pressure measure-
ment becomes critical. Because continuous wave Doppler
measures velocities all along the beam path, it will detect
the highest velocity (regardless of its location), which will
then be used to calculate the pressure gradient. In contrast,
catheters take direct pressure measurement at a specific
location; if that location is not at the point of lowest
pressure, catheter measurements of pressure gradient will
tend to be lower than those derived from Doppler.

Pressure measurements across bileaflet MHVs (e.g., the
St. Jude Mechanical) are further complicated because,
during opening, the two side orifices are larger than the
central orifice, resulting in a nonuniform velocity profile.
This may be one reason why better agreement between
in vitro Doppler and catheter measurements has been
found for a tissue valve, which has an unobstructed central
orifice, than for a bileaflet mechanical valve (39).

Flow Visualization

Clear chambers that provide visual access to the valve as
well as the flow fields in its vicinity are an important
feature of in vitro test systems. The use of video to asses
leaflet dynamics can provide important information about
valve performance that cannot be obtained from hemody-
namic measurements or in vivo studies. Tissue contact
with a stent, poor coaptation, asymmetric or asynchronous

leaflet closure, and leaflet rebound are all visual clues that
either the valve design is inadequate or the test conditions
are inappropriate.

Flow field visualization and measurements are equally
important because thrombotic complications in vivo can be
caused by unphysiologic, valve-induced flow patterns. Both
flow stasis and high velocity leakage jets (and associated
turbulent stresses) can trigger thrombosis and subsequent
thromboemboli. In vitro pulsatile flow studies using blood
are not a practical means of determining the thrombogeni-
city of a valve design because of the complexity and sensi-
tivity of the coagulation process. Although the use of milk
as an enzymatically coagulable test fluid has been reported
(42–44), most in vitro assessments of a valve’s thrombogeni-
city are made indirectly based on its flow characteristics.

Illuminating the flow field of interest with a sheet of
laser light and seeding the fluid with neutrally buoyant
particles will allow for qualitative visual assessment of flow
patterns (i.e, uniformity and direction of forward flow,
presence of vortices or recirculation zones, areas of wash-
out during closure.) The motion of the particles can be
analyzed quantitatively with digital particle image veloci-
metry (DPIV), which uses the translocation of seeded
particles in consecutive, laser-illuminated video frames
to compute the velocity of many particles at one point in
time. With these numerous velocity measurements, a velo-
city map of the flow field can be created from any point in
the cardiac cycle.

Velocity measurements can also be performed with laser
Doppler velocimetry (LDV), which allows good temporal
resolution of velocity, but only at a single point. Multiple
point measurements at different locations can be made
sequentially and then compiled in order to construct a
phase averaged velocity profile of the entire flow field.
Simultaneous LDV and DPIV measurements have been
performed on a MHV in an attempt to integrate the relative
benefits of each method (45). Thorough flow field measure-
ments of several prosthetic heart valves, both tissue and
mechanical, have been published by Yoganathan and co-
workers (46,47). During forward flow, MHVs are seen to
have disrupted or eccentric velocity profiles reflective of the
open occluder position, while THVs tend to have more
uniform, unobstructed flow profiles.

Since blood cell damage will likely occur above some
critical shear stress threshold, in vitro velocity data is used
to calculate shear stresses created throughout the flow cycle,
and indirectly assess the potential for hemolysis and platelet
activation in vivo. The MHV leakage jets, in particular, have
the potential to create high shear stresses in blood (48). It is
difficult, however, for in vitro flow characterization studies
to be conclusive with regard to blood damage because of the
myriad of variables that interact to trigger coagulation. In
addition to the magnitude of shear stresses, the exposure
time to those stresses, as well as flow stagnation, material
surface interactions, and patient factors can contribute to
prosthetic valve thrombosis.

Design Specific Testing

Guidelines for in vitro testing heart valves prior to human
use were originally introduced by the U.S. Food and Drug
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Administration (FDA) in 1982. A revised document, that
included guidelines for testing stentless valves, was intro-
duced in 1994 (28). The International Standards Organiza-
tion publishes a similar set of guidelines for heart valve
evaluation, including the equipment and data require-
ments for in vitro studies (49). Many of the testing tech-
niques in use today are motivated by and in response to
these guidelines. However, standardized guidelines are
often insufficient for testing new and innovative designs,
since each new valve design will have unique features that
may require special testing methods to evaluate. A risk
analysis or failure mode analysis can be used to assess the
need for in vitro testing beyond that described in the
standards.

In addition to predictive studies of in vivo performance,
in vitro studies may be conducted retrospectively, in order
to elucidate a particular failure mode seen after a valve has
been used clinically. These types of studies typically
require the development of new or improved testing meth-
odologies to investigate a particular phenomenon, as
shown in the following examples.

In 1988, structural failures of the Baxter Duromedics
MHV were reported in several patients (50). Surface pit-
ting was observed on the pyrolytic carbon leaflets of the
explanted valves, suggestive of cavitation-induced erosion.
Cavitation occurs in a fluid when the pressure drops
rapidly below the vapor pressure of the fluid, causing
the formation of small vaporous cavities, which collapse
violently when the pressure increases. Many in vitro stu-
dies were conducted, employing novel measurement tech-
niques, to assess the propensity for cavitation to occur
during leaflet closure of mechanical heart valves (51,52)
and cavitation testing is now part of U.S. Food and Drug
Administration (FDA) required preclinical testing for all
new MHVs.

In the mid-1990s, the Medtronic parallel bileaflet valve
experienced an unanticipated number of thrombosed
valves in early clinical trials (53). Explanted valves were
observed to have clot formation in the hinge region of the
valve, indicating a flow-related problem in this vicinity
(54). These failures occurred despite the full set of required
tests having been conducted with apparently satisfactory
results. Prototype valves with clear housings were con-
structed to allow flow visualization studies in the region of
the hinge mechanism (55). Results of these studies sug-
gested the geometry of the hinge created stagnant flow
regions which may have been responsible for the clinical
failures.

Clinical studies of patients with stentless valves
revealed that some developed aortic regurgitation several
years after implantation (56,57). Because these valves lack
a support structure, it was believed that age-related dila-
tion of the aorta strained the outflow edge of the valve,
which lead to insufficient leaflet coaptation. Although FDA
testing requirements for stentless valves included flow
testing at elevated aortic pressures in compliant chambers,
testing of mechanical dilation without an increase in pres-
sure was not required. An in vitro study using canine
hearts showed that simply pulling the aorta outward at
the commisssures with sutures prevented the aortic leaf-
lets from closing in the center (58). This study helped

confirm the need to band the aorta during implantation
of some stentless valves in order to prevent later dilation.

In some cases, in vitro testing may also be employed to
test the actual valve that was explanted from a patient.
Depending on the age and condition of the valve, it may be
mounted in a pulse duplicator and studied for signs of
performance, structural or manufacturing abnormalities
responsible for an adverse event in a patient.

Finally, in vitro flow studies may be conducted using
valves excised from animal hearts in order to study the flow
or mechanical dynamics of the native valve that in turn
may be used to design improved prosthetic devices. Fresh
porcine aortic roots have been installed in pulse duplicators
to study the motion of the aortic valve as well to serve as a
testing chamber for prosthetic valves (59–61). The porcine
mitral apparatus, including chords and papillary muscles,
has also been mounted and tested in vitro (62,63).

FUTURE DIRECTIONS

After more than four decades of prosthetic heart valve
development, surgeons have come to rely on just a few
valve designs, both mechanical and tissue, for the large
majority of implants. These valves have achieved wide-
spread use because their performance is reliable and their
limitations and failure modes are known and reasonably
predictable. None of these valves are ideal, however, and
new designs that try to improve upon the state of the art
will continue to emerge.

Although polymer valves and tissue-engineered valves
still hold promise, the greatest change to be expected in the
near future is not the valve itself but the way it is
implanted in the heart. The success of catheter-based
technologies in treating other heart diseases (e.g., coronary
stents, septal defect closure devices) has inspired the pur-
suit and clinical evaluation of a prosthetic heart valve that
can be placed in the beating heart with a catheter (64–66).
This technology is attractive because it would not require
opening the chest and stopping the heart, nor the use of
cardiopulmonary bypass equipment.

Catheter-delivered valves will still require all the test-
ing and analysis described above, but will also necessitate
new equipment and methodologies that take into account
their unique delivery and implantation method. For exam-
ple, the actual delivery and deployment of these valves may
first need to be simulated under in vitro pulsatile condi-
tions, requiring testers that simulate the entry point and
anatomy of the delivery path. Once deployed, the ability of
the valve to seal around its perimeter and remain in place
without migrating must be evaluated, which will require
deployment chambers with the appropriate surface proper-
ties, mechanical properties, and dynamic motion. Also,
current in vitro valve tests rarely simulate coronary flow
out of the sinuses. But when testing valves that are placed
in the aortic annulus under image guidance, rather than
direct visualization, it will be important to evaluate valve
designs in terms of their propensity to block coronary flow.

With aging populations in the United States and Eur-
ope, heart valve disease is likely to remain a significant and
prevalent problem. Better, more efficient prosthetic heart
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valve technology will surely emerge to address this need
and in vitro testing technologies will need to keep pace to
continue helping to improve these devices and ensure their
safety and efficacy for human use.
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HEART VALVES, PROSTHETIC

ROBERT MORE

Austin, Texas

INTRODUCTION

Blood flow through the four chambers of the normal human
heart is controlled by four one-way valves. These valves
open and close in response to local pressure gradients and
flow during the cardiac cycle. The atrioventricular mitral
and tricuspid valves open to admit blood flow from the atria
into the ventricles during diastole and then close during
systolic ventricular contraction to prevent backflow into
the atria. The semilunar aortic and pulmonary valves open
during systole to eject blood from the ventricles and then
close during diastole to prevent backflow. Various patholo-
gical states, either congenital or acquired, may result in the
failure of one or more of these valves. A valve may become
stenotic, in which case forward flow through the valve is
impaired, or a valve may become incompetent or regurgi-
tant, closing improperly, which allows excessive backflow
losses. Loss of valve function has a profound degenerative
effect on quality of life and is ultimately life-threatening.

THE CHALLENGE

The goal for valve prosthesis design is to provide a func-
tional substitute for a dysfunctional native valve that will
endure for a patients’ lifetime while requiring minimal
chronic management. The development of open-heart sur-
gery opened the technical possibility of valve replacement
in the late 1950s and early 1960s. However, the practicality
of an effective, durable artificial heart valve was to prove

HEART VALVES, PROSTHETIC 437



elusive in the early 1960s because of problems with valve
construction materials causing blood clotting, material
fatigue, and degradation. Materials, related problems were
greatly diminished when Carpentier (1) introduced the use
of aldehyde preserved biological valves in the early 1960s.
In 1963, Bokros discovered isotropic pyrolytic carbon
(PyC), and shortly thereafter Gott and Bokros discovered
the remarkable blood compatibility of PyC (2). These
events led to two separate avenues of approach to the
development of successful heart valve replacements,
namely biological valves, derived from biological valves
themselves or biological tissues, and mechanical valves,
manufactured from synthetic materials. Significant pro-
cess has occurred toward the goal of a lifelong valve sub-
stitute, last 30 years to the extent that valve replacement
surgery is now a commonplace procedure worldwide. How-
ever, todays valve prostheses are nonideal and a tradeoff
remains between long-term durability and the need for
chronic anticoagulant management.

Although the history of early development of replace-
ment heart valves is fascinating in it’s own right, it is well
chronicled and, thus, will not be addressed here (3–5). See
http://members.evansville.net/ict/prostheticvalveimage-
gallery.htm for a chronology of valve designs. Rather, the
focus here is to contemporary replacement heart valve
designs, which is a story of interplay between advances
in materials technology, design concepts, methods for eva-
luation, and regulatory issues.

EVOLUTION OF REGULATION

Prior to 1976, heart valve prostheses were unregulated
devices—clinical studies, use, and introduction to the mar-
ketplace could be initiated without a formalized perfor-
mance evaluation conducted under regulatory oversight.
Regulation in the United States by the Food and Drug
Administration (FDA), and by similar agencies in other
countries, became necessary because not all valve pros-
theses were clinically successful. With the passage of the
Medical Device Amendments in 1976, heart manufacturers
were required to register with the FDA and to follow
specific control procedures. Heart valve replacements were
required to have premarket approval (PMA) by the FDA
before they could be sold. To quote from the FDA website,
http://www.FDA.gov, (the) ‘‘FDA’s mission is to promote
and protect the public health by helping safe and effective
products reach the market in a timely way, and monitoring
products for continued safety after they are in use’’.

The establishment of FDA oversight was a watershed
event because it formalized the approval process and led to
the development of criteria for evaluating new valve pros-
thesis designs. The preclinical performance tests and clin-
ical performance evaluation criteria that have been
developed are given in the FDA Document Replacement
Heart Valve Guidance - Draft Document, October 14, 1994
(6). This document may be downloaded from the FDA
website at: http://www.fda.gov/cdrh/ode/3751.html. The
document is deliberately labeled ‘‘Draft’’ because it is a
‘‘living’’ document that is periodically updated as heart
valve technology evolves. Furthermore, requirements for

postmarket monitoring exist to continually verify valve
safety and effectiveness.

A parallel international effort gave rise to the Interna-
tional Standards Organization (ISO) Standard 5840, Car-
diovascular Implants-Cardiac Valve (7), which is currently
being harmonized with the European Committee for Stan-
dardization (CEN) to produce a European Standard EN
prEN12006. A major benefit of the European Union (EU) is
that member countries agree to recognize a single set of
standards, regulatory processes and acceptance criteria.
Prior to the establishment of the European Union, each
individual country imposed their own standards and reg-
ulatory requirements. The ISO committee hopes to ulti-
mately merge with or at least to philosophically harmonize
the ISO, EN requirements with the FDA Guidance Docu-
ment requirements in order to produce a single interna-
tional standard.

The regulatory approval process for a new heart valve
design consists of two general stages, a preclinical study
and a subsequent clinical study. The preclinical study
consists of in vitro tests, orthotopic animal implants, and
a survey of manufacturing quality assurance systems.
When the preclinical requirements are satisfied, the
FDA or EU agency may issue an Investigational Device
Exemption (IDE) that allows human clinical trials. Clinical
trials are conducted according to specified study designs,
patient numbers, and evaluation methods. Upon the suc-
cessful completion of clinical trials, the regulatory agency
such as the FDA may issue a PMA, or equivalent EU
approval, that allows the open marketing of the valve
design. As a result of the importance and complexity of
regulatory requirements in heart valve design, evaluation,
manufacture, marketing, and monitoring, major heart
valve companies now have dedicated ‘‘Regulatory Affairs’’
departments.

DEMOGRAPHICS AND ETIOLOGY

Patients require heart valve replacement for a number of
reasons, which vary by sex, valve position, and the pre-
vailing levels of socioeconomic development. Valves
become dysfunctional because of stenosis, inadequate for-
ward flow when open or insufficient and excessive backflow
when closed. A summary of typical patient data by sex,
lesion, and disease state that led to dysfunction is given in
Table 1. This data is taken from PMA studies of the On-X
mechanical valve conducted in North America and Wes-
tern Europe (8,9).

Patients in developing countries tend to require valves
at a younger age (mean 33 years) and have a significantly
higher incidence of rheumatic disease and endocarditis.
The proportion of aortic implants relative to mitral
implants is higher in North America and Western Europe,
whereas the proportion of mitral implants and double-
valve implants is higher in the developing countries.

CLINICAL PERFORMANCE

Regulatory agencies (6,7) gage the results of observational
clinical (IDE) trials in terms of Objective Performance
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Criteria (OPC). Ultimately, the performance of a new
investigational device is compared with existing devices.
The OPCs are linearized complication rate levels. An IDE
study uses statistical methods to demonstrate that
observed complication rates for the investigational device
are less than two times the OPC rate. The linearized rates
are given in units of percent per patient year (6,7) in
Table 2. A patient year is simply the total post implant
follow-up duration in years for patients enrolled in the
study. For example, 100 patients followed one year each
post implant is 100 patient years (pt-yr). For the occurrence
of complication events, the linearized rate is 100% �
(number of events/number of patient years). Currently, a
followup of 400 patient years is the minimum FDA reg-
ulatory requirement for each valve position, aortic and
mitral each.

Thromboembolism (blood clotting-related strokes) and
hemmohrage (excessive bleeding) are measures of the
stability of the valve design relative to hemostasis and
chronic anticoagulation therapy. Perivalvular leaks occur
at the interface between the valve sewing cuff attachment
mechanism and the cardiac tissue and are a measure of
how well the valve design seals. Endocarditis is any infec-
tion involving the valve. A number of other complications,
or morbid events, including hemolysis, unacceptable hemo-
dynamics, explant, reoperation, and death are also mon-
itored and compared on the basis of percent per patient

year. Other presentations of data often used are Kaplan
Meier ‘‘Survival or Freedom from complications’’ plots or
tables in which the percentage of the study population that
has survived, or has not experienced a given complication,
is plotted vs. implant duration in years (10).

HEMODYNAMIC EVALUATION

Methods of evaluating heart valve hemodynamic function,
both natural and prosthetic, have advanced considerably in
the past 30 years. With today’s technology, most evalua-
tions of valve performance can be performed noninvasively,
and more information regarding valve design performance
is available than ever before, both in vivo and in vitro.
Early methods, such as ascultation, listening to valve
sounds with a stethescope, have been greatly improved
on, and invasive catheter techniques are no longer needed
except in special cases.

Cine fluoroscopy involves recording a fluoroscopic exam-
ination with film or digital recording media. It provides a
direct dynamic visualization of radio-opaque prosthetic
valve features and, thus, can be used to identify a valve
type and to assess function. Cine fluoroscopy used in
combination with a catheter delivered radio-opaque con-
trast media, cineangiography, provides a means for basic
flow visualization. Noninvasive echocardiography, how-
ever, has become the most common and important method
for assessing valve function.

The physics of echocardiography are simple; a beam of
ultrasound (1–5 MHz) is aimed into the patient’s chest and,
as the propagating sound wave encounters the different
tissue layers, some of the energy is reflected back. The
existence and depth of the reflecting tissue layers are then
inferred from the time history of the reflections relative to
the incident beam and the strength of the reflection. The
reflection time history and strength from an angular sweep
are then used to construct a 2D tomographic image of the
underlying tissue structures. Thus, cardiac structures and
their motions are readily visualized.

Echocardiography also produces an angiographic image
for visualizing flow by using the moving red blood cells as a
contrast medium. A Doppler shift occurs between the
frequency of the incident sound and the sound reflected
by the moving red blood cells, which is in proportion to the
cells’ velocity. This information is used to map flow direc-
tion and velocity throughout the cardiac cycle. Further-
more, the Doppler frequency shifts can be rendered audible
to produce sound signatures. Thus, echocardiography and
Doppler echocardiography provide powerful visual and
audible diagnostic tools to interrogate cardiac dynamic
structure and function.

Although the above description of echocardiography is
admittedly brief, the real complexity of echocardiography
lies in transducer mechanics, sophisticated electronics,
and computational techniques required to produce near
real-time dynamic 2D images and flow maps. Further
details are readily available; for example, a very accessible
tutorial can be found at the http://www.echoincontext.com/
basicEcho.asp ‘‘Introduction to Echocardiography,’’ pre-
pared by Duke University, 2000.
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Table 1. Summary of Typical Patient Data

Category Aortic Mitral

Mean age years 60 59

Sex % %
Male 66 38
Female 34 62

Lesion % %
Stenosis 47 13
Insufficiency 21 48
Mixed/other 32 39
Etiology (can be > one per patient) % %

Calcific 50 16
Degenerative 28 27
Rheumatic 13 38
Congenital 10 2
Endocarditis 4 7
Previous prosthetic valve dysfunction 3 3
Other 3 16

Table 2. Linearized Rates in Units of Percent Patient
Year

Complication
Mechanical

Valve (%/pt-yr)
Biological

Valve (%/pt-yr)

Thromboembolism 3.0 2.5
Valve thrombosis 0.8 0.2
All hemmhorage 3.5 1.4
Major hemmhorage 1.5 0.9
All perivalvular leak 1.2 1.2
Major perivalvular leak 0.6 0.6
Endocarditis 1.2 1.2



For the purposes of heart valve evaluation, echocardio-
graphy and Doppler echocardiography give dynamic visua-
lizations of valve component motion and reasonable
measurements of flow velocities, flow distributions valve
effective orifice areas, and transvalvular pressure differ-
ences. Definitions and technical details of valve evalua-
tions can be found in Appendix M of the FDA Document
Replacement Heart Valve Guidance - Draft Document,
October 14, 1994 (6,7). A summary of the important echo-
cardiographic parameters for valve evaluation are listed
below.

1. Visualizations of valve motion and structure: Pro-
vides a diagnostic tool for both the native valve and
valve prostheses and can detect the presence of
thrombosis.

2. Doppler measurements of transvalvular pressure
difference (or gradient): A stenotic valve, with
impaired forward flow, either native or prosthetic,
will have an elevated transvalvular pressure differ-
ence. The transvalvular gradient (peak or mean) is
determined by measuring the forward flow velocity
through the valve. If the proximal velocity is greater
than 1 m � s�1, then it is also measured. Velocity
values are diagnostic and can be used to derive an
estimate of the transvalvular pressure difference
using the complete (long) Bernoulli equation,

DP ¼ 4ðV2
2 � V2

1 Þ;

where DP is the peak pressure difference mmHg, V2

is the continuous-wave Doppler peak transvalvular
velocity (m � s�1), and V1 is the proximal pulse-wave
Doppler peak velocity (m � s�1). If the proximal velo-
city is less than 1 m � s�1, as is usual in the mitral
position, the V1 term can be dropped and, as such,
the single-term equation is called the short Bernoulli
equation. Forward flow velocity-time envelopes may
be integrated to give mean velocity values or mean
pressure values depending on the echo system’s
processing capabilities. The mean velocity values
are substituted into the Bernoulli equation, or the
mean transvalvular and proximal pressures are
subtracted to give the mean transvalvular pressure
difference.

3. Effective orifice area: A stenotic valve, either native
or prosthetic, will have decreased effective orifice
area. Effective orifice area is determined using the
classical continuity equation:

EOVðcm2Þ ¼ CSA vti1=vti2

CSA is the cross-sectional area of the left ventricu-
lar outflow tract (LVOT) for the aortic position.
Variables vti1 and vti2 are the velocity-time integrals
at the pulse-wave proximal LVOT vti1 and
transvalvular continuous wave for the aortic position
vti2 . For the mitral position, CSA is the aortic cross-
sectional area; vti1 and vti2 are the velocity-time
integrals for the continuous-wave transvalvular
velocities for the aortic valve, vti1, and vti2 for the
mitral valve.

4. Regurgitation: Regurgitation or incompetence is
graded as trivial, mild, moderate, or severe according
to the regurgitant flow jet size expressed as a height or
area relative to the LVOT area in the aortic position or
left atrium in the mitral position. An incompetent,
leaky valve will have severe regurgitation.

As a result of variations in patient body size and because
the valve must fit the native valve annulus, prosthetic
valve designs are prepared in annulus sizes ranging from
an approximate 19 mm annulus diameter up to 33 mm
diameter. However, valve sizes are not scalar in the sense
that a size 19 valve or its sizer will often not be 19 mm. The
valve and its associated sizer are supposed to fit a 19 mm
annulus. For this reason, it is critical to use the sizers and
associated instrumentation provided by the manufacturer
for a specific valve design.

Typically, a design will have six sizes in 2 mm diameter
increments. The size differences can consist of larger valve
components or larger sewing cuffs. In general, it is desired
to present the largest internal diameter possible for flow.
Thus, it is important to recognize that hemodynamic quan-
tities vary strongly with valve size in the aortic position
and, for this reason, aortic hemodynamics comparisons
must be interpreted according to size. One can find studies
in the literature that report single values for a valve design
that lump together and ignore the effects of valve size, the
utility of such information is limited to the engineer, but
meaningful to the cardiologist (11).

Patient body surface area (BSA) is often used to normal-
ize valve effective orifice area, to give an orifice area
cm2 �m�2. EOA is measured using echocardiography and
BSA is calculated using the patient height and weight. The
ratio of valve EOA to patient BSA is known as the indexed
orifice area (IEOA)

Patient prosthesis mismatch has recently been recog-
nized as a potential error in selecting valves for patients. It
is possible to replace a diseased aortic valve with a valve
prosthesis that is too small for the patient body size. A
generally accepted criteria for sizing is that the indexed
effective orifice area should not fall below a value of 0.85
(12).

Left ventricular mass regression is another contempor-
ary measure of valve effectiveness. Ventricular dimensions
are measured from echocardiography for patients pre-
operatively and postoperatively. When overloaded by a
dysfunctional valve, the heart responds with an increase
in mass. An effective prosthetic valve lowers the work load
on the heart and thus causes a regression back toward
normal size (13).

The information presented above provides a basic fra-
mework for evaluating and comparing valve design clinical
performance: complication rates and hemodynamics. Com-
plication rates are assessed using statistics presented as
linearized rates, percent per patient year. However, the
linearized rates tend to assume that the risk of a complica-
tion is constant with time (14), which may not hold for all
complications. Furthermore, it is necessary to compare
linearized rates determined for comparable population
demographics, implant experience, and complication defi-
nition. Short-term clinical experience study rates do not
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compare well with long-term clinical experience. For this
reason, it is convenient to compare results from PMA pre-
clinical studies. Such studies have comparable patient num-
bers, demographics, duration, statistics, and study methods.

Results from PMA preclinical studies can be found by
searching a database for ‘‘Summary of Safety and Effec-
tiveness’’ documents on the FDA website (http://www.fda.
gov/cdrh/). A Summary of Safety and Effectiveness is
prepared for each device that has received a PMA and
contains a summary of the clinical study, the preclinical
studies, and the manufacturing facilities. Furthermore,
most valves in the United States are packaged with
‘‘Instructions for Use’’ that include the clinical complica-
tion and hemodynamics data. Most valve manufacturers
have websites that either contain the pertinent data or
provide relevant references to the literature because of the
importance of this data for marketing purposes. In general,
high survival, freedom from complications or low complica-
tion rates, low pressure gradients, high effective orifice
areas, and low regurgitation are essential.

Much of the same type of information is also available in
the open literature; however, because of differences in
study design, methods, and size that occur, it is more
difficult to compare results from different studies and
sources. An excellent review of heart valve complication
comparison problems can be found in a paper by G. Grunk-
meier and Y. Wu, ‘‘Our complication rates are lower than
theirs: Statistical critique of heart valve comparisons’’ (14).
An excellent review of hemodynamics for a number of valves
may also be found in a paper by Zang and Chambers (15). As
with complication rates, hemodynamics comparisons based
on studies in the open literature can be difficult because of
differences in technique and quantity definitions.

Examples of valve comparisons with the above informa-
tion will be presented in subsequent sections of this text.

VALVE DESIGN ELEMENTS

The challenge is to provide valve prostheses that can
endure the aggressive biological and mechanical environ-
ment for a patients’ lifetime without structural or func-
tional degradation. A myriad of disciplines, including
medicine, biology, engineering design, materials engineer-
ing, structural engineering, and fluid mechanics, are
required to meet this challenge. Advances in each of these
disciplines over the past 30 years have made possible
significant improvements in the safety and efficacy of valve
prostheses. At the current state of development, common
structural features exist among the various valve designs
required to meet the goals of function and durability.
Conceptually, a valve prosthesis is a simple one-way valve
that opens easily to allow forward flow and closes ade-
quately to prevent regurgitant losses during the cardiac
cycle. Each design has:


 An orifice body that defines the open forward flow
channel.


 Leaflets or occluders that reversibly open to permit
forward flow and close (or occlude) to prevent reverse
flow.


 Struts or pivots that capture and guide leaflet motion
during opening and closing.


 A sewing cuff or sewing ring that is used to attach the
valve to the cardiac anatomy.

In addition, bioprosthetic valves may have stents, which
are metallic or polymeric structures that define and sup-
port the soft tissue valve shape.

Many of the design elements of valves are radio-opaque
and present a unique appearance upon examination by X-
ray or cine fluoroscopy. Guides to identifying valves by
radiographic appearance have recently been published by
Butany et al. (16,17).

The size, shape, strength, durability, and biocompat-
ibility of these common design elements define the perfor-
mance of the valve. Each element is, in turn, defined by the
materials used in its construction, hence, the importance of
materials technology.

MATERIALS TECHNOLOGY

The materials available in many ways dictate design pos-
sibilities. Our repertoire of manmade materials for
mechanical valves includes certain polymers, metals,
and pyrolytic carbons in a class generally known as bio-
materials. For heart valve applications, the materials used
must be blood- and tissue-compatible. The presence of the
material itself, wear particles, or the material in combina-
tion with others cannot provoke adverse biological reac-
tions. Some of the more important adverse biological
reactions include intense inflammatory response, carcino-
genicity, mutagenicity, or the inception of thrombosis.

The materials must be biodurable: The mechanical
integrity must resist degradation by the in situ physio-
chemical environment. Assuming that the human heart
beats approximately 40 million times a year, valve pros-
theses must endure on the order of 600 million cycles over a
15 year period without functional degradation due to expo-
sure to the aggressive biological reactions and repeated
cyclic stresses in the cardiac environment. Early valve
designs failed within a short period because of thrombosis
(blood clotting), and damage due to exposure to the rigor-
ous biological environment manifest as distortion, wear,
and fatigue. Additionally, the materials must tolerate ster-
ilization without adverse affects. A more current require-
ment is that a material cannot interact adversely with high
strength electromagnetic radiation, as may be encountered
with modern diagnostic techniques such MRI (magnetic
resonance imaging).

The short list of materials that meet these requirements
for heart valve structural components includes isotropic
pyrolytic carbons, certain cobalt-chrome alloys, and certain
titanium alloys. The polymers most often used today in the
fabric sewing cuffs are polyethylene terephthalate (PET,
tradename Dacron) and polytetrafluoroethylene (PTFE,
tradename Dacron). Polyacetyl (polyformaldehyde, trade-
name Delrin) and poly dimethyl siloxane (Silicone rubber)
are used as occluders in some of the older designs. Some
important physical and mechanical characteristics of these
materials are given in Table 3.
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As the mechanical properties of biological materials are
more complex than for manmade materials, they will not be
addressed here, rather references are suggested in the
recommended reading section.

Each material used in a prosthetic heart valve must
meet a battery of tests for biocompatibility as currently
defined in the FDA Guidance document (8) ISO 5840 and
ISO 10993. The interested reader can find the details of
these tests in the reference documents.

DESIGN CONCEPTS

Two broad categories of valve prostheses have evolved,
mechanical and biological, each with advantages and dis-
advantages. The selection of valve type for a given recipient
is made by balancing the individual’s needs relative to the
valve type advantages and disadvantages. Factors for con-
sideration in valve type selection include:


 Thromboembolism/Stroke,


 Bleeding Risk,


 Reoperation,


 Survival.


 Guidelines from The American Heart Association/
American College of Cardiology (AHA/ACC) are listed
below in Table 4 (18).

In the absence of concomitant disease, aortic mechanical
valves are recommended for patients less than 65 years of
age and mitral mechanical valves for patients less than 70
years of age.

Biological valves offer the advantage that chronic antic-
oagulation therapy (warfarin) may not be required beyond
an aspirin taken daily. Many patients benefit from biolo-
gical valves because of an inability to tolerate or to comply
with chronic anticoagulation. However, many patients
with biological valves may require anticoagulation for
other concomitant conditions, such as atrial fibrillation
that pose a coagulation risk, and some physicians may
recommend anticoagulation for mitral replacements.

The disadvantage is that biological valves have limited
lifetimes for reasons inherent to host responses that degen-
erate the implant tissue and the relatively low fatigue
resistance of the devitalized biological tissues. Expected
patient survival (median) in the United States equals
expected biological valve survival at 18 years for aortic
valves and 69 years for mitral valves (19).

The risk of biological valve dysfunction increases inver-
sely with age, with failure being more rapid in younger
patients. Degenerative mechanisms such as calcification
are accelerated in young growing patients, and an active
lifestyle may more severely stress the valve. As a mitigat-
ing factor, biological valve degeneration tends to be gra-
dual, hence readily detected so that a re-operation to
replace the valve can be scheduled before the patients’
health becomes compromised. Here, the tradeoff is the risk
of re-operation vs. the risk of anticoagulant-related com-
plications. Therefore, the ideal biological valve candidate
patient tends to be an elderly person with a relatively
sedentary lifestyle and an expected lifetime that is not
likely to exceed the useful lifetime of the valve.

A mechanical valve has the advantage of unlimited
durability, but has the disadvantage of requiring chronic
anticoagulant therapy.

Many excellent resources are available on the Internet
providing illustrations, some design, details, and perfor-
mance details for valve prostheses. A general overview of
valves and other devices approved for marketing in the
United States can be found at the Cardiovascular and
Thoracic Surgery website (http://www.ctsnet.org/sections/
industryforum/products/index.cfm). Other very accessible
resources include the Evansville Heart Center prosthetic
heart valve gallery (http://members.evansville.net/ict/
prostheticvalveimagegallery.htm) and the Cedar Sinai
Medical Center (http://www.csmc.edu/pdf/Heart Val-
ves.pdf). Heart valve manufacturers also have websites
that provide information regarding valves and perfor-
mance. A partial list follows:


 ATS Medical, Inc. http://www.atsmedical.com/


 Carbomedics, A Sorin Group Company, http://
www.carbomedics.com/, and Sorin Biomedica, http://
www.sorin-cid.com/intro_valves.htm


 Cryolife, Inc., http://www.cryolife.com/products/cryo-
valvenew.htm.


 Edwards Lifesciences, http://www.edwards.com/Pro-
ducts/HeartValves
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Table 3. Representative Material Properties

Property Unit PyC CoCr Delrin

Density g � cm�3 1.93 8.52 1.41
Bend strength MPa 494 690 (uts) 90
Young’s modulus GPa 29.4 226 3.1
Hardness HV 236a 496 86 Shore D
Fracture toughness

K1c

MN �m3/2 1.68

Elongation at failure % 2 30
Poisson’s ratio 0.28 0.3 0.35

aThe hardness value for PyC is a hybrid definition that represents the

indentation length at a 500 g load with a diamond penetrant indentor.

Table 4. AHA/ACC Guidelinesa

AHA/ACC Indications for Valve types

Mechanical Valve Tissue Valve
Expected long lifespan AVR >65 years age, No risk

factors for TE
Mechanical valve in

another position
MVR >70 years age
Cannot take warfarin

AVR � 65 years age
MVR �70 years age
Requires warfarin due

to risk factors
Atrial fibrillation
LV Dysfunction
Prior thromboembolism
Hypercoagulable condition

aAVR –aortic valve replacement MVR – mitral valve replacement.




 Medical Carbon Research Institute, LLC., http://
www.onxvalves.com/


 Medical CV, http://www.vitalmed.com/products/med-
icalcv/omnicarbon_heart_valve.htm


 Medtronic, Inc., http://www.edwards.com/Products/
HeartValves


 St. Jude Medical, Inc., http://www.sjm.com/condi-
tions/condition.aspx?name¼HeartþValveþDisease&
section=RelatedFeaturesProducts

Many other resources are available, other manufac-
turers, a number of professional journals and archives of
news stories, and press releases available on the web. A
web search for ‘‘artificial heart valves’’ will yield more
than 300,000 sites. The sites listed above are given as
a simple quick start for the reader, without implied
endorsement.

As a point of interest, the valve manufacturers’ websites
are highly colored by competitive marketing and tend to
present a rather focused view. However, they often provide
copies of studies in the literature along with supplemental
interpretative information. As an example, aspects of the
selection of type, biological and mechanical, for a given
patient are controversial. To address this controversy, the
Edwards Lifesciences and St. Jude Medical sites have
detailed, authoritative panel discussions of issues related
to valve selection that are well worth reviewing.

BIOLOGICAL VALVES

Bioprosthetic valve replacements tend to mimic the semi-
lunar aortic valve directly by using a natural aortic valve
from a donor (allograft) or an aortic valve from another
species (xenograft). Alternatively, the natural aortic valve
may be imitated by design using a combination of non-
valvular natural tissues and synthetic materials (hetero-
graft). Typically, the semilunar aortic-type valve is used in
all positions for valve replacement.

The native aortic valve can be visualized as a short
flexible tube within a longer tube. The outer tube, the
aorta, has three symmetric scalloped bulbous protuber-
ances (sinus of Valsalva) at its root. Within the sinus of
Valsalva, there is the short inner tubular aortic valve, with
a length approximately the same as the diameter. The
aortic valve tube is constrained at three equidistant points
along its upper circumference at the commissures. When
pressurized from above, the aortic valve tube wall collapses
onto itself into three symmetric crescent-shaped leaflet
cusps. Along the lower circumference, the leaflets attach
to the aorta wall following the scalloped curve of the aortic
root. When pressurized from below, the valve opens, the
cusps rise together and separate to form the short open
internal tube, which is the flow region of the valve. When
closed, the internal tube walls, cusps, collapse, inflate, and
form a seal (coaptation) at the center of the valve (nodus
Aranti) along lines 1208 apart (see Fig. 1). A good dynamic,
multimedia visualization of this collapsing tube concept of
the aortic valve can be found at the 3F Technologies website
(http://www.3ftherapeutics.com/us/products.html).

Valves constructed from biological materials have sev-
eral categories, including:


 Homograft (also Allograft), native valves taken from
members of the same species,


 Xenograft (also Heterograft), valves taken from other
species,


 Autograft, valves transposed from one position to
another in the same patient. Valves may also be con-
structed from nonvalvular tissues such as pericardium,
dura mater, or facia lata and the tissues may be auto-
genic, allogenic, or xenogenic. Valves may be stented
(with added rigid support structures) or unstented.

Valves transplanted from one individual to another do
not remain vital. Although the valve may be initially coated
with endothelium, the valve eventually becomes acellular
with only the extracellular matrix collagenous structures
remaining. A biological tissue originating from another
species (xenograft) must be killed and stabilized by alde-
hyde cross-linking or some other method. Fixation masks
autoimmune rejection processes and adds stability and
durability. However, the tissue again consists of an acel-
lular, but now cross-linked, extracellular matrix collage-
nous structure. Biological valves lifetimes are limited due
to degradation of the relatively fragile nonvital, acellular
material, which results in structural and functional failure.
Degradation processes are exeraberated by calcification
and elevated applied stress levels in the cardiovascular
environment.

Valve Homografts (Also Allograft)

Use of an orthotopic implanted homologous cardiac valve
(e.g., a valve transplant from the same species) as a valve
substitute was first successfully accomplished in humans
by Donald Ross in 1962 (20). Harvest must occur as
rapidly as possible following the donor’s death, if within
48 h, the valve may still be vital. However, with human or
animal origin, a risk of disease transmission exists, par-
ticularly if the valve is not sterilized. Furthermore, com-
petition exists with the need for intact donor hearts for
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Figure 1. Mitroflow bovine pericardial prostheses heterograft
shown in two sizes. This figure illustrates the collapsed tube
concept of aortic valve structure.



heart transplantation, so the supply of homografts is
limited.

During the period between 1962 and 1972, homografts
were widely used because other valve substitutes were
not yet satisfactory. As other valve substitutes became
effective and more readily available during the 1970s,
homograft use decreased. With the development of cryo-
preservation technology in the mid-1980s and commercia-
lization by Cryolife, homograft use has increased again.
However, unless the homograft is an autograft (from the
same patient), it becomes a devitalized acellular, collage-
nous structure within the first year of implantation (21).
Homograft lifetime in the aortic position tends to be limited
to approximately 10 years due to primary tissue failure
because of the inherent fragility of the devitalized, acellu-
lar homograft.

The most successful use of homografts is for a pulmon-
ary valve replacement in the Ross procedure in which
the patient’s own viable pulmonary valve (autograft) is
transplanted into the aortic position as a replacement for
diseased aortic valve and a heterograft used to replace the
patient’s pulmonary valve (22). In principal, the autograft
pulmonary valve in the aortic position remains vital and
grows with the patient. The heterograft in the pulmonary
position endures well because the pressure loads and the
consequences of regurgitation are much less severe on the
right side of the heart.

Xenografts

Aldehyde-fixed porcine xenograft valves were initially
developed in 1969 by Carpentier et al. (1), which consisted
of porcine aortic valves mounted on a stent frame to
maintain shape and then fixed with dilute gluteraldehyde
(see Fig. 2). Aldehyde fixation masks autogenic host reac-
tions, cross-links the extracellular matrix collagen, and
kills the native valve cells. Infectous cells and viri are also
cross-linked and killed, so fixation provides a means of
disinfection. During the same time period, Hancock et al.

independently developed another porcine prosthesis (23).
Yet another design, constructed from bovine pericardium,
was developed by Ionescu in 1971 (24). These valves pro-
vided readily available alternatives to homografts and
were widely used during the early 1970s. Although these
valves offered freedom from chronic anticoagulation, life-
times were limited to around 10 years. The valves failed
because of calcification, leaflet tears, and perforations.
Freedom from reoperation 15 years post implant was about
50% for the porcine valves and slightly worse for the bovine
pericardial valves. Other important lessons were learned
the Hancock valve polymeric Delrin stents would creep,
leading to valve dysfunction. With the Ionescu valve, a
suture located at the valve commissures initiated tears in
the leaflets. The attachment of leaflets at the commisures
tends to be the most highly stressed point, because of
pressure and reversed bending stresses, which leads to
commissural tearing.

Xenograft biological valve replacements have gone
through three generations of evolution. The first genera-
tion and some of its problems are described above by
Hancock and Ionescu. Tissues used in these valves were
fixed with aldehydes at high pressure in the closed position.
As the collagen fibers within the porcine leaflets tend to
have a wavy or crimped structure, the high pressure fixa-
tion tended to straighten the fibers out, removing the
crimp, which was found to have an adverse effect on fatigue
endurance.

For the second generation valves, low and zero pressure
aldehyde fixation were used, flexible stent materials were
employed, and assembly strategies improved. These
improvements retained the natural collagen crimp and
lowered stresses at the commissural attachment. Also,
additional fixation treatments and chemical posttreat-
ments were employed in hopes of reducing calcification.

Contemporary third-generation-valves tend to use
fixation at physiological pressures, flexible stents materi-
als, and include stentless designs. Some of these newer
aortic valve designs are challenging the age limits given
above for valve-type selection (25). A number of stentless
designs are available that typically consist of a xenograft
or homograft valve mounted in fabric or tissue to enable
sewing (see Fig. 3). Some designs include the portions of
the aortic arch along with the valve. Stenting and annular
support structures tend to decrease the annular flow
area. Removal of the stents should enhance hemodynamic
performance.

A unique design using equine pericardium and an
external expandable stent for use with a transcatheter
delivery system is under development by 3F Theraputics.
Furthermore, tissue engineering concepts are being
explored as a means of developing valve scaffolding struc-
tures in expectation that the host cells will infiltrate,
populate, and ultimately render the scaffolding into an
autologous tissue structure. One such example is a chemi-
cally decellularized valve in development by Cryogenics.
Carbomedics has also developed a method for nonaldehyde
cross-linking and decellularization of collageneous cardiac
tissues (26).

Hemodynamics for some of the contemporary biological
valves cited from FDA PMA Summaries of Safety and
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Figure 2. A porcine valve xenograft design (Xenomedica) shown
in two sizes. Here, a porcine valve is mounted in a stented struc-
ture.



Effectiveness and the literature for uniform echocardio-
graphic protocols and comparable patient experience are
listed in Tables 5 and 6. All of the contemporary biological
valves exhibit satisfactory hemodynamics and acceptably
low risk of valve-related complications.

MECHANICAL VALVES

Contemporary mechanical valves are primarily bileaflet
valve designs constructed from pyrolytic carbon (PyC).

Some monoleaflet valves and ball in cage valves, such as
the Medtronic Hall valve and the Starr-Edwards valve, are
still used. Some examples of bileaflet and monoleaflet
designs are shown in Fig. 4. The bileaflet designs consist
of two flat half circular leaflets inserted into a cylindrical
annulus. The orifice may be stiffened by external metallic
rings and is encircled by a fabric sewing cuff. Small depres-
sions, or extrusions, within the orifice accept mating fea-
tures on the leaflet and provide a pivot mechanism to
capture and guide the leaflets during opening and closing
excusions. Figure 5 provides a cut-away illustration of
general bileaflet valve features. Figure 6 provides a high
detail view of a hinge pivot.

PyC is used almost exclusively in bileaflet design struc-
tural components because of excellent blood compatibility,
biostability, strength, and fatigue endurance. This bioma-
terial is an isotropic, fine-grained turbostratic carbon that
is typically prepared as a coating on an inner graphite
substrate. Most PyC valve components are on the order of
slightly less than 1 mm in thickness and have a low enough
density so as to be easily moved by cardiovascular flow and
pressure. Two general types are available, silicon-alloyed
and pure carbon; both have roughly equivalent and ade-
quate properties for heart valve application. The history of
PyC applications in heart valves and its material science is
another story in itself and will not be addressed here.
Rather, sources about PyC can be found in the recom-
mended reference list.

Supraannular placement has been the most prominent
design evolution in contemporary mechanical valves. Ori-
ginally, the sewing cuff girdled the mechanical valve orifice
at approximately mid-height and was intended to fit
entirely within the native valve annulus. However, insert-
ing the bulk of the sewing cuff and valve into the native
annulus reduces the available flow area. Supraannular
designs are modifications to the sewing cuff and valve
orifice exterior wall that allow the sewing cuff to be posi-
tioned above the annulus, which removes the sewing cuff
bulk from within the native annulus and, thus, increases
the available flow area.
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Figure 3. A stentless pericardial aortic valve. Sorin Biomedica
Pericarbon.

Table 5. Bioprosthetic Aortic Valve Pressure Gradients (mmHg)

Valve/Size 19 21 23 25 27 29 PMA

Toronto Stentless 577 10� 9.0 7.3�4.8 6.4�5.1 5.1�3.1 3.8�2.3 P970030
Freestyle Stentless 631 11.7�4.7 9.8�7.4 8.8�6.8 5.1�3.3 4.4�2.9 P970031
Prima Plus Stentless 366 15.9�7.0 9.9�5.7 8.8�4.9 6.5�3.9 P000007
SAV Stented 337 12.7�4.2 10.5� 4.3 11.3� 5.5 8.3�3.3 P010041
Mosaic Stented 1252 14.5�5.3 12.8� 5.0 11.8� 5.2 10.0� 4.0 10.3� 2.6 P990064
Hancock II Stented 205 12.9�4.2 13.2� 4.6 11.3� 4.4 11.7� 4.8 10.5� 3.6 P980043

Table 6. Bioprosthetic Aortic Valve Effective Orifice Areas (cm2)

Valve/Size 19 21 23 25 27 29 PMA

Toronto Stentless 577 1.3� 0.7 1.5�0.6 1.7�05 2.0�0.6 2.5� 0.8 P970030
Freestyle Stentless 631 1.1� 0.3 1.4�0.4 1.7� 0.5 2.0�0.5 2.5� 0.7 P970031
Prima Plus Stentless 366 1.1� 0.4 1.6�0.5 1.9� 0.4 2.1�0.6 P000007
SAV Stented 337 1.3� 0.4 1.5�0.4 1.7� 0.5 1.8�0.6 P010041
Mosaic Stented 1252 1.3� 0.4 1.5�0.4 1.8� 0.5 1.9�0.6 2.2� 0.7 P990064
Hancock II Stented 205 1.4� 0.5 1.3�0.2 1.4� 0.4 1.6�0.4 1.4� 0.3 P980043



Effectively, a supraannular sewing cuff allows the pla-
cement of an upsized valve relative to the intraannular
cuff. Most often, the valve orifice and leaflet components
are unchanged, only the sewing cuff is modified. Thus,
supraannular cuffs are a subtle modification in that the
renamed supraannular design is not really a new design,
rather it is just an upsized version of the original valve.
Virtually every bileaflet valve manufacturer now has
supraannular cuffs. Renaming the supraannular versions
has caused a bit of confusion because it is not always
obvious that improved hemodynamic performance is due
solely to the placement of an upsized valve of the same
design. However, two recent designs, the Medical Carbon
Research Institute On-X valve and the SJM Regent, actu-
ally incorporate significant design features as supraannu-
lar valves beyond a modified sewing cuff.

Hemodynamics for some contempory mechanical valves
are given in Tables 7 and 8 (27–38). All of the contemporary
mechanical valves exhibit satisfactory hemodynamics and
acceptably low risk of valve-related complications. As a

point of interest, only aortic hemodynamics are presented
for both the biological and mechanical valve designs, because
clinical data for aortic valves demonstrates a strong depen-
dence on valve size. Effective orifice areas increase and
pressure gradients decrease with increasing valve annulus
size. Clinical hemodynamic data for mitral valves typically
does not depend as strongly on annulus size (15). Mitral sizes
range from 25 to33 mmannulus diameters. Inmany designs,
the larger annulus diameter sizes, above 27–29 mm, are
attained by increasing the sewing cuff bulk. However, the
difference between effective orifice area and pressure gradi-
ents with size is minimal. For mechanical mitral valves,
mean pressure gradients are on the order of 4 mmHg and
effective orifice areas of 2.5–3 cm2.

COMPARISON OF BIOLOGICAL AND MECHANICAL

Detailed comparisons of biological and mechanical valve
experience in large multicenter randomized studies have
been recently published (39–41). Freedom from complica-
tions were found to be roughly comparable. Rates for
thromboembolism and stroke have been found to be the
same, and strongly related to nonvalve factors. Bleeding is
more common for mechanical valves, but depends on the
anticoagulant control and the use of aspirin. Freedom from
reoperation is significantly better for mechanical valves. At
15 years, the freedom from reoperation for mechanical
valve patients exceeded 90%, whereas while for biological
valves, the percent free from reoperation was 67% for the
aortic position and 50% for the mitral position. Survival
at 15 years was slightly better with aortic mechanical
valves, mortality of 66 versus 79% for biological valves. No
difference exizted in survival for mitral valves. Overall,
the survival of biological and mechanical valve patients
was similar over extended periods, with the tradeoff
being an increased risk of hemorrhage with mechanical
valves vs. and increased risk of reoperation for biological
valves. This risk of reoperation for biological valves
increases in time. Thus, valve type selection is a balance
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Figure 4. Three mechanical valve designs shown attached to
aortic grafts. Left to right: St. Jude Medical bileaflet, Carbomedics
bileaflet, and Medtronic-Hall monodisk.

Figure 5. A cut-away view of the On-X valve showing leaflets
in the closed (left) and open (right) positions. The valve orifice or
annulus ring has pivot depressions in the inside diameter wall and
is encased in a sewing cuff. The orifice wall has a bulge and two
external metal wires for stiffening.

Figure 6. Detail of the St. Jude Medical bileaflet valve pivot
mechanism. A tab on the leaflet inserts into a butterfly shaped
depression in the valve annulus ring. The pivot depression retains
and guides the leaflet motion during opening and closing excusions.



between the patient ability to tolerate chronic anticoagu-
lation therapy and the risk of re-operation. To reiterate
the AHA/ACC criteria, in the absence of concomitant
disease, aortic mechanical valves are recommended for
patients less than 65 years of age and mitral mechanical
valves for patients less than 70 years of age.

IMPROVEMENTS IN ANTICOAGULATION AND
DURABILITY

As mentioned earlier, although contemporary PyC mechan-
ical valveshave virtuallyunlimited durabilityand extremely
low incidences of structural failure, the biocompatibility is
not perfect. Hence, because of imperfect biocompatibility,
chronic anticoagulation therapy is required, which is the
disadvantage of mechanical valves. Anticoagulation therapy
carries with it the risk of hemorrhage, thromboembolism,
and thrombosis.

Valve thrombogenicity can be thought of in terms of an
extrapolation of Virchow’s triad from veins to valves. Here,
a predisposition to thrombogenicity is attributed to three
factors, (1) the blood compatibility of the artificial valve
material, (2) the hemodynamics of blood flow through the
valve, and (3) patient specific hemostasis. In effect, resis-
tance to valve thrombogenicity occurs through a balance of
all three factors. Conversely, valve thrombosis could be
provoked by a poor material, poor hemodynamics, or a
patient-specific hypercoagulable condition.

Improvements are being made in the need for and
control of anticoagulant therapy for mechanical valve
patients. Anticoagulant-related complications have been
shown to be reduced by the use of INR (international
normalized ratio) self-monitor units (42). The success of

INR self-monitoring leads to the possibility of reduced
anticoagulant levels, which affects the patient-specific
hypercoagulable condition of Virchow’s triad. Valve man-
ufacturers have also made improvements in material qual-
ity and hemodynamics to the extent that aspirin-only and
reduced warfarin level studies are planned and in place for
certain low risk aortic mechanical valve patients (43).

On the other hand, concurrent improvements in biolo-
gical valve design and tissue treatments can lead to
extended durability, which reduces the risk of re-operation.
However, comparison of Tables 5 and 8 for effective orifice
areas shows that biological valves tend to be more stenotic
than mechanical valves. In the interest of avoiding patient-
prosthesis mismatch, smaller patients tend to be better
candidates for biological valves. Valve selection should
ultimately be a matter of patient and surgeon preference.

FUTURE DIRECTIONS

Advances in tissue engineering probably hold the bright-
est promise, because a viable, durable, autologous valve is
the best possible valve replacement. However, until rea-
lized, improvements in materials technology, anticoagu-
lant therapy, and valve hemodynamics can all be expected
to improve the outcome of valve replacements. Develop-
ments in techniques for valve annuloplasty and valve repair
(44) have been highly successful in allowing the surgical
restoration of the native valve, which often eliminates the
need for a valve replacement. In fact, mitral valve implant
rates have decreased with the popularity of valve repair.
Strides are also being made in minimally invasive techni-
ques, robotic surgery, and transcatheter surgery so as to
minimize the risk and trauma of valve replacement surgery.
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Table 7. Mechanical Aortic Valve Pressure Gradients (mmHg)

Valve/Size 19 21 23 25 27 29 PMA

On-X SA 8.9� 3.0 7.7�2.9 6.7�3.1 4.3�2.4 5.6� 0.3 5.6�0.3 P000037
SJM Regent SA 9.7� 5.3 7.6�5.2 6.3�3.7 5.8�3.4 4.0� 2.6 a

SJM HP SA 13.6�5 12.6�6.5 13� 6 a

SJM 17�7 15.1�3.2 16� 6 13� 6 11.5�5 7�1 a

ATS 20.2�2.8 18.0�1.6 13.1� 0.8 11.1� 0.8 8.0� 0.8 7.8�1.1 P990046
CMI 21.7�9.1 16.2�7.9 9.9�4.2 10.5� 2.8 7.2� 3.9 5.1�2.8 P00060
Sorin Bicarbon 14.1�2.9 10.1�3.3 7.7�3.3 5.6�1.6 b

Omnicarbon 19� 8 16� 8 12�4 P8300039

aSee Refs. 27–36.
bSee Refs. 37,38.

Table 8. Mechanical Aortic Valve Effective Orifice Areas (cm2)

Valve/Size 19 21 23 25 27 29 PMA

On-X SA 1.5� 0.3 1.9�0.5 2.4� 0.7 2.7�0.7 2.9�0.7 2.9� 0.7 P000037
SJM Regent SA 1.6� 0.4 2.0�0.7 2.2� 0.9 2.5�0.9 3.6�1.3 a

SJM HP SA 1.25� 0.2 1.3�0.3 1.8� 0.4 a

SJM 0.99� 0.2 1.3�0.2 1.3� 0.3 1.8�0.4 2.4�0.6 2.7� 0.3 a

ATS 1.2� 0.3 1.5�0.1 1.7� 0.1 2.1�0.1 2.5�0.2 3.1� 0.4 P990046
CMI 0.9� 0.3 1.3�0.4 1.4� 0.4 1.5�0.3 2.2�0.7 3.2� 1.5 P00060
Sorin Bicarbon 0.8� 0.2 1.1�0.2 1.6� 0.2 2.4�0.3 b

Omnicarbon 1.8� 0.9 1.9�0.8 2.5�1.4 P8300039

aSee Refs. 27–36.
bSee Refs. 37,38.



CONCLUSION

Valve replacements are a commonplace occurrence
worldwide, and many advances in design and patient
management have been made over the past 30 years.
Current replacements are certainly safe and effective.
Surgical outcomes and patient quality of life can only be
expected to improve.
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INTRODUCTION

Artificial hearts are broadly defined as devices that either
supplement or replace the native (natural) heart. These
devices can be classified into two groups: ventricular assist
devices and total artificial hearts. This article will define
the clinical need, review the native heart anatomy and
function, describe design considerations for ventricular
assist devices and total artificial hearts, review selected
designs, and recommend areas for future development.

CLINICAL NEED

Cardiovascular disease accounted for 38% of all deaths
(almost 1.4 million people) in the United States in 2002
(1). Coronary heart disease (53%) represented the majority
of these deaths, followed by stroke (18%), and congestive
heart failure (6%). Almost 4.9 million Americans suffer
from congestive heart failure, with � 550,000 new cases
diagnosed each year. Over 80% of men and 70% of women
with congestive heart failure under the age of 65 will die
within 8 years. In people diagnosed with congestive heart
failure, sudden cardiac death occurs at six to nine times the
rate of the general population.

One treatment for congestive heart failure is heart
transplantation. It is estimated that 40,000 Americans
could benefit from a heart transplant each year (1,2).
However, only �2100 donor hearts were available each
year from 1999 to 2004. The number of donor hearts
dropped during this period, from a high of 2316 in 1999
to 1939 in 2004. Over 3300 patients were on the waiting list
for a donor heart at any time during this period, with >65%
of these patients on the waiting list for >1 year. From 1998 to
2004, �630 patients died each year waiting for transplant.

These numbers clearly demonstrate the clinical need for
ventricular assist devices and total artificial hearts that
support the patient until transplant (bridge to transplant)
or permanently assist or replace the natural heart (desti-
nation therapy).

HEART, ARTIFICIAL 449



NATIVE HEART ANATOMY AND FUNCTION

The anatomy of the native (or natural) heart is shown in
Fig. 1. The heart is composed of two pumps (right and left
side) that work simultaneously. The right pump delivers
blood to the pulmonary circulation (the lungs) while the left
pump delivers blood to the systemic circulation (the body).
Each pump consists of an atrium and ventricle that make
up the heart’s four distinct chambers: right atrium, right
ventricle, left atrium, and left ventricle. The atria act as
priming chambers for the ventricles. The ventricles pump
blood out of the heart to either the pulmonary or systemic
circulation. Heart valves located between each atrium and
ventricle and at the outlet of each ventricle maintain flow
direction during pulsatile flow.

Blood from the systemic circulation enters the right
atrium through the superior vena cava (from the head
and upper extremities) and inferior vena cava (from the
trunk and lower extremities). The blood is then pumped to
the right ventricle, which pumps blood to the pulmonary
circulation via the pulmonary arteries. Oxygenated blood
returns to the left atrium heart from the lungs via the
pulmonary vein and is then pumped to the left ventricle.
The left ventricle pumps blood to the systemic circulation
via the aorta.

Table 1 lists the nominal pressures and flows in the
native heart (3). A ventricular assist device or total arti-
ficial heart must be able to generate these pressures and
flows in order to meet the needs of the recipient.

DESIGN CONSDIRATIONS FOR VENTRICULAR ASSIST
DEVICES AND TOTAL ARTIFICIAL HEARTS

Several design considerations must be taken into account
when developing a ventricular assist device or total
artificial heart. These considerations are detailed
below:

1. Size of the Intended Patient: The size of the patient
will determine the amount of blood flow required to
adequately support the patient. This then deter-
mines the size of the ventricular assist device or total
artificial heart. For example, a total artificial heart
designed for adults would most likely be too large to
be implanted within small children. A larger ventri-
cular assist device may be placed externally, while a
smaller ventricular assist device could be placed
within the native heart. In addition, the size of the
patient may dictate the location of some of the com-
ponents. For example, the power sources may be
located either internally (in the abdominal cavity)
or externally depending on the size and type of the
power source.

2. Pump Performance: A ventricular assist device or
total artificial heart can be used to support or
replace the native heart. Each of these support
modes requires a different cardiac output. For
example, a ventricular assist device can provide
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Figure 1. Anatomy of the Native
Heart. The heart is composed of
two pumps (right and left side) that
work simultaneously. The right
pump delivers blood to the pulmon-
ary circulation (the lungs), while the
left pump delivers blood to the sys-
temic circulation (the body). Each
pump consists of an atrium and ven-
tricle. [Reprinted with permission from
Gerard J. Tortora and Bryan H.
Derrickson, Principles of Anatomy
and Physiology, 11th ed., Hoboken
(NJ): John Wiley & Sons; 2006.]

Table 1. Nominal Pressures and Flows in the Native (Natural) Heart

Pressures
Left ventricle 120 mmHg (16.0 kPa) peak systolic normal (into aorta)

10 mmHg (1.33 kPa) mean diastolic (from left atrium)
Right ventricle 25 mmHg (3.33 kPa) peak systolic (into pulmonary artery)

5 mmHg (0.667 kPa) mean diastolic (from right atrium)
Flows
Normal healthy adult at rest: 5 L�min�1

Maximum flow: 25 L�min�1



either a portion of the blood flow required by the
patient (partial support) or the entire blood flow
(total support). In addition, the decision must be
made whether to include a controller that will either
passively or actively vary the cardiac output of the
ventricular assist device or total artificial heart
based on the patient demand.

3. Reliability: The National Institutes of Health (NIH)
proposed a reliability goal for ventricular assist
devices and total artificial hearts of 80% for a 2 year
operation with an 80% confidence level before an
artificial heart can begin clinical trials. However,
the desired reliability may need to be more demand-
ing for long-term clinical use, such as 95% reliability
with 95% confidence for a 5 year operation. The
design and components of ventricular assist devices
and total artificial hearts must be carefully selected
to achieve this reliability goal.

4. Quality of Life: The patient’s quality of life can have
a significant impact on the design of a ventricular
assist device or total artificial heart. It is important
to clearly define what constitutes an acceptable
quality of life. For example, if a patient desires to
be ambulatory following the implantation of a ven-
tricular assist device or total artificial heart, the
power supply must be easily transportable. The
environment of the patient (home, work, car, etc.)
should also be considered to insure proper function
in these different environments. The patient should
be able to monitor basic pump operation without the
need for a physician or other trained medical per-
sonnel. The ventricular assist device or total artifi-
cial heart should be designed to clearly provide
information through displays and provide alarms
to warn the patient of potentially dangerous situa-
tions, such as a battery that is running low on
power.

VENTRICULAR ASSIST DEVICES

A ventricular assist device (VAD) is designed to assist or
replace the function of either the left or right ventricle.
These devices are intended to provide either temporary
support until a donor heart has been located or the native
heart has recovered function, or as a permanent device.

As shown in Table 1, the left ventricle pumps against a
higher pressure system than the right ventricle. Therefore,
the left ventricle is typically more in need of assistance.
Consequently, left ventricular assist devices (LVADs) are
more prevalent than right ventricular assist devices
(RVADs).

Ventricular assist devices can generate either pulsatile
or continuous (nonpulsatile) flow.

Pulsatile

Pulsatile flow ventricular assist devices are composed of
a single ventricle that mimics the native ventricle. The
ventricle is placed either outside the patient’s body or within
the abdominal cavity. There are two types of pulsatile flow
ventricular assist devices: pneumatic and electric.

Pneumatic Ventricular Assist Devices. Figure 2 shows a
pneumatic ventricular assist device that was originally devel-
oped by the Pennsylvania State University and later pur-
chased by Thoratec Corporation (Pleasanton, CA) (4). The
ventricle contains a flexible blood sac made of segmented
polyurethane that is housed within a rigid polysulfone case.
This blood sac is extremely smooth to prevent the formation
of clots (or thrombi). Mechanical heart valves are located in
the inlet and outlet positions of the ventricle to control flow
direction. Air pulses that are generated by an external drive
unit are used to periodically compress the flexible blood sac.
An automatic control system varies the cardiac output by
adjusting the heart rate and the time for ventricular filling in
response to an increase in filling pressure.

The device is placed outside the patient on the patient’s
abdomen (paracorporeal). The device can be used to assist a
single ventricle, or simultaneously with an additional device
that assists the both ventricles, as shown in Fig. 3. For the
LVAD configuration (right pump in Fig. 3), the inlet cannula
is inserted into the apex of the left ventricle and connected to
the inlet port of the ventricular assist device. The outflow
cannula is attached between the outflow port of the ven-
tricular assist device and the ascending aorta. For the
RVAD configuration (left pump in Fig. 3), the inlet cannula
is connected to the right atrium and the outlet cannula to
the main pulmonary artery. For both types of configura-
tions, the inflow and outflow cannulae pass through the skin
below the rib cage. Over 2850 implants have occurred
worldwide with the longest duration of 566 days (5). An
implantable version of this pump (with a titanium pump
casing) was approved by the FDA in August of 2004 (6).
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Figure 2. Penn State/Thoratec Pneumatic Ventricular Assist
Device. The ventricle contains a flexible blood sac made of segmented
polyurethane that is housed within a rigid polysulfone case. Mechan-
ical heart valves are located in the inlet and outlet positions of the
ventricle to control flow direction. Air pulses that are generated by
an external drive unit are used to periodically compress the flexible
blood sac. (Reprinted with permission from Thoratec Corporation.)



Another type of pneumatic ventricular assist device is
the Thoratec HeartMate IP (intraperitoneal). The Heart-
Mate IP is an implantable blood pump that is connected to
an external drive unit via a percutaenous air drive line (7).
The interior of this device is shown in Fig. 4. A unique
feature of this device is the use of a textured blood surface
in the ventricle that promotes the formation of a cell layer.
The cell layer is believed to decrease thrombus formation
because the layer mimics the blood contacting surface of a
blood vessel. Bioprosthetic heart valves are used to reg-
ulate the direction of flow. The HeartMate IP has been
implanted in >1300 patients worldwide with the longest
duration of 805 days.

Two other types of pneumatic devices include the
BVS5000 and AB5000 (both made by ABIOMED, Danvers,
MA). Both devices are intended to provide cardiac support
as a bridge to transplant or until the native heart recovers.
The BVS5000, illustrated in Fig. 5, is an external dual-
chamber device that can provide support to one or both
ventricles as a bridge to transplant (8). The chambers
utilize polyurethane valves to regulate the flow direction.
More than 6000 implants have been performed worldwide
(9). The AB5000 is a pneumatically driven, paracorporeal
device that is similar to a single ventricle of the AbioCor
total artificial heart (described in a later section) (10). This
device was approved by the FDA in October of 2003 as has
been used in > 88 patients. The average duration of sup-
port is 15 days with the longest duration of 149 days.

Additional types of pneumatic devices include the Berlin
Heart Excor (Berlin Heart AG, Berlin, Germany), the

MEDOS/HIA (Aachen, Germany), and the Toyobo Heart
(National Cardiovascular Center, Osaka, Japan). The Ber-
lin Heart Excor is available in a range of sizes (10–80 mL
stroke volume) with either tilting disk or polyurethane
valves, and has been implanted in > 500 patients (11).
The MEDOS/HIA system is also available in a range of
sizes and has been implanted in > 200 patients (12). The
Toyobo LVAS has been implanted in > 120 patients (13).

ELECTRIC VENTRICULAR ASSIST DEVICES

Electric ventricular assist devices mainly differ from their
pneumatic counterparts in their source of power. Electric
ventricular assist devices are typically placed within the
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Figure 4. Interior of Thoratec HeartMate IP Pneumatic Ventri-
cular Assist Device. A unique feature of this device is the use of a
textured blood surface in the ventricle that promotes the formation
of a cell layer. The cell layer is believed to decrease thrombus forma-
tion because the layer mimics the blood contacting surface of a blood
vessel. (Reprinted with permission from Thoratec Corporation.)

Figure 5. ABIOMED BVS 5000 Pneumatic Ventricular Assist
Device. The BVS5000 is an external dual-chamber device that can
provide support to one or both ventricles as a bridge to transplant
(8). The chambers utilize polyurethane valves to regulate the flow
direction. (Reprinted with permission from ABIOMED, Inc.)

Figure 3. Implant Location of Penn State/Thoratec Pneumatic
Ventricular Assist Device in the RVAD (left) and LVAD (right)
Configuration. For the LVAD configuration, the inlet cannula is
inserted into the apex of the left ventricle and connected to the
inlet port of the ventricular assist device. The outflow cannula is
attached between the outflow port of the ventricular assist device
and the ascending aorta. For the RVAD configuration, the inlet
cannula is connected to the right atrium and the outlet cannula to
the main pulmonary artery. For both types of configurations, the
inflow and outflow cannulae pass through the skin below the
rib cage. (Reprinted with permission from The Cleveland Clinic
Foundation.)



abdominal cavity. The inlet cannula is inserted into the
apex of the native left ventricle and connected to the inlet
port of the device. The outlet cannula is attached between
the outflow port of the device and the ascending aorta via
an end-to-side anastomosis. These types of devices can be
used as either bridge-to-transplant or as permanent
implants (destination therapy).

Figure 6 illustrates an electric ventricular assist device
(LionHeart) developed by the Pennsylvania State Univer-
sity in conjunction with Arrow International (Reading, PA)
(14). The blood pump assembly utilizes a rollerscrew
energy converter with a pusher plate. The motion of the
pusher plate compresses the blood sac and ejects blood from
the ventricle. Mechanical heart valves are used to control
the direction of flow into and out of the pump. Energy
passes from the external power coil to the subcutaneous
(internal) coil by inductive coupling via the transcutaneous
energy transmission system (TETS). The controller and
internal battery supply are also implanted in the abdomen.
The internal battery permits operation without the exter-
nal power coil for� 20 min. Air displaced by the blood pump
housing enters the polyurethane compliance chamber.
Because the air in the compliance chamber can slowly
diffuse across the wall of the compliance chamber, the
air in the chamber is periodically replenished via the
subcutaneous access port. The LionHeart is intended to
be used as destination therapy. This device was approved
for use in Europe in 2003.

Another type of electric ventricular assist devices is the
Novacor LVAS (left ventricular assist system), produced by
WorldHeart Corporation (Ottawa, ON). The Novacor
LVAS, illustrated in Fig. 7, contains a polyurethane blood
sac that is compressed between dual pusher plates (15).
The pusher plates are actuated by a solenoid that is coupled
to the plates via springs. Bioprosthetic heart valves are
utilized to control the direction of flow. A percutaneous
power line connects the pump to an external battery pack
and controller. The Novacor LVAS has been implanted in

over 1500 patients worldwide. The longest implant dura-
tion is > 6 years. No deaths have been attributed to device
failure with only 1.4% of the devices needing replacement.
The Novacor LVAS is approved as a bridge-to-transplant in
the United States and Europe and is in clinical trials for
destination therapy in the United States.

The HeartMate XVE (illustrated in Fig. 8) is a deriva-
tive to the HeartMate IP (7). The HeartMate XVE uses an
electric motor and pusher plate system to pump blood. A
percutaneous power line is used to connect the pump to an
external battery pack and controller. The HeartMate VE
(an earlier version of the XVE) and XVE have been
implanted in > 2800 patients worldwide with the longest
duration of 1854 days. The HeartMate SNAP-VE was
recently approved by the FDA as destination therapy.

The Randomized Evaluation of Mechanical Assistance
for the Treatment of Congestive Heart Failure (REMATCH)
study examined the clinical utility of ventricular assist
devices (16). Patients with end-stage heart failure who were
ineligible for cardiac transplantation were split into two
groups. The first group (n¼ 68) received the HeartMate VE
LVAS while the second group (n¼ 61) received optimal
medical management. The results showed a reduction of
48% in the risk of death from any cause in the LVAD group
versus the medical-therapy group (p¼ 0.001). The 1 year
survival was 52% for the VAD group and 25% for the
medical-therapy group (p¼ 0.002). The 2 year survival
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Figure 6. Penn State/Arrow Electric Ventricular Assist Device
(LionHeart). The blood pump assembly utilizes a rollerscrew
energy converter with a pusher plate. The motion of the pusher
plate compresses the blood sac and ejects blood from the ventricle.
Mechanical heart valves are used to control the direction of flow
into and out of the pump. Energy passes from the external power
coil to the subcutaneous (internal) coil by inductive coupling
via the transcutaneous energy transmission system (TETS). (Rep-
rinted with permission from Arrow International.)

Figure 7. WorldHeart Novacor Electric Ventricular Assist Device.
The Novacor contains a polyurethane blood sac that is compressed
between dual pusher plates. The pusher plates are actuated by a sol-
enoid that is coupled to the plates via springs. A percutaneous power
line connects the pump to an external battery pack and controller.
(Reprinted with permission from World Health Corporation, Inc.)



was 23% for the VAD group and 8% for the medical-therapy
group (p¼ 0.09). Finally, the median survival was 408 days
for the VAD group and 150 days for the medical-therapy
group. This study clearly showed the clinical utility of
ventricular assist devices.

Continuous Flow

Continuous flow ventricular assist devices deliver nonpul-
satile flow. Consequently, they do not require heart valves
to regulate the direction of blood flow. Continuous flow
ventricular assist devices are classified as either centrifu-
gal flow or axial flow pumps based on the direction of the
flow as it passes through the pump. These types of pumps
are implanted in a similar fashion as their pulsatile coun-
terparts.

Continuous flow assist devices have several potential
advantages over pulsatile systems. First, these devices are
typically smaller than their pulsatile counterparts and can
be used in smaller patients (such as small adults and
children). In addition, these pumps have fewer moving
parts and are simpler devices than pulsatile systems.
These types of devices typically require less energy to
operate than the pulsatile pumps.

However, continuous flow pumps have several potential
disadvantages. The main disadvantage is that the long-
term effects of continuous flow in patients are unknown.
Some studies suggest that continuous flow results in lower
tissue perfusion (17,18). In addition, these types of devices
typically have higher fluid stresses than their pulsatile
counterparts, potentially exposing blood components to
stress levels that may damage or destroy the cells. How-
ever, due to the short residence time of the blood compo-

nents within these pumps, the potential for damage or
destruction is reduced (19). Finally, feedback control
mechanisms for altering pump speed and flow in response
to patient demand are complex and unproven.

Centrifugal Flow Ventricular Assist Device. In a centri-
fugal flow ventricular assist device, the direction of the
outlet port is orthogonal (at a right angle) to the direction of
the inlet port. Blood flowing into a centrifugal pump moves
onto a spinning impeller. This causes the blood to be
propelled away from the impeller due to centrifugal forces.
The blood is then channeled to the outlet port by a circular
casing (known as the volute) around the impeller. Finally,
the blood is discharged through the outlet at a higher
pressure than the inlet pressure.

The impeller typically consists of various numbers and
geometric configurations of blades, cones, or disks. Typical
motor speeds (or rotation rates) for centrifugal flow pumps
range vary from 1500 to 5000 rpm (revolutions per minute).
This results in flow rates of 2–10 L�min�1. Many centrifu-
gal flow pumps utilize electromagnetic impellers that do
not make any contact with the interior of the pump when
the impeller is spinning. The inlet and outlet ports are
connected to the native ventricle and the aorta, respec-
tively, as described previously for pulsatile electric ventri-
cular assist devices.

A major drawback with centrifugal flow pumps is that
they are outlet pressure sensitive and may not produce flow
if the outflow pressure (the pressure that the pump is
working against) becomes greater than the outlet pressure.
When this happens, the impeller will continue to spin
without producing any flow. In order for the pump to
produce flow, either the outflow pressure must be reduced
or the impeller speed must be increased (to increase the
outlet pressure).

The Bio-Pump (Medtronic BioMedicus, Inc., Minneapo-
lis, MN), shown in Fig. 9, is an extracorporeal, centrifugal
flow pump that was originally developed for cardiopulmon-
ary bypass (20). It has been used to provide support for one
or both ventricles as a bridge to transplant for short periods
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Figure 9. Medtronic BioMedicus Bio-Pump Centrifugal Flow
Ventricular Assist Device. The Bio-Pump is an extracorporeal,
centrifugal flow pump that was originally developed for cardio-
pulmonary bypass. It has been used to provide support for one
or both ventricles as a bridge to transplant for short periods.
(Reprinted with permission from Medtronic, Inc.)

Figure 8. Thoratec HeartMate XVE Electric Ventricular Assist
Device. The HeartMate XVE uses an electric motor and pusher
plate system to pump blood. A percutaneous power line is used to
connect the pump to an external battery pack and controller.
(Reprinted with permission from Thoratec Corporation.)



(5 days or less). The pump consists of an acrylic pump head
with inlet port and outlet ports placed at right angles to
each other. The impeller consists of a stack of parallel cones
within a conical acrylic housing. A single magnetic drive
unit is coupled with a magnet in the impeller. The pump is
driven by an external motor and power console. Two dif-
ferent sizes are available to provide support for both adults
and children. Recipients of the Bio-Pump have had mixed
results (21). The Sarns/3M Centrifugal system (Terumo,
Ann Arbor, MI) is another centrifugal pump that is used
primarily for cardiopulmonary bypass (22).

The HeartMate III (Thoratec), shown in Fig. 10, is a
centrifugal pump that features a magnetically levitated
impeller (23,24). The entire pump is fabricated from tita-
nium. The interior of the pump uses the same type of
textured blood contacting surfaces utilized in the Heart-
Mate VE. In addition, the HeartMate III incorporates a
TETS that permits it to be fully implantable as a perma-
nent device for destination therapy. The controller is
designed to respond automatically to the patient’s needs
and to permit both pulsatile and continuous flow. This
pump is currently under development. Other centrifugal
pumps that utilize a magnetically levitated impeller
include the HeartQuest (MedQuest, Salt Lake City, UT)
(25) and the Duraheart (Terumo) (26). The Duraheart was
first implanted in 2004.

Two centrifugal flow pumps utilize hydrodynamic
forces, rather than magnetic levitation, to suspend the
impeller: the CorAide (Arrow International) (27) and the
VentrAssist (Ventrcor Limited, Chatswood, Australia)
(28). The CorAide (shown in Fig. 11) began clinical trials
in Europe in 2003 (29), while the VentrAssist (shown in
Fig. 12) began clinical trials in Europe in 2004 (30).

Axial Flow Ventricular Assist Devices. An axial flow
ventricular assist device is also composed of an impeller
spinning in a stationary housing. However, the blood that
flows into and out of the device travels in the same direction

as the axis of rotation of the impeller. The impeller trans-
fers energy to the blood by the propelling, or lifting, action
of the vanes on the blood. Stators (stationary flow straigh-
teners) stabilize the blood flow as it enters and exits the
impeller. Magnets are embedded within the impeller and
are coupled with a rotating magnetic field on the housing.
The pumps are typically constructed of titanium.

Axial flow pumps run at speeds of 10,000–20,000 rpm,
generating flow rates of up to 10 L�min�1. These high motor
speeds are not expected to cause excessive hemolysis
(damage to blood components) because of the limited expo-
sure of blood within the axial flow pump (19). Like cen-
trifugal pumps, axial flow pumps are also outlet pressure
sensitive and may not produce flow in cases when the
outflow pressure exceeds the outlet pressure. Mechanical
bearings are typically used to support the impeller within
the stator.
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Figure 10. Thoratec HeartMate III Centrifugal Flow Ventricular
Assist Device. The HeartMate III is a centrifugal pump that
features a magnetically levitated impeller. (Reprinted with per-
mission from Thoratec Corporation.)

Figure 11. Arrow CorAide Centrifugal Flow Ventricular Assist
Device. The CorAide utilizes a hydrodynamic bearing, rather than
magnetic levitation, to suspend the impeller. (Reprinted with per-
mission from Arrow International, Inc.)

Figure 12. Ventracor VentrAssist Centrifugal Flow Ventricular
Assist Device. The VentrAssist utilizes a hydrodynamic bearing,
rather than magnetic levitation, to suspend the impeller. (Rep-
rinted with permission from Ventracor, Inc.)



Figure 13 shows the MicroMed Debakey VAD (Micro-
Med Technology, Houston, TX) axial flow pump. This
device operates from 7500 to 12,000 rpm and can provide
flows up to 10 L�min�1 (31). The flow curves, speed, current
and power are displayed in a bedside monitor unit. A pump
motor cable along with the flow probe wire exit transcu-
taneously from the implanted device and connect to the
external controller and power unit. The pump speed is
varied manually to meet the needs of the patient. The
pump can be actuated by two 12 V dc batteries for 4–6
h. This device was approved in Europe in 2001 (32). Clinical
trials in the United States began in 2000. Over 280 patients
have received the MicroMed Debakey VAD as of January
2005 worldwide. Although this device was originally
approved as a bridge to transplant, clinical trials are
underway to use the device for destination therapy.

Figure 14 shows the HeartMate II (Thoratec) axial flow
ventricular assist device. The rotating impeller is sur-
rounded by a static pump housing with an integral motor
(33). The pump’s speed can be controlled either manually or
by an automatic controller that relies on an algorithm
based on pump speed, the pulsatility of the native heart,
and motor current. The HeartMate II is designed to operate
between 6000 and 15,000 rpm and deliver as much as 10
L�min�1. The initial version of this device is powered
through a percutaneous small-diameter electrical cable
connected to the system’s external electrical controller. A
fully implantable system utilizing a TETS is under devel-
opment. The first implant HeartMate II implant occurred
in 2000 (34). Clinical trials in Europe and the United States
are ongoing. This device is intended for both bridge to
transplant and destination therapy.

Figure 15 illustrates the Jarvik 2000 (Jarvik Heart,
New York). The Jarvik 2000 is intraventricular axial flow
pump. The impeller is a neodymium–iron–boron magnet,
which is housed inside a welded titanium shell and sup-
ported by ceramic bearings (35). A small, percutaneous
cable delivers power to the impeller. All of the blood-
contacting surfaces are made of highly polished titanium.
The normal operating range for the control system is 8000–
12,000 rpm, which generates an average pump flow rate of
5 L�min�1. The pump is placed within the left ventricle with

a sewing cuff sutured to the ventricle, eliminating the need
for an inflow cannula. Over 100 patients have received the
Jarvik 2000 as a bridge to transplant or destination
therapy, with the longest implant duration of > 4 years
(36).
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Figure 13. MicroMedDebakeyAxialFlowVentricularAssistDevice.
The MicroMed is connected to an external controller and power unit.
The pump speed is varied manually to meet the needs of the patient.
(Reprinted with permission from Micromed Technology, Inc.)

Figure 14. Thoratec HeartMate II Axial Flow Ventricular Assist
Device.Therotating impeller issurroundedbyastaticpumphousing
with an integral motor. The pump’s speed can be controlled either
manually or by an automatic controller that relies on an algorithm
based on pump speed, the pulsatility of the native heart, and motor
current. (Reprinted with permission from Thoratec Corporation.)

Figure 15. Jarvik2000AxialFlowVentricularAssistDevice.Unlike
most other axial flow devices, the Jarvik 2000 is intraventricular axial
flow pump. The impeller is a neodymium-iron-boron magnet, which is
housed inside a welded titanium shell and supported by ceramic
bearings. (Reprinted with permission from Jarvik Heart, Inc.)



TOTAL ARTIFICIAL HEARTS

The total artificial heart (TAH) is designed to support both
the pulmonary and systemic circulatory systems by repla-
cing the native heart. Two types of artificial hearts have
been developed: pneumatic and electric.

Pneumatic Total Artificial Heart

A pneumatic total artificial heart is composed of two ven-
tricles that replace the native left and right ventricle. Each
ventricle is of similar design to the Penn State/Thoratec
pneumatic ventricular assist device (as described in a
previous section) (4). Both ventricles are implanted within
the chest. The air pulses are delivered to the ventricles via
percutaneous drivelines. An automatic control system var-
ies cardiac output by adjusting the heart rate and the time
for ventricular filling in response to an increase in filling
pressure.

Pneumatic total artificial hearts are currently used as a
bridge to transplant. Several different pneumatic artificial
hearts have been used clinically around the world. The only
pneumatic TAH approved as a bridge to transplant in the
United States is the CardioWest (SynCardia, Tucson, AZ)
TAH, illustrated in Fig. 16 (37). The CardioWest (with a
stroke volume of 70 mL) is based on the Jarvik-7, which has
a stroke volume of 100 mL. A study of 81 recipients of the
CardioWest revealed a survival rate to transplant of 79%
and a 1 year survival rate of 70%.

Pneumatic total artificial hearts have also been used as
a permanent replacement device. The Jarvik-7 pneumatic
TAH was permanently implanted in five patients (38).

Although the longest survivor lived for 620 days, all five
patients had hematologic, thromboembolic, and infectious
complications. The pneumatic artificial heart is no longer
considered for permanent use because of infections asso-
ciated with the percutaneous pneumatic drive lines and
quality of life issues related to the bulky external pneu-
matic drive units.

Electric Total Artificial Heart

The electric TAH is completely implantable and is designed
for permanent use. The Penn State/3M Electric TAH is
shown in Fig. 17. The artificial heart is composed of two
blood pumps that are of similar design to the Penn State/
Arrow electric ventricular assist device (39). However, the
electric TAH uses a single implantable energy converter
that alternately drives each ventricle. The implantable
controller adjusts the heart rate in response to ventricular
filling and maintains left–right balance. The design for this
system was completed in 1990 and was the first to incor-
porate the controller, transcutaneous energy transmission
system (TETS), telemetry, and internal power (via
rechargeable batteries) into a completely implantable sys-
tem. The Penn State electric TAH has been successfully
implanted in animals for >1 year without thromboembolic
complications. In 2000, ABIOMED acquired the rights to
the Penn State/3M Electric TAH.

The ABIOMED AbioCor TAH, illustrated in Fig. 18,
uses an electrohydraulic energy converter to alternately
compress each blood sac (40,41). In addition, the AbioCor
uses polymer valves to control flow into and out of each
ventricle. The AbioCor is currently undergoing clinical
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Figure 16. SynCardia CardioWest Pneumatic Total Artificial
Heart. The CardioWest is based on the Jarvik-7 and is the only
pneumatic TAH approved as a bridge to transplant in the United
States. (Reprinted with permission from SynCardia Systems, Inc.)

Figure 17. Penn State/3M Electric Total Artificial Heart. This
artificial heart is composed of two blood pumps that are of similar
design to the Penn State/Arrow electric ventricular assist device.
However, the electric TAH uses a single implantable energy con-
verter that alternately drives each ventricle.



trials in the United States. Fourteen critically ill patients
(with an 80% chance of surviving < 30 days) have been
implanted. Two patients were discharged from the hospital
(one to home), with one patient surviving for >1 year. The
causes of death were typically end organ failure and
strokes. One pump membrane wore out at 512 days. Smal-
ler, improved totally implantable artificial hearts are cur-
rently under development.

FUTURE DIRECTIONS OF RESEARCH

The ventricular assist devices and total artificial hearts
presented in this article successfully provide viable cardiac
support by either assisting or replacing the native heart.
However, there are several areas for future research on
artificial hearts. These include the following: Power
sources to permit longer intervals between battery
changes; Improved control schemes for both pulsatile
and nonpulsatile devices that enhance the response of
the cardiac assist device to meet physiologic demands;
Decrease thromboembolic events associated by modifying
the device geometry and/or blood-contacting materials;
Determine the long-term effects of continuous, nonpulsa-
tile flow; Decrease incidence of infection by the elimination
of all percutaneous lines and creating smaller implantable
electronic components; Reduced pump sizes to fit smaller
adults, children, and infants; Increased reliability for 5 or
more years to 95% (with a 95% confidence level).

Significant progress has been made in the last 20 years.
One can only imagine what the next 20 years will
bring!
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HEART–LUNG MACHINES
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INTRODUCTION

The heart–lung machine is perhaps the most important
contribution to the advancement of surgery in the last
century. This apparatus was designed to perform the func-
tions of both the human heart and the lungs allowing
surgeons to suspend normal circulation to repair defects
in the heart. The development of a clinically safe and useful
machine was the rate-limiting step to the development of
modern cardiac surgery. Since its inception, the heart–
lung machine has enabled the surgical treatment of con-
genital heart defects, coronary heart disease, valvular
heart disease, and end-stage heart disease with heart
transplantation and mechanical assist devices or artificial
hearts.

The heart–lung machine consists of several components
that together make up a circuit that diverts blood away
from the heart and lungs and returns oxygenated blood to
the body. Commercial investment and production of these
components has resulted in wide variability in the design of
each, but the overall concept is preserved. During an
operation, a medical specialist known as a perfusionist
operates the heart–lung machine. The role of the perfusio-
nist is to maintain the circuit, adjust the flow as necessary,
prevent air and particulate emboli from entering the
circulation, and maintain the various components of the
blood within physiologic parameters.

HISTORY OF CARDIAC SURGERY AND ASSISTED
CIRCULATION

The emergence of modern heart surgery and the ability to
correct congenital and acquired diseases of the heart were
dependent on the work of innovative pioneers who devel-
oped a means to stop the heart while preserving blood flow
to the remainder of the body. This new technology was
aptly named cardiopulmonary bypass (CPB), which simply
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means circulating blood around the heart and lungs. Since
the inception of the heart–lung machine, continued refine-
ments and widespread adoption of CPB led to the rapid
growth of congenital and adult heart surgery.

Lessons learned during World War II and corresponding
advances in critical care emboldened surgeons to consider
surgical solutions for diseases of the heart, an organ long
considered to be inoperable. One such surgeon was
Dr. Dwight Harken who pioneered closed heart surgery,
which he initially used to remove foreign bodies from the
heart such as bullets and shrapnel. Having achieved success
with this approach, he and others modified the techniques,
developing a blinded technique for performing closed val-
vuloplasty primarily used to ameliorate rheumatic valvular
disease. Although this method proved safe and reproducible,
its applicability to other diseases of the heart was limited.

The next leap came when surgeons attempted open-
heart procedures using brief periods of total circulatory
arrest. As the brain is highly sensitive to hypoxic injury,
very few patients were successfully treated with his
approach. The safety of circulatory arrest was greatly
increased when Dr. Bill Bigelow at the University of Min-
nesota introduced the concept of induced hypothermia.
This method of lowering body temperature to reduce meta-
bolic demand provided protection for the oxygen-starved
organs allowing for modestly longer periods of circulatory
arrest. Inspired by Bigelow’s work, Lewis and Taufic first
used this approach clinically on September 2, 1952, at the
University of Minnesota (1). Under moderate total body
hypothermia, Lewis and Taufic used a short period of
circulatory arrest to repair a congenital defect in a
5 year-old girl. This was a landmark achievement in sur-
gery and marks the true beginning of open-heart surgery.
For the first time, surgeons had the ability to open the
heart to repair defects under direct vision. Despite this
great achievement, however, the relatively brief periods of
circulatory arrest that this technique provided were suffi-
cient only for the repair of simple defects and did little to
broaden the scope of surgically treatable cardiac diseases.

The development of assisted circulation was a quantum
leap in the field of cardiac surgery. Although investigation
into mechanical means of circulation began during the
early part of the twentieth century, an effective and safe
design would not emerge for several years. An alternative
approach named cross-circulation was used for several
years in the interim. Dr. C. Walt Lillehei, again at the
University of Minnesota, was the first to use this technique
clinically when on March 26, 1954, when he repaired a VSD
in a 12 month-old infant. During this operation, the child’s
mother acted as a blood reservoir, a pump, and an oxyge-
nator, allowing a safe period of extended circulatory arrest
to repair a complicated congenital defect. The child’s cir-
culation was connected in series to her mother’s diverting
oxygen poor blood away from the patient’s heart and lungs
and returning oxygen-saturated blood to her arterial sys-
tem. Although many were amazed by and congratulatory of
Dr. Lillehei’s efforts, critics were outspoken of their dis-
approval of a technique that risked the death of two
patients for the benefit of one. Nevertheless, these early
successes provided proof of the concept and a mechanical
substitute for cross-circulation soon followed.

John and Mary Gibbon are credited with building the
first usable CPB machine, a prototype of which John
Gibbon employed in 1935 to support a cat for 26 min (2)
(Fig. 1). This pump, which used two roller pumps and other
similar early designs, were traumatic to blood cells and
platelets and allowed for easy air entry into the circulation,
which often proved catastrophic. Later, in 1946, Dr. Gibbon
in collaboration with Thomas Watson, then chairman of
IBM, made further refinements. Together they were able to
successfully perform open-heart surgery in dogs, support-
ing the animals for period exceeding 1 h (3). Finally on May
6, 1953, Dr. Gibbon used his heart–lung machine to suc-
cessfully repair an atrial septal defect in an 18 year-old girl,
marking the first successful clinical use of a heart–lung
machine to perform open-heart surgery. Gibbon’s first
attempt in 1952 followed two unsuccessful attempts by
Clarence Dennis et al. in 1951 (4), and it too ended in
failure. Sadly, subsequent failures led Gibbon to finally
abandon this new technology, finally giving up heart sur-
gery completely.

Kirklin’s group at the Mayo Clinic modified the Gibbon
pump oxygenator and reported a series of eight patients in
1955 with a 50% survival (5). Around the same time,
Frederick Cross and Earl Kay developed a rotating disk
oxygenator that had a similar effectiveness (6,7). This
apparatus was similar in design to that used by Dennis
et al. several years earlier (8). While this Kay-Cross unit
became commercially available, it shared many of the
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Figure 1. John and Mary Gibbon with their heart–lung machine.
(Reprinted with permission from Thomas Jefferson University
Archives.)



limitations of the Gibbon system. These pumps were cum-
bersome, difficult to clean and sterilize, and were ineffi-
cient and thus wasteful of blood.

Collaboration between Richard DeWall and Lillehei
provided the next advance in pump oxygenators, and in
1956, they reported their first clinical experience using a
bubble oxygenator in seven patients, five of whom survived
(9). Further refinements by Gott et al. (10) resulted in a
reproducible, disposable plastic sheet oxygenator, a system
that was readily accepted by pioneering centers around the
world. The bubble oxygenator became the predominant
pump oxygenator for the next three decades. More
recently, the membrane oxygenator, an early design of
which was described by Kolff et al. in 1956 (11), has
replaced it. Lande et al. described the first commercially
available disposable membrane oxygenator (12), but its
advantages to the bubble oxygenator were not readily
apparent. By the mid-to-late 1980s, advanced microporous
membrane oxygenators began to supplant the bubble
oxygenator in the clinical arena and they remain the
predominant design in use today (Fig. 2).

THE CIRCUIT

The first requirement of a CPB circuit is a means to
evacuate and return blood to the circulation. Special drai-
nage and return catheters known as cannulae have been
devised for this purpose. One or more venous cannulae are
placed in a central vein or in the heart to empty the heart.
The venous cannulae are connected to a series of poly(vinyl
chloride) tubing that deliver the blood to the remainder of
the circuit.

The next component is a reservoir that collects and
holds the blood. The reservoir is often used to collect shed
blood from the operative field and to store excess blood
volume while the heart and lungs are stopped. Drainage of
the blood is accomplished by gravitational forces and is
sometimes assisted with vacuum. The movement of blood

through the remainder of the circuit, however, requires the
use of a pump. Many pump designs have been used over the
years, but the most common in current use are the roller
pump and the centrifugal pump. A roller pump is a positive
displacement pump and has been the most prolific design to
date for this purpose. These pumps use rollers mounted on
the ends of a rotating arm that displace blood within the
compressed tubing, propelling it forward with faint pulsa-
tility. Both the rate and direction of rotation and the
occlusion pressure can be adjusted to adjust the flow. In
contrast, centrifugal pumps use a magnetically driven
impeller design that create a pressure differential between
the inlet and the outlet portion of the pump housing
propelling blood. Less traumatic to the blood elements,
the centrifugal pump has largely replaced the roller pump
for central circulation at most large centers.

The blood is actively pumped through a series of compo-
nents before it is returned to the body. A heat exchange
system is used to first lower the blood and body temperature
during heart surgery. Controlled hypothermia reduces
the body’s energy demands, safely allowing reduced or even
complete cessation of blood flow, which is necessary during
certain times in the course of an operation. Reversing the
process later rewarms the blood and body.

The pump oxygenator is by far the most sophisticated
component of the circuit. As discussed, the membrane
oxygenator is the predominant design in use today. Mem-
brane oxygenators employ a microporous membrane that
facilitates gas exchange in the circulating blood. Pores less
than 1mm prevent the leakage of serum across the mem-
brane yet allow efficient gas exchange. An integrated gas
mixer or blender enables the perfusionist to adjust the
oxygen and carbon dioxide content in the blood and thus
regulate the acid–base balance. In addition, an inhala-
tional gas vaporizer provides anesthetic to the patient
for the period during CPB. In line oxygen saturation
monitors supplemented with frequent blood gas analysis
ensure physiologic requirements are met during CPB.

Finally, an in line filter (typically 40mm) prevents air
and thromboembolic particles from returning to the arter-
ial circulation. In parallel with this circuit, several addi-
tional roller pumps are used to provide suction that returns
shed blood form the operative field. These are critical in
open-heart procedures where a dry operative field is
imperative for good visualization. An additional pump is
often needed to deliver a cardioplegia solution, a mixture of
blood and hyperkalemic solution used to stop the heart.
Various monitors, hemofiltration units, blood sampling
manifolds, gauges, and safety valves are usually present.

The main arterio-venous circuit is generally primed
with a balanced electrolyte solution, which obviates the
need for the blood prime used in the earlier, higher volume
circuits. Other prime constituents include buffers such as
sodium bicarbonate, oncotics such as albumin and manni-
tol, and anticoagulation in the form of heparin. Some
protocols also call for the addition of an antifibrinolytic
such as aminocaproic acid or aprotinin to the prime.

The overall construction of the CPB circuit is highly
variable among institutions depending on the preferences
of the surgeons and perfusionists. Although the principals
of perfusion are universal, individual and group practices
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Figure 2. Typical cardiopulmonary bypass circuit demonstrating
the various components. This circuit contains four accessory pu-
mps for suction/venting and the administration of cardioplegia.
(Reprinted with permission from Ref. 13.)



are not. Perfusionists are a highly trained group of specia-
lists dedicated to the safe operation of the heart–lung
machine. Perfusion education and training has evolved
concurrently with improvements in the bypass circuit,
and accredited perfusion programs are included in many
allied health curriculums at select universities. Perfusio-
nists are required to pass a board examination, and many
government organizations are now enacting licensure
legislation. These persons must be able to adapt to the
ever-changing technology present in cardiac surgery as
well as to protocols and circuitry that vary among surgeons
and institutions.

FUTURE DIRECTIONS

There are many commercial designs currently available
that incorporate several of these components into a single
disposable unit. Some units, for example, combine a reser-
voir with a membrane oxygenator and a heat exchanger.
Continued innovation has resulted in more efficient, com-
pact designs that limit the blood contacting surface area
and decrease the need for large priming volumes and thus
the need for patient transfusions. Improving biocompat-
ibility of materials has lessened the inflammatory response
that is associated with extracorporeal (outside the body)
circulation. Sophisticated cannula designs are less trau-
matic to the vessels and have improved flow dynamics,
causing less sheer stress on circulating red blood cells. New
safety mechanisms such as alarm systems, pop-off valves,
and automatic air evacuation devices will further increase
the efficacy of these lifesaving machines.

The field of cardiac surgery is similarly evolving. Mini-
mally invasive approaches to many heart operations are
developing driven by patient demand as well as efforts to
reduce postoperative hospital stay and patient morbidity.
Recent debate has also focused on the possible adverse
neurologic sequelae associated with the use of CPB. A grow-
ing number of coronary bypass procedures are now per-
formed without the use of a heart–lung machine. Some
centers have demonstrated success with this approach,
decreasing the need for postoperative blood transfusions
and end-organ dysfunction. To date, however, there is no
conclusiveevidencethatavoidanceof theheart lungmachine
results in improved neurologic outcomes or patient survival.

The creation of the heart–lung machine was the rate-
limiting step to the development of the field of cardiac
surgery. The ability to stop the heart while preserving
flow the remainder of the heart has given surgeons the
ability to repair defects in the heart and great vessels in
patients of all ages. The pioneers in this field demonstrated
remarkable courage and conviction in persevering in the
face of overwhelming odds. Their collaborative efforts dur-
ing one of the most prolific periods in the history of med-
icine have had a remarkable impact on human health. The
future of cardiac surgery is largely dependent on continued
advances in perfusion techniques and in the components of
the heart–lung machine. In this endeavor, industry plays a
pivotal role in developing and manufacturing improved
products tailored to meet the needs of an everchanging
field. Ultimately, evidence-based outcomes research will

help ensure these innovations result in improved outcome
for patients.
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HEAT AND COLD, THERAPEUTIC
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INTRODUCTION

Therapeutic levels of heating accelerate the resolution of
inflammation, relieve pain, and promote tissue repair and
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regeneration. Therapeutic levels of cooling reduce inflam-
mation, relieve pain, and can reduce the damage caused by
some injurious agents. To use therapeutic heating (ther-
motherapy) and therapeutic cooling (cryotherapy) effec-
tively, the clinician should know:

� The physiological effects of heat and cold

� What devices are available to produce temperature
changes

� How they work

� When and when not to use them

� Their advantages and disadvantages.

This information assists the clinician in selecting the most
suitable therapy and device for each patient.

The aim of this article is to provide this information,
following a brief description of the history of these thera-
pies, (this being included because history informs current
and future usage).

HISTORY OF THERMOTHERAPY AND CRYOTHERAPY

Heat and cold have been used to treat diseases, aid heal-
ing, and reduce pain for many millennia. Exposure to the
warmth of sunlight and thermal mineral springs con-
tinues to be used to this day. The ancient Greeks and
Romans also advocated heated sand and oils for the treat-
ment of injuries (1). Heated aromatic oils were rubbed on the
body before massage, a form of therapy still in use today. In
contrast, lesions accompanied by burning sensations (e.g.,
abscesses) were commonly treated by the application of
cooling substances such as cold water and ice packs, another
form of therapy still in use today. Fever was treated with
cold drinks and baths; eating snow alleviated heartburn.

Thermotherapy

In the seventeenth century, one treatment for arthritis and
obesity was to bury patients up to their necks in the sun-
warmed sand of beaches. Warm poultices made from vege-
table products such as leaves and cereals were used to treat
musculoskeletal and dermal ailments. Molten wax was
used to treat bruises around the eyes and infected eyelids,
a technique not recommended because of the danger of
getting hot wax into the orbit and damaging the eye.

In the eighteenth century, hot air produced by ovens
and furnaces was used to induce perspiration and improve
the circulation (2).

In the nineteenth century, Guynot found that wounds
healed faster when the ambient temperature was 30 8C
than when the ambient temperature was lower than this.
After the invention of electric light bulbs, these were used
to produce light baths and heating cabinets that were used
to treat neuralgia, arthritis, and other conditions. Different
wavelengths of light were also produced, initially by the
use of prisms and passing light through media of different
colors, and most recently by the use of lasers. There is
evidence that different wavelengths of the electromagnetic
spectrum including light and infrared radiation have

different biomedical effects (3). When light is used to
produce heat, both phototherapeutic and thermothera-
peutic effects are produced that may reinforce each other.

In the late nineteenth and early twentieth century, the
availability of electricity as a power supply led to the
development of a host of novel thermotherapeutic devices
including whirlpool baths, paraffin baths, and diathermy
machines. In diathermy, high frequency electric currents
are used to heat deeply located muscles. This effect was
discovered in the 1890s when d’Arsonval passed a 1 A
current at high frequency through himself and an assis-
tant. He experienced a sensation of warmth (4). d’Arsonval
worked on the medical application of high-frequency cur-
rents throughout the 1890s, work that led to the design
of a prototype medical device by Nagelschmidt in 1906
and the coining of the term ‘‘diathermy’’ for what had
previously been known as ‘‘darsonvalization.’’ The first
diathermy machines were long wave, and in the second
decade of the twentieth century, these were used to treat a
wide range of diseases, including arthritis, poliomyelitis,
and unspecified pelvic disorders. In 1928, short-wave dia-
thermy was invented, superceding long-wave diathermy in
Europe after the Second World War.

Therapeutic ultrasound also became popular in the
post-war period, initially as a method of heating tissues
deep within the body to relieve pain and assist in
tissue repair. It was demonstrated experimentally that
ultrasonic heating was accompanied by primarily nonther-
mal events such as micromassage, acoustic streaming, and
stable cavitation. These events, which also occur at inten-
sities less than are required to produce physiologically
significant heating of soft tissues, produce cellular events
that accelerate the healing process (3,5). Therapeutic
ultrasound is generally used at frequencies in the 0.75–3
MHz range. The higher the frequency, the shorter the
wavelength and the lower the intensity needed to produce
physiologically significant heating of soft tissues. However,
higher frequencies, because they are more readily absorbed
than lower frequencies, are less penetrative and are there-
fore less suitable for heating deep soft tissues. Since the
1990s, low kilohertz ultrasound, also known as long-wave
ultrasound, has been used to initiate and stimulate the
healing of chronic wounds (6). Although long-wave ultra-
sound is not primarily a heating modality (7), as with all
therapies in which energy is absorbed by the body, it is
inevitably transduced into heat, although in this instance
insufficient to be clinically significant (8).

Cryotherapy

Until the invention in 1755 of artificial snow, which was
made by placing a container of water over nitrous ether as
the latter vaporized, only cold water and naturally occur-
ring ice and snow were available as means of cooling the
body. In the nineteenth century, ice packs were used over
the abdomen to reduce the pain of appendicitis and over the
thorax to reduce the pain of angina. Ice was also used as a
local anesthetic. In 1850, evaporative cooling methods were
introduced; for example, ether applied to the warm fore-
head had a cooling effect as it evaporated. Since the early
days of physical therapy, the local application of ice has
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been used to treat acute musculoskeletal injuries; usually a
combination of rest, ice, compression, and elevation (RICE)
are recommended.

Contrast Bath Hydrotherapy

Hydrotherapy is the use of water as a therapeutic agent.
Hot or cold water, usually administered externally, has
been used for many centuries to treat a wide range of
conditions, including stress, pain, and infection. Submer-
sion in hot water is soothing and relaxing, whereas cold
water may be anti-inflammatory and limit the extent of
tissue damage. In contrast bath hydrotherapy, the patient
is exposed to hot and cold water alternately to stimulate
the circulation. The blood vessels dilate in the heat and
constrict in the cold. Pain is also reduced. Contrast baths
have been used to treat overuse injuries such as carpal
tunnel syndrome and tendonitis of the hand and forearm
(http://www.ithaca.edu/faculty/nquarrie/contrast.html).
Although there has been little research on the efficacy of
contrast baths, they remain in use and may be of clinical
value (9).

THE PHYSIOLOGICAL EFFECTS OF HEAT AND COLD

When healthy we keep a fairly constant body temperature
by means of a very efficient thermoregulatory system. We
are homoeothermic organisms. Homoeothermic is a pat-
tern of temperature regulation in which cyclic variation of
the deep body (core) temperature is maintained within
arbitrary limits of �2 8C despite much larger variations
in ambient temperature. In health and at rest, our core
temperature can be maintained by the thermoregulatory
system within�0.3 8C of 37 8C in accordance with the body’s
intrinsic diurnal temperature cycle. Superimposed on the
diurnal temperature cycles are monthly and seasonal tem-
perature cycles. Hyperthermia is a core temperature greater
than 39 8C. Hypothermia is a core temperature less than
35 8C.

The physiological effects of heat and cold are generally
independent of the agent producing the temperature
change, although in some cases, for example, ultrasound
therapy, primarily nonthermally induced events accom-
pany those induced thermally (3).

Physiological Effects of Heat

Heating of tissues occurs when these tissues absorb
energy. The different effects of heating are due to many
factors, including the following (10):

� The volume of tissue absorbing the energy

� The composition of the absorbing tissue

� The capacity of the tissue to dissipate heat, a factor
largely dependent on its blood supply

� The rate of temperature rise

� The amount by which the temperature is raised

Cell Metabolism. Cell metabolism increases by about
13% for each 1 8C increase in temperature up to the tem-
perature at which the proteins of the cell, many of which

are vital enzymes, coagulate. Enzyme activity first
increases as the temperature increases, then peaks, then
declines as the enzymes denature, and is finally abolished
when the temperature reaches about 45 8C when heat
kills the cells. Only temperature increases less than those
producing enzyme denaturation are therapeutic. The
cells’ membranes are particularly sensitive to heat, which
increases the fluidity of their lipoproteinaceous compo-
nents, producing changes in permeability (11). At sublethal
temperatures, heat-shock proteins, which give some pro-
tection to cells reexposed to heat, accumulate in the cells.

Abnormal and normal cells are affected differently by
mild hyperthermia (� 40 8C). Synthesis of deoxyribonucleic
acid (DNA), ribonucleic acid (RNA), and proteins can all be
inhibited by mild hyperthermia in abnormal cells, irrever-
sibly damaging their membranes and killing the cells; this
does not occur in normal cells subjected to mild hyperther-
mia (12). The technique can therefore be used to kill
abnormal cells selectively.

Collagen. The extensibility of collagen is increased by
thermotherapy. Raising the temperature of a highly col-
lagenous structure such as a tendon increases the extent of
elongation produced by stretch of a given intensity (13).
Joint capsules are also highly collagenous, so thermother-
apy decreases the resistance of a joint to movement.
Cryotherapy, however, increases this resistance. Changes
in resistance to movement are also due to changes in the
viscosity of the synovial fluid.

Laboratory experiments suggest that heat should be
applied to tendons with caution because in vitro exposure
of excised tendons to temperatures in the range of 41–45 8C
is accompanied by a reduction in their tensile strength (13).
It is unlikely, however, that the stresses produced by
passive stretch during physical therapy and normal exer-
cise will reach the levels at which rupture occurs, although
overvigorous exercise could be damaging, particularly in
those who ignore protective pain.

Blood Flow. Thermotherapy causes blood vessels to
widen (vasodilatation), increasing local blood flow and
causing the skin to redden (erythema). Heat-induced vaso-
diltation has several causes, including the following:

� The direct effect of heat on the smooth muscle cells of
the arterioles and venules.

� If there is local damage, then the damage-induced
release of vasodilators such as bradykinin will cause
further vasodiltation.

Bradykinin, histamine, and other chemical mediators
released in response to injury and to heating increase
capillary and venule permeability that, together with an
increase in capillary hydrostatic pressure, can produce local
swelling of the tissues (edema). The application of local heat
immediately after injury should therefore be avoided (14).

Heating also induces changes in blood flow in subcuta-
neous tissues and organs. These changes depend on the
amount of heating. First blood flow increases in these
structures, but then it decreases if heating is sufficient
for the core temperature to rise, as blood is diverted to the
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skin where heat is lost from it to the external environment
as part of the thermoregulatory process.

Different local heating techniques can have different
effects on blood flow, due to differences in their depth of
penetration. Methods producing superficial heating
include infrared radiation and contact with a heated mate-
rial; those producing deep heating include short-wave and
microwave diathermy. Infrared (IR) radiation increases
cutaneous blood flow (15) but not in the underlying skeletal
muscle (16). In contrast, diathermy increases blood flow
and temperature in both skin and skeletal muscle in
humans (17), hyperemia being sustained for at least
20 min after the cessation of treatment, probably because
of an increase in the metabolic rate of the heated tissues.

Neurological Effects. Therapeutic heat produces changes
in muscle tone and pain relief.

Muscle Tone. Increased muscle tone can sometimes be
reduced by the application of either superficial or deep heat.
In 1990, Lehmann and de Lateur (18) showed that heating
skin and skeletal muscle of the neck relieved muscle spasm
secondary to underlying pathology. The Ia afferents of
muscle spindles increase their firing rate on receipt of heat
within the therapeutic range, as do tendon organs (19). Most
secondary afferents decrease their firing rate (20). Collec-
tively these neurological changes reduce muscle tone locally.

Pain Relief. People in pain generally consider heat to
be beneficial, even on the intense pain experienced by
patients with cancer (21).

Therapeutic heat produces vasodiltation and may there-
fore relieve pain related to ischemia. Pain related to muscle
spasm may also be relieved by therapeutic heat; this
reduces muscle spasm secondary to underlying pathology
(18). Heat may also act as a counterirritant and relieve
pain via the pain gate mechanism (22), in that the thermal
sensations take precedence in the central nervous system
over nociceptive sensations.

Increasing the temperature within the therapeutic
range increases the velocity of nerve conduction. An
increase in sensory conduction increases the secretion of
pain-relieving endorphins.

Tissue Injury and Repair. The initial response of vascu-
larised tissues to injury is acute inflammation. This is
characterized by:

� Heat

� Redness

� Swelling (edema)

� Pain

� Loss of function

During it a host of chemical mediators and growth
factors are secreted; these collectively limit the extent
of tissue damage and lead to healing. The application of
therapeutic levels of heat can accelerate the resolution
of acute inflammation leading to faster healing. Although
uncomfortable, acute inflammation is not a disease but a

vital component of tissue repair and regeneration. The pain
associated with it is generally of a short duration and is of
survival value in eliciting protective actions.

The management of acute trauma by thermotherapy and
cryotherapy is based on a pathophysiological model often
referred to as the secondary injury model (23). According to
this model, secondary injury is the damage that occurs as a
consequence of the primary injury in previously unaffected
cells. The mechanisms initially hypothesized as producing
this damage were classified as being either enzymatic or
hypoxic (24). Since then, knowledge of the mechanisms
involved in cell death from trauma has increased dramati-
cally and a third mechanism is now postulated, namely the
delayed death of primary injured cells. A review and update
by Merrick in 2002 (25) attempts to reconcile the secondary
injury model with current knowledge of pathophysiology.
Secondary hypoxic injury has been reclassified as secondary
ischemic injury, and specific mechanisms for ischemic injury
have been identified. In addition to changes of vascular
origin, there is now evidence that apparently secondary
injury may be due, in part, to the delayed death of cells
subjected, for example, to mitochondrial damage during the
primary trauma. A better understanding of secondary
injury should inform methods of treatment, some of which,
although traditional, may need to be altered to improve
their effectiveness. For example, the rationale that short-
term cryotherapy of acute injuries was effective because it
limited edema through vasoconstriction has been replaced
by the currently accepted theory that it also retards sec-
ondary injury, regardless of the cellular mechanisms by
which this occurs, be they lysosomal mechanisms, protein
denaturation mechanisms, membrane permeability mech-
anisms, mitochondrial mechanisms, and/or apoptotic
mechanisms (25). By reducing metabolic demand, the appli-
cation of cryotherapy as soon as possible after an acute
injury should reduce the speed and, possibly the extent,
of secondary injury. There is evidence that continuous
cryotherapy for 5 hours after a crush injury inhibited the
loss of mitochondrial oxidative function that follows such
injuries (25). The effect of continuous and intermittent
cryotherapy for other durations on this and other patho-
physiological events remains to be examined. This must be
done if clinical treatments are to be improved.

Systemic and local therapeutic heating can reduce post-
operative wound infection (26). The use of a warm-up
dressing (Augustine Medical), which radiates heat and
provides a moist wound environment, eradicated methi-
cillin-resistant Staphylococcus aureus (MRSA) infection
from pressure ulcers within 2 weeks (27). It should be
appreciated that patients with MRSA-infected pressure
ulcers, also known as pressure sores and bed sores, have
increased morbidity and mortality; these ulcers can kill.
Warming the tissues induces vasodiltation, giving rise to
the high oxygen tension required for the production of
oxygen-free radicals; these are an important part of the
body’s defense against bacterial infection (28) and initiate
collagen synthesis and re-epithelialization. Vasodiltation
also aids healing by increasing the efficiency with which
the cells and growth factors needed for this are transported
to the injured region and the efficiency with which waste
products are removed from it.
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Warming has been shown to increase the proliferation of
fibroblasts (29), the cells that synthesize collagen, and of
endothelial cells (30), the cells lining blood vessels, in vitro.
If this also occurs in vivo, then warming will accelerate the
formation of granulation tissue. More research is required
to confirm whether therapeutic heating reduces the risk of
wound infection and accelerates healing in a clinically
significant fashion. The data gathered to date suggest that
it may. If so, then ‘‘there is a real prospect of reducing
complications, improving patient outcomes, shortening
hospital stays and minimizing costs’’ (31).

Physiological Effects of Cold

The physiological effects of therapeutic cold (9) depend on a
range of factors, including

� The volume of tissue to which cooling is applied

� The composition of the tissues cooled

� The capacity of the tissues to moderate the effects of
cooling

� The rate of temperature fall

� The amount by which the temperature of the tissues is
lowered

Cell Metabolism. The vital chemical processes occur-
ring in cells generally slow as the temperature is lowered.
These processes are catalyzed by enzymes, many of which
are associated with the cells’ membranes. Cell viability
relies on passive and active membrane transport systems,
the latter involving ionic pumps activated by enzymes.
These transport systems are necessary to maintain the
intracellular ionic composition required for cell viability.
Below a threshold temperature, the pumps fail, and conse-
quently, the membranes lose their selective permeability;
the intracellular concentration of Naþ and Ca2þ increases
whereas that of K+ decreases. Between normal body tem-
perature and this threshold, cooling is therapeutic. The
application of therapeutic levels of cold can reduce cell
degeneration and therefore limit the extent of tissue damage
(31). The induction of mild hypothermia in the brain of a
baby starved of oxygen at birth can interrupt the cascade of
chemical processes that cause the neurons of the brain to die
after being deprived of oxygen (32), reducing disability.

Collagen. Collagen becomes stiffer when cooled. People
with rheumatoid arthritis generally experience a loss of
mobility of their affected joints at low temperatures, due in
part to increased stiffness of the collagen of their joint
capsules (9).

Blood Flow. Lowering the skin temperature is detected
by dermal thermoreceptors that initiate an autonomic
reflex narrowing of the blood vessels of the skin (vasocon-
striction). This results in reduction of the flow of blood to
the dermis. Cold also has a direct constrictor effect on the
smooth muscle of the blood vessels, and the arteriovenous
anastomoses that shunt blood to the skin close. The
resulting reduction in the flow of blood to the dermis dimi-
nishes heat loss through it. Countercurrent heat exchange
between adjacent arteries and veins reduces heat loss.

These processes collectively reduce the rate at which the
core temperature of the body falls.

Dermal vasoconstriction induced by lowering the tem-
perature of the skin to approximately 10 8C is followed after
a few minutes by cold-induced vasodiltation (CIVD) fol-
lowed by cycles of alternating vasoconstriction and vaso-
diltation, resulting in alternating decrease and increase on
dermal blood flow. Originally thought to be either a local
neurogenic axon reflex or due to the local release of vaso-
dilator materials into the tissues, CIVD is now believed to
be due to paralysis of vascular smooth muscle contraction
in direct response to cold (33). This reaction may provide
some protection to the skin from damage caused by pro-
longed cooling and ischemia. However, in CIVD of the skin,
the erythema produced is a brighter red than in erythema
produced by heating because at low temperatures, the
bright red oxyhemoglobin dissociates less readily than at
higher temperatures. Therefore, although in CIVD the skin
receives oxygen-rich blood, it is still starved of oxygen,
suggesting that cryotherapy may not aid wound healing (9).

In contrast to skin, the blood flow in the skeletal muscles
is determined more by local muscle metabolic rate than by
temperature changes at the skin because muscles are
insulated from these by subcutaneous fat.

Neurological Effects. Cold can be used therapeutically
to affect muscle tone and pain.

Muscle Tone. Although cooling generally decreases
muscle tone, this can be preceded by a temporary increase
in tone (34), possibly related to tactile stimulation accom-
panying the application of cryotherapy by means of ice
massage. Decrease in muscle tone in response to cryother-
apy is likely to be due to a decrease in muscle spindle
sensitivity as the temperature falls, together with slowing
of conduction in motor nerves and skeletal muscle fibers.

Pain Relief. The immediate response of the skin to cold is
a stimulation of the sensations of cold and pain. However, if
the cold is sufficiently intense, nerve conduction is inhibited,
causing both sensations to be suppressed. Less intense cold
can be used as a counterirritant, its effects being explicably
by the pain gate theory of Wall and Melzack (35). Enkepha-
lins and endorphins may also be involved (36).

Tissue Injury and Repair. Cryotherapy has beneficial
effects on the acute inflammatory phase of healing in
that it reduces bleeding, decreases edema at the injury
site, gives pain relief, and reduces local muscle spasm,
as described above. Once these events have occurred,
it should be replaced by thermotherapy because, as pre-
viously described, this accelerates the resolution of acute
inflammation leading to faster healing.

DEVICES AVAILABLE FOR PRODUCING TEMPERATURE
CHANGE

Thermotherapy Devices

These can be classified into those producing superficial
heating and those producing deep heating. All should be
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used with caution in patients unable to detect heat-induced
pain or over tissues with a poor blood supply because these
cannot dissipate heat efficiently.

Superficial Heating. This is provided by devices that
transfer energy to the body by conduction, convection, or
radiation (37).

Conduction. Devices that heat by conduction include
hydrocollator packs, hot water bottles, electric heating
pads, and baths of heated paraffin wax.

Hydrocollator packs Figs. 1 and 2 consist of cotton fabric
bags containing a silica gel paste that absorbs water equal
to 10 times its weight. They are placed in thermostatically
controlled tanks of hot water, and after they have absorbed
this, one or more packs are placed on toweling-covered
skin, into which heat is conducted until the pack has
cooled, usually or 20–30 min, depending on the ambient
temperature. Heat is also conducted into the subcutaneous
tissues to a depth of about 5 mm. The transportation of
blood warmed in the superficial tissues to deeper tissues
may result in the latter also becoming warmer. Hot water
bottles and thermostatically controlled electric heating
pads act in a similar fashion.

When and When Not to Use These Devices. They are
useful in the relief of pain and muscle spasm. Abdominal
cramps can be treated effectively through the induction of
smooth muscle relaxation. Superficial thrombophlebitis
and localized skin infections such as boils or furuncles
may also be treated by heat conduction with these devices.
It has been advised that these and other primarily heating
devices should not be used over injured tissue within 36 h of
the injury. Nor should they be used where there is
decreased circulation, decreased sensation, deep vein
thrombophlebitis, impaired cognitive function, malignant
tumors, a tendency toward hemorrhage or swelling, an
allergic rash, an open cut, skin infection, or a skin graft
(http://www.colonialpt.com/CPTFree.pdf). A search of Eng-
lish–language textbook and peer–reviewed sources and
computerized databases from January 1992 to July 2002
(38) has revealed ‘‘generally good agreement among contra-
indication sources for superficial heating devices’’; how-
ever, agreement ranged from 11% to 95% and was lower for
pregnancy, metal implants, edema, skin integrity, and
cognitive/communicative concerns.

Advantages and Disadvantages. The moist heat produced
by the hydrocollator packs has a greater sedative effect
than the dry heat produced by the other conduction devices
listed above. The hydrocollator packs are, however, heavy
because of the amount of water they absorb and should not
be applied to very frail patients, for example those with
advanced osteoporosis. Hot water bottles occasionally leak,
producing scalding and should therefore be inspected after
filling and before each use. Electric pads should be thermo-
statically controlled and used with an automatic timer to
reduce the risk of burning the skin.

Paraffin Wax Baths. Molten paraffin wax is mixed with
liquid paraffin wax and kept molten in a thermostatically
controlled bath (Fig. 3) at between 51.7 and 59.9 8C. Typi-
cally used for heating hands or feet, these are either dipped
into the bath several times so that a thick layer of wax
forms on them, or immersed in the bath for 20–30 min.
After dipping, the hand or foot is wrapped in a cotton towel
to retain the heat; after 20–30 min, the towel and wax are
peeled off.

When and When Not to Use These Devices. Paraffin wax
baths are suitable for treating small areas with irregular
surfaces. The heat provides temporary relief of joint stiff-
ness and pain in patients with chronic osteoarthritis and
rheumatoid arthritis. By increasing the elasticity of col-
lagen, it helps to increase soft-tissue mobilization in the
early stages of Dupuytren’s contracture and after trau-
matic hand and foot injuries provided that the lesions have
closed. Paraffin wax baths should not be used to open or
infected wounds.

Advantages and Disadvantages. Molten paraffin wax is
suitable for applying heat to small irregular surfaces such
as those of the hands and feet. The baths can be used
several times without changing the wax, and several
patients can be treated at the same time if the baths are
sufficiently large.
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Figure 1. Hydrocollator pack for moist heating by conduction.
Each pack consists of silica gel covered by cotton fabric. After
submersion in hot water, the pack is applied to the area to be
heated over layers of terry cloth.

Figure 2. Hydrocollator packs being heated in a thermostatically
controlled tank containing hot water.



A disadvantage is that the wax collects debris from the
surface of the skin and other particles that settle at the
bottom of the bath and are difficult to remove without
emptying the bath. Treatments must be supervised and
the temperature of the wax monitored to avoid the risk of
burning.

Convection. This involves immersion of either the
whole of the body or part of the body in heated water.
Hubbard tanks (Fig. 4), hydrotherapy pools (Fig. 5), akin

to heated swimming pools, and baths can be used for
either total or partial immersion. The Hubbard tanks
can be fitted with agitation devices. Some baths incorpo-
rate low-frequency ultrasound transducers. It is recom-
mended that the water temperature should not exceed
40.6 8C when used for total immersion and 46.1 8C when
used for partial immersion (1). Treatments typically last
for 20–30 min.

Hydrotherapy is useful for treating multiple arthritic
joints simultaneously and for treating extensive soft-tissue
injuries. Although total immersion can raise the core body
temperature, the main use of hydrotherapy is for the relief
of pain, muscle spasm, and joint stiffness. Exercise regimes
can be incorporated into hydrotherapy treatment to take
advantage of the increase in joint movement made possible
by the decrease in joint stiffness and the pain associated
with movement. The addition of an agitation device to a
Hubbard tank allows it to be used for the gentle debride-
ment of burns, pressure ulcers, and other skin conditions,
provided that thorough cleaning and disinfection of the
tank are carried out between treatments. Baths incorpor-
ating low frequency (kHz) ultrasound transducers have the
additional advantage that they can stimulate the repair
process as well as assist in debridement.

The greater the surface of the body that is immersed, the
greater the number of joints and the greater the area of
skin and subcutaneous tissue that can be heated. Immer-
sion also provides buoyancy, helping the patient to exercise
more easily.

Disadvantages are that

� Each patient needs one-to-one supervision to ensure
that the mouth and nose are kept free from water.

� The equipment is relatively expensive and is time-
consuming to maintain.

Radiation. Heat transmission by radiation is generally
provided by infrared lamps (Fig. 6). These are photon
producers, emitting wavelengths from the red end of the
visible part of the electromagnetic spectrum, together with
IR. The production of visible light provides a visual indica-
tion when the lamps are active. The IR component provides
heating.

Infrared emitters used for heating are either nonlaser or
laser devices, the former being the most commonly used.

Nonlaser.

� Luminous

� Nonluminous

Luminous emitters are effectively light bulbs, each
mounted in the center of a parabolic reflector that projects a
bright beam like a floodlight. About 70% of the energy emitted
consists of IR rays in the wavelength range of 700–4000 nm.

Luminous emitters can be classified into those with
large, high-wattage (600–1500 W) bulbs, and those with
smaller, lower wattage (250–500 W) bulbs.

1. The large luminous emitters are used to treat large
regions of the body such as the lumbar spine. They
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Figure 3. Paraffin wax bath used for heating hands and feet by
the dip method.

Figure 4. Hubbard tank used for partial or total body submersion.



are positioned about 0.6 m from the patient and used
for 20 min.

2. The small luminous emitters are used to treat smal-
ler regions of the body such as the hands and feet.

They are positioned closer to the patient, about
0.45–0.5 m away, and they are typically used for
20 min.

The former produce a greater sensation of warmth than
the latter. The skin becomes temporarily erythematous,
resembling blushing. If the heat is too great because, for
example, the lamp is too close to the skin, erythema ab igne,
a mottled appearance indicative of damage, may be
produced.

Nonluminous emitters are usually cylinders of either
metal or an insulating material, the radiation source,
around which a resistance wire, the heat source, is coiled.
They emit longer wavelengths of IR that penetrate deeper
than the shorter IR wavelengths of the luminous emitters.
About 90% of the emission of the nonluminous IR device is
in the wavelength range of 3500–4000 nm.

When and When Not to Use These Devices. IR radiation
when used as a heating modality can alleviate pain and
muscle spasm. It also accelerates the resolution of acute
inflammation. It should not be applied to skin that is
photosensitive. It should only be applied to skin free from
creams that, if heated, could burn the skin. Goggles should
be worn to protect the eyes from radiation damage to either
the lens or retina. Patients with abnormally low blood
pressure should not receive any form of treatment that
increases the temperature of large areas of skin and sub-
cutaneous tissue because of the redistribution of blood to
these areas and away from vital organs such as the brain,
heart, and lungs.

Advantages and Disadvantages. IR heating is suitable for
use in the home as well as in clinics and hospitals. Because
the devices described in this section are noncontact, they
can be used to treat open and infected wounds, but only for
short periods because they cause fluid evaporation and
wounds need to be kept moist if they are to heal efficiently.
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Figure 5. Hydrotherapy pool used
for partial or total body submersion.

Figure 6. Luminous generator infrared lamp used for superficial
heating by radiation. The height and angle of the lamp can be
adjusted.



The main disadvantage is that of burning if the IR
heater is placed too close to the patient. Only mechanically
stable devices should be used to ensure that they do not fall
on the patient.

Laser. Lasers emitting IR energy have been used to
treat injured tissue in Japan and Europe for over 25 years
(39). The term ‘‘LASER’’ is an acronym for light amplifica-
tion by the stimulated emission of radiation. Laser devices
are a very efficient means of delivering energy of specific
wavelengths to injured tissue. Laser radiation is coherent;
that is the waves are in phase, their peaks and troughs
coinciding in time and space. Some semiconductor diodes
produce coherent and others noncoherent IR radiation. Both
can accelerate repair and relieve pain, as does red light (39).
The technique of using low intensity lasers therapeutically is
usually referred to as LILT, an acronym for low intensity
laser therapy, or low level laser therapy (LLLT) to distin-
guish it from the surgical use of high intensity lasers. Surgi-
cal CO2, ruby, and Nd-YAG surgical lasers can be used for
thermal biostimulation provided that the amount of energy
absorbed by the tissues is reduced sufficiently. Manufac-
turers achieve this either by defocusing and spreading the
beam over an area large enough to reduce the power density
below the threshold for burning or by scanning rapidly over
the area to be treated with a narrow beam. The patient will
then feel only a mild sensation of heat (39).

Nonsurgical lasers are typically used at power densities
below those producing a sensation of heating; although
their bioeffects are primarily nonthermal, absorption of
light inevitably involves some heating. LILT can be used in
either continuous or pulsed mode, the latter further redu-
cing heating.

Single probes, each containing a single diode, are used to
treat small areas of skin and small joints. Some are suitable
for home use; their output is generally too low to produce
the sensation of heat although the radiation they emit is
transduced into heat after absorption. The effects of these
devices on pain and tissue repair are essentially nonther-
mal. Clusters of diodes are used in clinics and hospitals to
treat large areas of skin, skeletal muscle, and larger joints.
These cluster probes generally include, in the interest of
cost-effectiveness, nonlaser diodes. Treatment times vary
with the type of probe and the area to be treated. Typically
they range from about 3 to 10 min. They are calculated in
terms of the time taken to deliver an effective amount of
energy, generally 4 or more J � cm�2, joules being calculated
by multiplying the power density of the probe (in W � cm�2)
by the irradiation time in seconds. The larger cluster
probes have sufficient output to produce a sensation of
warmth. They also have essentially nonthermal effects
that assist in the relief of pain and the stimulation of tissue
repair (39).

When and When Not to Use These Devices. LILT devices
are effective on acute and chronic soft-tissue injuries of
patients of all ages. Most are designed for use in clinics and
hospitals, but small, handheld devices are also available for
home use as part of a first aid kit. The radiation they
produce is absorbed by all living cells and transduced into
chemical and thermal energy within these cells, which are

activated by it. Temporary diltation of superficial blood
vessels occurs, aiding oxygenation.

Contraindications for LILT have been described in some
detail by Tuner and Hode (39). They include the following:

� As a matter of prudence, LILT should not be applied
over the abdomen during pregnancy to ensure that no
harm comes to the fetus although it can be applied to
other parts of the body.

� In patients with epilepsy who may be sensitive to
pulses of light in the 5–10 Hz range, it is advisable
to use either unpulsed (continuous) LILT or much
higher pulsing frequencies.

� Treatment over the thyroid gland is contraindicated
because this gland may be sensitive to absorbed elec-
tromagnetic radiation in the red and IR parts of the
spectrum.

� Patients with cancer or suspected cancer should only
be treated by a cancer specialist.

Advantages and Disadvantages. LILT is easy to apply
directly to the skin. The treatment is rapid and painless,
the only sensations being of those of contact and, if the
power is sufficiently high, of warmth. If used over an open
wound, this should first be covered with a transparent
dressing through which the radiation can pass unimpeded.
The use of goggles is recommended as a precaution. The
larger devices require clinical supervision, but some of the
smaller predominantly nonthermal devices are suitable for
home use.

Deep Heating. Deep heating devices produce heat
within the tissues via electrostatic, electromagnetic, and
acoustic fields. The term diathermy is used to describe the
conversion or transduction of any form of energy into heat
within the tissues. The devices used for deep heating
include short-wave, microwave, and ultrasound genera-
tors. They are relatively expensive and should only be used
by trained operators.

Short-Wave diathermy (SWD). SWD equipment Figs. 7
and 8 produces nonionizing radiation in the form of radio
waves in the frequency range of 10–100 MHz. The most
commonly used frequency is 27.12 MHz; this has a wave-
length of 11 m.

SWD machines consist of:

� An oscillating circuit that produces the high
frequency current

� A patient circuit connected to the oscillating circuit
through which electrical energy is transferred to the
patient

� A power supply

The patient’s electrical impedance is a component of the
patient circuit. Because the patient’s electrical impedance
is variable, the patient circuit must be tuned to be in
resonance with the oscillating circuit to ensure maximum
flow of current through the patient.
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The most commonly used means of application of SWD
are as follows:

� The capacitor plate technique

� The inductive method

The capacitor plate technique entails the placement of
two capacitor plates near to the part of the patient’s body
that is to be heated, with a spacer between each plate and

the skin. The spacer allows the electric radiation to diverge
just before entering, preventing thermal damage to the
surface of the skin. The current density depends on the
resistance of the tissues and on capacitance factors. Both
subcutaneous fat and superficial skeletal muscle can be
heated with this technique. The patient feels a sensation of
warmth. Treatment is usually for 20 min �day�1.

In the inductive method, a high-frequency alternating
current is applied to a coiled cable generally incorporated
into an insulated drum that is placed close to the part of the
body requiring treatment. Alternatively, but these days
rarely, an insulated cable is wrapped around the limb to be
treated. The passing of an electric current through the
cable sets up a magnetic field producing small eddy cur-
rents within the tissues, increasing tissue temperature.
The patient feels a sensation of warmth. Treatment is
usually for 20 min �day�1.

Pulsed Shortwave. Some SWD devices allow the energy
to be applied to the patient in short pulses. This form of
application is termed pulsed short–wave diathermy
(PSWD). The only physical difference between SWD and
PSWD is that in the latter the electromagnetic field is
interrupted at regular intervals. Pulsing reduces the
amount of energy available for absorption by the tissues
and therefore reduces the thermal load, allowing its non-
thermal effects to be exploited without the risk of a poten-
tially damaging thermal overload. It has been suggested
that the applied energy produces ionic and molecular
vibration affecting cellular metabolism (40).

With some PSWD machines, the therapist can vary the:

� Pulse repetition rate (PRR)

� Pulse duration (PD)

� Peak pulse power (PPP).

The mean power applied is the product of these three
variables.
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Figure 7. SWD equipment. The SW energy leaving the insulated
disk-shaped applicators produces small eddy currents in the tis-
sues, thus heating them.

Figure 8. Applicator heads for
administration of SWD to produce
deep heating of tissues.



Tissues with good conductivity, such as muscle and
blood, i.e., with a high proportion of ions, should absorb
energy preferentially from the SWD field. However, there
is still debate about which tissues are heated the most
during SWD and PSWD treatments.

Microwave Diathermy. Microwaves are that part of the
electromagnetic spectrum within the frequency range of
300 MHz–300 GHz and, therefore, with wavelengths
between 1 m and 1 mm. Microwave diathermy, although
deeper than superficial (surface) heating, is not as deep as
capacitative short-wave or ultrasonic heating (40).

Microwave generators (Fig. 9) contain a magnetron,
which produces a high frequency alternating current that
is carried to a transducer by a coaxial cable. The transducer
consists of an antenna and a reflector. The electric current
is transduced into electromagnetic energy on passing
through the antenna. The reflector focuses this energy
and beams it into the tissues to be heated (1).

On entering the body the microwave energy is absorbed,
reflected, refracted, or transmitted according to the phy-
sical properties of the tissues in its path. When microwaves

are absorbed, their energy is transduced into heat. Tissues
with a low water content (e.g., superficial adipose tissue)
absorb little microwave energy, transmitting it into those
with a high water content (e.g., skeletal muscle) that are
very absorptive and therefore readily heated, warming
adjacent tissues by conduction. As with SWD, there is no
objective dosimetry, the intensity of treatment being
judged by the patient’s sensation of warmth (41).

When and When Not to Use These Devices. As with other
forms of heating, SWD and microwave diathermy are used
to relieve pain and muscle spasm. They are also used to
stimulate repair.

According to the Medical Devices Agency of the United
Kingdom, there are several groups of patients on whom
these devices must not be used:

1. Those with implanted drug infusion pumps because
the energy provided during therapy may affect the
pump’s electronic control mechanisms causing tem-
porary alteration in drug delivery.

2. Women in the first trimester of pregnancy should not
be treated with SWD because heating may be terato-
genic.

3. Patients with metallic implants because metals are
heated preferentially and may burn the surrounding
tissue.

4. Patients fitted with active (i.e., powered) implants
such as neurostimulators and cardiac pacemakers/
defibrillators because there have been reports of
tissue damage, including nerve damage adjacent
to stimulation electrodes on implanted lead
systems.

5. Patients with pacemakers are also unsuitable for
SWD because the frequency of the short-wave may
interfere with cardiac pacing.

Patients with rheumatoid arthritis have had their joint
pain reduced and walking time increased after treatment
with microwave diathermy, and it has been suggested that
the heat produced in the joints may have potentiated the
effects of concurrent anti-inflammatory medication (42).

In the interests of safety, microwave diathermy should
be restricted to patients in whom skin pain and tempera-
ture sensation are normal. It should not be used near the
eyes, sinuses, and moist open wounds, all of which could be
heated excessively because of their high water contact. Nor
should it be used on any of the groups of patients in whom
SWD is contraindicated.

Advantages and Disadvantages. The devices do not need
to be in direct contact with the body; however, the body part
being treated must be immobile during treatment because
movement interferes with the field, resulting in too little
heating in some regions and too much in other. Its dis-
advantages include its potential for burning tissue exposed
to it due, for example, to treatment over regions in contact
with metal. As with SWD, the therapist must be careful to
avoid being exposed to the radiation, bearing in mind that
some of the microwaves will be reflected from the patient.
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Figure 9. Microwave diathermy equipment. The microwave gen-
erator contains a magnetron that produces high frequency alter-
nating current. This current is carried by a coaxial cable shown on
the left to a transducer (upper left) containing an antenna and a
reflector. The antenna converts the electric current into micro-
waves that are collected by the reflector. This focuses them and
beams them into the body, where they are transduced into heat.



Ultrasound. Ultrasound therapy devices (Fig. 10
designed to produce clinically significant tissue heating
operate at 0.75–3.0 MHz, the lower frequencies mechan-
ical waves being more penetrative and affecting deeper
tissues than the higher frequency waves. The ultrasound
(US) is produced by the reverse piezoelectric effect when
a high frequency alternating current is applied to a cera-
mic crystal causing it to vibrate at the same frequency.
The crystal is located inside an applicator fitted with a
metal cap into which these vibrations pass. A coupling
medium such as either water or a gel with a high water
content transmits the ultrasonic vibration into the tis-
sues. US is transmitted readily by water and by tissue
fluids. As US is more readily absorbed by protein than by
fat, it can be used to heat muscle and collagenous tissue
selectively without heating subcutaneous fat to a clini-
cally significant level. Heating occurs where the US
energy is absorbed. If the US enters the tissue at an angle
other than 908, it is refracted; the transducer should
therefore be held perpendicular to the surface being
treated.

Absorption, and therefore heating, is greatest at higher
frequencies. As a consequence, it is generally accepted that
higher frequency US (e.g., 3 MHz) penetrates less deeply
into the body than lower frequency US (e.g., 1 MHz).
However, in some circumstances, 3 MHz may heat deeper
tissues than originally theorized, when for example, it is
transmitted into muscle over a bony prominence via a gel
pad coated on both sides with an ultrasound transmitting
gel (43). In this clinical investigation, it was found that
3 MHz ultrasound applied over the lateral malleolus of the
ankle heated the musculotendinous tissue deep to the
peroneal groove 0.5 cm deeper than suggested by others.
The 3 MHz ultrasound produced heating deeper into mus-
cle in healthy volunteers than did the 1 MHz ultrasound.
This interesting but surprising observation may be an
artifact due to variations in coupling of the US trans-
ducers to the skin. The authors point out that air trapped
at the gel/pad interfaces might result not only in non-
uniform heating but also in hot spots on the US trans-
ducer faceplate and possibly the skin.

In recent years, US therapy devices producing kilohertz
US have been developed (6); these are more penetrative
than the MHz devices but produce little heat, using the
nonthermal effects of US to produce their effects (7).

When US enters tissue, its intensity gradually
decreases as energy is lost from the US beam by absorption,
scattering, and reflection. This lessening of the force of the
US is termed attenuation. US is scattered by structures
smaller than its wavelength. It is reflected at the interfaces
between materials with different acoustic impedances, e.g.,
air and skin, collagen and ground substance, periosteum,
and bone. Muscle and bone are preferentially heated at
their interfaces with other tissues, e.g., tendon and peri-
osteum. This is because mode conversion occurs when US
waves are reflected from these interfaces, the longitudinal
incident waves being changed into reflected transverse
waves, creating additional heating. Therapists can take
advantage of this enhanced thermal effect to target
inflamed joints. The thickness of tissue through which
the US must pass for its intensity to be reduced to half
the level applied to its surface is termed the half-value
thickness. The half-value thickness of 1 MHz US is theo-
retically three times more than that of 3 MHz US although
artifacts during clinical use may alter this (43).

The intensity range of US necessary to elevate tissue
temperature to between 40 and 45 8C is 1.0–2.0 W � cm�2

applied in continuous mode for 5–10 min (44). This increase
is in the generally accepted thermal therapeutic range.
Temperatures exceeding this can cause thermal necrosis
and must be avoided. In poorly vascularized tissues, even
the upper end of the therapeutic range can produce ther-
mal damage. When US is absorbed or when mode conver-
sion occurs, heat is generated in the tissues. This produces
local increases in blood flow and softens collagenous depos-
its such as those in scars.

If the temperature increase is less than 1 8C, this is not
considered to be clinically significant. Therapeutic effects
produced by US used in a manner that produces a tem-
perature increase of less than 1 8C are considered to be
predominantly nonthermal. These effects, which include
stable cavitation and acoustic streaming (3,44), occur at
intensities lower than those necessary to produce thera-
peutic increases in temperature. The amount of acoustic
energy entering the tissues can be reduced by pulsing the
US. A commonly used pulsing sequence is 2 ms ON, 8 ms OFF.
By reducing the total amount of energy supplied to
the tissues, the thermal load on these tissues is reduced.
The intensity during the pulse is sufficient to permit the
predominantly nonthermal therapeutic events to occur.
This is of particular value when ultrasound is used to treat
tissue with a blood supply too poor to ensure adequate heat
dissipation via the circulation.

The nonthermal therapeutic effects of US include
stable cavitation and acoustic streaming. Cavitation is
the production of bubbles of gas a few microns in dia-
meter in fluid media such as tissue fluid and blood. The
bubbles increase in size during the negative pressure or
rarefaction part of the US wave and decrease during
the positive pressure part. If the intensity is suffici-
ently great, the bubbles collapse, damaging the tissues.
At lower intensities, within the therapeutic range, the
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Figure 10. Portable ultrasound therapy equipment. The ultra-
sound transducer is housed in the head of the applicator shown on
the right.



cavities are stable and acoustic streaming is increased
around them. Acoustic streaming has been shown to cause
reversible changes in membrane permeability to calcium
and other ions, stimulating cell division, collagen synth-
esis, growth factor secretion, myofibroblast contraction,
and other cellular events that collectively accelerate the
resolution of acute inflammation leading to more rapid
tissue repair (3).

When and When Not to Use These Devices. US therapy is
used as a thermotherapeutic modality to treat acute and
chronic injuries of the

� Skin, e.g., pressure ulcers and venous ulcers

� Musculoskeletal system, e.g., arthritis, bursitis, mus-
cle spasms, and traumatic injuries to both soft tissue
and bone.

In addition to superficial injuries, US can be used to
heat tissues at a considerable depth from the surface of
the skin. Sites of pathology such as damaged skeletal
muscle, tendon, and ligaments within 5 cm of the surface
can be heated preferentially; any adipose tissue super-
ficial to these lesions is heated less because it absorbs
less US than highly proteinaceous muscle, tendons, and
ligaments. It is the most suitable form of thermotherapy
to use on deeply located areas of damage in obese patients.
At least 3 treatments per week are generally recom-
mended, daily treatment being preferable. The treatment
head should be moved throughout treatment to reduce
the possibility of thermal tissue damage due to local hot
spots and mechanical damage due to standing wave
formation.

In the interests of safety, continuous US should only be
used to heat tissues in patients sensitive to heat-induced
pain. In patients lacking this sensitivity, pulsed ultrasound
can be used. Although this may not heat the tissues sig-
nificantly, nonthermal events will occur that can accelerate
healing (3,44).

It should not be used either over tumors because it can
increase cell division or over the eye because of the risk of
collapse cavitation. Nor should it be used on any of the
groups of patients in whom SWD is contraindicated.

Advantages and Disadvantages. Its differential absorp-
tion makes it the therapy of choice for treating muscle,
tendons, ligaments, and bone without heating superficial
adipose tissue.

The effects of ultrasound are, however, local and only
small regions can be treated because of the small size of
the treatment heads, rarely greater than 5 cm2. Another
disadvantage is that a coupling medium such as water
or a gel with a high water content must be used to transit
the US from the applicator to the tissues. If there is an
open wound, this must be covered with an ultrasound
transmitting dressing such as Opsite to the surface of
which the coupling medium can be applied. Alternatively
the intact tissue adjacent to the wound and from which
reparative tissue grows into the wound can be treated (3).
Care must be taken to ensure that there are no bubbles
in the coupling medium because reflection from these

can reduce the efficiency to energy transfer from the
treatment head to the tissue. If the US energy is reflected
back into the treatment head because of inadequate cou-
pling, this will increase in temperature and could burn a
patient, lacking adequate sensitivity to heat-induced pain.

Cryotherapy

Cryotherapy produces a rapid fall in the temperature of the
skin and a slower fall in the temperature of the subcuta-
neous tissues, skeletal muscle, and the core temperature of
the body. The rate of fall in skeletal muscle and the core
temperature is dependent, in part, on the amount and
distribution of adipose tissue. In a slender person with
less than 1 cm of adipose tissue in the hypodermis, cooling
extends almost 2.5 cm into the skeletal muscle after 10 min
of applying cryotherapy to the skin surface. In an obese
person with more than 2.5 cm of adipose tissue in the
hypodermis, cooling extends only 1 cm into the muscle in
the same time (1). To get deeper cooling in an obese person,
the cooling agent must be applied for longer than in a
slender person, for example, 30 min compared with 10 min
to get adequate cooling extending 2.5 cm into the muscle.
This concept has been confirmed recently by Otte et al. (45)
who found that although 25 min of treatment may be
adequate for a slender patient with a skinfold of 20 mm
or less, 40 min is needed if the skinfold is between 21 and
30 mm, and 60 min if the skinfold is between 30 and 40 mm.
The subcutaneous adipose tissue thickness is an important
determinant of the time required for cooling in cryother-
apy.

Cryotherapy is used to relieve pain, retard the progres-
sion of secondary injury, and hasten return to participation
in sport and work. In a literature review by Hubbard et al.
in 2004 (46), the conclusion drawn was that cryotherapy
may have a positive effect on these aims, but attention was
drawn to the relatively poor quality of the studies reviewed.
There is a clear need for randomized, controlled clinical
studies of the effect of cryotherapy on acute injury and
return to participation in sport or work.

The main equipment used in cryotherapy is a refrig-
erator/freezer necessary for cooling gels and for producing
ice. The ice is mixed with water, reducing the temperature
of the water to just above its freezing point. The tempera-
ture of an injured limb can be reduced by immersing it in
this ice/water mixture, an effective but initially uncomfor-
table experience for the patient. Alternatively, a cold com-
press containing the mixture can be applied to the region to
be cooled. Also, a terry cloth can be soaked in the mixture,
wrung out, and then applied. Blocks of ice can be used to
massage an injured area if the skin over the injury is intact,
an initially uncomfortable experience for both patient and
therapist.

Another technique is to spray a vapor coolant on the
skin. As the coolant evaporates, the temperature of the
skin is reduced, but there is no clinically significant cooling
of subcutaneous tissues. Ethylene chloride, chlorofluoro-
methane, or preferably a non-ozone-depleting vapor cool-
ant, is sprayed over the area to be treated in a stroking
fashion at a rate of about 1 cm � s�1 (1). Concern over the
ozone-depleting properties of chlorofluorocarbons has led
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to the development of vapor coolant sprays that are not
ozone-depleting (http://www.gebauerco.com/Default.asp)
and that may be substituted for those noted above.

When and When Not to Use Cooling. The main use of
cryotherapy is after acute skin and musculoskeletal injury to
reduce swelling, bleeding, and pain. It helps give temporary
relief to painful joints. It also reduces muscle spasms and
spasticity, again temporarily. Trigger points, myofascial
pain, and fibrositis may be treated with vapor coolant sprays.

Cooling is an excellent way of minimizing the effect
of burns and scalds by reducing the temperature at the
injury site provided that it is done as soon as possible after
the incident. It can also slow brain damage after the deprival
of oxygen in, for example, babies for whom delivery has been
prolonged and difficult. A cool cap filled with chilled water is
placed on the baby’s head within a few hours of birth and
kept there for several days while the baby is in intensive
care. A computerized controller circulates cold water
through the cap, reducing the temperature of the brain
by several degrees, minimizing cell death within the brain.
The results of a clinical trial showed a significantly lower
disability and death rate in children at risk of post-natal
brain damage due to oxygen deprival if they were given this
treatment than in those whose brains had not been cooled in
this way (47). It has been suggested that a similar technique
may help patients with hemorrhagic strokes where bleeding
has occurred on to the surface of the brain.

Mild systemic hypothermia has also been reported to
reduce brain damage after severe head trauma. Patients in
whom the core temperature was reduced to and main-
tained at 33–35 8C with a cooling blanket for 4 days had
reduced extradural pressure, an increase in the free radical
scavenger superoxide dismutase, and consequently, less
neuron loss and improved neurological outcomes (48).

Retarding secondary injury is an important benefit of
cryotherapy. Secondary tissue death occurring after the
initial trauma has been attributed to subsequent enzymatic
injury and hypoxic injury (23). Cryotherapy reduces tissue
temperature, slowing the rate of chemical reactions and
therefore the demand for adenosine triphosphate (ATP),
which in turn decreases the demand for oxygen, leading
to longer tissue survival during hypoxia. By decreasing the
amount of damaged and necrotic tissue, the time taken to
heal may be reduced. In an extensive review of the second-
ary injury model and the role of cryotherapy, Merrick et al.
(24) addressed the following question: ‘‘Is the efficacy of
short-term cryotherapy explained by rescuing or delaying
the death of the cells that were primarily injured but not
initially destroyed?’’ He recommended the replacement of
the term ‘‘secondary hypoxic injury’’ by ‘‘secondary ischemic
injury’’ because hypoxia presents tissue with the challenge
of reduced oxygen only, whereas ischemia presents inade-
quacies in not only oxygen but also fuel and anabolic sub-
strates and in waste removal, all of which may contribute to
secondary injury. Short-term cryotherapy may lessen the
demand for these necessities.

Cooling should not be used:

� In people who are hypersensitive to cold-induced
pain

� Over infected open wounds

� In people with a poor circulation

Advantages and Disadvantages. Disadvantages are that
many people find prolonged exposure to cold therapy
uncomfortable. Frostbite can occur if the skin freezes, as
is possible if vapor coolant sprays are overused. Further-
more, its effects on chronic inflammatory conditions are
generally temporary.

SUMMARY

Changing the temperature of tissues can reduce pain, mus-
cle spasms, spasticity, stiffness, and inflammation. Heating
the tissues by a few degrees centigrade increases tissue
metabolism and accelerates the healing process. Cooling
tissue by a few degrees centigrade can limit secondary
damage to soft tissues, nerves, and the brain after trauma.

The correct selection of either thermotherapy or
cryotherapy depends on an understanding of the physio-
logical effects of heat and cold, and on knowledge of the
patient’s medical condition. It is suggested that acute skin
lesions and musculoskeletal injuries be treated:

� First by the application of cold as soon as possible
after the injury to limit its extent

� Followed a few hours later by the application of
moderate heat to accelerate the resolution of inflam-
mation enabling healing to progress more rapidly.

It is recommended that the progress of healing be
monitored noninvasively so that treatment can be matched
to the response of the injury. In recent years this has
become possible by means of high resolution diagnostic
ultrasound or ultrasound biomicroscopy (49).

Having decided which is required, heat or cold, the next
question is which modality to use. The following should be
considered:

� Size and location of the injury

� Type of injury

� Depth of penetration of the modality

� Ease of application

� Duration of application

� Affordability

� Medical condition of the patient

� Contraindications

Patients heal their own injuries if they can to. This can
be facilitated by the timely and correct application of
therapeutic heat or cold. Their pain can also be relieved,
improving their quality of life.
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INTRODUCTION

‘‘Arterial blood pressure and flow result from the interac-
tion of the heart and the arterial system. Both subsystems
should be considered for a complete hemodynamic profile
and a better diagnosis of the patient’s disease’’. This state-
ment seems common sense, and a natural engineering
approach of the cardiovascular system, but is hardly
applied in clinical practice, where clinicians have to deal
with limitations imposed by the clinical environment and
ethical and economical considerations. The result is that
the interpretation of arterial blood pressure is (too) often
restricted to the interpretation of systolic and diastolic
blood pressure measured using the traditional cuff around
the upper arm (cuff sphygmomanometry). Blood flow, if
even measured, is usually limited to an estimate of cardiac
output.

The purpose of this article is to provide the reader with
an overview of both established and newer methods and
techniques that allow us to gain more insight into the
dynamics of blood flow in the cardiovascular system (the
hemodynamics), based on both invasive and noninvasive
measurements. The emphasis is that hemodynamics
results from the interaction between the action of the heart
and the arterial system, and can be analyzed as the inter-
play between a (complex) pump and a (complex) tube net-
work. This article, has been divided into three main
sections. First the (mechanical function of the) heart is
considered, followed by a major section on arterial function
analysis. The final section deals with cardiovascular inter-
action.

THE HEART AS A PUMP. . .

The heart is a hollow muscle, consisting of four chambers,
whose function is to maintain blood flow in two circulations:

the systemic (or large) and the pulmonary circulation. The
left atrium receives oxygenized blood from the lungs via the
pulmonary veins. Blood flows (through the mitral valve) into
the left ventricle, where it is pumped into the aorta (through
the aortic valve) and distributed toward the organs, tissue,
and muscle for exchange of O2 and CO2, nutrients, and
waste products. Deoxygenated blood is collected via the
systemic veins (ultimately the inferior and superior vena
cava) into the right atrium and flows, via the tricuspid valve,
into the right ventricle, where it is pumped (through the
pulmonary valve) into the pulmonary artery toward the
lungs. Functionally, the pulmonary and systemic circulation
are placed in series, and there is a ‘‘serial interaction’’
between the left and right heart. Anatomically, however,
the left and right heart are embedded within the pericar-
dium (the thin membrane surrounding the whole heart) and
are located next to each other. The part of the cardiac muscle
(myocardium) that they have in common is called the myo-
cardial septum. Due to these constraints, the pumping
action of one chamber has an effect on the other, a form
of ‘‘parallel interaction’’. In steady-state conditions, the left
and right heart generate the same flow (cardiac output), on
average � 6 L/min in an adult at rest.

The Cardiac Cycle and Pressure–Volume Loops

The most heavily loaded chamber is the left ventricle (LV),
pumping� 80 mL of blood with each contraction (70 beats �
min�1), with intraventricular pressure increasing from
� 5–10 mmHg (1 mmHg¼ 133.3 Pa) at the onset of con-
traction (i.e., at the end of the filling period or diastole) to
120 mmHg (6.0 kPa) in systole (ejection period) (Fig. 1). In
heart physiology research, it is common to study the func-
tion of the ventricle using pressure–volume loops (PV
loops; Fig. 1), with volume on the x axis and pressure on
the y axis. Considering the heart at the end of diastole, it
has reached its maximal volume (EDV; end-diastolic
volume). Specialized pacemaker cells within the heart
generate the (electrical) stimulus for the contraction, initi-
ating the depolarization of cardiac muscle cells (myocytes).
Electrical depolarization causes the muscle to contract and
ventricular pressure increases. With this, the mitral valve
closes, and the ventricle contracts at closed volume, with a
rapidly increasing pressure (isovolumic contraction).
When LV pressure becomes higher than the pressure in
the aorta, the aortic valve opens, and the ventricle ejects
blood. The ventricle then starts its relaxation, slowing
down the ejection, with a decrease in LV pressure. At
the end of ejection, the LV has reached its end-systolic
volume (ESV), and LV pressure drops below the pressure in
the aorta, closing the aortic valve. Relaxation then
(rapidly) takes place at closed volume (isovolumic relaxa-
tion), until LV pressure drops below LA pressure and LV
early filling begins (E-wave). After complete relaxation of
the ventricle, contraction of the LA is responsible for an
extra (late) filling wave (A-wave). The difference between
EDV and ESV is the stroke volume, SV. Multiplied with
heart rate, one obtains cardiac output (CO), the flow gen-
erated by the heart, commonly expressed in L �min�1. The
time course of cardiac and arterial pressure and flow is
shown in Fig. 1.
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Time Varying Elastance and Cardiac Contractility

The intrinsic properties of cardiac muscle are responsible
for making the functional pumping performance of the
ventricle determined by different factors (1): the degree
to which the cardiac muscle is prestretched prior to con-
traction (preload), the intrinsic properties of the muscle
(the contractility or inotropy), the load against which the
heart ejects (the afterload), and the speed with which the
contraction takes place (reflected by the heart rate; chron-
otropy). In muscle physiology, preload is muscle length and
is related to the overlap distance of the contractile proteins
(actin and myosin) of the sarcomere (the basic contractile
unit of a muscle cell), while afterload is the load against
which a muscle strip or fiber contracts. In pump physiology,
ventricular end-diastolic volume is often considered as the
best approximation of preload (when unavailable, ventri-
cular end-diastolic pressure can be used as a surrogate). To
characterize afterload, one can estimate maximal ventri-
cular wall stress (e.g., using Laplace formula), but most
often, mean or systolic arterial blood pressure is taken as a
measure of afterload.

Most difficult to characterize is the intrinsic contracti-
lity of the heart, which is important to know in diagnosing
the severity of cardiac disease. At present, the gold stan-
dard is still considered to be the slope of the end-systolic
pressure–volume relation (2,3). To fully comprehend this
measure, the time varying elastance concept has to be
introduced.

Throughout a cardiac cycle, cardiac muscle contracts
and relaxes. The functional properties of fully relaxed
muscle-at the end of diastole-can be studied in the
pressure–volume plane. This relation, sometimes called
the (end-) diastolic pressure–volume relation (EDPVR),
is nonlinear, that is, for higher volumes, a higher increase
in pressure (DP) is required to realize a given increase in
volume (DV). With the volume/pressure ratio defined as
compliance, the ventricle behaves less compliant (stiffer) at
high volume. The EDPVR represents the passive proper-
ties of the ventricular chamber.

Similarly, if one could ‘‘freeze’’ the ventricle at its max-
imal contraction (as is reached at the end of systole), and
measure the pressure–volume relation of the chamber in
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Figure 1. The heart (a), and the variation in time of pressure, flow, and volume within the left
ventricle (b). Plotting left ventricular pressure as a function of volume (c), a pressure–volume loop is
obtained. (d) Illustrates the association between area’s defined within the pressure–volume plane
and the mechanical energy.



this maximally contracted state, one could assess the (end-)
systolic pressure–volume relation (ESPVR) and the max-
imal stiffness of the ventricle. The ESPVR represents the
active, contractile function of the ventricle. Throughout the
cycle, the stiffness (or elastance) of the ventricle varies in
between its diastolic and end-systolic value, hence the
conceptual model of the time-varying elastance (Fig. 2).

The basis of this time-varying elastance model was laid
by Suga et al. in the 1970s. They performed experiments in
isolated hearts, and found that by increasing the initial
volume of the heart (increasing preload), the maximally
developed pressure in an isovolumic beat increased line-
arly with preload (2,3) (Frank–Starling mechanism).
Obviously, the minimal pressure, determined by the pas-
sive properties, also increased. When they allowed these
ventricles to eject against a quasiconstant afterload pres-
sure, PV loops were obtained, with wider loops (higher
stroke volume) being obtained for the more filled ventri-
cles. When connecting all end-systolic points of the PV
loops, it was found that the slope of this line, the end-
systolic ventricular stiffness, was not different from the
line obtained with the isovolumic experiments, demon-
strating that it is independent of the load against which
the ventricle ejects. Moreover, connecting data points on
the PV loops occurring at the same instant in the cardiac
cycle (isochrones), these points were also found to line up
(Fig. 2). The slopes of these lines have the dimension of
stiffness (DP/DV; mmHg�mL�1 or Pa�mL�1) or elastance
(E). In addition, it is often assumed that these isochrones
all have the same intercept with the volume axis (which is,
however, most often not the case). This volume is called V0

and represents the volume for which the ventricle no longer
develops any pressure.

The slope of the isochronic lines, E, is given by E¼P/
(V�V0) and can be plotted as a function of time, yielding the
time varying elastance curve, E(t) (Fig. 2). The experi-
ments of Suga and co-workers further pointed out that
the maximal slope of the ESPVR, also called end-systolic
(Ees) elastance, is sensitive to inotropic stimulation. The
parameter Ees is, at present, still considered as the gold
standard measurement of ventricular contractility.

Since these experiments, it has been shown that the
ESPVR is not truly linear (4,5), especially not in conditions
of high contractility or in small mammals. Since V0 is a
value derived from linear extrapolation of the ESPVR, one
often finds negative values, which clearly have no physio-
logical meaning at all. Nevertheless, the time varying
elastance remains an attractive concept to concisely
describe ventricular function. In practice, PV loops with
altered loading conditions are obtained via inflation of a
balloon in one of the caval veins, reducing venous return, or
with a Valsalva maneuver. The PV loops can be measured
invasively with a conductance catheter (6), or by combining
intraventricular pressure (measured with a catheter) with
volumes measured with a medical imaging technique that
is fast enough to measure instantaneous volumes during
the load manipulating operations (e.g., echocardiography).

The area enclosed within the PV loop is the work
performed by the heart per stroke (stroke work, SW).
Furthermore, when the heart contracts, it pressurizes
the volume within the ventricle, giving it a potential energy
(PE). In the PV plane, PE is represented by the area
enclosed within the triangle formed by V0 on the volume
axis, the end-systolic point, and the left bottom corner of
the PV loop (Fig. 1). The sum of SW and PE is also called the
total pressure–volume area (PVA) and it has been shown
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Figure 2. Pressure–volume loops re-
corded in the left ventricle during tran-
sient loading conditions (a), and the
concept of the time-varying elastance
(b). (c) Illustrates an alternative repre-
sentation of ventricular function thro-
ugh the pump function graph.



that the consumption of oxygen by the myocardium, VO2, is
proportional to PVA: VO2¼ c1PVA þ c2Ees þ c3, with c1–3

constants to be determined from experiments. The con-
stant c1 represents the O2 cost of contraction, c2 is the O2

cost of Ca handling related to the inotropic state, and c3 is
the O2 cost of basal metabolism. Mechanical efficiency can
then be expressed as the ratio of SW and VO2. Recent
reviews of the relation between pressure–volume area and
ventricular energetics can be found in Refs. 7,8.

Another measure of ventricular function, also derived
from PV loop analysis, is the so-called preload recruitable
stroke work (PRSW) (9). Due to the Frank–Starling effect
(10), a ventricle filled up to a higher EDV will generate a
higher pressure and/or stroke volume, and hence a higher
SW. Plotting SW as a function of EDV yields a quasilinear
relation, of which the slope is sensitive to the contractile
state of the ventricle (9).

Alternative Ways of Characterizing LV Systolic Function

Pump function of the ventricle may also be approached in a
way similar to hydraulic pumps through its pump function
graph (11,12), where the pressure generated by the pump
(e.g., mean LV pressure) is plotted as a function of its
generated flow (cardiac output). With no outflow, the ven-
tricle contracts isovolumically, and the highest possible
pressure is generated. Pumping against zero load, no
pressure is built up, but outflow is maximal. The ventricle
operates at some intermediate stage, in between these two
extreme cases (Fig. 2). One such pump function curve is
obtained by keeping heart rate, inotropy, and preload
constant, while changing afterload. Although the principle
is attractive, it appears to be difficult to measure pump
function curves in vivo, even in experimental conditions.

Assessing Cardiac Function in Real Life

Although pressure–volume loop-based cardiac analysis
still has the gold standard status in experimental work,
the applicability in clinical conditions is rather limited.
First, the method requires intraventricular pressure and
volume. While volumes can, more and more, be measured
noninvasively with magnetic resonance imaging (MRI) and
even real-time three-dimensional (3D) echocardiography,
the pressure requirement still implies invasive measure-
ments. Combined pressure–volume conductance catheters
are available (6), but these require calibration to convert
conductance into volume data. This requires knowledge of
the conductance of the cardiac structures and blood outside
the cardiac chamber under study (offset correction), and an
independent measurement of stroke volume for scaling of
the amplitude of the conductance signal. Second, and
perhaps even more important, measuring preload-
recruitable stroke work or the end-systolic pressure–
volume relation requires that PV loops are recorded during
transient loading conditions, which is experimentally
obtained via inflation of a balloon in the caval vein to
reduce the venous return and cardiac preload. It is difficult
to (ethically) justify an extra puncture and the insertion of
an additional catheter in patients, knowing also that these
maneuvers induce secondary changes in the overall auto-
nomic state of the patient and the release of cathechola-

mines, making this method limited to assess the pump
function in a ‘‘steady state’’. To avoid the necessity of the
caval vein balloon, so-called ‘‘single beat’’ methods have
been proposed, where cardiac contractility is estimated
from data measured at baseline steady-state conditions
(13,14). The accuracy, sensitivity, and specificity of these
methods, however, remains a matter of debate (15,16).

Since it is easier to measure aortic flow than ventricular
volume, indicies based on the concept of ‘‘hydraulic power’’
have been proposed. As the ventricle ejects blood, it gen-
erates hydraulic power (Pwr), which is calculated as the
instantaneous product of aorta pressure and flow. The peak
value of power (Pwrmax) has been proposed as a measure
of ventricular performance. However, due to the Frank–
Starling mechanism, ventricular performance in general,
and hydraulic power in particular, is highly dependent on
the filling state of the ventricle, and correction of the index
for EDV is mandatory. Preload-adjusted maximal power,
defined as Pwrmax/EDV2, has been proposed as a ‘‘single
beat’’ (i.e., measurable during steady-state conditions)
index of ventricular performance (17). It has, however,
been suggested that the factor 2 used in the denominator
is not a constant, but depends on ventricular size (18). It
has been demonstrated that the most correct approach is to
correct Pwrmax for (EDV�V0)2, V0 being the intercept of the
end-systolic pressure–volume relation (19,20). Obviously,
the index then loses its main feature, that is, the fact that it
can be deduced from steady-state measurements.

In clinical practice, cardiac function is commonly
assessed with ultrasound echocardiography in its different
modalities. Imaging the heart in two-dimensional (2D)
planar views (2 and 4 chamber long axis views, short axis
views), allows us to visually inspect ventricular wall
motion and to identify noncontracting zones. With (on-
board) image processing software, parameters such as
ejection fraction or the velocity of circumferential fiber
shortening can be derived. Echocardiography has played
a major role in quantifying ‘‘diastolic function’’, that is, the
filling of the heart (21,22). Traditionally, this was based on
the interpretation of flow velocity patterns at the mitral
valve (23) and the pulmonary veins (24). With the advent of
more recent ultrasound processing tools, the arsenal has
been extended. Color M-mode Doppler, where velocities are
measured along a base-to-apex directed scanline, allows us
to measure the propagation velocity of the mitral filling
wave (25,26). More recent, much attention has been and is
being paid to the velocity of the myocardial tissue (in
particular the motion of the mitral annulus) (27). Further
processing of tissue velocity permits us to estimate the local
strain and strain rate within sample volumes positioned
within the tissue. Strain and strain rate imaging are new
promising tools to quantify local cardiac contractile per-
formance (28,29). Further advances are directed toward
real time 3D imaging with ultrasound and quantification of
function. Some of the aforementioned ultrasound modal-
ities are illustrated in Fig. 3.

An important domain where assessment of cardiac func-
tion is important, is in the catheterization laboratory (cath-
lab), where patients are ‘‘catheterized’’ to diagnose and/or
treat cardiovascular disease. Access to the vasculature is
gained via a large vein (the catheter then ends in the right
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atrium/ventricle/pulmonary artery: right heart catheteri-
zation) or large artery, typically the femoral artery in the
groin (the catheter then resides in the aorta/left ventricle/
left atrium: left heart catheterization). Cath-labs are
equipped with X-ray scanners, allowing us to visualize
cardiovascular structures in one or more planes. With
injection of contrast medium, vessel structures (e.g., the
coronary arteries) can be visualized (angiography) as well
ventricular cavity (ventriculography). The technique,
through medical image processing, allows us to estimate
ventricular volumes at high temporal resolution. At the
same time, arterial pressures can be monitored. Although
one cannot deduce intrinsic ventricular function from
pressure measurements alone, it is common to use the
peak positive (dp/dtmax) and peak negative value (dp/dtmin)
of the time derivative of ventricular pressure as surrogate
markers of ventricular contractility and relaxation, respec-
tively. These values are, however, highly dependent on
ventricular preload, afterload, and heart rate, and only
give a rough estimate of ventricular function. Measure-
ment of dp/dtmax or dp/dtmin at different loading states, and

assessing the relation between changes in volume and
changes in dp/dt, may compensate for the preload depen-
dency of these parameters.

There are also clinical conditions where the physician is
only interested in a global picture of cardiac function, for
example, in intensive care units, where the principal ques-
tion is whether the heart is able to deliver a sufficient
cardiac output. In these conditions, indicator-dilution
methods are still frequently applied to assess cardiac out-
put. In this method, a known bolus of indicator substance
(tracer) is injected into the venous system, and the con-
centration of the substance is measured on the arterial side
(the dilution curve), after the blood has passed through the
heart/cardiac output¼ [amount of injected indicator]/[area
under the dilution curve]. A commonly used indicator is
cold saline, injected into the systemic veins, and the change
in blood temperature is then measured with a catheter
equipped with a thermistor, positioned in the pulmonary
artery. This methodology is commonly referred to as ‘‘ther-
modilution’’. With valvular pathologies, as tricuspid or
pulmonary valve regurgitation, the method becomes less

HEMODYNAMICS 481

Figure 3. Echocardiography of the heart. (a) Classical four-chamber view of the heart, with vis-
ualization of the four cardiac chamber; (b) transmitral flow velocity pattern; (c) strain and strain rate
imaging in an apical, mid and basal segment of the left ventricle [adapted from D’hooge et al. (29)];
(d) real-time 3D visualization of the mitral valve with the GE Dimension. (Courtesy of GE Vingmed
ultrasound, Horten, Norway.)



accurate. The variability of the method is quite high, and
the method should be repeated (three times or more) so
that results can be averaged to provide a reliable estimate.
Obviously, the method only yields intermittent estimates
of cardiac output. Cardiac output monitors based on other
measuring principles are in use, but their accuracy and/or
responsiveness is still not optimal and they often require a
catheter in the circulation (30,31).

Finally, it is also worth mentioning that cardiac MRI is
an emerging technology, able to provide full 3D cardiac
morphology and function data (e.g., with MRI tagging)
(32,33). Especially for volume estimation, MRI is consid-
ered the gold standard method, but new modalities also
allow us to measure intracardiac flow velocities. The high
cost, the longer procedure, the fact that some materials are
still banned from the scanner (e.g., metal containing pace-
makers) or cause image artifacts and the limited avail-
ability of MRI scanner time in hospitals, however, make
that ultrasound is still the first method of choice. For
reasons of completeness, computed tomography (CT) and
nuclear imaging are mentioned as medical imaging tech-
niques that provide morphological and/or functional infor-
mation on cardiac function.

The Coronary Circulation

The coronary arteries branch off the aorta immediately
distal to the aortic valve (Fig. 4), and supply blood to the
heart muscle itself. With their specific anatomical position,
they are often considered as part of the heart, although
they could as well be considered as being part of the arterial
circulation. This ambiguity is also reflected in the medical
specialism: coronary artery disease is the territory of the

(interventional) cardiologist, and not of the angiologist.
The right coronary artery mainly supplies the right heart,
while the left coronary artery, which bifurcates into the left
anterior descending (LAD) and left circumflex (LCX)
branch, mainly supplies the left heart.

As they have to perfuse the cardiac muscle, the coron-
aries protrude the ventricular wall, which has a profound
effect on coronary hemodynamics (34,35). Upon ventricular
contraction, blood flow in the coronaries is impeded, lead-
ing to a typical biphasic flow pattern, with systolic flow
impediment, and predominantly flow during the diastolic
phase (Fig. 4). This pattern is most obvious in the LAD,
which supplies oxygenized blood to the left ventricle. The
resistance of the coronary arteries is thus not constant in
time, and contains an active component. When coronary
flow is plotted as a function of coronary pressure, other
typical features for the coronary circulation are observed.
Under normal conditions, coronary flow is highly regu-
lated, so that blood flow is constant for a wide range of
coronary perfusion pressures (35,36). The level up to which
the flow is regulated is a function of the activity of the
ventricle, and hence of the metabolic demands. This seems
to suggest that at least two different mechanisms are
involved: metabolic autoregulation (flow is determined
by the metabolic demand) and myogenic autoregulation.
Myogenic autoregulation is the response of a muscular
vessel on an increase in pressure: the vessel contracts,
reducing its diameter and increasing its wall thickness,
which tends to normalize the wall stress. It is only after
maximal dilatation of the coronary vessels [e.g., through
infusion of vasodilating pharmacological substances such
as adenosine or papaverine, or immediately following a
period of oxygen deficiency (ischemia)] that autoregulation
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Figure 4. (a) Anatomical situation
of the coronary arteries. (b) Demon-
stration of flow impediment during
systole. (c) Coronary flow as a func-
tion of perfusion pressure, demon-
strating the aspect of autoregulation
and the non-zero intercept with the
pressure axis (Pzf; zero-flow pres-
sure). (Reconstructed after Ref. 36.)



can be ‘‘switched off’’, and that the pressure-flow relation
becomes linear (Fig. 4). Note, however, that the pressure-
flow relation does not pass through the origin: it requires a
certain pressure value (zero-flow pressure Pzf) to generate
any flow, an observation first reported by Bellamy et al.
(37). The origin of Pzf is still not fully understood and has
been attributed to (partial) vessel collapse by vascular tone
and extravascular compression. This is a conceptual model,
also known as the ‘‘waterfall’’ model, as flow is determined
by the pressure difference between inflow and surrounding
pressure (instead of outflow pressure) and pressure
changes distal to the point of collapse (the waterfall) have
no influence on flow (38,39). Note, however, that Pzf is often
an extrapolation of pressure-flow data measured in a
higher pressure range. It is plausible that the relation
becomes nonlinear in the lower perfusion pressure range,
due to the distensibility of the coronary vessels and com-
pression of vessels due to intramyocardial volume shifts
(35). Another model, based on the concept of an intramyo-
cardial pump and capable of explaining phasic patterns of
pressure and flow waves, was developed by Spaan et al.
(35,40), and is mentioned here for reasons of completeness.

An important clinical aspect of the coronary circulation,
which we will only briefly touch here, is the assessment of
the severity of coronary artery stenosis (34). The stenosis
forms an obstruction to flow, causes an extra pressure drop,
and may result in coronary perfusion pressures too low to
provide oxygen to the myocardial tissues perfused by that
coronary artery. Imaging of the coronary vessels and the
stenosis with angiography (in the cath-lab) is still an
important tool for clinical decision making, but more and
more attention has been attributed to quantification of
functional severity of the stenosis. One of the most known
indicies in use are the coronary flow reserve (CFR), that is,
the ratio of maximal blood flow (velocity) through a cor-
onary artery (after induction of maximal vasodilation) and
baseline blood flow (velocity), with values > 2 indicating
sufficient reserve and thus a subcritical stenosis. Coronary
flow reserve has the drawback that flow or velocity mea-
surements are required, which are not common in the cath-
lab. From that perspective, the fractional flow reserve
(FFR) is more attractive, as it requires only pressure
measurements. It can be shown that FFR¼Pd/Pa (with
Pd the pressure distal to the stenosis and Pa the aorta
pressure) is the ratio of actual flow through the coronary,
and the hypothetical flow that would pass through the
coronary in the absence of the stenosis (34,41). A FFR
value >0.75 indicates nonsignificant stenosis (34). Mea-
surement of FFR is done in conditions of maximal vasodi-
lation, and requires ultrathin pressure catheters (pressure
wires) that can pass through the stenosis without causing
(too much) extra pressure drop. Other indicies combine
pressure and flow velocity (42) and are, from fluid dynamic
perspective, probably the best characterization of the extra
resistance created by the stenosis. It deserves to be men-
tioned that intravascular ultrasound (IVUS) is, currently,
increasingly being applied, especially when treating com-
plex coronary lesions. In addition to quantifying stenosis
severity, much research is also focused on assessing the
histology of the lesions and their vulnerability and risk of
rupture via IVUS or other techniques.

THE ARTERIAL SYSTEM: DAMPING RESERVOIR AND/OR
A BLOOD DISTRIBUTING NETWORK. . .

Basically, there are two ways of approaching the arterial
system (43): (1) one can look at it in a ‘‘lumped’’ way, where
abstraction is being made of the fact that the vasculature is
a network system with properties distributed in space; or (2)
one can take into account the network topology, and analyze
the system in terms of pressure and flow waves propagating
along the arteries in a forward and backward direction.

Irrespective of the conceptual framework within which
one works, the analysis of the arterial system requires
(simultaneously measured) pressure and flow, preferably
measured at the upstream end of the arterial tree (i.e.,
immediately distal to the aortic valve). The analysis of the
arterial system is largely analogous to the analysis of
electrical network systems, where pressure is equivalent
to voltage and flow to current. Also steming from this
analogy is the fact that the arterial system is often ana-
lyzed in terms of impedance. Therefore, before continuing,
the concept of impedance is introduced.

Impedance Analysis

While electrical waves are sine waves, with a zero time-
average value, arterial pressure and flow waves are
(approximately) periodical, but certainly nonsinusoidal,
and their average value is different from zero (in humans,
mean systemic arterial blood pressure is� 100 mmHg (13.3
kPa), while mean flow is � 100 mL�s�1). To bypass this
limitation, one can use the Fourier theorem, which states
that any periodic signal, such as arterial pressure and flow,
can be decomposed into a constant (the mean value of the
signal) and a series of sinusoidal waves (harmonics). The
frequency of the first harmonic is cardiac frequency (the
fundamental frequency), while the frequency of the nth
harmonic is n times the fundamental frequency.

Fourier decomposition is applicable if two conditions are
fulfilled: (1) the cardiovascular system operates in steady-
state conditions (constant heart rate; no respiratory
effects); (2) the mechanical properties of the arterial system
are sufficiently linear so that the superposition principle
applies, meaning that the individual sine waves do not
interact and that the sum of the effects of individual
harmonics (e.g., the flow generated by a pressure harmo-
nic) is equal to the effect caused by the original wave that is
the sum of all individual harmonics.

Harmonics can be represented using a complex formal-
ism. For the nth harmonic, the pressure (P) and flow (Q)
component can be written as

Pn ¼ jPnjeiðnvtþFPn Þ Qn ¼ jQnjeiðnvtþFQn Þ

where jPnj and jQnj are the amplitudes (or modul) of the
pressure and flow sine waves, having phase angles FPn

and
FQn

(to allow for a phase lag in the harmonic), respectively.
Time is indicated by t, and v is the fundamental angular
frequency, given by 2p/T with T the duration of a heart cycle
(RR-interval).Foraheartrateof75beats �min�1,T is0.8s.The
fundamental frequencyis1.25Hz,andvbecomes7.85rad � s�1.

In general, 10–15 harmonics are sufficient to describe
hemodynamic variables, such as pressure, flow, or volume
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(44,45). Also, to avoid aliasing, the sampling frequency
should be twice as high as the frequency of the signal
one is measuring (Nyquist limit). Thus, when measuring
hemodynamic data in humans, the frequency response of
the equipment should be > 2� 15� 1.25 Hz, or > 37.5 Hz.
These requirements are commonly met by Hi–Fi pressure
tip catheters (e.g., Millar catheters) with a measuring
sensor embedded within the tip of the sensor, but not by
the fluid-filled measuring systems that are frequently used
in the clinical setting. Here, the measuring sensor is out-
side the body (directly or via extra fluid lines) connected to
a catheter. Although the frequency response of the sensor
itself is often adequate, the pressure signal is being dis-
torted by the transmission via the catheter (and fluid lines
and eventual connector pieces and three-way valves). The
use of short, rigid, and large bore catheters is recommended,
but it is advised to assess the actual frequency response of
the system (as it is applied in vivo) if the pressure data is
being used for purposes other than patient monitoring. Note
that in small rodents like the mouse, where heart rate is as
high as 600 beats min�1, the fundamental frequency is 10
Hz, posing much higher measuring equipment require-
ments with a frequency response flat up to 300 Hz.

Impedance Z is generally defined as the ratio of pressure
and flow: Z¼P/Q, and thus has the dimensions of
mmHg�mL�1 s [kg�m�4�s�1 in SI units; dyn�cm�5 � s in older
units] if pressure is expressed in mmHg and flow in mL�s�1.
The parameter Z is usually calculated for each individual
harmonic, and displayed as a function of frequency. Since
both P and Q are complex numbers, Z is complex as well,
and also has a modulus and a phase angle, except for the
steady (dc) component at 0 Hz, which is nothing but the

ratio of mean pressure and mean flow (i.e., the value of
vascular resistance). For all higher harmonics, the mod-
ulus of the nth harmonic is given as jZnj ¼ jPnj/jQnj, and its
phase, Fz, is given as FPn �FQn .

Arterial impedance requires simultaneous measure-
ment of pressure and flow at the same location. Although
it can be calculated all over the arterial tree, it is most
commonly measured at the entrance of the systemic or
pulmonary circulation, and is called ‘input’ impedance,
often denoted as Zin. The parameter Zin fully captures
the relation between pressure and flow, and is determined
by all downstream factors influencing this relation (arter-
ial network topology, branching patterns, stiffness of the
vessel, vasomotor tone, . . .). In a way, it is a powerful
description of the arterial circulation, since it captures
all effects, but this is at the same time its greatest weak-
ness, as it is not very sensitive to local changes in arterial
system properties, such as focal atherosclerotic lesions.

The interpretation of (input) impedance is facilitated by
studying the impedance of basic electrical or mechanical
‘‘building blocks’’ (43–45): (1) When a system behaves
strictly resistive, there is a linear relation between the
pressure (difference) and flow. Pressure and flow are
always in phase, Zn is a real number and Fz is zero.
(2) In the case where there is only inertia in a system,
pressure is ahead of flow; for sine waves, the phase differ-
ence between both is a quarter of a wavelength, or þ 908 in
terms of phase angle. (3) In the case where the system
behaves like a capacitor, flow is leading pressure, again 908
out of phase, so that Fz is � 908.

Figure 5 displays the input impedance of these funda-
mental building blocks, as well as Zin calculated from the
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Figure 5. (a and b) Impedance modulus (a) and phase angle (b) of fundamental electrical/mechanical
building blocks of the arterial system: resistance (R; 1.028 mmHg�mL�1�s (137.0� 106 Pa�m�3�s)),
inertia [L; 0.065 mmHg�mL�1�s2 (8.7�106 Pa�m�3�s2)] and compliance [C; 2.25 mL�mmHg�1

(16.9� 10�9 m3�Pa�1)]. (c and d) input impedance modulus (c) and phase (d) calculated from
aortic pressure and flow given in Fig. 1.



aorta pressure and flow shown in Fig. 1. The impedance
modulus drops from the value of total systemic vascular
resistance at 0 Hz to much lower values at higher frequen-
cies. The phase angle is negative up until the fourth
harmonic, showing that capacitive effects dominate at
these low frequencies, although the phase angle never
reaches � 908, indicating that inertial effects are present
as well. For higher harmonics, the phase angle is close to
zero, or at least oscillating around the zero value. At the
same time, the modulus of Zin is nearly constant. For these
high frequencies, the system seems to act as a pure resis-
tance, and the impedance value, averaged over the higher
harmonics, has been termed the characteristic impedance
(Z0).

The Arterial System as a ‘‘Windkessel’’ Model

The most simple approximation of the arterial system is
based on observations of reverend Stephen Hales (1733),
who drew the parallel between the heart ejecting in the
arterial tree, and the working principle of a fire hose (46).
The pulsatile action of the pump is damped and trans-
formed into a quasicontinuous outflow at the downstream

end of the system, that is, the outflow nozzle for the fire
hose and the capillaries for the cardiovascular system. In
mechanical terms, this type of system behavior can be
simulated with two mechanical components: a buffer reser-
voir (compliant system) and a downstream resistance. In
1899, Otto Frank translated this into a mathematical
formulation (47,48), and it was Frank who introduced
the terminology ‘‘windkessel models’’, windkessel being
the German word for air chamber, as the buffer chamber
used in the historical fire hose. The windkessel models are
often described as their electrical analogue (Fig. 6).

The Two-Element Windkessel Model. While there are
many different ‘‘windkessel’’ models in use (49,50), the
two basic components contained within each model are a
compliance element, C (mL�mmHg�1 or m3�Pa�1), and a
resistor element, R (mmHg�mL�1�s or Pa�m�3�s in SI units).
The compliance element represents the volume change
associated with a unit change in pressure; R is the pressure
drop over the resistor associated with a unit flow. In
diastole, when there is no new inflow of blood into the
compliance, the arterial pressure decays exponentially
following P(t)¼P0e�t/RC. The parameter RC is the product
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Figure 6. (a and b) Electrical analog and mechanical representation of a two- and three-element
windkessel model. (c) Agreement between measured pressure, and the pressure obtained after
fitting a two- and three-element windkessel model to the pressure (1 mmHg¼133.3 Pa) and flow
data from Fig. 1. Model parameters are R¼ 1.056 mmHg�mL�1� s (140.8� 106 Pa�m�3�s) and C
¼ 2.13 mL�mmHg�1 (16.0�10�9 m3�Pa�1) for the two-element windkessel model; R¼ 1.028 mm
Hg�mL�1� s (137.0� 106 Pa�m�3�s). C¼ 2.25 mL�mmHg�1 (16.9�10�9 m3�Pa�1) and Z0¼ 0.028
mmHg�mL�1�s (3.7�106 Pa�m�3�s) for the three-element windkessel model. (d and e) Input impedance
modulus (d) and phase angle (e) of these lumped parameter models and their match to the in vivo
measured input impedance (1 mmHg�mL�1�s¼ 133.3�106 Pa�m�3�s).



of R and C and is called the arterial decay time. The higher
the RC time, the slower the pressure decay. It is the time
required to reduce P0 to 37% of its initial value (note that
the 37% is a theoretical value, usually not reached in vivo
because the next beat impedes a full pressure decay). One
can make use of this property to estimate the arterial
compliance: By fitting an exponential curve to the diastolic
decaying pressure, RC is obtained and thus, when R is
known we also know C (49,51–53). This method is known as
the decay time method.

For typical hemodynamic conditions in humans at rest
(70 beats �min�1, systolic/diastolic, and mean pressure of
120 (16.0 kPa), 80 (10.7 kPa), and 93 (12.4 kPa) mmHg
respectively, stroke volume 80 mL), mean flow is 93 mL�s�1

(0.93� 10�4 m3�s�1), and R is 1 mmHg (mL�s�1)
(133.3� 106 Pa�m�3�s). Assuming that the whole stroke
volume is buffered in systole, C can be estimated as the
ratio of stroke volume and pulse pressure (systolic–diasto-
lic pressure difference), � 2 mL�mmHg�1 (1.50� 10�8

m3�Pa�1). This value is considered as an overestimation
of the actual arterial compliance (49,54). In humans, RC
time is thus of the order of 1.5–2 s.

The question, How well does a windkessel model repre-
sents the actual arterial system?, can be answered by
studying the input impedance of both. In complex formula-
tion, the input impedance of a two-element windkessel
model is given as

Zi�WK2 ¼
R

1þ ivRC

with i the complex constant, and v¼ 2pf, f is the fre-
quency. The dc value (0 Hz) of Zin is thus R; at high
frequencies, it becomes zero. The phase angle is 0 at 0
Hz, and � 908 for all other frequencies. Compared to input
impedance as measured in mammals, the behavior of a
two-element windkessel model reasonably represents the
behavior of the arterial system for the low frequencies (up
to third harmonic), but not for higher frequencies
(43,49,54) (Fig. 6). This means that it is justified to use
the model for predicting the low frequency behavior of the
arterial system, that is, the low frequency response to a
flow input. This property is used in the so-called ‘‘pulse
pressure method’’, an iterative method to estimate arter-
ial compliance: with R assumed known, the pulse pressure
response of the two-element windkessel model to a (mea-
sured) flow stimulus is calculated with varying values of
C. The value of C yielding the pulse pressure response
matching the one measured in vivo, is considered to be
the correct one (55). Compared to the decay time method,
the advantage is that the pulse pressure method is insen-
sitive to deviations of the decaying pressure from the true
exponential decay (53).

The Three-Element and Higher Order Windkessel
Models. The major shortcoming of the two-element wind-
kessel model is the inadequate high frequency behavior
(43,49,56). Westerhof et al.resolved this problem by adding
a third resistive element proximal to the windkessel,
accounting for the resistive-like behavior of the arterial
system in the high frequency range (56). The third element
represents the characteristic impedance of the proximal

part of the ascending aorta, and integrates the effects of
inertia and compliance. Adding the element, the input
impedance of the three-element windkessel model becomes

Zi�WK3 ¼ Z0 þ
R

1þ ivRC

it making the phase angle negative for lower harmonics,
but returns to zero for higher harmonics, where the
impedance modulus asymptotically reaches the value of
Z0. For the systemic circulation, the ratio of Z0 and R is
0.05–0.1 (57).

The major disadvantage of the three-element wind-
kessel model is the fact that Z0, which should represent
the high frequency behavior of the arterial system, plays a
role at all frequencies, including at 0 Hz. This has the effect
that, when the three-element windkessel model is used to
fit data measured in the arterial system, the compliance is
systematically overestimated (53,58): the only way to ‘‘neu-
tralize’’ the contribution of Z0 at the low frequencies, is to
artificially increase the compliance of the model. The
‘‘ideal’’ model would incorporate both the low frequency
behavior of the two-element windkessel model, and the
high frequency Z0, though without interference of the
latter at all frequencies. This can be achieved by adding
an inertial element in parallel to the characteristic impe-
dance, as demonstrated by Stergiopulos et al. (59), elabor-
ating on a model first introduced by Burattini et al. (60).
For the DC component and low frequencies, Z0 is bypassed
through the inertial element. For the high frequencies, Z0

takes over. It has been demonstrated, fitting the four-
element windkessel model to data generated using an
extended arterial network model, that L effectively repre-
sents the total inertia present in the model (59).

Obviously, by adding more elements, it is possible to
develop models that are able to further enhance the match-
ing between model and arterial system behavior (49,50),
but the uniqueness of the model may not be guaranteed,
and the physiological interpretation of the model elements
is not always clear.

Although lumped parameter models cannot explain all
aspects of hemodynamics, they are very useful as a concise
representation of the arterial system. Mechanical versions
are frequently used in hydraulic bench experiments, or as
highly controllable afterload systems for in vivo experi-
ments. An important field of application of the mathema-
tical version is for parameter identification purposes:
fitting arterial pressure and flow data measured in vivo
to these models, the arterial system can be characterized
and quantified (e.g., the total arterial compliance) through
the model parameter values (43,49).

It is important to stress that these lumped models
represent the behavior of the arterial system as a whole,
and that there is no relation between model components
and anatomical parts of the arterial tree (43). For example,
although Z0 represents the properties of the proximal
aorta, there is no drop in mean pressure along the aorta,
which one would expect if the three-element windkessel
model were to be interpreted in a strict anatomical way.
The combination of elements simply yields a model that
represents the behavior of the arterial system as it is seen
by the heart.
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Wave Propagation and Reflection in the Arterial Tree

As already stressed, lumped parameter models simply
represent the behavior of the arterial system as a whole,
and as seen by the heart. As soon as the model is subjected
to flow or pressure, there is an instantaneous effect
throughout the whole model. This is not the case in the
arterial tree: when measuring pressure along the aorta, it
can be observed that there is a finite time delay between
the onset of pressure rise and flow in the ascending and
distal aorta (Fig. 7). The pressure pulse travels with a given
speed from the heart toward the periphery.

When carefully analyzing pressure wave profiles mea-
sured along the aorta, several observations can be made:
(1) there is a gradual increase in the steepness of the wave
front; (2) there is an increase in peak systolic pressure (at
least in the large-to-middle sized arteries); (3) diastolic
blood pressure is nearly constant, and the drop in mean
blood pressure (due to viscous losses) is negligible in the
large arteries. The flow (or velocity) wave profiles exhibit
the same time delay in between measuring locations, but
their amplitude decreases. Also, by comparing the pressure
and flow wave morphology, one can observe that these are
fundamentally different.

In the absence of wave reflection (assuming the aorta to
be a uniform, infinitely long elastic tube), dissipation would
only lead to less steep wave fronts, and damping of max-
imal pressure. Also, in these conditions, one would expect
similarity of pressure and flow wave morphology. Thus, the
above observations can only be explained by wave reflec-
tion. This is, of course, not surprising given the complex
anatomical structure of the arterial tree, with geometric
and elastic tapering (the further away from the heart, the
stiffer the vessel), its numerous bifurcations, and the arter-
ioles and capillaries making the distal terminations.

The Arterial Tree as a Tube. Despite the complexity
described above, arterial wave reflection is often approached
in a simple way, conceptually considering the arterial tree

as a single tube [or T-tube (62)], with one (or 2) discrete
reflection site(s) at some distance from the heart. Within the
single tube concept, the arterial tree is seen as a uniform or
tapered (visco-)elastic tube (63,64), with an ‘‘effective
length’’ (65,66), and a single distal reflection site. The input
impedance of such a system can be calculated, as demon-
strated in Fig. 8 for a uniform tube of length 50 cm, diameter
1.5 cm, Z0 of 0.275 mmHg�mL�1�s (36.7� 106 Pa�m�3�s)
and wave propagation speed of 6.2 m�s�1. The tube is ended
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Figure 7. (a) Shows both pressure (1 mmHg¼ 133.3 Pa) and flow velocity measured along the
arterial tree in a dog [after Ref. (44).] (b) Pressure wave forms measured between the aortic valve
(AoV) and the terminal aorta (Term Ao) in one patient. [Modified from Ref. 61.]

Figure 8. Input impedance modulus and phase of a uniform tube
with length 50 cm, diameter 1.5 cm, characteristic impedance of
0.275 mmHg�mL�1 � s (36.7�106 Pa�m�3�s) and wave propagation
speed of 6.2 m � s�1. The tube is ended by a (linear) resistance of
1 mmHg�mL�1 � s (133.3� 106 Pa�m�3 � s).



by a (linear) resistance of 1 mmHg�mL�1�s (133.3� 106

Pa�m�3�s). The impedance mismatch between the tube
and its terminal resistance gives rise to wave reflections
and oscillations in the input impedance pattern, and many
features, observed in vivo (67), can be explained on the basis
of this model.

Assume there is a sinusoidal wave running in the
system with a wavelength l being four times the length
of the tube. This means that the phase angle of the reflected
wave, when arriving back at the entrance at the tube, will
be 1808 out of phase with respect to the forward wave. The
sum of the incident and reflected wave will be zero, since
they interfere in a maximally destructive way. If this wave
is a pressure wave, measured pressure at the entrance of
the tube will be minimal for waves with this particular
wave length. There is a relation between pulse wave velo-
city (PWV), l, and frequency f (i.e., l¼PWV/f). Thus, in an
input impedance spectrum, the frequency fmin, where input
impedance is minimal, corresponds to a wave with a wave-
length that is equal to four times the distance to the
reflection site, L,: 4L¼PWV/fmin, or L¼PWV/4fmin and
fmin¼PWV/4L. Applied to the example of the tube, fmin

is expected at 6.2/2¼ 3.1 Hz. This equation is known as the
‘‘quarter wavelength’’ formula, and is used to estimate the
effective length of the arterial system.

Although the wave reflection pattern in the arterial
system is complex (68), pressure (P) and flow (Q) are mostly
considered to be composed of only one forward running
component, Pf (Qf) and one backward running component,
Pb (Qb), where the single forward and backward running
components are the resultant of all forward and backward
traveling waves, including the forward waves that result
from rereflection at the aortic valve of backward running
waves (69).

At all times,

P ¼ Pf þ Pb and Q ¼ Qf þQb

Furthermore, if the arterial tree is considered as a tube,
defined by its characteristic impedance Z0, the following
relations also apply:

Z0 ¼ Pf =Qf ¼ �Pb=Qb

since Z0 is the ratio of pressure and flow in the absence of
wave reflection (43–45), which is the case when only for-
ward or backward running components are taken into
consideration. The negative sign in the equation above
appears because the flow is directional, considered positive
in the direction away from the heart, and negative toward
the heart, while the value of the pressure is insensitive to
direction.

Combining these equations, P¼Pf�Z0Qb¼Pf�Z0

(Q�Qf)¼ 2Pf�Z0Q, so that

Pf ¼ ðPþ Z0QÞ=2

Similarly, it can be deduced that

Pb ¼ ðP� Z0QÞ=2

These equations were first derived by Westerhof et al., and
are known as the linear wave separation equations (67). In
principle, the separation should be calculated on individual

harmonics, and the net Pf and Pb wave then follows from
summation of all forward and backward harmonics. In
practice, however, the equations are often used in the time
domain, using measured pressure and flow as input. Note,
however, that wave reflection only applies to the pulsatile
part of pressure and flow, and mean pressure and flow
should be subtracted from measured pressure and flow
before applying the equations. An example of wave separa-
tion is given in Fig. 9.

Note also that wave separation requires knowledge of
characteristic impedance, which can be estimated both in
the frequency and time domain (70). When discussing
input impedance, it was already noted that for the higher
harmonics (>fifth harmonic), Zin fluctuates around a con-
stant value, Z0, and with a phase angle approaching zero.
Assuming wave speed to be � 5 m � s�1, the wave length l

for these higher harmonics (e.g., the fifth harmonic for a
heart rate of 60 beats �min�1), being the product of the
wave speed and wave period (0.2 s) becomes shorter (1 m)
than the average arterial pathlength. Waves reflect at
distant locations throughout the arterial tree (with distal
ends of vascular beds < 50 cm to�2 m away from the heart
in humans), return back to the heart with different phase
angles and destructively interfere with each other, so that
the net effect of the reflected waves appears inexistent. For
these higher harmonics, the arterial system thus appears
reflectionless, and under these conditions, the ratio of
pressure and flow is, by definition, the characteristic impe-
dance. Therefore, averaging the input impedance modulus
of the higher harmonics, where the phase angle is about
zero, yields an estimate of the characteristic impedance
(43–45).

Characteristic impedance can also be estimated in the
time domain. In early systole, the reflected waves did not
yet reach the ascending aorta, and in the early systolic
ejection period, the relation between pressure and flow is
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Figure 9. Application of linear wave separation analysis to the
pressure (1 mmHg¼ 133.3 Pa) and flow data of Fig. 1. The ratio of
PPb and PPf can be used as a measure of wave reflection magni-
tude.



linear, as can be observed when plotting P as a function of Q
(70,71). The slope of the Q–P relationship during early
systole is the time domain estimate of Z0, and is in good
agreement with the frequency domain estimate (70).

Both the time and frequency domain approach, how-
ever, are sensitive to subjective criteria, such as the selec-
tion of the early systolic ejection period, or the selection of
the harmonic range that is used for averaging.

Pathophysiological Consequences of Arterial Wave
Reflection. Figure 10 displays representative carotid
artery pressure waves (� aorta pressure) for a young sub-
ject, (b), and for an older, healthy subject, (a). It is directly
observed that the morphology of the pressure wave is
fundamentally different. In the young subject, pressure
first reaches its maximal systolic pressure, and an ‘‘inflec-
tion point’’ is visible in late systole, generating a late
shoulder (P2). In the older subject, this inflection point
appears in early systole, generating an early shoulder (P1).

Measurements of pressure along different locations in
the aorta, conducted by Latham et al. (67), showed that,
when the foot of the wave on one hand, and the inflection
point on the other, are interconnected (Fig. 7): (1) these
points seem to be aligned on two lines; (2) the lines con-
necting these characteristic marks intersect. This pattern
is consistent with the concept of a pressure wave being
generated by the heart, traveling down the aorta, reflect,
and superimpose on the forward going wave. The inflection
point is then a visual landmark, designating the moment in
time where the backward wave becomes dominant over the
forward wave (61).

In young subjects, the arteries are most elastic (deform-
able), and pulse wave velocity (see below) is much lower
than in older subjects, or in patients with hypertension or
diabetes. In the young, it takes more time for the forward
wave to travel to the reflection site, and for the reflected
wave to arrive at the ascending aorta. Both interact only in
late systole (late systolic inflection point), causing little
extra load on the heart. In older subjects, on the other
hand, PWV is much higher, and the inflection point shifts
to early systole. The early arrival of the reflected wave
literally boosts systolic pressure, causing pressure aug-
mentation, and augmenting the load on the heart (72).
At the same time, the early return of the reflected wave
impedes ventricular ejection, and thus may have a nega-
tive impact on stroke volume (72,73). An increased load on
the heart increases the energetic cost to maintain stroke

volume, and will initiate cardiac compensatory mechan-
isms (remodeling), which may progress into cardiac pathol-
ogy (74–76).

Wave Intensity Analysis. With its origin in electrical net-
work theory, much of the arterial function analysis, includ-
ing wave reflection, is done in the frequency domain.
Besides the fact that this analysis is, strictly speaking,
only applicable in linear systems with periodic signal
changes, the analysis is quite complex due to the necessity
of Fourier decomposition, and it is not intuitively compre-
hensible. An alternative method of analysis, performed in
the time domain and not requiring linearity and periodicity
is the analysis of the wave intensity, elaborated by Parker
and Jones in the late 1980s (77).

Disturbances to the flow lead to changes in pressure
(dP) and flow velocity (dU), ‘‘wavelets’’, which propagate
along the vessels with a wave speed (PWV), as defined
above. By accounting for conservation of mass and momen-
tum, it can be shown that

dP� ¼ �PWVrdU�

where the ‘‘þ’’ denotes a forward traveling wave (for a
defined positive direction), while ‘‘�’’ denotes a backward
traveling wave. This equation is also known as the water-
hammer equation. Waves characterized by a dP> 0, that
is, a rise in pressure, are called compression waves, while
waves with dP < 0 are expansion waves. Note that this
terminology still reflects the origin of the theory in gas
dynamics.

Basically, considering a tube, with left-to-right as the
positive direction, there are four possible types of waves:
(1) Blowing on the left side of the tube, pressure rises (dP
> 0), and velocity increases (dU > 0). This is a forward
compression wave. (2) Blowing on the right side of the tube,
pressure increases (dP > 0), but velocity decreases (dU < 0)
with our convention. This is a backward compression wave.
(3) Sucking on the left side of the tube, pressure decreases
(dP < 0), as well as the velocity (dU < 0), but the wavefront
propagates from left to right. This wave type is a forward
expansion wave. (4) Finally, one can also suck on the right
side of the tube, causing a decrease in pressure (dP < 0)
but an increase in velocity (dU > 0). This is a backward
expansion wave.

The nature of a wave is most easily comprehended by
analysing the wave intensity, dI, which is defined as the
product of dU and dP, and is the energy flux carried by the
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Figure 10. Typical pressure wave contours mea-
sured noninvasively at the common carotid artery
with applanation tonometry in a young and old
subject, and definition of the ‘‘augmentation index’’
(AIx) (1 mmHg¼ 133.3 Pa). See text for details.



wavelet. It can be deduced from the above that dI is always
positive for forward running waves, and always negative
for a backward wave. When dI is positive, forward waves
are dominant; otherwise, backward waves are dominating.
Analysis of dP reveals whether the wave is a compression
or an expansion wave. Figure 11 shows the wave intensity
calculated from pressure and flow velocity measured in the
ascending aorta of a dog (71). A typical wave intensity
pattern is characterized by three major peaks. The first one
is a forward compression wave, associated with the ejection
of blood from the ventricle. The second positive peak is
associated with a forward running wave, but dP < 0, and
this second peak is thus a forward running expansion
wave, due to ventricular relaxation, slowing down the
ejection from the heart. During systole, reflected waves
are dominant, resulting in a negative wave intensity, but
with, in this case, positive dP. The negative peak is thus a
backward compression wave, resulting from the peripheral
wave reflections.

Further, note that similar to Westerhof’s work (69),
the wavelets dP and dU also can be decomposed in the
forward and backward components (71). It can be derived
that

dP� ¼
1

2
ðdP� rPWV dUÞ and dU� ¼ �

1

2

dP

rPWV
� dU

� �

The total forward and backward pressure and flow wave
can be obtained as

Pþ ¼ Pd þ
Xt

t¼0

dPþ

with Pd the diastolic blood pressure, which is added to the
forward wave, and P� ¼

Pt
t¼0 dP� (71). Similarly, for the

forward and backward velocity wave, it applies that

Uþ ¼
Xt

t¼0

dUþ and U� ¼
Xt

t¼0

dU�

Wave Intensity in itself, dI, can also be separated in a net
forward and backward wave intensity: dIþ¼dPþdUþ and
dI�¼dP�dU� with dI¼dIþ þ dI�.

Wave intensity is certainly an appealing method to gain
insight into complex wave (reflection) patterns, as in the
arterial system, and the use of the method is growing (78–
80). The drawback of the method is the fact that dI is
calculated as the product of two derivatives dP and dU, and
thus is highly sensitive to noise in the signal. Adequate
filtering of basic signals and derivatives is mandatory. As
for the more ‘‘classic’’ impedance analysis, it is also
required that pressure and flow be measured at the exact
same location, and preferably at the same time.

Assessing Arterial Hemodynamics in Real Life

Analyzing Wave Propagation and Reflection. The easiest
approach of analyzing wave reflection is to simply quantify
the global effect of wave reflection on the pressure wave
morphology. This can be done by formally quantifying the
observation of Murgo et al. (61), and is now commonly
known as the augmentation index (AIx). This index was
first defined in the late 1980s by Kelly et al. (81). Although
different formulations are used, AIx is nowadays most
commonly defined as the ratio of the difference between
the ‘‘secondary’’ and ‘‘primary peak’’, and pulse pressure:
AIx¼ 100 (P2�P1)/(Ps�Pd), and expressed as a percentage
(Fig. 10). For A-type waves (Fig. 10) with a shoulder
preceding systolic pressure, P1 is a pressure value char-
acteristic for the shoulder, while P2 is systolic pressure.
These values are positive. For C-type waves, the shoulder
follows systolic pressure, and P1 is systolic pressure, while
P2 is a pressure value characteristic for the shoulder, thus
yielding negative values for AIx (Fig. 10). There are also
alternative formulations in use, for example, 100(P2�Pd)/
(P1�Pd), which always yields a positive value (< 100% for
C-type waves, and > 100% for A-type waves). Both are, of
course, mathematically related to each other. Since AIx is
an index based on pressure differences and ratios, it can be
calculated from noncalibrated pressure waveforms, which
can be obtained noninvasively using techniques such as
applanation tonometry (see below). In the past 5 years,
numerous studies have been published using AIx as a
quantification of the contribution of wave reflection to
arterial load.

It is, however, important to stress that AIx is an inte-
grated measure and that its value depends on all factors
influencing the magnitude and timing of the reflected
wave: pulse wave velocity, magnitude of wave reflection,
and the distance to the reflection site. This AIx is thus
strongly dependent on body size (82). In women, the earlier
return of the reflected wave leads to higher AIx. The
relative timing of arrival of the reflected wave is also
important, so that AIx is also dependent on heart rate
(83). For higher heart rates, systolic ejection time shortens,
so that the reflected wave arrives relatively later in the
cycle, leading to an inverse relation between heart rate and
AIx.

Instead of studying the net effect of wave reflection, one
can also measure pressure and flow (at the same location)
and separate the forward and backward wave using the
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Figure 11. The concept of wave intensity analysis, applied to
pressure and flow measured in the ascending aorta of a dog.



aforementioned formulas. An example is given in Fig. 9,
using aorta pressure and flow from Fig. 1. The ratio of the
amplitude of Pb (PPb) and Pf (PPf) then yields an easy
measure of wave reflection, which can be considered as a
wave reflection coefficient, although it is to be emphasized
that it is not a reflection coefficient in a strict sense. It is not
the reflection coefficient at the site of reflection, but at the
upstream end of the arterial tree and thus also incorpo-
rates the effects of wave dissipation, playing a role along
the pathlength for the forward and backward component.

Another important determinant of the augmentation
index is pulse wave velocity, which is an interesting mea-
sure of arterial stiffness in itself. This is easily demon-
strated via the theoretical Moens–Korteweg equation for a
uniform 1D tube, stating that PWV ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eh=rD

p
with E the

Young elasticity modulus (400–1200 kPa for arteries), r the
density of blood (� 1060 kg �m�3), h the wall thickness, and
D the diameter of the vessel. Another formula, sometimes
used, is the so-called Bramwell–Hill (84) equation: PWV ¼ffiffiffiffi

A
p

@P=r@A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A=r 1=CA

p
with P intra-arterial pressure, A

cross-sectional area and CA the area compliance, @A/@P. For
unaltered vessel dimensions, an increase in stiffness
(increase in E, decrease in CA) yields an increase in
PWV. The most common technique to estimate PWV is
to measure the time delay between the passage of the
pressure, flow, or diameter distension pulse at two distinct
locations, for example, between the ascending aorta (or
carotid artery) and the femoral artery (85). These signals
can be measured noninvasively, for example, with tono-
metry (86,87) (pressure pulse) or ultrasound [flow velocity,
vessel diameter distension (88,89)]. Reference work was
done by Avolio et al., who measured PWV is large cohorts in
Chinese urban and rural communities (90,91).

When the input impedance is known, which implies that
pressure and flow are known, the ‘‘effective length’’ of the
arterial system, that is, the distance between the location

where the input impedance is measured and an ‘‘apparent’’
reflection site at a distance L, can be estimated using the
earlier mentioned quarter wavelength formula. Murgo
et al. found the effective length to be � 44 cm in humans
(61), which would suggest a reflection site near the dia-
phragm, in the vicinity of where the renal arteries branch
off the abdominal aorta. Latham et al. demonstrated that
local reflection is higher at this site (67), but one should
keep in mind that the quarter wavelength formula is based
on a conceptual model of the arterial system, and the
apparent length does not correspond to a physical obstruc-
tion causing the reflection. Nevertheless, there is still no
clear picture of the major reflection sites, which is complex
due to the continuous branching, the dispersed distal
reflection sites, and the continuous reflection caused by
the geometric and elastic tapering of the vessels
(45,64,67,68,92–96).

Central and Peripheral Blood Pressure: On the Use of
Transfer Functions. Wave travel and reflection generally
result in an amplification of the pressure pulse from the
aorta (central) toward the periphery (brachial, radial,
femoral artery) (44,45). Since clinicians usually measure
blood pressure at the brachial artery (cuff sphygmomano-
metry), this implies that the pressure measured at this
location is an overestimation of central pressure (97,98). It
is the latter against which the heart ejects in systole, and
which is therefore of primary interest.

In the past few years, much attention has been attrib-
uted to the relation between radial artery and central
pressure (99–102). The reason for this is that radial artery
pressure pulse is measurable with applanation tonometry,
a noninvasive method (86,87,103). The relation between
central and radial artery pressure can be expressed with a
‘‘transfer function’’, most commonly displayed in the fre-
quency domain (Fig. 12). The transfer function expresses
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Figure 12. Demonstration of the aorta-to-radial
pressure pulse amplification: (a and b) are car-
otid (as substitute for aorta pressure) and radial
artery pressure measured in the same subject
with applanation tonometry (1 mmHg¼133.3
Pa). (c and d) Display the modulus and phase
angle of the radial-to-aorta transfer function as
published by Ref. (99).



the relation between the individual harmonics at both
locations, with a modulus (damping or amplification of
the harmonic) and a phase angle (the time delay). In
humans, the aorta-to-radial transfer function shows a peak
� 4 Hz, so that amplification is maximal for a harmonic of
that frequency (99,101). It has been demonstrated that the
transfer function is surprisingly constant, with albeit little
variation among individuals (99). It is this observation that
led to the use of generalized transfer functions, embedded
in commercial systems, that allow us to calculate central
pressure from a peripheral pressure measurement (104).
In these systems, the transfer is commonly done using a
time domain approach [autoregressive exogenous (ARX)
models (100)]. There have been attempts to ‘‘individualize’’
the transfer function, but until now these attempts were
unsuccessful (105). The general consensus appears to be
that the generalized transfer function can be used to
estimate central systolic blood pressure and pulse pressure
(104), but that one should be cautious when using synthe-
sized central pressures for assessing parameters based on
details in the pressure wave (e.g., the augmentation index)
(106). The latter requires high frequency information that
is more difficult to guarantee with a synthesized curve,
both due to the increase in scatter in the generalized
transfer function for higher frequencies, and the absence
of high frequency information in the peripherally mea-
sured pressure pulse (99,107).

One more issue worth noting is the fact that the radial-
to-aorta transfer function peaks at 4 Hz (in humans), which
implies that the peripheral pulse amplification is fre-
quency, and thus heart rate dependent (83,108,109). In a
pressure signal, most power is embedded within the first
two to three harmonics. When heart rate shifts from 60 to
120 beats/min (e.g., during exercise), the highest amplifi-
cation thus occurs for these most powerful, predominant
harmonics, leading to a more excessive pressure amplifica-
tion. This means, conversely, that the overestimation of
central pressure by a peripheral pressure measurement is
a function of heart rate. As such, the effect of drugs that
alter the heart rate (e.g., beta blockers, slowing down heart
rate) may not be fully reflected by the traditional brachial
sphygmomanometer pressure measurement (97,98).

Practical Considerations. The major difficulty, transfer-
ring experimental results into clinical practice, is the
accurate measurement of the data necessary for the hemo-
dynamic analysis. Nevertheless, there are noninvasive
tools available that do permit ‘‘full’’ noninvasive hemody-
namic assessment in clinical conditions, as possible with
central pressure and flow.

Flow is at present rather easy to measure with ultra-
sound, using pulsed Doppler modalities. Flow velocities
can be measured in the left ventricular outflow tract and,
when multiplied with outflow tract cross-section, be con-
verted into flow. Also, velocity-encoded MRI can provide
aortic blood flow velocities.

As for measuring pressure, applanation tonometry is an
appealing technique, since it allows us to measure pressure
pulse tracings at superficial arteries such as the radial,
brachial, femoral, and carotid artery (86,87,103,110,111).
The carotid artery is located close to the heart, and is often

used as a surrogate for the ascending aorta pulse contour
(87,111). Others advocate the use of a transfer function to
obtain central pressure from radial artery pressure mea-
surement (104), but generalized transfer functions do not
fully capture all details of a central pressure (106). Never-
theless, applanation tonometry only yields the morphology
of the pressure wave and not absolute pressure values
(although this is theoretically possible, but virtually impos-
sible to achieve in practice). For the calibration of the
tracings, one still relies on brachial cuff sphygmomanome-
try (yielding systolic and diastolic brachial blood pressure).
Van Bortel et al. validated a calibration scheme in which
first a brachial pressure waveform is calibrated with
sphygmomanometer systolic and diastolic blood pressure
(81,112). Averaging of this calibrated curve subsequently
yields mean arterial blood pressure. Pulse waveforms at
other peripheral locations are then calibrated using dia-
stolic and mean blood pressure. Alternatively, one can use
an oscillometric method to obtain mean arterial blood
pressure, or estimate mean arterial blood pressure from
systolic and diastolic blood pressure using the two-third/
one-third rule of thumb (mean blood pressure¼ 2

3 diastolicþ 1
3

systolic pressure). With the oscillometric method, one
makes use of the oscillations that can be measured within
the cuff (and in the brachial artery) when the cuff pressure
is lowered from a value above systolic pressure (full occlu-
sion) to a value below diastolic pressure (no occlusion).

Nowadays, ultrasound vessel wall tracking techniques
also allow us to measure the distension of the vessel upon
the passage of the waveform (88,113). These waveforms are
quasiidentical to the pressure waveforms [but not entirely,
since the pressure–diameter relationship of blood vessels is
not linear (114,115)] and can potentially be used as an
alternative for tonometric waveforms (112,116).

When central pressure and flow are available, the arter-
ial system can be characterized using all described tech-
niques, from impedance analysis, parameter estimation by
means of a lumped parameter windkessel or tube model,
analysis of wave reflection, and so on. The augmentation
index can be derived from pressure data alone. A para-
meter that is certainly relevant to measure in addition to
pressure and flow is pulse wave velocity, as it provides both
functional information, and helps to elucidate wave reflec-
tion. For measuring the transit time (e.g., from carotid to
femoral) of the arterial pressure pulse, the flow velocity
wave or the diameter distension wave is the most com-
monly applied technique (85).

HEART–ARTERIAL COUPLING

The main function of the heart is to maintain the circula-
tion, that is, to provide a sufficient amount of blood at
sufficiently high pressures to guarantee the perfusion of
vital organs, including the heart itself. Arterial pressure
and flow arise from the interaction between the ventricle
and the arterial load. In the past few years, the coupling of
the heart and the arterial system in cardiovascular patho-
physiology has been recognized (74–76,117,118). With age-
ing or in hypertension, for example, arterial stiffening
leads to an increase of the pressure pulse and an early
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return of reflected waves, increasing the load on the heart
(73,119), which will react through adaptation (remodeling)
to cope with the increased afterload.

Factors affecting ventricular pump function are preload
(venous filling pressure and/or end diastolic volume EDV),
heart rate, and the intrinsic contractile function of the
heart muscle (here assumed to be best represented by
the slope of the end-systolic PV relation, Ees). The two
main mechanical afterload parameters determining systo-
lic and pulse pressure are total peripheral resistance (R)
and total arterial compliance (C) (120,121). Arterial blood
pressure and flow are thus determined by a limited number
of cardiac and arterial mechanical factors.

The most common framework, however, to study the
heart–arterial (or ventricular–vascular) coupling, is the
Ea�Ees framework (23,122–124), where Ea is effective
arterial elastance (125), and where Ea/Ees is a parameter
reflecting heart–arterial coupling. In the pressure–volume
plane, Ea is the slope of the line connecting the end-systolic
point (ESV, ESP) with the end-diastolic volume point on
the volume axis (EDV, 0) (Fig. 13). As such, Ea¼ESP/SV,
with SV the stroke volume. The parameter Ea can be
written as a function of three-element windkessel para-
meters describing the arterial system (125), but it has been
shown that Ea can be approximated as R/T with T the
duration of the cardiovc cycle (124,126).

The first major advantage of this framework is that it
allows us to graphically study the interaction between the
heart and the arterial system. Cardiac function is char-
acterized by the ESPVR, which is a fully defined line in the
PV plane. For a given preload (EDV) and arterial stiffness
Ea, the line characterizing the arterial system can be
drawn as well. The intersection of these two lines deter-
mines the end-systolic point (ESV, ESP), and thus the
stroke volume and (end-)systolic pressure (Fig. 13).

Second, the analysis in the PV plane also allows us to
calculate some energetic parameters, and to relate them to
Ea/Ees. It can be shown that SW is maximal only when
Ea¼Ees. Thus when Ea/Ees¼ 1. Mechanical efficiency is
maximal when Ea/Ees¼ 0.5, when arterial elastance is one-
half of the end-systolic elastance (124). In normal hearts,
the heart operates in conditions with an Ea/Ees ratio in the
range 0.5:1, and it has been shown that this ratio is
preserved in normal aging (74,75). Arterial stiffening is
thus paralleled by an increase in ventricular end-systolic
stiffness. This happens even in patients with heart failure,

but with preserved ejection fraction (76). In this patient
population, both Ea and Ees are higher than expected with
normal ageing, but the ratio is more or less preserved.

Although the Ea/Ees parameter certainly has its value, it
has been shown under experimental conditions that the Ea/
Ees range, where the heart operates near optimal effi-
ciency, is quite broad (122,127). Thus the parameter is
not a very sensitive tool to detect ‘‘uncoupling’’ of the heart
and the arterial system, which commonly implies a
increase in Ea and a poorer ventricular function (depressed
Ees) leading to increased Ea/Ees ratios (128,129). Also, one
should not focus only on the coupling, but also on the
absolute values of Ea and Ees. Increased stiffening leads
to hypertensive response in exercise, where small changes
in volume (filling volumes, stroke volumes) have an ampli-
fied effect on arterial pressure and workload, and lead to an
increased energy cost to increase stroke volume (75,76).

By using dimensional analysis, Stergiopulos et al. (130)
and later Segers et al. (131), demonstrated that blood
pressure and stroke volume are mainly determined by
ventricular preload, and by 2 dimensionless parameters:
EesC and RC/T, where T is the heart period. The first is the
product of ventricular (end-systolic) stiffness and arterial
compliance; the latter is the ratio of the time constant of
arterial blood pressure decay (RC) and the heart period.

It is also worth noting the link between the coupling
parameters as proposed by Stergiopulos et al., and Ea/Ees:
(RC/T)/(EesC)¼ (R/T)/Ees�Ea/Ees. Ea/Ees thus combines
the two coupling parameters following from the dimen-
sional analysis into a single dimensionless parameter. This
is, however, at the cost of eliminating the contribution of
total arterial compliance from the parameter. Within this
perspective, the terminology of Ea as arterial stiffness, is
perhaps not entirely justified, as it is a parameter related to
peripheral resistance and the heart period, rather than to
arterial compliance or stiffness (126).

Finally, it should be mentioned that heart–arterial inter-
action can also be studied within the pump function frame-
work of Westerhof and co-workers (Fig. 13). While the
function of the heart can be described with the pump func-
tion graph, the function of the arterial system can be dis-
played in the same graph. In its simplest approximation,
considering only mean pressure and flow, the arterial sys-
tem is characterized by the total vascular resistance. In a
pump function graph, this is represented by a straight line:
mean flow is directly proportional to mean arterial pressure.
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Figure 13. Heart–arterial coupling
using the Ea–Ees (a) of the pump
function graph (b) framework. In
both cases, the intersection between
the curves characterizing the ven-
tricle and the arterial system deter-
mines the working point of the
cardiovascular system.



The intersection with the pump function graph yields the
working point of the cardiovascular system. Note, however,
that although both the pump and arterial function curve are
displayed in the same figure, their y axis is not the same.
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HIGH FREQUENCY VENTILATION

J. BERT BUNNELL

Bunnell Inc.
Salt Lake City, Utah

INTRODUCTION

High frequency ventilators (HFVs) were designed to elim-
inate many of the problems that conventional ventilators

create as they try to mimic normal breathing. When we
breathe normally, we draw gas into the lungs by creating a
negative pressure with our diaphragm. Iron lungs were
created to replicate that activity, and they worked very
well for thousands of polio patients. However, when
patients are sealed off in airtight iron lungs numerous
practical problems unrelated to breathing arise.

Positive pressure ventilators made assisting ventilation
much easier. Attaching the ventilator to the patient’s lungs
via an endotracheal (ET) tube greatly simplified patient
care. But, lungs, especially premature lungs, are not
designed to tolerate much positive pressure.

The lungs of prematurely borne infants have yet to be
fully formed, and they lack the surfactant that enables
alveoli to expand with very little pressure gradient. Hence,
a considerable pressure gradient must be applied to venti-
late them. Applying that pressure from the outside in, as
conventional ventilators (CVs) have been doing since the
early 1970s, causes problems. Tiny infant’s airways get
distended, alveoli are ruptured, and inflammatory sensors
are triggered. Even if an infant receives artificial surfac-
tant to lessen the need for assisted ventilation, and they
grow new lung fast enough to survive, they may well
develop chronic lung disease at a time when most of us
were just taking our first breaths. Most premature infants
outgrow their chronic lung disease, but many struggle
mightily with every virus they encounter in their first
few years of life, and they have an increased incidence of
neurodevelopmental problems, such as cerebral palsy.
Some infants lose those struggles and die of pneumonia.

Acute respiratory distress syndrome (ARDS) is the pri-
mary problem for mechanical ventilation of adults. This
disease affects �50 people per 100,000 with a mortality of
30–50%, and there have been few improvements in this
mortality rate over the past several decades.

High frequency ventilators were developed in response
to problems associated with CVs, but HFVs do not try to
replicate normal breathing. They assist ventilation using
much smaller tidal volumes delivered at rates �10 times
higher than normal. Animal and clinical studies indicate
that smaller tidal volumes cause less lung injury (1,2).

Swedish anesthesiologists in the 1970s turned up the
rate of their anesthesia ventilators to enable them to use
smaller breaths to assist patients during neurosurgery (3).
Their regular ventilators caused pulsations in blood pres-
sure, causing brain movement every time the ventilator
pushed in a breath, which was an obvious problem during
microsurgery.

Auto accident victims whose heads went through car
windshields also pose problems during surgery when
access to the lungs has to pass right through the area of
the face and neck where major reconstruction is required.
So, another anesthesiologist, Dr. Miroslav Klain, began
sticking needles into patients’ necks to gain access to their
tracheas, and he made it work by delivering very tiny
breaths at very rapid rates (4).

The HFVs have shown great promise in supporting
premature infants where fragile, underdeveloped and sur-
factant deficient lungs need to be gently ventilated until
growth and maturation allow the newborn to catch up both
anatomically and physiologically. In newborn infants,
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where various modes of positive pressure ventilation have
produced lung injury, HFVs have been widely accepted.
Early studies using HFV to treat adults with severe ARDS
have also shown promise in lessening lung injury and
improving survival (5,6).

This article will review our current understanding of
how HFVs work, the types of HFV equipment that are
available for treating infants and adults, the results of
several key animal and clinical studies that indicate how
to optimize applications of HFVs, and what controversies
remain to be resolved before HFVs can be considered as a
primary mode of ventilation.

THEORETICAL BASIS FOR HFV: HOW HFVs WORK

High frequency ventilators are different from all other
types of mechanical ventilators. They do not mimic normal
breathing; rather, they facilitate gas exchange in a manner
similar to panting in animals.

There are two elements to explaining how HFVs work
with the higher than normal frequencies and smaller than
normal tidal volumes. We begin with the assumption that
ventilation or CO2 elimination is proportional to minute
volume or frequency times tidal volume, as

V
�

CO2
/V
�

min ¼ f � VT ð1Þ

where V
�

CO2
¼ rate of carbon dioxide elimination; V

�
min¼

minute volume; f¼ ventilator frequency; and VT¼ tidal
volume.

If the practical limits of the high frequency end of this
relationship are considered, there must be a lower limit on
tidal volume size that will effectively provide alveolar ven-
tilation. That lower limit is related to the effective or phy-
siologic dead space of the lungs by the following equation:

V
�

A ¼ f � ðVT � VDÞ ð2Þ

where V
�

A¼ alveolar ventilation, and VD¼ effective or phy-
siologic dead space.

Thus, as tidal volume approaches the size of the effective
dead space of the lungs, ventilation of the alveoli becomes nil.

Physiologic Dead Space and the Lower Limit of Tidal Volume

Anatomic dead space of mammalian lungs is generally
considered to be 2 mL	kg�1 body weight (7). When one
breathes normally, effective or physiologic dead space must
be at least as large as anatomic dead space, because one
pushes the dead space gas back into the alveoli ahead of the
fresh gas during inhalation. What happens in the panting
animal is another matter, as Henderson and associates
described in 1915 (8).

Henderson et al. (8) demonstrated that panting animals
breathe very shallowly as well as rapidly. They hypothe-
sized that physiologic dead space changes at rapid respira-
tory rates in mammals, and they measured these effects on
themselves. They also performed a series of experiments
using smoke to demonstrate how inhaled gas penetrates
through the anatomic dead space with rapid inhalations in
a manner that makes physiologic dead space become less
than anatomic dead space (Fig. 1).

Regardless of how much physiologic dead space can be
reduced in the panting animal, there is still the matter of
providing adequate alveolar ventilation as defined by Eq. 2.
Thus, the extent to which smaller tidal volumes can be
used to ventilate the alveoli has to be balanced by an
increase in breathing frequency, as defined by Eq. 1.
Panting animals breathe very rapidly, of course, but
humans do not pant as a rule. So, how can the benefits of
increasing ventilator frequency for humans be explained?

The Natural Frequency of the Lungs

There is a mechanical advantage to ventilating lungs at
frequencies higher than normal breathing frequency. This
phenomenon was revealed by a diagnostic technique for
measuring airway resistance called forced oscillations (9).

Applying forced oscillations to measure airway resis-
tance requires a person to hold a large bore tube in their
mouth and allow small volumes of gas to be oscillated in
and out of their lungs by a large loudspeaker. The fre-
quency of oscillations produced by the speaker is varied
through a spectrum from low (�1 Hz) to high (�60 Hz),
and the pressure amplitudes of the oscillations are mea-
sured along with the flow rate of the gas that is passing in
and out of the lungs (Fig. 2 depicts the test set up).
Although the volume of gas moving in and out of the
lungs is a constant, pressure amplitude varies with fre-
quency and is minimized at the resonant or natural
frequency of the lungs.

The concept that the lungs have a natural frequency is
explained by consideration of lung mechanics. There are
three elements to lung impedance (those things that
impede the flow of gas in and out of the lungs): airway
resistance, lung compliance, and inertance. We normally
are not concerned about inertance, since it is concerned
with the energy involved in moving the mass in the system,
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Figure 1. Henderson’s smoke experiment. (a) A long thin spike or
jet stream of smoke shoots downstream when suddenly blown into
a glass tube. (b) The jet stream disappears when flow stops and
diffusion takes place. (c) This effect can be duplicated in the
opposite direction if fresh gas is drawn back into the smoke filled
tube with a sudden inhalation. (d) Imperfections in the tube walls
(such as a bulb) have little effect on the shape of the jet stream.
(Adapted with permission from Ref. 8, p. 8. # 1915, American
Physiology Society.)



most of which is gas, and gas does not have much mass.
Therefore, itdoesnottakemuchenergytoovercomeinertance
when one breathes: unless one is breathing very rapidly.

In the forced oscillations determination of airway resis-
tance, the point of minimum pressure amplitude marks the
frequency at which the energy necessary to overcome the
elasticity of the lungs is supplied by the energy temporarily
stored in the inertial elements of the system (i.e., the gas
rushing in). (We normally measure lung elasticity inver-
sely as lung compliance.) As the lungs recoil at the end of
the gas-in phase, the elasticity of the lungs imparts its
energy to turn the gas around and send it back out to the
loudspeaker.

When the natural frequency or resonance is reached,
the speaker and lungs exchange the gas being forced in and
out of the lungs with ease. The lungs and the speaker
accept the gas and recoil at just the right times to keep the
gas oscillating back and forth with minimal energy
required to keep the gas moving. At this point, the only
element impeding gas flow is frictional airway resistance,
which works against the gas coming in and going out. Its
value can be calculated by dividing pressure amplitude by
the gas flow rate when pressure amplitude is minimized.

The smaller the lungs are, the higher the natural fre-
quency. The natural frequency of adult lungs is �4 Hz,
while that of premature infant lungs is closer to 40 Hz.

Putting Two and Two Together: How Can We HFV?

Combining the two concepts that describe the relationships
of gas velocity, physiologic dead space, breathing fre-
quency, and lung mechanics led us to HFV. We reported
that one can then achieve adequate minute ventilation and
compensate for very small tidal volumes in paralyzed
animals by increasing ventilatory frequency to several
hundred breaths per minute in 1978 (10). Pushing small
volumes of gas into the lungs at high velocities reduced
effective dead space volume and pushed the lower limit of
effective tidal volume below anatomic dead space volume

(�2 mL	kg�1). Increasing frequency to near resonant fre-
quency also allowed us to minimize airway pressure.

As HFVs were developed and clinical use in newborn
intensive care units (NICUs) became widespread in the
1980 and 1990s, numerous theories and experiments
refined our concepts of how it all works. A number of
prominent physiologists and bioengineers tackled the ana-
lysis and interpretation of gas exchange within the lungs
during HFV while clinicians were seeking to identify appro-
priate applications of the new technique and all its intri-
cacies. A few notable contributions will be discussed here.

Fredberg (11) and Slutsky et al. (12) analyzed mechan-
isms affecting gas transport during high frequency oscilla-
tion, expanding traditional concepts of convection and
diffusion to include their combined effects, and termed the
collection: augmented transport. Their analyses and those of
Venegas et al. (13) and Permutt et al. (14) revealed that our
traditional appreciation of the relationship between minute
volume and CO2 elimination must be modified during HFV
to reflect the increased contribution of tidal volume, as

VCO2
/ f a � Vb

T ð3Þ

where the exponent b is greater than the exponent a. For
practical purposes, most people now accept this relation-
ship as

V
�

CO2
/ f � V2

T ð4Þ

Slutsky also explored the limitations of HFV by mea-
suring the effect of bronchial constriction on gas exchange.
When the peripheral airways of dogs were constricted by
administration of histamine, HFOV was no longer as effec-
tive at higher frequencies. (This issue is discussed later
when the effectiveness of various types of HFVs for differ-
ent pathophysiologies are explored.)

Venegas and Fredberg explored the importance of fre-
quency during HFV in their classic paper of 1994, subtitled:
‘‘Why does high frequency ventilation work?’’ (15). They
found that the resonant frequency of the smallest prema-
turely born infant with RDS (respiratory distress syn-
drome) is approximately 40 Hz. At that frequency, the
minimum pressure amplitude is required to ventilate the
lungs. However, the shape of theoretical curves of pressure
amplitude measured at the carina versus frequency for
infants with various lung conditions is most interesting as
illustrated in Fig. 3, which was constructed using their
concepts.

Figure 3 illustrates four essential considerations con-
cerning the application of HFV for newborn infants.

1. Decreasing lung compliance moves the optimal fre-
quency for HFV to the right (i.e., toward higher
frequencies).

2. Increasing airway resistance moves the optimal fre-
quency for HFV to the left (i.e., toward lower fre-
quencies); and

3. There is diminishing value in applying HFV for
infants at frequencies above ~ 10 Hz as far as airway
pressure is concerned.

4. Choosing to operate at the ‘‘corner frequency’’ is an
appropriate choice for HFV since there is little benefit
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above that frequency and more chance for gas trap-
ping. Venegas and Fredberg define corner frequency
as that frequency above which airway pressure
required to provide adequate ventilation no longer
rapidly decreases.

In other words, ventilating premature babies at 10
breaths 	 s�1 is practically as efficient as ventilating them
at their theoretical resonant frequency of 40 ‘‘breaths’’ 	 s�1,
where the danger of gas trapping is greatly increased.
Patients with increased airway resistance require more
careful consideration of the decreased benefits of exceeding
the corner frequency and are more safely ventilated at
lower frequencies.

One can calculate the resonant and corner frequencies if
values of lung compliance (CL), airway resistance (Raw),
and inertance (I) are known, but that is rarely the case with
patients in intensive care. Venegas and Fredberg provided
the following formulas:

f0 ¼ 1=ð2p
ffiffiffiffiffiffiffi
C̄IÞ

q
ð5Þ

where f0¼ resonant frequency, and

fc ¼ 1=ð2pCRÞ ð6Þ

where fc¼ corner frequency. (Plug in typical values for lung
compliance, inertance, and airway resistance of a pre-
mature infant, 0.5 mL	cm�1 H2O, 0.025 cm H2O	L	s�2,
and 50 cm H2O	L�1	s�1, respectively, and f0¼ 45	s�1 and
fc¼ 6.4	s�1.)

Finally, Venegas and Fredberg illustrated the value of
using appropriate levels of positive end-expiratory pres-
sure (PEEP). The PEEPs of 5–10 cm H2O dramatically
decrease the pressure amplitude necessary to ventilate
premature infants at all frequencies when lung compliance
is normal, and at all frequencies above �6 Hz when lung
compliance is reduced.

HFV EQUIPMENT

Design Classifications

Figures 4–7 illustrate four different ways HFVs have been
created. Figure 4 illustrates high frequency positive-
pressure ventilation (HFPPV), which is basically a CV that
operates at HFV rates. Early devices worked in this man-
ner, but they seldom worked at the very high frequencies
used with infants.

Figure 5 illustrates high frequency flow interruption
(HFFI), where positive pressure oscillations are created by
releasing gas under pressure into the breathing circuit via
an HFV valve mechanism. The valve may be a solenoid
valve or valves, a spinning ball with a hole in it, and so on.
Early HFVs used long, small diameter exhaust tubes to
increase impedance to gas flow oscillating at HFV frequen-
cies in the expiratory limb so that the HFV oscillations
would preferentially flow in and out of the patient.

High frequency oscillatory ventilators (HFOVs) work in
a similar manner to HFFIs, as shown in Fig. 6, except that
the pressure oscillations in the patient’s breathing circuit
are caused by an oscillating piston or diaphragm. Again,
the impedance of the expiratory limb of the circuit tubing
must be higher than the impedance of the patient and his
ET tube when the gas flowing through the circuit is
oscillating at HFV frequencies. The major difference
between HFOV and HFFI is that pressure in the venti-
lator circuit during HFOV oscillates below atmospheric
pressure in an effort to actively assist the patient’s expira-
tion. (This topic is discussed further below when gas
trapping is addressed.)

Finally, Fig. 7 illustrates high frequency jet ventilation
(HFJV), where inspiratory gas is injected into the patient’s
ET tube via a jet nozzle. Jet nozzles have been fashioned
out of needles or built into special ET tubes or ET tube
adapters as discussed below.

Each HFV approach introduces fresh gas into the
patient’s airway at about 10 times the patient’s normal
breathing frequency. The last three designs incorporate a
separate constant flow of gas that passes by the patient’s
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Figure 3. Theoretical peak carinal pressures for infants with
normal lungs and lungs with poor compliance (RDS), poor airway
resistance (asthma), and both conditions (RDSþPIE). Note how
infants with RDS are well served using the corner frequency (fc) of
�10 Hz (600 breaths per minute, bpm). Larger patients will exhibit
curves with nearly identical shapes, but they will all be shifted to
the left. (Adapted with permission from Ref. 15.)
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ET tube and out a large orifice valve to control baseline
PEEP and mean airway pressure in the circuit. The
patient may also breathe spontaneously from this gas
stream, which may be provided by a built-in mechanism
or by a separate conventional ventilator. Conventional
IMV (intermittent mandatory ventilation) may be com-
bined with HFV in this way. Additional hybrid devices
that are more difficult to characterize have also been
created, but the currently most common used HFVs are
HFOVs, HFJVs, and conventional ventilators with built-in
HFOV modules.

In the early 1980s, the FDA (U.S. Food and Drug
Administration) decided that 150 breaths	min�1 would
be the lower limit of what they would define as an
HFV, and they placed rigorous Class III restrictions on
any ventilator that operates above that frequency. As a
result, there have been only six HFVs approved for use in
the United States, three for infants and children, two for
adults, and one HFV that was granted Class II approval
(i.e., not needing proof of safety and efficacy since it
was substantially equivalent to devices marketed before
1976, the date U.S. law was amended to require proof of
safety and efficacy before new products can be marketed).
At least four other HFVs are available outside the United
States.

Of the FDA approved devices, two HFVs have been
withdrawn from the market by the major corporation that
acquired the smaller companies that developed them.
Therefore, we are left with one HFJV, one HFOV for
infants and children, one HFOV for children and adults,
and a Class II HFV hybrid device designed for patients of
all sizes. These four devices will be discussed in more detail
below.

HFJV: High Frequency Jet Ventilators

The HFJVs inject inspired gas into the endotracheal tube
via a jet nozzle. The Bunnell LifePulse High Frequency

Ventilator is the only HFJV currently available for inten-
sive care in the United States (Fig. 8). It was designed for
infants and children up to�10 years of age and operates at
rates between 240 and 660 bpm. It is also used in tandem
with a conventional ventilator, which provides for the
patient’s spontaneous breathing, delivery of occasional
sigh breaths, and PEEP.

The LifePulse is a microprocessor controlled, pressure
limited, time cycled ventilator that delivers heated and
humidified breaths to the ET tube via a LifePort adapter
(Fig. 9). A small Patient Box placed close to the patient’s
head contains an inhalation valve and pressure transducer
for monitoring airway pressures in conjunction with the
LifePort adapter. Peak inspiratory pressure (PIP) is feed-
back controlled by regulating the driving pressure (servo
pressure) behind the jet nozzle. More detailed information
on the device can be found on the manufacturer’s website:
www.bunl.com.

The theory of operation behind the LifePulse is that
pulses of high velocity fresh gas stream down the center of
the airways, penetrating through the dead-space gas, while
exhaled gas almost simultaneously moves outward in the
annular space along the airway walls. This countercurrent
action facilitates mucociliary clearance while it minimizes
effective dead space volume.

The pressure amplitude (DP) of LifePulse HFJV breaths
is determined by the difference between PIP and the CV-
controlled PEEP. Its value is displayed continuously on the
LifePulse front panel along with mean airway pressure,
PIP, PEEP, and Servo Pressure.

Servo Pressure on the LifePulse is a direct reflection of
the gas flow needed to reach the set PIP, so it varies with
the patient’s changing lung mechanics. Alarm limits are
automatically set around the Servo Pressure to alert the
operator to significant changes in the patient’s condition
as well as the tubing connecting the patient to the HFJV.
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Figure 8. Bunnell life pulse HFV. (Used with permission.
# 2003, Bunnell Inc.)

Constant 
pressure

Constant flow

High-frequency 
Flow-interrupting valve

Patient

IMV / PEEP valve
PEEP or IMV 
pressure

Exhaust

Jet
nozzle

Figure 7. Basic design of HFJVs. (Used with permission. # 2003,
Bunnell Inc.)

Constant flow

Patient
Exhaust

Paw valve

Paw Pressure

Oscillating piston or diaphragm

Figure 6. Basic design of HFOVs. (Used with permission. # 2003,
Bunnell Inc.)



A low limit alarm would infer that the patient’s lung
compliance or airway resistance has worsened, and the
LifePulse is using less gas (i.e., smaller tidal volumes) to
reach the set PIP in that circumstance. A high limit alarm
would infer that the patient’s condition has improved, larger
tidal volumes are being delivered, and the operator should
consider weaning PIP in order to avoid hyperventilation.

Alarm limits are also automatically set around moni-
tored mean airway pressure.

HFOV: High Frequency Oscillatory Ventilators

The SensorMedics 3100A HFOV for infants and children
and its sister model, the 3100B for adults, are the only pure
HFOVs currently available in the United States. Sinusoi-
dal oscillatory ventilation is produced by an electromagne-
tically driven floating piston with adjustable frequency and
amplitude. Inspiratory gas is supplied as bias flow, which
escapes from the very large diameter (1.5 in. ID, 38 mm)
patient breathing circuit via a traditional dome valve that

controls mean airway pressure. All pressures are moni-
tored at the connection to the ET tube. The SensorMedics
3100A HFOV is illustrated in Fig. 10 and more information
is available at www.sensormedics.com.

The 3100 HFOVs operate on the principle that high
frequency oscillations that are in tune with the natural
frequency of the patients lungs will preferentially move in
and out of the lungs, as opposed to the exhaust system of
the patient circuit. Haselton and Scherer illustrated a new
gas transport principle that applies to HFOV (16).
Differences in the velocity profiles of inspiration and
expiration during HFOV created by the branching archi-
tecture of the lungs enables inspiratory gas to advance
down the center of the airways while exhaled gas moves up
along the airway walls as the piston of the HFOV pulls the
gas back. The net effect of many oscillations is similar to,
but less pronounced than, the flow characteristics of HFJV
flow in the airways. Fresh gas tends to flow down the center
of the airways while exhaled gas recedes back along the
airway walls.
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Figure 9. LifePort ET tube adapter
for HFJV. (Used with permission. #
2003, Bunnell Inc.)



The 3100 HFOVs have six control settings:

1. Frequency, which is adjusted to suit patient size and
lung time constants.

2–4. Bias gas flow rate, Mean Pressure Adjust and Mean
Pressure Limit, which together set mean airway
pressure.

5. Power, which sets DP.

6. % Inspiratory Time, which sets I:E (inspiratory to
expiratory time ratio; typically set at 33%).

Mean airway pressure is the primary determinant of
oxygenation, and DP is the primary determinant of tidal
volume and ventilation (CO2 removal). However, all con-
trols are open-loop: increasing frequency decreases tidal
volume and visa versa, and changing bias gas flow rate or
power may change mean airway pressure. Mean airway
pressure is monitored in the HFOV circuit, so changes
there are apparent, but changes in tidal volume due to
setting changes or changes in a patient’s lung mechanics
are not apparent. Given the squared relationship between
tidal volume and CO2 removal noted above, changes in
frequency move PaCO2 in the opposite direction of what one
would anticipate with conventional ventilation. (Increasing
frequency increases PaCO2; decreasing frequency decreases
PaCO2.) Thus, continuous or frequent monitoring of
arterial PaCO2 is recommended during HFOV, as it is
with all HFVs and conventional ventilation of premature
infants due to the potential for cerebral injury associated
with hyperventilation (more on that topic later).

HFFIs and Other Hybrids

Conventional infant ventilators with built-in HFV mod-
ules, such as the Dräger Babylog 8000 plus (Dräger
Medical AG & Co. KGaA) and the popular Infant Star
Ventilator, which will no longer be supported by its man-
ufacturer after May 2006, have been widely used in the

United States, Canada, Europe, and Japan. In general,
these hybrid HFVs are not as powerful as the stand-alone
HFVs, so their use is limited to smaller premature infants
(<2 kg). The VDR Servolator Percussionator (Percussio-
naire Corporation, Sand Point ID), however, was designed
to ventilate adults as well as premature infants. (Detailed
information on these devices can be viewed on the manu-
facturers’ websites: www.draeger-medical.com and www.
percussionaire.com.) The mechanical performances of these
devices vary widely, as do their complexities of operation
and versatilities as infant ventilators. (See the section
Equipment Limitations.)

Design Philosophy for Clinical Applications

The philosophy for controlling arterial blood gases with
HFVs is similar to that used with pressure-limited con-
ventional ventilation, especially when HFVs are used to
treat homogeneous lung disorders such as RDS (respira-
tory distress syndrome) in prematurely born infants. The
alveoli of these surfactant-deficient lungs must be opened
with some type of recruitment maneuver and kept open
with appropriate mean airway pressure (Paw) or PEEP in
order for the lungs to make oxygen available to the blood
stream. Ventilation is accomplished at a frequency propor-
tionate to the patient’s size and lung mechanics using a
peak airway pressure or pressure amplitude above PEEP
that creates a tidal volume that produces an appropriate
arterial PCO2. Pulse oximeters, which report the oxygen
percent saturation of arterial blood, are great indirect
indicators of when lungs have opened up, because oxyge-
nation is highly dependent on the number of alveoli that
are open and participating in gas exchange with the blood
stream. Chest wall motion is a good indirect indicator of
ventilation since it reflects the amount of gas that is
passing in and out of the lungs.

The usual approach to initiation of HFV is to choose a
frequency that is appropriate for the size of the patient and
his lung mechanics, starting with 10 Hz or 600 bpm for the
smallest premature infant with RDS and working down-
ward as the size of the patient increases and lung
mechanics improve. A good rule of thumb is to choose a
frequency 10 times greater that the patient’s normal
breathing frequency, which would put HFV for adults at
rates <200 bpm. Higher rates may be used with HFOV
since exhalation is nonpassive, but gas trapping can still
result unless mean airway pressure is kept high enough to
keep the airways open during the active exhalation phase.
Operating an HFOV with a 33% inspiratory time (I:E¼ 1:2)
lessens negative pressure during exhalation compared to
longer I-times (e.g., I:E¼ 1:1) thereby decreasing the
potential for causing airway collapse.

With HFJV, the shortest possible inspiratory time
(�0.020 s) usually works best; it maximizes inspiratory
velocity, which helps reduce effective dead space, and
minimizes I:E, which allows more time for exhalation to
avoid gas trapping. These characteristics also minimize
mean airway pressure, which is very useful when treating
airleaks and for ventilation during and after cardiac sur-
gery. The high velocity inspirations also enable ventilation
of patients with upper airway leaks and tracheal tears.
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Figure 10. SensorMedics 3100A high frequency oscillatory ven-
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Treatment of obstructive lung disorders absolutely
requires longer exhalation times, so HFV must be used
at lower frequencies on these patients. HFJV I:E varies
from 1:3.5 to 1:12 as frequency is reduced from 660 to
240 bpm when inspiratory time is held constant at its
shortest value.

The HFV is not intended and may in fact be contra-
indicated for patients with asthma, unless helium–oxygen
mixtures become part of the mix (17).

Once a frequency and duty cycle (% I-time or I:E) is
chosen, airway pressure settings (PIP, PEEP, orDP) are set
to provide HFV tidal volumes that noticeably move the
chest. If chest wall movement is not apparent, ventilation
is probably not adequate. Use of transcutaneous CO2 mon-
itoring is of great benefit here.

Finally, mean airway pressure (Paw) or PEEP must be
optimized. Too little Paw or PEEP will lead to atelectasis
and hypoxemia, and too much Paw or PEEP will interfere
with cardiac output. One of the true benefits of HFV,
however, is that higher Paw and PEEP can be used without
increasing the risk of iatrogenic lung injury. (The small
HFV tidal volumes do not create the same potential for
creating alveolar ‘‘stretch’’ injury as larger CV tidal
volumes do.) Pulse oximeters can be great indirect indica-
tors of appropriate lung volume, but one must be vigilant in
detecting signs of decreased cardiac output.

Conventional ventilation is sometimes required or
available for tandem use with certain HFVs. The CV
breaths are most useful with nonhomogeneous lung dis-
orders and to facilitate alveolar recruitment with atelec-
tatic lungs. The usual strategy is to reduce CV support
when starting HFV (assuming the patient is on CV prior to
HFV) to 5–10 bpm while optimal Paw and PEEP is being
sought, and then reduce CV support further.

Now some of the performance differences in HFV equip-
ment and how those differences may affect successful HFV
implementation will be examined.

HFV Equipment Limitations

There have been few head-to-head comparisons of HFV
equipment. The most recent comparison were by Hatcher
et al. and Pillow et al. where they compared several neo-
natal HFOVs and found wide variations in performance,
complexity, and versatility (18,19). Pillow et al. concluded
that the clinical effects of manipulating ventilator settings
may differ with each HFOV device. In particular, the
pressure amplitude required to deliver a particular tidal
volume varies with device, and the effect of altering fre-
quency may result in very different effects on tidal volume
and PaCO2.

The first rigorous analysis of HFVs was undertaken by
Fredberg et al. in preparation for the HiFi Study (20). They
bench tested eight HFVs in an effort to provide the clin-
icians who were to participate in the study comparative
data that they could use to select an HFV for use in their
study. (They selected the Hummingbird HFOV, manufac-
tured by MERA of Japan.) Despite the wide diversity of
ventilator designs tested, certain common features
emerged. In almost all devices, delivered tidal volume
was sensitive to endotracheal tube size and airway resis-

tance and invariant with respiratory system compliance.
These results supported the theoretical basis for why high
frequency ventilation may be a better treatment for RDS
compared to pressure-limited CV (conventional ventila-
tion), because low lung compliance is its paramount patho-
physiologic feature.

These HFV bench tests also found that tidal volume
decreased with increasing frequency with all HFOVs
where I:E (inspiratory to expiratory time ratio) was held
constant and was invariant with HFJV and HFFI devices
where I-time was held constant. Peak inspiratory flow
rates for a given tidal volume and frequency were signifi-
cantly higher with the HFJV and HFFI as well. Proximal
airway pressure was also a poor indicator of distal pressure
with all devices.

Two other studies compared HFJV to HFOV. Boros and
associates compared the pressure waveforms measured at
the distal tip of the endotracheal tube of the Bunnell
LifePulse HFJV and the Gould 4800 HFOV (precursor to
the SensorMedics 3100A HFOV) in normal, paralyzed, and
anesthetized cats (21). They found that the HFOV required
higher PIP, DP, and Paw to get the same PaCO2, PaO2, and
pH compared to HFJV. Likewise, PaCO2 was higher and
pH and PaO2 were lower with HFOV when the same
airway pressures were used. However, different frequen-
cies were used with the two ventilators; 400 bpm with
HFJV and 900 bpm (15 Hz) with HFOV.

Zobel and associates also found that HFJV was effective
at lower airway pressure compared to HFOV (22). They
used a piglet model of acute cardiac failure and respiratory
failure and also measured airway pressure at the distal tip
of the endotracheal tube. The HFJV used was an Acutronic
AMS-10001 (Acutronic Medical Systems AG, Switzerland)
operating at 150 bpm with an I:E of 1:2. The HFOV was a
SensorMedics 3100A operating at 10 Hz and 1:2.

Why do HFOVs (presumably) operate at higher Paw
compared to HFJV? The answer to this question may be
related to gas trapping, HFV rates, and what happens
during exhalation. In both of the animal studies just dis-
cussed, HFJV rate was considerably lower than HFOV
rate. Exhalation is passive during HFJV, so lower rates
must be employed to allow sufficient exhalation time to
avoid gas trapping. The HFOVs suck the gas back out of the
lungs during the expiratory phase, and the physiologic
consequence can be, not surprisingly, airway collapse.
However, the Paw employed during HFOV determines
the importance of this effect.

Bryan and Slutsky set the tone for the future of HFVs
when they noted that this mode of ventilation is ideally
designed for treatment of patients with poor lung compli-
ance (23). The higher Paw required to match the patho-
physiology of such patients also serves to splint the airways
open during HFOV so that the choking effect of active
expiration is mitigated.

In conclusion, both modes of HFV can cause gas trap-
ping; they just do it by different mechanisms. The HFOV
can choke off airways when Paw is insufficient to mitigate
the effect of active expiration, and HFJV will trap gas when
expiratory time is insufficient to allow complete exhalation
of inspired tidal volume. One cannot lower Paw during
HFOV beyond the point where choking is made evident by
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a rise in a patient’s PCO2. With HFJV, one should not
increase frequency beyond the point where PEEP moni-
tored in the endotracheal tube, as it is with the Bunnell
LifePulse, begins to rise inadvertently. If the automatically
set upper alarm limit on mean airway pressure with the
LifePulse is activated, there is a good chance that this
rise in Paw is due to inadvertent PEEP. The remedy for
that circumstance is to decrease HFJV frequency, which
lengthens exhalation time and allows the PEEP to fall
back to set level.

Airway Pressure Monitoring During HFV

While airway pressures were monitored at the distal tip of
the ET tube in the animal studies noted above, monitoring
at this location is seldom done currently, because the Hi-Lo
ET tubes (formerly manufactured by Mallinckrodt, Inc.)
are no longer available. Thus, airway pressure monitoring
is done either at the standard ET tube adapter connection
during HFOV or at the distal tip of the special LifePort
adapter during HFJV. In either case, the pressure wave-
form measured deep in the lungs at the alveolar level is
greatly damped (Fig. 11). Gerstmann et al. reported that
measurement of pressure amplitude in the alveoli of rab-
bits during HFOV at 15 Hz was only 10% of that measured
proximal to the ET tube (24).

Meaningful monitoring of airway pressure during
HFOV is limited to mean airway pressure, and that is only
representative of mean alveolar pressure in the absence of
gas trapping, as noted above. Relative values of pressure
amplitude at the proximal end of the ET tube are indicative
of tidal volume size, and they are typically expressed as
such by the various HFOVs.

Peak inspiratory pressure (PIP) and PEEP as well as
Paw are measured during HFJV at the distal tip of the
LifePort ET adapter. The PEEP is representative of alveo-
lar PEEP at this location in the absence, again, of gas
trapping. However, the PIP at this location is a gross
overestimate of peak pressure in the alveoli. Mean airway
pressure may slightly overestimate mean alveolar pres-
sure as shown by the study of Perez-Fontan et al. (25).

HFV APPLICATIONS IN NEONATES AND CLINICAL
OUTCOMES

Homogeneous Atelectatic Lung Disease (e.g., RDS) and
Prevention of Lung Injury

Ever since the completion of the first multicenter, rando-
mized, controlled HFV trial was published in 1989, report-
ing no benefit for premature infants with RDS and an
increased risk of severe cerebral injury (26), the choice
of HFV to prevent lung injury in preterm infants has been
hotly debated. Some recent trails have demonstrated that
if HFVs are implemented within hours of a premature
infant’s birth with the proper strategy, results are positive.
Other recent studies have not been positive.

The HiFi Trial, as the first multicenter, randomized,
controlled trial was labeled, was criticized for the general
lack of clinical experience of the investigators and failure to
adhere to the most appropriate strategy for recruiting and
maintaining appropriate lung volume (15). Later multicen-
ter, randomized controlled trials conducted in the 1990s
using both HFJV and HFOV demonstrated significant
reductions in chronic lung disease (CLD) measured at 36
weeks postconceptional age (PCA) in this patient population
with practically no difference in adverse effects (27,28).
(There was a slightly higher incidence of PIE in the experi-
mental group of the HFOV study.) The demographics and
results of these two trials are illustrated in Tables 1 and 2.

The results of the HFJV study were criticized for a lack
of well-defined ventilator protocols for the conventionally
ventilated control group, whereas protocols for both the
HFOV and SIMV control groups in the HFOV study, con-
ducted several years later, were well conceived and mon-
itored during the study. Therefore, it is interesting to note
that the major outcome measures of CLD at 36 weeks PCA in
the control groups of the two studies were almost identical.

Other HFV studies revealed an increase in severe cere-
bral injury that appears to be related to hyperventilation
and hypocarbia during HFV (29–32). Other criticisms of
recent trials with negative or equivocal results include the
same strategy issues plus choice of HFV devices, limited
time on HFV before weaning back to CV, and so on (33).

Because of these mixed results, HFVs have yet to be
generally accepted for early treatment of premature
infants with RDS and prevention of lung injury.
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Figure 11. HFV Airway Pressure Waveform Dampening. (Used
with permission. # 2003, Bunnell Inc.)

Table 1. Demographics of Two Multicenter, Randomized
Controlled Trials with HFOV and HFJV

Design/Demographics
HFJV
Studya

HFOV
Study10

Treatment Groups HFJV CV HFOV SIMV

Number of Patients 65 65 244 254
Mean Birth Weight, kg 1.02 1.02 0.86 0.85
Mean Gestational Age 27.3 27.4 26.0 26.1
Age at Randomization, h 8.1 8.3 2.7 2.7
1 min/5 min Apgar Scores 3.5/7 4/7 5/7 5/7
FIO2 at Entry 0.62 0.69 0.57 0.60
Mean Airway Pressure

at Entry
10 10 8.2 8.3

aSee Ref. 9.



Homogeneous Restrictive Lung Disease (e.g., Congenital
Diaphragmatic Hernia)

While theories support use of HFV in cases where the lungs
are uniformly restricted by acute intra-abdominal disease or
postsurgically in infants with congenital diaphragmatic her-
nia, omphalocele, or gastroschisis, there are no randomized
controlled trials due to the rarity of these disorders. Despite
this lack of controlled trials, HFV has been widely accepted as
an appropriate treatment for this category of lung disease
due to the futility of CV treatment in severe cases.

Keszler et al. demonstrated improved gas exchange and
better hemodynamics with HFJV in an animal model of
chest wall restriction (34) and later reported improved
ventilation and hemodynamics in a series of 20 patients
with decreased chest wall compliance (35). Fok et al.
reported improved gas exchange with HFOV in eight simi-
lar patients who were failing CV (36).

Nonhomogeneous Atelectatic and Restrictive Lung Disease
(e.g., RDS with Tension PIE)

Pulmonary interstitial emphysema (PIE) in the prema-
ture infant creates a non-homogeneous lung disease:
parts of the lungs are collapsed as a result of surfactant
deficiency while other parts become overexpanded with
gas trapped in interstitial areas. Air leaks like PIE ori-
ginate most commonly in premature infants near the
terminal bronchial (37). As gas dissects into interstitial
spaces, it invades and dissects airway and vascular walls
moving towards the larger airways and vessels and the
pleural space where pneumothoraces are formed (38).
While positive-pressure CV may successfully penetrate
such restricted airways, the consequence may well be
accumulation of trapped gas in the alveoli and subsequent
alveolar disruption, which produces the classical picture
of PIE on X ray.

The HFJV quickly gained a reputation for superior treat-
ment of PIE in the early days of its clinical application. A
multicenter randomized trial of HFJV compared to rapid
rate (60–100 bpm), short I-time (0.20–0.35 s) CV for the
treatment of PIE confirmed anecdotal findings of faster
and more frequent resolution of PIE on HFJV. Survival
in the stratified group of 1000–1500 g birth weight infants
was most evident (79% with HFJV vs. 44% with CV;
p< 0.05). There was no difference in the incidence of adverse
side effects.

There is, as yet, no comparable randomized trial of
HFOV treatment for PIE. While anecdotal success has
been reported, attempts to show an advantage with HFOV
in a randomized controlled trial have so far been unsuc-
cessful. It may be that the physical characteristics of the
two types of HFVs coupled with the pathophysiologic
characteristics of PIE are the reasons for this lack of
success. Recall that one difference between HFV devices
reported in the pre-HiFi bench studies by Fredberg et al.
was that HFJVs squirt gas into the lungs at much higher
flow rates compared to HFOV. That fact may make HFJV
more sensitive to airway patency compared to HFOV.

Since CV breath distribution may be more affected by
lung compliance while HFV breaths may be more affected by
airway resistance, especially HFJV breaths with their high
velocity inspirations, the distribution of ventilation in the
nonhomogeneous PIE lung may be markedly affected by
mode of ventilation. While the path of least resistance for CV
breaths may lead to more compliant, injured areas of the
lungs, HFJV breaths may automatically avoid injured areas
where airway and vascular resistances are increased.
Therefore, HFJV breath distribution may favor relatively
normal airways in the uninjured parts of the lungs where
ventilation/perfusion matching is more favorable.

The CV tidal volumes delivered with higher PEEP and
Paw may dilate airways enough to help gas get into
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Table 2. Significant Respiratory and Clinical Outcomes of HFOV and HFJV Early Application
Trials on Premature Infants with RDS

Significant Respiratory and
Clinical Outcomes

HFOV Study HFJV Study

HFOV SIMV HFJV CV

Alive w/o CLD at 36 weeks PCA 56% 47% 68% 48%
p¼0.046 p¼ 0.037

Age at extubation, days 13 21 -
p<0.001

Crossovers or Exitsa 25/244 (10%) 49/254 (19%) 3/65 (5%) 21/65 (32%)
p ¼ 0.07 p<0.01

Success after Crossover 14/21 (67%) 0/3 (0%)
p¼0.06

Supplemental O2 27% 31% 5.5% 23%
p¼0.37 p¼0.019

PIE 20% 13%

p¼0.05
Pulmonary Hemorrhage 2% 7% 6.3% 10%

p¼0.02 p>0.05

aSimilar failure criteria were prospectively defined in both studies. Those who met the criteria in the HFJV study were

crossed over to the other mode, while those who met the criteria in the HFOV study exited the study and were treated with

whatever mode of ventilation the investigators deemed appropriate, including HFJV (personal communication, David

Durand, MD). Data on all patients were retained in their originally assigned group in both studies.



restricted areas in babies with PIE, but those larger tidal
volumes take longer to get back out. Much smaller HFV
tidal volumes are more easily expired, especially those that
were unable to penetrate the restricted airways where the
lungs are injured.

Upper Airway Fistulas and Pneumothoraces

Theoretically, the small tidal volumes, high inspiratory
velocities, and short inspiratory times of HFJV are ideally
suited for treating pneumothoraces and broncho-pleural
and tracheal-esophageal fistulae. Gonzalez et al. found
that gas flow in chest tubes, inserted in a series of infants
with pneumothoraces, dropped an average of 54% when six
infants were switched from CV to HFJV (39). Their mean
PaCO2 dropped from 43 to 34 Torr at the same time that
their peak and mean airway pressures measured at the
distal tip of the ET tube dropped from means of 41–28 and
15 to 9.7 cm H2O, respectively.

Goldberg et al. (40) and Donn et al. (41) similarly
reported improved gas exchange and reduced flow through
tracheal–esophageal fistulas.

Homogeneous Obstructive Lung Disease (e.g., Reactive
Airway Disease, Asthma)

The HFV should theoretically not be of much benefit in
treating lung disorders such as asthma wherein airway
resistance is uniformly increased. Low rates and long
expiration times should be more effective. However, recent
work with HFJV and helium-oxygen mixtures (heliox)
demonstrated interesting potential for treating such dis-
orders in patients requiring no more than 80% oxygen.

Tobias and Grueber improved ventilation in a one-year
old infant with respiratory syncytial virus and progressive
respiratory failure related to bronchospasm with HFJV by
substituting a mixture of 80% helium/20% oxygen for
compressed air at the air/oxygen blender (42). They
hypothesized that the reduced density of helium compared
to nitrogen enhanced distal gas exchange. Gupta and
associates describe another case where HFJV and heliox
rescued a 5 month old infant with acute respiratory failure
associated with gas trapping, hypercarbia, respiratory
acidosis, and air leak (43). The combination of HFJV with
heliox led to rapid improvements in gas exchange, respira-
tory stabilization, and the ability to wean the patient from
mechanical ventilation.

Nonhomogeneous Obstructive Lung Disease (e.g., MAS) and
ECMO Candidates

Clinical studies of infants with meconium aspiration syn-
drome (MAS) provide support for the use of HFV with this
type of lung disease. These patients are potential candidates
for extracorporeal membrane oxygenation (ECMO), so ability
to avoid ECMO is a typical outcome variable in such studies.

Clark et al. randomized 94 full-term infant ECMO
candidates to HFOV or CV in a multicenter study (44).
Prospectively defined failure criteria were met by 60% of
those infants randomized to CV while only 44% of those
randomized to HFOV failed. Cross-overs to the alternate
mode by those who failed were allowed, and 63% of those

who failed CV were rescued by HFOV, while only 23% of
those who failed HFOV were rescued by CV. (The latter
comparison was statistically significant.) Overall, 46% of
the infants who met ECMO criteria required ECMO.

A similar single-center study of HFJV versus CV
involved 24 ECMO candidates with respiratory failure
and persistent pulmonary hypertension of the newborn
(PPHN) (45). Most of the infants in the HFJV-treated
group (8 of 11) and 5 of 13 of the conventionally treated
infants had either MAS or sepsis pneumonia. Treatment
failure within 12 h of study entry occurred in only two of the
HFJV-treated infants versus seven of the conventionally
treated infants. The ECMO was used to treat 4 of 11 HFJV
infants versus 10 of 13 control infants. Zero of nine surviv-
ing HFJV-treated infants developed chronic lung disease
compared to four of 10 surviving controls ( p¼ 0.08). Sur-
vival without ECMO in the HFJV group was 5 of 11 (45%)
versus 3 of 13 (23%) in the control group. There was no
statistical significance in any of these comparisons due to
the small number of patients.

The degree to which pathophysiology predicts positive
outcomes with respect to the ability of HFVs to rescue
infants that become ECMO candidates has been explored
in two additional clinical studies. Baumgart et al. evalu-
ated their success with HFJV prior to instituting an ECMO
program in 73 infants with intractable respiratory failure
who by age and weight criteria may have been ECMO
candidates (46). They found survival after HFJV treatment
to be much higher in infants with RDS and pneumonia
(32/38, 84%) compared to MAS/PPHN (10/26, 38%) or con-
genital diaphragmatic hernia (3/9, 33%). All patients initi-
ally responded rapidly to HFJV as measured by oxygen
index (O.I., calculated as mean airway pressure in cm H2O
multiplied by fraction of inhaled O2 divided by PaO2 in
Torr). However, that improvement in survivors was rea-
lized and sustained during the first 6 h of HFJV treatment.

Paranka et al. studied 190 potential ECMO candidates
treated with HFOV during 1985–1992 (47). All patients
were born at 35 weeks gestational age or more and devel-
oped severe respiratory failure, as defined by an arterial to
alveolar oxygen ratio ðPðA�aÞO2

Þ< 0:2 or the need for a peak
pressure of >35 cm H2O on CV. Fifty-eight percent (111
patients) responded to HFOV and 42% (79 patients) were
placed on ECMO. Gas exchange improved in 88% of the
infants with hyaline membrane disease (RDS), 79% of
those with pneumonia, 51% with meconium aspiration,
and 22% of those with congenital diaphragmatic hernia.
They also found failure to demonstrate an improvement in
PðA�aÞO2

after six hours on HFOV to be predictive of failure.

During and After Cardiac Surgery

The ability of HFJV to hyperventilate while using lower
mean airway pressure is a great asset when treating
patients with cardiac problems. During surgery, the small
tidal volumes and low mean airway pressure allow the
surgeon to move the lungs out of the way, in order to
visualize and work on the heart. After surgery, HFJV
can gently hyperventilate the patient to encourage
increased pulmonary blood flow while mean airway pres-
sure is kept down (48–51).
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PPHN and Nitric Oxide Therapy

Kinsella et al. demonstrated the potential of HFV to
enhance delivery of nitric oxide (NO) for the treatment
of PPHN in a large, multicenter, randomized controlled
trial (52). Nitric oxide delivered with HFOV to infants with
significant parenchymal lung disease was more effective
than NO delivered by CV. NO has also been delivered
successfully with HFJV (53). However, NO must be admi-
nistered via the HFJV circuit in order for the patient to
realize any beneficial effect from the gas (54). Inhaled NO
does not work with HFJV when administered exclusively
through the conventional ventilator circuit (55).

HFV APPLICATIONS IN CHILDREN AND ADULTS

While the bulk of the research and application of HFV has
been aimed at the benefit of infants to date, the sheer
number of potential applications for children and adults
is far greater. Unfortunately, the number of HFVs avail-
able to treat adults is severely limited. There is only one
instrument currently available in the United States spe-
cifically designed for ARDS in children and adults, the
SensorMedics 3100B. (The Percussionaire VDR4-F00008
ventilator also provides HFV for adults. It was approved as
a Class II device by the FDA.)

Acute respiratory distress syndrome is the obvious tar-
get for HFV treatment in adult intensive care. This syn-
drome affects �50 per 100,000 population with a mortality
of 30–50%. It is a clinical syndrome of noncardiogenic
pulmonary edema associated with pulmonary infiltrates,
stiff lungs, and severe hypoxemia (56). Although the
pathology of ARDS involves a number of features similar
to RDS in infants, such as hyaline membranes, endothelial
and epithelial injury, loss of epithelial integrity, and
increased alveolar-capillary permeability, it may have a
much greater inflammatory component.

The only treatment shown to positively impact mortal-
ity over the past several decades came from the ARDSnet
Trial where CVs were used with a low tidal volume
ventilatory strategy designed to reduce iatrogenic lung
injury (57). Comparative treatments in this multicenter
study of 861 patients included an experimental group
where mean tidal volumes for the first 3 days of their
treatments were 6.2 mL	kg�1 body weight and a control
group where tidal volumes were 11.8 mL	kg�1. The experi-
mental group had lower mortality and fewer days on
mechanical ventilators.

With ARDSnet trial pointing in the general direction
of smaller tidal volumes, it is not surprising that recent
HFV trials appear very promising, especially since HFV
investigators focused on NICU patients and worked their
way up the learning curve. The most important lesson
learned, and one that took many years to learn in the
treatment of infants, was the importance of recruiting and
maintaining adequate lung volume during HFV. Adult
trials of HFV for ARDS now begin with a Paw 5 cm H2O
greater than that currently being used with CV. Just as
was learned with infants, it is safe to use higher PEEPs
and mean airway pressures with HFVs smaller tidal
volumes.

HFV Clinical Trails with Children and Adults

The importance of starting early with HFV on adults and
children with ARDS was highlighted in several anecdotal
and pilot trials. Smith et al. treated 29 children with severe
ARDS complicated by pulmonary barotrauma with HFJV
(58). Twenty (69%) survived, and the only statistically
significant difference between survivors and nonsurvivors
was the mean time on CV before initiating HFJV (3.7 days
in survivors vs. 9.6 days in nonsurvivors). Fort et al.
similarly found that survivors in a pilot study of HFOV
for adults with ARDS were on CV 2.5 days before initiation
of HFOV, while nonsurvivors were on CV for 7.2 days (59).
Expected survival in the pilot study was <20%, actual
survival was 47%.

Arnold et al. compared HFOV to CV in children with
respiratory failure (60). Optimizing lung volume was
emphasized in both the experimental and control groups.
The strategy for optimizing lung volume in the CV group
was to lengthen inspiratory times and increase PEEP in
order to decrease required PIPs. They found significant
improvement in oxygenation in the HFOV group as well as
a lower need for supplement oxygen at 30 days postenroll-
ment.

A recent prospective trial of HFOV for ARDS had simi-
lar results. Mehta et al. treated a series of 24 adults with
severe ARDS with HFOV (61). Five of the patients were
burn victims. Within 8 h of HFOV initiation, FIO2 and
PaCO2 were lower and PaO2/FIO2 was higher than base-
line values during CV throughout the duration of the trial.
An obvious focus was placed on recruiting and maintaining
adequate lung volume while on HFOV, since Paw was also
significantly higher than that applied during CV through-
out the HFOV trial. Unfortunately, this increase in Paw
was associated with significant changes in hemodynamic
variables including an increase in pulmonary artery occlu-
sion pressure (at 8 and 40 h) and central venous pressure
(at 16 and 40 h), and a reduction in cardiac output through-
out the study. Thus, Paw may not have been optimized.
However, 10 patients were successfully weaned from
HFOV and 7 survived. Again, there was a statistically
significant difference in the time spent on CV prior to
initiation of HFV: 1.6 days for survivors versus 5.8 days
for the nonsurvivors.

Noting the importance of early intervention, Derdak
et al. designed a multicenter, randomized, controlled trial
comparing the safety and effectiveness of HFOV versus CV
in adults with less severe ARDS (62). (The authors nick-
named their trial: the MOAT Study.) Inclusion criteria
included PaO2/FIO2� 200 mmHg (26.66 kPa) on �10 cm
H2O PEEP, and 148 adults were evenly randomized.
Applied Paw was significantly higher in the HFOV group
compared with the CV group throughout the first 72 h. The
HFOV group showed improvement in PaO2/FIO2 at <16 h,
but this difference did not persist beyond 24 h. Thirty day
mortality was 37% in the HFOV group and 52% in the CV
group ( p¼ 0.102). At 6 months, mortality was 47% in the
HFOV group and 59% in the CV group ( p¼ 0.143). There
were no significant differences in hemodynamic variables,
oxygenation failure, ventilation failure, barotraumas, or
mucus plugging between treatment groups.
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The MOAT Study indicates that HFOV is safe and
effective for ARDS, and the FDA approved the SensorMe-
dics 3100B for ARDS. Outcome data from this study are
comparable to those of the ARDSnet Trial. The control
group in the MOAT study was not ventilated with tidal
volumes as small as those used in the experimental group
of the ARDSnet trial (6–10 vs. 6.2 mL	kg�1), but they were
generally smaller than the ARDSnet control group
(11.8 mL	kg�1). Mortality at 30 days in the MOAT Study
was not quite as good as that in the ARDSnet Trial (37 vs.
31%, respectively), but sepsis was much more prevalent in
the MOAT Study compared to the ARDSnet Trial (47 vs.
27%, respectively).

STATUS OF HFV, RISKS, AND OUTLOOK FOR THE FUTURE

Are HFVs Safe and Effective?

Use of HFVs for newborn infants and adults began in the
early 1980s. Fifteen randomized controlled trials with
infants and about one-half that many randomized studies
with children and adults were conducted over the next 20þ
years. Over 1000 articles about HFV have been published.
Yet, there are still questions about HFV safety and efficacy.

There are certainly adequate data to suggest that HFVs
are effective in lessening chronic lung injury. The fact that
not all studies have been successful in this regard is a
reflection of differences in infant populations, ventilator
strategies, and devices used. There is little argument that
use of antenatal steroids, exogenous surfactant, and ven-
tilator strategies using smaller tidal volumes have greatly
improved mortality and morbidity of premature infants.

Not surprisingly, as clinicians have become more suc-
cessful with HFV and other small tidal volume strategies,
the age of viability of premature infants has gone down.
Thus, the challenge of preventing chronic lung disease in
NICU patients never gets easier, because the patients keep
getting more premature.

What Are the Risks Associated with HFV in the NICU?

The greatest controversy in consideration of HFVs as a
primary mode of ventilation of premature infants is safety,
particularly whether HFV use increases the risk of cere-
bral injury. Clark et al. evaluated the probability of risk
of premature infants suffering from intraventricular
hemorrhage (IVH) or periventricular leukomalacia
(PVL) by conducting a meta-analysis of all prospective
randomized controlled trials of HFV published by 1996

(63). The meta-analysis showed that use of HFV was
associated with an increased risk of PVL (odds ratio¼ 1.7
1.7 with a confidence interval of 1.06–2.74), but not IVH or
severe (�grade 3) IVH. In addition, since the largest study
in the group by far was the HiFi Trial (14), where imple-
mentation strategy was reputed to be less than optimal,
they repeated the analysis without that study. When the
results of the HIFI study were excluded, there were no
differences between HFV and conventional ventilation in
the occurrence of IVH or PVL.

Since 1996, seven additional randomized controlled
trials of early use of HFV have been conducted on 1726
patients. Only one of the newer studies demonstrated a
possible increased risk of cerebral injury (64), and that
study included 273 patients or 16% of the total in these
7 studies. Thus, a more current meta-analysis would be
even more convincingly positive today, and one could even
say that there is little evidence of increased risk of cerebral
injury during HFV. Why then, is this matter still contro-
versial?

The risk of causing cerebral injury in premature infants
is associated with hyperventilation and hypocarbia as
noted earlier. There will never be a randomized controlled
trial to prove cause and effect here, for obvious reasons.
Therefore, all we can do is try to avoid hyperventilation and
hypocarbia and see if outcomes get better over time.

Avoiding hyperventilation and hypoxemia first requires
proper monitoring. Pulse oximetry, transcutaneous CO2

monitoring, and continuous or frequent arterial blood gas
monitoring are essential during HFV. Control of PaCO2

during HFV often requires optimization of PEEP, Paw, and
pressure amplitude (DP) as shown in Fig. 12. The HFVs are
noted for their ease of blowing off CO2 at lower airway
pressures compared to CV, so PEEP and Paw must often be
increased above those used during CV, if hypoxemia is to be
avoided.

With HFOV, one often adjusts mean airway pressure
without knowing the resulting baseline pressure or PEEP,
whereas with HFJV, PEEP is adjusted to get an appro-
priate Paw. Therefore, one must not be fearful of higher
PEEP when higher mean airway pressure is required.
PEEP as high as 10 cm H2O is not unusual when HFJV
is being used to treat premature infants.

One must also recognize that raising PEEP will reduce
DP when PIP is held constant, as shown in Fig. 12, which
causes both PaO2 and PaCO2 to rise.

Other safety concerns with early use of HFVs for pre-
venting lung injury are interference with cardiac output by
using too much PEEP or Paw. Since interference with
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Figure 12. Adjusting pressure waveforms to correct
arterial blood gases. (Used with permission. # 2003,
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venous return by elevated intrathoracic pressure raises
intracranial pressure, there is associated fear of causing
IVH by this mechanism as well.

A related issue, for those HFVs with that capability, is
using too many CV breaths or using overly large CV tidal
volumes during HFV. The latter use increases the risk of
causing lung injury when HFV is implemented with higher
PEEP.

Optimizing PEEP and minimizing the risk of using too
many CV breaths during HFV can be achieved at the same
time. The following flowchart for finding optimal PEEP
during HFJV illustrates this point (Fig. 13).

The flowchart in Fig. 13 is based on the concept that CV
breaths will be most effective in opening up collapsed
alveoli, while PEEP or baseline pressure will prevent
alveoli from collapsing during exhalation. The longer I
times and tidal volumes of CV breaths provide a greater
opportunity to reach the critical opening pressure of col-
lapsed alveoli, and if PEEP is set above the critical closing
pressure of those alveoli, they will remain open throughout
the ventilatory cycle. Once PEEP is optimized, there is less
value in using CV in tandem with HFV.

Although Fig. 13 was designed for use during HFJV, its
principles are equally applicable to HFOV when CV may
not be available. In this case, mean airway pressure is
raised until an improvement in oxygenation makes it
apparent that alveolar recruitment has occurred. At that
point, it should be possible to decrease mean airway pres-
sure somewhat without compromising oxygenation. How-
ever, the appropriate strategy here would be to set a goal
for lowering the fraction of inhaled oxygen (FIO2) before

attempting to lower Paw. In this way, one should avoid
inadvertently weaning Paw too fast and risking cata-
strophic collapse of alveoli. An appropriate FIO2 goal in
this circumstance might be 0.3–0.4 depending on the vul-
nerability of the patient to high airway pressures and the
magnitude of the mean airway pressure present at the
time.

The final risk to be mentioned here will be the greatest
risk associated with HFV: inadequate humidification and
airway damage. In unsuccessful applications of HFV in
infants in the early 1980s, necrotizing tracheal bronchitis
(NTB) was frequently noted at autopsy (65). First discov-
ered during HFJV, it was subsequently discovered during
HFOV as well (66). Fortunately, the development of better
humidification systems coupled with earlier implementa-
tion of HFV seems to have eradicated this problem as an
extraordinary adverse side effect. None of the 14 rando-
mized controlled trials has found an increase in NTB
associated with HFV treatment.

Humidification during HFV is challenging, especially
for HFOVs that use high gas flow rates and HFJVs. Gas
humidified under pressure will not hold as much water as
unpressurized gas, so HFJVs must humidify their inspira-
tory gas at higher than normal temperatures in order to
reach anything near 100% relative humidity at body tem-
perature.

Bunnell Incorporated’s HFJV addressed this inherent
problem by minimizing the driving pressure behind their
jet nozzle using an inspiratory pinch valve in a little box
placed near the patient’s head. The pinch valve reduces the
pressure drop through that part of the system because of
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Figure 13. Optimal PEEP flowchart. (Used with permis-
sion. # 2005, Bunnell Inc.) (Warnings: Lowering PEEP
may improve SaO2 in some cases. Optimal PEEP may be
lower in patients with active air leaks or hemodynamic
problems. Do not be shocked if optimal PEEP¼ 8�12 cm
H2O. Using IMV PIP with high PEEP is hazardous. Do not
assume high PEEP causes overexpansion.)

Starting Assumptions:

1. Patient is on HFJV + CV with 5 – 10 IMV bpm, PEEP < 8 cm H2O.

2. Patient is being monitored with a pulse oximetry.

Switch CV to CPAP mode.

PEEP is high enough, for the moment.

Increase PEEP by 1 – 2.  Add IMV at 3-5 
bpm as necessary until FIO2 can be 
reduced, then go back to CPAP mode.

Wait for SaO2 to return 
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PEEP is too low.

Switch back to IMV.

Increase PEEP by 1 – 2.

Does SaO2 drop?

(Wait 1- 5 min.)

NO

YES
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Hours later…
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the relatively large internal diameter (ID) of the tubing in
the valve (0.13 in., 3.2 mm). Placing the pinch valve within
35 cm of the patient where inspired gas is delivered via a
jet nozzle embedded in a special ET tube adapter also
enables the LifePulse Ventilator to deliver its tiny tidal
volumes without much driving pressure. (A typical driv-
ing pressure needed for HFJV with the LifePulse on a
premature infant is between 1.5 and 3.5 psi.) The HFVs
that work at higher pressures and gas flow rates some-
times provide humidity with liquid water. (See Acutronic
jet ventilation systems on their website: www.acutronic-
medical.ch.)

Working Within the Limitations of HFVs in the NICU

The HFVs have been widely accepted for treating newborn
infants with lung injury. Whether HFV will ever be widely
accepted as a primary mode of ventilation is another
matter. There have been many advances in conventional
ventilator therapy over the past several years and, to a
certain extent, techniques used to optimize HFVs have
been applied to CVs (67).

Like most therapies, the skill with which HFV is imple-
mented is probably the most critical determinant of clinical
success. Starting HFV on patients sooner rather than
waiting for worsening lung disease to become nearly hope-
less is also extraordinarily important. Having written
protocols defining the patient population and how HFV
is optimized for that patient population can also be very
helpful.

Early-to-moderately early stage treatment of homoge-
neously noncompliant lungs is the most obvious choice as
an appropriate indication for HFV. If hyperventilation and
gas trapping are avoided and appropriate resting lung
volume is achieved, better outcomes should result. The
ability of all HFVs to ventilate lungs using less pressure,
independent of lung compliance, is nearly universal as long
as the lungs are not too large for the ventilator’s output.
Many of the HFV modes built into CVs are not powerful
enough to ventilate even a term infant, so operators need to
know the relative output capacities of their HFVs.

Using HFVs as rescue ventilators usually means that
the underlying lung disorder has become nonhomogeneous
or even obstructive. Ironically, most clinicians will only use
HFVs as rescue ventilators even though these disorders
are much harder to treat with HFV. Gas trapping is a much
greater risk with heterogeneous obstructive disorders, and
it may be avoided via use of small HFV tidal volumes.
However, even HFV tidal volumes can be trapped if expira-
tory times are not several times greater than inspiratory
times. The HFJVs with their very short I:E ratios and very
high velocity inspiratory flows have been demonstrated to
be more effective with these types of lung disease. Com-
bined CV and HFJV have also been shown to work even
better than pure HFJV in severe nonhomogeneous lung
disorders (68).

What Are the Risks and Limitations Associated with HFV
in Treating Children and Adults?

The only risks unique to HFV for children and adults are
those associated with the necessity for delivering larger

tidal volumes at higher flow rates compared to HFV for
infants. Humidification of HFV gases is crucial as was
learned with the early trials in infants, and gas is more
difficult to humidify under pressure, as discussed above.
The most challenging mode of HFV in this respect is HFJV,
since it takes elevated pressure to push gas through a jet
nozzle. Perhaps this is one reason for the lack of success of
the only HFJV for adults approved by the FDA for use with
adults (the APT 1010 Ultrahigh Frequency Ventilator,
developed by the Advanced Pulmonary Technologies,
Inc., Glastonbury, CT). Humidification with this device
was only provided via supersaturated entrained gas. How-
ever, the same corporation that pulled this product off the
market is also planning to discontinue manufacturing the
Infant Star HFV for infants, and that ventilator had no
such humidification issues. Thus, it appears likely that
these products were discontinued for other (i.e., business)
reasons.

There is also danger of operator error when any machine
is used by untrained or unskilled operators. Given the
tendency for some hospitals to only use HFVs as last resort
rescue ventilators, one must consider those types of risks.
Since HFOV is most successful in homogeneous lung dis-
orders, it only makes sense for it to be used relatively early
in the course of ARDS before significant lung injury results
from CV treatment. Once the patient’s condition deterio-
rates into ARDS complicated by airleaks, chances for
HFOV success may be significantly decreased.

Treating children and adults with HFVs also has to take
optimal frequency into account. The primary determinant
of optimal frequency is lung compliance, which is primarily
determined by the patient’s size. An adult’s lung is larger
than that of a child, which is larger than that of a term
newborn, which is larger than that of a preemie. Thus,
HFV frequency should be reduced as patient size increases.
Optimal HFV for adults may occur at 150 bpm, whereas
operation at that frequency with infants would not even be
considered HFV.

Given the evidence that HFJVs have been more success-
ful with nonhomogeneous lung disorders in infants, as
described above, it would seem likely that HFJVs would
find a role for treating adult patients with ARDS as well.
Unfortunately, the application of HFJV for adults has been
tarnished by a lack of success in very early studies.

Carlon et al. conducted a randomized controlled trial
of HFJV versus volume-cycled CV on adults with acute
respiratory failure (69). While they reported patients fail-
ing on CV improved more rapidly and in greater number
when switched to HFJV compared to those who were
failing on HFJV and crossed to CV, there were no advan-
tages with respect to survival and total duration of stay
in the ICU. Thus, they concluded that HFJV offered no
obvious benefits over CV. The study was published in
1983, long before there was much appreciation of the need
to optimize PEEP and maintain adequate lung volume
during HFV. One wonders what results would come from
a similar trial 20 years later, but such a trial will probably
never happen now. The cost, time, and effort of seeking
FDA approval for any Class III device is so high now, that
HFJV may never find its way back into an adult ICU in
the United States.
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What Is the Outlook for HFV in the Future?

The HFVs evolved as people discovered problems with
trying to replicate breathing in compromised patients.
Unlike conventional ventilation, HFV is designed to facil-
itate gas exchange rather than mimic how people breathe
normally. The differences between HFV and CV have led to
creative solutions for many of the problems that investi-
gators set out to solve, but they have also created their own
problems.

It was discovered how HFVs can ventilate much more
effectively than CV, and in the process, it was discovered
how hypocapnia can lead to severe cerebral injury in pre-
mature infants.

The HFV still uses positive pressure where we create
negative pressure to draw gas into the lungs. So, the
problems related to use of ET tubes and its bypassing
the normal humidification system of the body (i.e., the
nose) are still there.

The HFV uses much smaller tidal volumes than CV,
so the damage we have come to call volutrauma has
lessened. In the process, it was discovered that more mean
airway pressure or PEEP is required to keep sick lungs
open while they are being ventilated. Then it was dis-
covered that the new problems were associated with too
much pressure in the thorax interfering with cardiac
output.

So, HFVs do not solve all the problems, and they require
increased vigilance to avoid creating new problems. How-
ever, the basic differences between HFV and CV provide a
very reliable alternative to CV in circumstances where
those differences are critical to survival.

The HFV tidal volumes are minimally affected by lung
compliance and maximally affected by airway resistance
when they are delivered via a jet nozzle. Therefore, in lung
disorders where these conditions dictate treatment success
or failure, wise users of HFVs have been very successful.
When HFV users are not adequately trained or aware of
the differences in HFV gas distribution caused by lung
pathophysiology, success can be elusive.

Premature infants with RDS represent a large popula-
tion with the potential of leading long and rich lives if they
survive their first months of life with undamaged or even
minimally damaged lungs and brains. Many randomized
controlled trials have demonstrated the potential of HFVs
to help these infants realize that potential.

The tens of thousands of adults who succumb to ARDS
every year also have the potential of increased survival
with less morbidity thanks to HFVs. These patients, when
successfully treated with an HFV, will be considered res-
cued from a well-recognized disorder with a chronically
high mortality rate.

Given the skill and training needed to master HFVs,
their use may be considered risky indefinitely. As HFVs
and associated monitoring equipment become better
designed to help their users optimize assisted ventilation,
HFV use should increase and evolve into earlier, more
prophylactic applications to prevent lung injury. The HFVs
are inherently a kinder, gentler form of mechanical venti-
lation. Hopefully, their true potential will someday be
realized.
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INTRODUCTION

Natural synovial joints, such as hips, are remarkable
bearings in engineering terms. They can transmit a large
dynamic load of several times bodyweight during steady-
state walking, yet with minimal friction and wear achieved
through effective lubrication and with little maintenance.
However, diseases such as osteoarthritis and rheumatoid
arthritis or trauma sometimes necessitate the replacement
of these natural bearings. Artificial hip joints replace the
damaged natural bearing material, articular cartilage. As
a result, pain in the joint is relieved and joint mobility and
functions are restored. Total hip joint replacement has
been considered as one of the greatest successes in ortho-
paedic surgery in the last century in improving the quality
of life of the patients. Currently, > 1 million hip joints are
replaced worldwide each year, with ever increasing use of
these devices in a wider range of patients.

The majority of current artificial hip joints consist of an
ultrahigh molecular weight polyethylene (UHMWPE) acet-
abular cup against a metallic or ceramic femoral head as
illustrated in Fig. 1. These devices can generally last 10–15
years in the body without too many problems. However,
after this period of implantation, loosening of prosthetic
components becomes the major clinical problem. It is now
generally accepted that the loosening is caused by the
osteolysis as a result of biological reactions to particulate
wear debris mainly released from the articulating surfaces.
Therefore, one of the main strategies to avoid the loosening
problem and to extend the clinical life of the hip prosthesis
is to minimize wear and wear particles. Application of
tribology, defined as ‘‘the branch of science and technology
concerned with interacting surfaces in relative motion and

with associated matters (as friction, wear, lubrication, and
the design of bearings’’ (Oxford English Dictionary), to
biological systems (biotribology) such as artificial hip
joints, can play an important role in this process. Coupled
tribological studies of friction, wear and lubrication of the
bearing surfaces, and biological studies of wear debris-
induced adverse reactions become necessary.

HISTORICAL DEVELOPMENT

Early History: Hemiarthroplasty, Interposition Arthroplasty,
and Total Hip Replacement

The first recognizable ball and socket joint was reported in
Germany by Professor Gluck in 1890 in a dog with an ivory
ball and socket hip joint. This did not gain popular support
for use in humans until Hey Groves in Bristol reported his
ivory hemiarthroplasty for fractured neck of femur in 1926.
Attempts to use metal at this stage were unsuccessful. A
significant breakthrough came in 1923. It began with a
chance observation that a piece of glass left in an indivi-
dual’s back for 1 year stimulated a fibrous tissue and fluid
producing reaction. It formed a fluid-filled synovial sac
(Smith Peterson 1948). Smith Peterson went on to insert
a glass cup-shaped mould between the surfaces of an
ankylosed hip. Although the glass broke, at the time of
its removal the acetabulum and the head of the femur were
found to be covered with a smooth lining of fibrous tissue.
Over the next few years a number of different materials
were used including Viscaloid, Pyrex, Bakelite, and finally
Vitallium (chromium–cobalt–molybdenum alloy) in 1938.
This material worked well and was used for � 1000 inter-
position arthroplasties at Massachusetts General Hospital
alone over the next 10 years. It remained the standard
treatment for hip arthritis until the advent of total hip
replacement.

Charnley Era

Jean and Robert Judet reported their use of a replace-
ment femoral head made of poly (methyl methacrylate)
(PMMA). Although the prosthesis failed, it survived
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Figure 1. A typical Charnley hip prosthesis consisting of an
UHMWPE acetabular cup against either a metallic (stainless
steel) or a ceramic (alumina) femoral head.



long enough to squeak within the human body. It was this
squeaking prosthesis that set Charnley on his quest for
a low friction-bearing surface. He began with Teflon in
1958 and throughout the 1950s Charnley experimented
with two thin cups of Teflon, one in the acetabulum and
one over a reshaped femoral head. They failed within a
year due to loosening of the cup and avascular necrosis of
the femoral head. He abandoned this surface replacement
for an endoprosthesis and as the acetabular cups wore
through Charnley sought better wearing materials. He
moved to high density PE and later to UHMWPE.

Low Friction Arthroplasty. Charnley began his cemented
total hip replacement era with a large femoral head
(Moore’s hemiarthroplasties). He argued that distributing
the load over a large area of contact would decrease wear.
However, after loosening of these large head components,
he began working on the low frictional torque prosthesis,
which reduced the torque at the cement-bone and prosthe-
sis interfaces. He achieved this by reducing the diameter of
the femoral head from � 41 to 22 mm. In this way, Charn-
ley developed his prosthesis of a 22 mm head on a metal
stem, UHMWPE cup and PMMA cement. Charnley hips
still have a survival today of > 90% at 10 years (1).

There continues to be debate as to the cause of up to 10%
failures of Charnley hips. Early belief that it was due to the
cement and cement particles led to the development of
uncemented prostheses. Concern that the production of
PE particles was producing bone lysis, led to the develop-
ment of alternative bearing surfaces, for example, ceramics
that wear less than metal against PE, and metal-on-metal
prostheses, which produce lower volumes of wear debris.
Impingement of the femoral prosthesis on the cup leading
to loosening led to the narrowing of the neck of the femoral
component and the use of cut away angle bore sockets.
Concern about access of fluid to the femoral cement–
prosthesis interface and subsequently to the cement–bone
interface through cement deficiencies, with the production
of osteolysis, have led some manufacturers to produce
polished femoral stems. These self-locking tapers prevent
fluid flowing between the cement and the femoral stem.
The debate continues. It can be difficult to separate the
improvements in surgical techniques that have improved
the clinical results from the effect of modification and
changes in materials used to produce joint replacements.

Current Developments

There is currently much interest in reducing the trauma of
the surgery itself. These include surgical techniques of
minimal incision surgery with the skin wound < 8 cm
and a more conservative approach to femoral bone use
at the time of surgery. Surface replacement has returned
with ‘‘better’’ metal-on-metal surfaces, and a short-
stemmed Judet type of metaphyseal fix femoral prosthesis
is also available. Hydroxyapatite as a method of component
fixation is also gaining popularity. The current short-term
results of these techniques are interesting, and may lead to
significant benefits especially for the younger patient in the
future. However, the proof will only come from long-term
clinical results that are not yet available.

JOINT ANATOMY AND ENVIRONMENT

The bearing material in the natural hip joint is articular
cartilage, firmly attached to the underlying bone. Articular
cartilage is an extremely complex material, consisting of
both fluid (interstitial water) and solid (primarily collagen
and proteoglycan) phases. Such a biphasic or poroelastic
feature determines the time-dependent deformation of
articular cartilage, and largely governs the lubrication
mechanism of the natural hip joint. The lubricant present
in the natural hip joint is synovial fluid, which is similar to
blood plasma with hyaluronic acid added and becomes
periprosthetic synovial fluid after total hip replacement.
Rheological studies of these biological lubricants have
shown shear-thinning characteristics, particularly at low
shear rates and for the joint fluid taken from diseased or
replaced joints (2).

The load experienced in the hip joint during steady-state
walking varies both in direction and magnitude. The max-
imum load can reach five times bodyweight during the stance
phase after heel-strike and is largely reduced in the swing
phase after the toe-off. On the other hand, the speed is
relatively low, particularly in the stance phase and during
the motion reversal. However, the hip contact force can be
substantially increased under other conditions. For example,
the hip contact force has been reported to be 5.8 times
bodyweight up a ramp, 6.6 times up and down stairs, and
7.6 times on fast level walking at a speed of 2.01 m 	 s�1 (3).

CURRENT BEARING SURFACES

Biomaterials used for current artificial hip joints include
UHMWPE, stainless steel, cobalt chromium alloy (CoCr),
and ceramics (alumina and zirconia). A number of combi-
nations for the bearing surfaces using these materials have
been introduced since 1950s in order to minimize wear and
wear particle generation. These can generally be classified
as soft-on-hard and hard-on-hard as summarized in
Table 1.

Two main parameters that govern the tribology of the
articulating surfaces are geometrical and mechanical prop-
erties. The geometrical parameters of the bearing surfaces
are the diameters of the acetabular cup (Dcup) and the
femoral head (Dhead). The size of the hip prosthesis is
usually characterized by its diameter, which is important
for both clinical and tribological considerations, such as
stability, dislocation, and sliding distance. In addition to
size, the diametral mismatch or clearance between the
cup and the head (d¼Dcup�Dhead) is also important,
particularly for hard-on-hard bearing surfaces. From a
tribological point of view, these geometric parameters
can often be approximated as a single equivalent diameter
(D) defined as

D ¼ ðDheadDcupÞ
d

ð1Þ

Typical values of equivalent diameter used in current
hip prostheses are summarized in Table 2. In addition,
geometric deviations from perfectly spherical surfaces,
such as nonsphericity and surface toughness, are also very
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important factors in determining the tribological perfor-
mance of the prosthesis.

The mechanical properties of the bearing surfaces are
also important tribological determinants. Typical values of
elastic modulus and Poisson’s ratio are given in Table 3 for
the biomaterials used in artificial hip joints. Other para-
meters, such as hardness, particularly in the soft-on-hard
combinations, are also important, in that the hard surface
should be resistant to third-body abrasion to minimize the
consequences of polymeric wear.

COUPLED TRIBOLOGICAL AND BIOLOGICAL
METHODOLOGY

The vast majority of studies to evaluate the wear perfor-
mance of hip prostheses have simply measured the volu-
metric wear rate (6–8). There are very few groups who have
also investigated the characteristics of the wear particles
generated in in vitro simulations (9–11). The cellular
response to prosthetic wear particles, and thus the func-
tional biological activity of implant materials, is complex
and is dependent not only on the wear volume, but also the
mass distribution of particles as a function of size, their
concentration, morphology, and chemistry (see the section,
Biological Response of Wear Debris).

During the latter 1990s, methods were developed for the
isolation and characterization of UHMWPE particles from

retrieved tissues and serum lubricants from simulators
that allow discrimination between the particles generated
in different patient samples and from different types of
polyethylene tested in vitro (12–18). The basis of this
method is to determine the mass distribution of the par-
ticles as a function of size. Determination of the number
distribution as a function of size fails to discriminate
between samples since the vast majority of the number
of particles are invariably in the smallest size range detect-
able by the resolution of the imaging equipment.

In our laboratories we have pioneered cell culture stu-
dies with clinically relevant UHMWPE wear particles
generated in experimental wear simulation systems oper-
ated under aseptic conditions (17–21). These studies have
been extended to cell culture studies of clinically relevant
metal (22), ceramic (23), and bone cement wear particles
(24,25).

By combining volumetric wear determinations in hip
joint simulations with experiments to determine the direct
biological activity of the particles generated, we have
developed novel methodologies to evaluate the functional
biocompatibility of different materials used in prosthetic
joint bearings. The functional biocompatibility can be
used as a preclinical estimate of the in vivo performance
of the material under test compared to historical materi-
als. We have adopted two different approaches to deter-
mining functional biocompatibility. Our choice of method
is dependent on the bearing material and the type of
prosthesis.

The first approach is indirect, but can be applied to all
materials and devices. It utilizes data obtained from the
direct culture of UHMWPE wear particles in three differ-
ent size ranges: 0.1–1, 1–10, and > 10 mm at different
volumetric concentrations with human peripheral blood
macrophages. Measurements of the biological activity for
unit volumes of particles in the different size ranges are
generated (20). The use of TNF-a as a determinant is
justified since, in our experience the major cytokines con-
cerned in osteolysis (TNF-a, IL-1, IL-6, GM-csf) all show
the same pattern of response to clinically relevant wear
particles (19–21). By using our methods to determine the
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Table 1. Typical Biomaterials and Combinations for the Bearing Surfaces of Current Artificial Hip Joint Replacements

Acetabular Cup

Soft Hard

Femoral Head (Hard) UHMWPE Cross-linked UHMWPE Polyurethane CoCr Alumina

Stainless Steel H H
CoCr H H H H
Alumina H H H H H
Zirconia H H H H

Table 2. Typical Geometric Parameters of Various Bearing Couples for Artificial Hip Jointsa

Bearing Couples Femoral Head Diameter, mm Diametral Clearance, mm Equivalent Diameter, m

UHMWPE-on-metal 28 (22–40) 300 (160–1000) 2.6 (1.0–5.0)
Metal-on-metal 28 (28–60) 60 (60–300) �10
Ceramic-on-ceramic 28 (28–36) 80 (20–80) �10

aSee Ref. 4.

Table 3. Typical Mechanical Properties in Terms of Elastic
Modulus and Poisson’s Ratio of the Bearing Materials
for Artificial Hip Jointsa

Bearing Materials Elastic Modulus, GPa Poisson’s Ratio

UHMWPE 0.5–1. 0.4
Cross-Linked UHMWPE 0.2–1.2a 0.4
Stainless steel 210 0.3
CoCr 230 0.3
Zirconia 210 0.26
Alumina 380 0.26

aSee Ref. 5.



volumetric concentration of particles generated in simula-
tions as a function of size (see above), it is then possible to
integrate the volume concentration and biological activity
function to produce a relative index of specific biological
activity (SBA) per unit volume of wear. The functional
biological activity (FBA) has been defined as the product
of volumetric wear and SBA (26). This has allowed us to
compare the functional biological activity of different types
of PE in hip joint simulators (27) and different types of
bearing materials (23).

The second approach is to directly culture wear debris
from wear simulators with primary macrophages. For
metal and ceramic particles, we can directly culture wear
particles from standard simulation systems after isolation,
sterilisation, and removal of endotoxin by heat treatments
(23). However, for PE this is not feasible since the heat
treatment at elevated temperature required to remove
endotoxin cannot be applied. For these materials, we have
developed a sterile endotoxin free multidirectional wear
simulator in which wear particles are generated in macro-
phage tissue culture medium. While this does not test whole
joints, it allows the application of different kinematics to
represent the hip and the knee. The advantage of this
approach is that all the wear products are directly cultured
with the cells, and there is no risk of modification during the
isolation procedure. This method has recently been used to
compare the biological reactivity of particles from PEs of
different molecular weights and different levels of cross-
linking. Higher molecular weight of GUR 1050 and higher
levels of cross-linking of both GUR 1020 and 1050 produced
particles that were more biologically reactive (18).

Tribology of Bearing Surfaces

Tribological studies of the bearing surfaces of artificial hip
joints include friction, wear, and lubrication, which have
been shown to mainly depend on the lubrication regimes
involved. There are three lubrication regimes: boundary,
fluid-film, and mixed. In the boundary lubrication regime,
a significant asperity contact is experienced, and conse-
quently both friction and wear are high. In the fluid film
lubrication regime, where the two bearing surfaces are
completely separated by a continuous lubricant, minimal
friction and wear is expected. The mixed-lubrication
regime consists of both fluid film lubricated and boundary
contact regions. Friction and lubrication studies are
usually performed to understand the wear mechanism
involved in artificial hip joints. However, friction forces
may be important in determining the stresses experienced
at the interface between the implant and the cement bone
(28) as well as temperature rise (29).

Friction in artificial hip joints is usually measured in a
pendulum-like simulator with a dynamic load in the ver-
tical direction and a reciprocating rotation in the horizon-
tal direction. The coefficient of friction is usually expressed
as a friction factor defined as

m ¼ T

wðdhead=2Þ ð2Þ

where T is the measured friction torque and w is the
load.

The measured coefficient of friction in a particular hip
prosthesis itself can generally reveal the nature of the
lubrication regime, since each mechanism is associated
with broad ranges of the coefficient of friction. The varia-
tion in the coefficient of friction against a Sommerfeld
number defined as, S ¼ ðhudhead=wÞ, where is viscosity
and u velocity, can further indicate the lubrication regime.
If the measured friction factors remain constant, fall or
increase as the Sommerfeld number is increased, the asso-
ciated modes of lubrication are boundary, mixed, or fluid-
film, respectively (30).

Lubrication studies of artificial hip joints are generally
carried out using both experimental and theoretical
approaches. The experimental measurement is usually
involved with the detection of the separation between the
two bearing surfaces using a simple resistivity technique.
A large resistance would imply a thick lubricant film,
while a small resistance is attributed to the direct surface
contact. Such a technique is directly applicable to metal-
on-metal bearings as well as UHMWPE-on-metal and
ceramic-on-ceramic bearings if appropriate coatings are
used (31,32). The theoretical analysis is generally involved
with the solution to the Reynolds equation, together with
the elasticity equation subjected to the dynamic load and
speed experienced during walking. The predicted film thick-
ness (hmin) is then compared with the average surface
roughness (Ra) using the following simple criterion.

l ¼ hmin

½Ra2
head þ Ra2

cup�
1=2

ð3Þ

The lubrication regime is then classified as fluid film, mixed,
or boundary if the predicted ratio is > 3, between 1 and 3, or
< 1, respectively.

Wear of artificial hip joints has been investigated exten-
sively, due to its direct relevance to biological reactions and
clinical problems of osteolysis and loosening. Volumetric
wear and wear particles can be measured using the follow-
ing machines, among others:

� Pin-on-disk machines.

� Pin-on-plate machines.

� Joint simulators.

A unidirectional sliding motion is usually used in the
pin-on-disc machine, and the reciprocating motion is added
to the pin-on-plate machine. Both of these machines are
used to screen potential bearing materials under well
controlled, and often simplified conditions. Generally, it
is necessary to introduce additional motion in order to
produce a multidirectional motion. The next stage of wear
testing is usually carried out in joint simulators with a
varied degree of complexity of the 3D loading and motion
patterns experienced by hip joints, while immersing the
test joints in a lubricant deemed to be physically and
chemically similar to synovial fluid. Wear can be evaluated
by either dimensional or gravimetric means.

Contact mechanics analysis is often performed to pre-
dict the contact stresses within the prosthetic components
and to compare with the strength of the material. However,
other predicted contact parameters such as the contact
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area and the contact pressure at the bearing surfaces have
been found to be particularly useful in providing insights
into friction, wear, and lubrication mechanisms. Contact
mechanics can be investigated either experimentally using
pressure-sensitive film and sensors, or theoretically using
the finite element method.

Biological Response of Wear Debris

Our current understanding of the mechanisms of wear
particle-induced osteolysis has developed from > 30 years
experience with UHMWPE-on-metal. The major factor
limiting the longevity of initially well-fixed UHMWPE total
joint replacements is osteolysis resulting in late aseptic
loosening (33). There is extremely strong evidence from
in vivo and in vitro studies that osteolysis is a UHMWPE
particle related phenomenon.

Following total hip arthroplasty, a pseudocapsule forms
around the joint and this may have a pseudosynovial
lining. A fibrous interfacial tissue may also form at the
bone–cement or bone–prosthesis interface that is normally
thin with few vessels or cells (34–36). At revision surgery
for aseptic loosening, the fibrous membrane is thickened,
highly vascularized, and contains a heavy infiltrate of
UHMWPE-laden macrophages and multinucleated giant
cells (37,38). There is a correlation between the number of
macrophagesandthevolumeofUHMWPEweardebris inthe
tissues adjacent to areas of aggressive osteolysis (39–45).
Analyses of interfacial membranes have demonstrated the
presence of a multitude of mediators of inflammation includ-
ing cytokines that may directly influence osteoclastic bone
resorption:-TNF-a (46), IL-1b (47), IL-6 (48),andM-CSF(49).
There is a direct relationship between the particle concen-
tration andthe duration the implant, andthere are billionsof
particles generated per gram of tissue (9,15,50,51). Osteoly-
sis is likely to occur when the threshold of particles exceeds
1� 1010/g of tissue (45). Each milligram of PE wear has been
estimated to generate 1.3� 1010 particles (15).

The UHMWPE particles isolated from retrieved tissues
vary in size and morphology, from large platelet-like par-
ticles, up to 250 mm in length, fibrils, shreds, and sub-
micrometer globule-shaped spheroids 0.1–0.5 mm in
diameter (15,52–54). The vast majority of the numbers
of particles are the globular spheroids and the mode of
the frequency distribution is invariably 0.1–0.5 mm,
although the larger particles may account for a high pro-
portion of the total volume of wear debris. Analysis of the
mass distribution as a function of size is therefore neces-
sary to discriminate between patient samples (15,55).

UHMWPE wear particles generated in vitro in hip joint
simulators have a larger proportion of the mass of particles
in the 0.01–1 mm sized range than those isolated from
periprosthetic tissues (27,55). This may indicate that
in vivo, the smaller particles are disseminated more widely
away from the implant site. Recently, improvements to
particle imaging techniques have revealed nanometer
sized UHMWPE particles generated in hip joint simula-
tors. These particles have yet to be identified in vivo. These
nanometer size particles account for the greatest number of
particles generated, but a negligible proportion of the total
volume (18).

Studies of the response of macrophages to clinically
relevant, endotoxin-free polyethylene particles in vitro
have clearly demonstrated that particle stimulated macro-
phages elaborate a range of potentially osteolytic media-
tors (IL-1, IL-6, TNF-a, GM-CSF, PGE2) and bone
resorbing activity (19–21,56–58). Induction of bone resorb-
ing activity in particle stimulated macrophage superna-
tants has been shown to be critically dependent on particle
size and concentration with particles in the 0.1–1.0 mm size
range at a volumetric concentration of 10–100 mm3/cell
being the most biologically reactive (19,56). The impor-
tance of UHMWPE particle size has also been demon-
strated in animal studies (59). These findings have
enabled the preclinical prediction of the functional biolo-
gical activity of different polyethylenes by analysis of the
wear rate and mass distribution of the particles as a function
of particle size (26,27). For a review of the biology of osteo-
lysis, the reader is referred to Ingham and Fisher (60).

In metal-on-metal bearings in the hip, an abundance of
small nanometer size particles are generated (61,62). It is
believed that the majority of metal debris is transported
away from the periprosthetic tissue. While only isolated
instances of local osteolysis have been found around metal-
on-metal hips, this is most commonly associated with high
concentrations of metal debris and tissue necrosis. In vitro
cell culture studies have shown that these nanometer size
metal particles are highly toxic to cells at relatively low
concentrations (22). These particles have a very limited
capacity to activate macrophages to produce osteolytic
cytokines at the volumes likely to be generated in vivo
(63), however, metal particles are not bioinert and concerns
exist regarding their potential genotoxicity (22).

Ceramic-on-ceramic prostheses have been shown to
have extremely low wear rates. Ceramic wear particles
generated in hip joint simulations under clinically relevant
conditions in the hip joint simulator (64) and in vivo (65)
have a bimodal size distribution with nanometer sized (5–
20 nm) and larger particles (0.2–> 10 mm). Alumina cera-
mic particles have been shown to be capable of inducing
osteolytic cytokine production by human mononuclear pha-
gocytes in vitro (23). However, the volumetric concentra-
tion of the particles needed to generate this response was
100–500 mm3/cell. Given the extremely low wear rates of
modern ceramic-on-ceramic bearings, even under severe
conditions, it is unlikely that this concentration will arise
in the periprosthetic tissues in vivo (60).

APPLICATIONS

UHMWPE-on-Metal and UHMWPE-on-Ceramic

The friction in UHMWPE hip joints has been measured
using a pendulum-type simulator with a flexionsol–exten-
sion motion and a dynamic vertical load. The friction factor
has been found to be generally in the range 0.02–0.06 for 28
mm diameter metal heads and UHMWPE cups (66),
broadly representative of mixed lubrication, and this has
been confirmed from the variation in the friction factor
with the Sommerfeld number. These experimental obser-
vations are broadly consistent with the theoretical predic-
tion of typical lubricant film thicknesses between 0.1 and
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0.2 mm and the average surface roughness of UHMWPE
bearing surface between 0.1 and 1 mm. Therefore, wear of
UHMWPE acetabular cups is largely governed by the
boundary lubrication mechanism. An increase in the
femoral head diameter can lead to an increase in sliding
distance and consequently wear (41). As a result, 28 mm
diameter femoral heads appear to be a better choice.
Furthermore, reducing the surface roughness of the metal-
lic femoral head or using harder alumina to resist third-
body abrasion and to maintain the smoothness is also very
important. For example, the wear factor in UHMWPE-on-
ceramic implants is generally 50% of that in UHMPWE-on-
metal (67). The introduction of cross-linked UHMWPE has
been shown to reduce wear significantly in simulator
studies. However, the degree of wear reduction appears
to depend on cross-linking, kinematics, counterface
roughness, and bovine serum concentration (68). It should
be pointed out that volumetric changes are often accom-
panied by morphology changes, which may have different
biological reactions as discussed below.

First, let us consider the effect of irradiation and cross-
linking on the osteolytic potential of UHMWPE bearings.
Historically, UHMWPE acetabular cups were gamma irra-
diated in air until it became clear that oxidative degenera-
tion of the PE was occurring. This oxidative damage was
caused by the release of free radicals, which produced
strand scission of the long PE chains. Research has indi-
cated that deterioration to important mechanical proper-
ties such as tensile strength, impact strength, toughness,
fatigue strength, and Young’s modulus occurs (12). These
time-dependent changes have been shown to affect the
volumetric wear of the UHMWPE and typical values are
in the region of 100 mm3/million cycles. In addition,
UHMWPE that had been gamma irradiated in air pro-
duced a greater volumetric concentration of wear particles
that were in the most biologically active size range, 0.1–
1 mm (46% of the wear volume compared to 24% for non-
irradiated UHMWPE). When the specific biological activity
(biological activity per unit volume of wear; SBA) of the
wear particles was calculated this gave an SBA that was
1.7-fold higher than the SBA of the nonirradiated material,
which translated into a functional biological activity (FBA),
which was 3.5-fold higher than the FBA of the nonirra-
diated material (Table 4).

Currently, UHMWPE is sterilized by gamma irradia-
tion (2.5– 4 Mrad) in an inert atmosphere. This material
undergoes partial cross-linking as a result of this proces-
sing, and is often referred to as moderately cross-linked
or stabilized PE. This material produces lower wear
rates than the nonirradiated UHMWPE, but has a higher

volumetric concentration of wear particles < 1 mm com-
pared to the nonirradiated material as shown in Table 4
(69). Consequently, the specific biological activity of the
wear particles is higher at 0.5 compared to 0.32 for the
nonirradiated material. However, as the wear volume is
substantially lower, the FBA value for the stabilized
UHMWPE is very similar to the nonirradiated material.

As the level of cross-linking increases, the wear volume
decreases (69). The highly cross-linked UHMWPE is GUR
1050, irradiated at 10 Mrad and remelted, and has very low
wear volumes at 8.6� 3.1 mm3/million cycles. However, as
can be seen from Table 4, 95% of the wear volume is
comprised of particles in the most biologically active size
range, leading to an extremely high SBA. However, as the
wear volume is significantly lower than the other
UHMWPEs, the FBA is one-half of those of the nonirra-
diated and stabilized materials (Table 4).

In addition, the wear particles from the cross-linked
materials have increased biological activity per unit
volume of wear (Fig. 2). A recent study by Ingram et al.
(18) has shown that when worn against a scratched coun-
terface, PE irradiated with 5 and 10 Mrad of gamma
irradiation produced higher volumetric concentrations of
wear particles in the 0.01–1.0 mm size range compared to
noncross-linked material. This increased volumetric con-
centration of wear particles in the 0.01–1.0 mm size range
meant that both cross-linked materials were able to sti-
mulate the release of elevated levels of TNF-a, an osteolytic
cytokine, at a 10-fold lower volumetric dose than the

HIP JOINTS, ARTIFICIAL 519

Table 4. Volumetric Wear Rate, % wear volume <1 mm, SBA, and FBA for Nonirradiated and Irradiated UHMWPEs
and Alumina Ceramic-on-Ceramic Hip Joint Prosthesesa

Material Volumetric Wear rate, mm3/106 cycles� 95% CL % Volume < 1 mm SBA FBA

Nonirradiated UHMWPE 50�8 23 0.32 16
Gamma in air UHMWPE, 2.5 Mrad GUR1120 49�9 46 0.55 55
Stabilized UHMWPE (2.5–4 Mrad) GUR1020 35�9 43 0.5 17.5
Highly cross-linked UHMWPE, 10 Mrad GUR1050 8.6�3.1 95 0.96 8
Alumina ceramic-on-ceramic (microseparation) 1.84�0.38 100 0.19 0.35

aSee Refs. 60,69.
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noncross-linked polyethylene (0.1 mm3 debris/cell com-
pared to 1–10 mm3 debris/cell). So, while the cross-linked
materials produced lower wear volumes, the particles pro-
duced from these materials were more reactive compared
to the noncross-linked PE.

However, when the same materials were worn against a
smooth counterface, analysis of the wear particles showed
that both cross-linked and noncross-linked PE produced
very high numbers of nanometer-sized wear particles. In
addition, the cross-linked and noncross-linked materials
produced similar low volumes of particles in the 0.1–
1.0 mm size range, which resulted in wear debris that
was only stimulatory a the highest volumetric dose of 50
mm3 debris/cell. This offers further explanation as to why
the FBA or osteolytic potential of the highly cross-linked
polyethylene’s are lower than the moderately cross-linked
and noncross-linked materials (Table 4).

Metal-on-Metal

The friction factor measured in metal-on-metal hip joints
with different sizes and clearances in simple pendulum
type machines is generally much higher than for
UHMWPE-on-metal articulations, in the range between
0.1 and 0.2, indicating a mixed-boundary lubrication
regime (66). However, the lubrication regime in metal-
on-metal bearings has been shown to be sensitive to the
surface roughness, loading and velocity, and design para-
meters (70–74). Consequently, different friction factors or
wear factors are possible. Therefore, it is important to
optimize the bearing system, in terms of the femoral head
diameter, the clearance and the structural support (75,76).
From a lubrication point of view, the femoral head dia-
meter is the most important geometric parameter, since it
is directly related to both the equivalent diameter defined
in Eq. 1 and the sliding velocity (70). If the lubrication
improvement is such that a fluid-film dominant lubrication
regime is present, the increase in the sliding distance
becomes unimportant. Such an advantage has been uti-
lized in large-diameter metal-on-metal hip resurfacing
prostheses (77). However, it should be pointed out that
the lubrication improvement in large-diameter metal-on-
metal hip resurfacing prostheses can only be realized with
adequate clearances (78). A too large clearance can reduce
the equivalent diameter, shifting the lubrication regime
toward mixed–boundary regions. In addition, the increase
in the sliding distance associated with the large diameter
means that the bedding-in wear becomes important. The
wear in optimised systems can be quite low, of the order of a
few millimeters cubed.

The biological activity in terms of osteolytic potential of
metal-on-metal hip prostheses is difficult to define. If
macrophages and fibroblasts are challenged with clinically
relevant cobalt chrome wear particles, there is some
release of the osteolytic cytokine TNF-a (Fig. 3), however,
this only takes place at very high levels of particulate load
(50 mm3 debris/cell), and the level of cytokine produced is
at lower levels compared to UHMWPE particles [see
Fig. 2(79)]. The predominant biological reaction is cyto-
toxicity or a reduction in cell viability (Fig. 4). Macrophage
and fibroblast cell viability is significantly reduced when

challenged with 50 or 5 mm3 debris/cell (22). The specific
biological activity of metal wear particles is difficult to
assess as the cells may release cytokines, such as TNF-a
as a consequence of cell death. In addition, the high levels
of particulate load required to stimulate cytokine release
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may only be achieved in vivo if a pairing is particularly
high wearing.

Ceramic-on-Ceramic

The friction factor in ceramic-on-ceramic hip implants is
quite low, particularly when the nonbiological type lubri-
cant is used (66). However, when biological lubricants such
as bovine serum are tested, the friction factor can be quite
high due to the complex interactions with proteins. The
wear under normal ideal conditions is low, but can be
increased substantially under adverse conditions such as
microseparation (80). Despite this, the wear in ceramic-on-
ceramic hip implants is generally the lowest among current
hip prostheses available clinically.

The introduction of microseparation conditions into the
in vitro simulation model replicates clinically relevant
wear rates, wear patterns, and wear particles. Alumina
wear particles have a lower biological activity than
UHMWPE particles. A 10-fold higher concentration of
alumina wear particles is required to stimulate the release
of osteolytic cytokine TNF-a from macrophages compared
to UHMWPE wear particles (23). It is questionable
whether the volume of alumina wear particles will reach
this threshold in vivo given the extremely low wear rates of
ceramic-on-ceramic prostheses even under severe micro-
separation conditions. Consequently, alumina wear parti-
cles have a lower specific biological activity than
UHMWPE particles (Table 4). When this lower SBA is
integrated with the comparatively small volumetric wear
rates that are produced by ceramic-on-ceramic couples
compared to metal-on-polyethylene, a substantially lower
functional biological activity or osteolytic potential is pro-

duced (Table 4; Fig. 5). In fact, alumina ceramic-on-ceramic
couples produce a 20-fold lower FBA than the currently
used highly cross-linked UHMWPEs.

Summary

Typical values of friction factor, wear factor, and biological
reactions are summarized in Tables 5, 6, and 7 for various
hip implants with different bearing couples.

FUTURE DEVELOPMENTS

Cross-Linked Polyethylene

The introduction of highly cross-linked PE into clinical use
in the last 5 years has been extensive. Standard UHMWPE
is irradiated at high dose levels ( 5–10 Mrad), which
produces chain scission and cross-linking between the
molecular chains. Subsequent heating and remelting
recombines the free radicals producing a more stable mate-
rial (81). The additional cross-links provide improved wear
resistance, particularly during kinematic conditions with
high levels of cross-shear as found in the hip. A number of
early simulator studies showed no wear for these materials
(81), while other studies demonstrated measurable wear
(82). Initial clinical studies, however, do show penetration
and wear (83). Wear and surface cracking has been identi-
fied in a few isolated retrievals. The wear rates reported
more recently in simulator studies have been found to be in
the range 5–10 mm3/million cycles, which is four to five
times less than with conventional material (69). Recent
work has also shown that cross-linked PE produces a
greater proportion of smaller particles, per unit volume
of wear debris and has been found to be up to three times
more biologically active than conventional material (18).
This leads to a functional reduction in osteolytic potential
of about twofold compared to conventional PE. This
improvement in functional osteolytic potential may not
be sufficient for high demand patients, and in patients
who require large head sizes. In these patients, larger
diameter hard-on-hard, such as ceramic-on-ceramic or
metal-on-metal, may be a more appropriate bearing choice.

Ceramic-on-Metal Bearing

Currently used hard-on-hard bearings are comprised of
similar materials, such as alumina ceramic-on-ceramic or
metal-on-metal. When lubrication conditions are depleted,
like bearing materials can produce elevated adhesive fric-
tion and wear. The ceramic-on-metal hip was developed to
produce a deferential hardness hard bearing (84). Labora-
tory simulation studies have shown a reduction in wear of
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Figure 5. Predicted functional biological activity or osteolytic
potential of alumina ceramic-on-ceramic and highly cross-linked
UHMWPE-on-metal hip prostheses.

Table 5. Typical Friction Factors and Lubrication Regimes in Various Bearings for Hip Implantsa

Bearing Couples Friction Factor
Variation of Friction Factor Against

Increasing Sommerfeld Number
Indicated Lubrication

Regimes

UHMWPE-on-Metal 0.06–0.08 Constant/decreasing Boundary/mixed
Metal-on-metal 0.22–0.27 Decreasing Mixed
Ceramic-on-ceramic 0.002–0.2 Increasing Fluid-film/mixed

aSee Ref. 4.



up to 100-fold compared to metal on metal. The ceramic
head does not wear and remains smooth, improving lubri-
cation and reducing wear of the metallic cup. This new
concept is currently entering clinical trials.

Surface Replacement Bearings

There is considerable interest in surface replacement solu-
tions in the hip (85). In this approach, a large diameter
metallic shell is placed over the reamed femoral head,
preserving femoral bone stock, and this articulates against
a large diameter acetabular cup. Both cobalt chrome cast
and wrought alloys have been used in different bearing
designs. The larger diameter head improves lubrication
and reduces wear compared to smaller head sizes (70).
However, it is important to maintain a low radical clear-
ance between the components to ensure low bedding-in
wear (78,86,87). Surface replacement metal on metal
bearings are not suitable for all patients, due to the nature
of the femoral bone, but are currently used in � 10% of
patients receiving hip prostheses.

Surface Engineered Metal-on-Metal Bearings SUREHIP

Concerns still remain about wear particles in metal on
metal bearings and elevated metal ion levels. Surface
engineering solutions are an attractive option for reducing
wear and metal ion levels, and can be readily applied to
surface replacement hips. Recent research with thick
AEPVD chromium nitride and chromium carbon nitride
surface engineered coatings of thicknesses between 8 and
12 mm have shown a 30-fold reduction in wear and metal
ion levels (88,89). These coatings are now undergoing
product development in preparation for clinical studies.

Compliant Materials, Cushion Form Bearings

In recent years, the trend has been to move toward harder
bearing materials that wear less, and away from the lower
elastic modulus properties of articular cartilage. Compli-
ant materials such as polyurethane have been investigated
as bearing materials in acetabular cups. The cups have been
formed as a composite structure with a higher modulus
substrate to give structural support (90). The bearing has

shown improved lubrication and reduced wear compared to
conventional polyethylene bearings. However, concerns
remain about the long-term stability of these low modulus
materials. More recently an experimental polyurethane
surface replacement cup has been investigated (91).

Hemiarthroplasty and Hemisurface Replacements

Interest in more conservative bone preserving, and mini-
mally invasive surgery has generated renewed interest in
surgical treatments that replace only one side of the dis-
eased joint or potentially just the diseased surface itself. In
these scenarios, consideration has not only to be given to
the biomaterial replacing the degenerated tissue, but also
the function of the apposing articulating surface.

In the hip hemiarthroplasty using compliant materials
has just entered clinical trials, where the femoral head
covered with a layer of polyurethane articulates against
the natural cartilage in the acetabulum (http://www.im-
pliant.com/home/index.html). Future designs will focus on
full or partial replacement of the diseased cartilage on one
side of the joint.

SUMMARY

This article summarizes the biotribology of artificial hip
joints and development over the last four decades. Although
adequate solutions exist for the elderly less active patients
> 65 years old with average life expectances < 20 years,
considerable technological advances are required to meet
the demands and improved performance of younger
patients. Recent moves toward large diameter heads to give
greater function, stability and range of motion are placing
greater demands on tribological performances and increas-
ing use of the hard-on-hard bearings.

Nomenclature

d Diametral clearance

D Dearing diameter or equivalent diameter defined in
Eq. 1

FBA Functional biological activity
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Table 6. Typical Volumetric and Linear Wear Rates for Different Bearings for Hip Implantsa

Bearing Couples Volumetric Wear Rate, mm3/million cycles Linear Wear Rate, mm/million cycles

UHMWPE-on-metal 30–100 100–300
UHMWPE-on-ceramic 15–50 50–150
Metal-on-metal 0.1–1 2–20
Ceramic-on-ceramic 0.05–1 1–20

aSee Ref. 4.

Table 7. Typical Particle Sizes and Biological Responses in Different Bearings for Hip Implantsa

Bearing Couples Dominant Particle Diameters, mm Biological Responses

UHMWPE-on-metal/ceramic UHMWPE, 0.01–1 Macrophages/osteoclasts/osteolysis
Metal-on-metal Metallic, 0.02–0.1 Low osteolysis, cytotoxicity
Ceramic-on-ceramic Ceramic, 0.01–0.02 Bioinert, low cytotoxicity

Ceramic, 0.1–10 Macrophages/osteoclasts/osteolysis

aSee Ref. 69.



hmin Minimum lubricant film thickness

PMMA Poly(methyl methacrylate)

Ra Average surface roughness

S Summerfeld number

SBA Specific biological activity

T Frictional torque

u Siding velocity

UHMWPE Ultrahigh molecular weight polyethylene

w Load

h Viscosity

l Ratio defined in Eq.3

m Frictional factor defined in Eq. 2

Subscripts:

Head Femoral head

Cup Acetabular cup
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INTRODUCTION

The increase in the size of the elderly population and the
importance of preventing life-related diseases, such as
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cancer, hypertension, and diabetes, all emphasize the
importance of home healthcare. Generally, the purpose
of home healthcare is to reduce the distance the patient
must travel to receive care and to reduce the number of
hospital admissions.

The devices used in home healthcare must be simple to
use, safe, inexpensive, and noninvasive or minimum inva-
sive so that they excessively disturb normal daily activities.
Recent developments in home healthcare devices meet
most of these specifications, but some still pose a problem
in that they disturb the activities of normal daily life and
the effectiveness of some other devices in monitoring par-
ticular health-related parameters has been questioned.

The requirements for the devices used in home health-
care depend on both their purpose and the subject’s con-
dition. Monitoring vital signs, such as heart rate, blood
pressure, and respiration, is routinely done for elderly
individuals and for patients with chronic disease or who
are under terminal care. These cases require simple, non-
invasive monitors. When patients are discharged from the
hospital and continue to need these parameters monitored
at home, the devices used are essentially no different from
those used in the hospital.

For health management and the prevention of disease,
an automatic health monitoring system has been consid-
ered. The onset of lifestyle-related diseases, such as hyper-
tension, arteriosclerosis, and diabetes, is highly correlated
with daily activities, such as physical exercise, including
walking, as well as other habits, such as sleep and smoking.
To prevent such diseases, daily monitoring will be impor-
tant for achieving healthy living and improving the quality
of life. Although the monitoring of daily activities is not
well established in evidenced-based health research, there
have been many attempts at installing sensors and trans-
ducers and monitoring daily life at home.

Evidenced-based health research directed at finding
correlations between daily activity monitoring and the
onset of disease, and identifying risk factors, is a major
subject of epidemiology. In general, large population stu-
dies of daily living activities, including daily food intake,
based on the history using interviews or questionnaires are
required. If an automatic monitoring system can be
applied, more reliable and objective data can be obtained.

Recently, many new home healthcare devices have been
developed because many individuals have become moti-
vated to maintain their health. This article discusses
recently developed homecare devices, as well as expected
laboratory-based devices.

BLOOD PRESSURE

Blood pressure is one of the most important physiological
parameters to monitor. Blood pressure varies consider-
ably throughout the day and frequent blood pressure
monitoring is required in many home healthcare situa-
tions. Usually, a blood pressure reading just before the
patient wakes in the morning is required. The success of
home blood pressure readings is highly dependent on the
patient’s motivation. Blood pressure readings at home are
also recommended because many patients have elevated

blood pressure readings in a clinical setting, the so-called
‘‘white-coat hypertension’’.

Medical doctors and nurses usually measure blood pres-
sure using the auscultatory method as shown in Fig. 1, in
which a pressure cuff is attached to the upper arm and
inflated to compress the brachial artery to a value above
the systolic pressure. Then, the cuff is gradually deflated
while listening to the Korotkoff sounds though a stetho-
scope placed on the brachial artery distal to the cuff. The
systolic and diastolic pressures are determined by reading
the manometer when the sounds begin and end, respec-
tively. However, this technique requires skill and it is
difficult to measure blood pressure on some obese indivi-
duals using this method.

For home blood pressure monitoring, convenient auto-
matic devices have been developed and are commercially
available. The measurement sites are the upper arm, wrist,
and finger.

The most common method is to attach the cuff to the
upper arm, and the systolic and diastolic pressures are
determined automatically (Fig. 2). The cuff is inflated by an
electric pump and deflated by a pressure-released valve. To
determine the pressures, two different methods are used:
Korotkoff sounds and an oscillometric method.

A microphone installed beneath the cuff detects the
Korotkoff sounds and when the systolic and diastolic pres-
sures are detected, a pressure sensor measures the obtained
sounds and pressure at the critical points. The advantage of
this method is that this measurement principle follows the
standard auscultatory method. When the cuff is attached
correctly, a reliable reading can be obtained.

The size of the cuff is important. The cuff should accu-
rately transmit pressure down to the tissue surrounding
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Figure 1. The standard blood pressure monitor. The device inc-
ludes an inflatable cuff, a manometer, and a stethoscope. The
bladder is inflated until the cuff compresses the artery in the arm;
since no blood passes, the stethoscope detects no noise. Then, the cuff
is deflated slowly, blood passes though the artery again, and the
stethoscope perceives a noise, which is defined as the systolic pres-
sure. The cuff continues to deflate and finally the stethoscope per-
ceives no noise, defined as the diastolic pressure.



the brachial artery. A narrow cuff results in a larger error
in pressure transmission. The effect of cuff size on blood
pressure accuracy for the Korotkoff method has been stu-
died experimentally (1).

The oscillometric method detects the pulsatile compo-
nents of the cuff pressure as shown in Fig. 3. When the cuff
pressure is reduced slowly, pulses appear in the systolic
pressure and the amplitude of the pulses increases and
then decreases again. The amplitude of these pulses is
always maximal when the cuff pressure equals the mean
arterial pressure. However, it is difficult to determine the
diastolic pressure from the signal measured from the

cuff pressure. In general, the diastolic pressure is deter-
mined indirectly in commercial devices. One simple
method that is often used is to calculate the diastolic
pressure from the mean arterial pressure and systolic
pressure (2). Several algorithms for this calculation have
been used in commercial blood pressure monitors. The
oscillometric method can only measure the cuff pressure.

Blood pressure measurement is not restricted to the
upper arm. It is possible to measure blood pressure at the
wrist and on a finger. However, if the measurement site is
changed from the upper arm, the errors due to gravita-
tional force and the peripheral condition increase. Wrist-
type blood pressure monitors are now common in home use
(Fig. 4).

Home blood pressure monitors are tested for accuracy
against two protocols: the Association for the Advancement
of Medical Instruments (AAMI) and the International
Protocol of the European Society of Hypertension. Reports
of the accuracy of home blood pressure monitors have been
published (3). In addition, a 24 h home blood pressure
monitor has been evaluated (4).

A home blood pressure monitor using the pulse wave
transit time has also been studied. The principle used in this
approach is that the arterial pulse wave transit time
depends on the elasticity of the arterial vessel wall and
the elasticity depends on the arterial pressure. Therefore,
arterial pressure affects the pulse wave transit time. How-
ever, vascular elasticity is also affected by vasomotor activ-
ities, which depend on external circumstances; so this
method is not reliable. Even so, with intermittent calibra-
tion we can estimate the blood pressure from the pulse wave
transit time (5). The pulse wave transit time can be non-
invasively determined from the arrival time of the arterial
pulse at the beginning of cardiac contraction, which is
determined from the QRS complex in an electrocardiogram.

ELECTROCARDIOGRAM

The electrocardiogram (ECG) gives important cardiac infor-
mation. Recording the ECG at home can assist physicians
to make a diagnosis. When monitoring the ECG at home
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Figure 2. Automatic blood pressure monitor using both auscul-
tatory and oscillometric methods.

Figure 3. Principle of the oscillometric method. The pulsations
induced by the artery differ when the artery is compressed. Initi-
ally, no pulsation occurs, and then the pulsation starts. As the
pressure decreases in the cuff, the oscillation becomes more sig-
nificant, until the maximum amplitude of the oscillations defines
the average blood pressure. Then, the oscillations decrease with
the cuff pressure until they disappear.

Figure 4. Wrist-type home blood pressure monitor. The measure-
ment site is the wrist and during the measurement, the wrist must
be at heart level.



during either recovery from an acute disease or when the
patient has a chronic disease, long-term recording is essen-
tial in order to detect rarely occurring abnormalities.

The Holter ECG recorder as shown in Fig. 5, has been
widely used. It is a portable recorder that records the ECG
on two or more channels for 24 or 48 h, on either an
ordinary audiocassette tape or in a digital memory, such
as solid-state flash memory. Most Holter recorders are
lightweight, typically weighing 300 g or less, including
the battery. The ECG must be recorded on the chest and
electrodes need to be attached by clinical staff. A physician
should also be available to monitor the ECG. Aside from
these limitations, the Holter recorder can be used without
obstructing a patient’s daily life.

There are some special ECG recordings that can be
taken in the home. The ECG can be recorded automatically
during sleep and bathing.

In bed, the ECG can be recorded from a pillow and
sheets or beneath the leg using electroconductive textiles
(Fig. 6) (6). Since the contact between the textile electrodes
and the skin is not always secure, large artifacts occur with
body movements. In our estimation, 70–80% of ECGs dur-
ing sleep can be monitored.

The ECG can also be recorded while bathing. If electro-
des are installed on the inside wall of the bathtub as shown
in Fig. 7, an ECG can be recorded through the water (7,8).
The amplitude of the ECG signal depends on the conduc-
tivity of the tap water. If the conductivity is high, the water
makes a short circuit with the body, which serves as the
voltage source, and consequently the amplitude is reduced.
If the water conductivity is low, however, the signal ampli-
tude remains at levels similar to those taken on the skin
surface. Fortunately, the electrical conductivity of ordinary
tap water is on the order of 10�2 S�m�1, which is within the
acceptable range for measurement using a conventional
ECG amplifier. However, such an ECG signal cannot be
used for diagnostic purposes because of the attenuation of
the signal at lower frequencies.

HEART AND PULSE RATES

The heart rate (HR) is a simple indicator of cardiac function
during daily life and exercise. The HR is the number of

contractions of the heart per minute, and the pulse rate is
defined as the number of arterial pulses per minute.
Usually, both rates are the same. When there is an
arrhythmia, some contractions of the heart do not produce
effective ejection of blood into the arteries and this gives a
lower pulse rate.
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Figure 5. Holter ECG recorder. The Holter recorder is used for
24 h ECG monitoring and a digital Holter recorder is commonly
used.

Figure 6. The ECG recorded from the bed. Electrodes are placed
on the pillow and the lower part of the bed. An ECG signal can be
obtained during sleep.

Figure 7. The ECG recorded from a bathtub. Silver–silver chlor-
ide electrodes are placed in the bathtub and the ECG signal can be
obtained though the water.



The heart rate can be determined by counting the QRS
complexes in an ECG or measuring the R–R interval when
the cardiac rhythm is regular. In patients with an arrhyth-
mia, the ECG waveforms are abnormal, and in this case
detection algorithms with filtering are used. For accurate
heart rate monitoring, electrodes are attached to the chest.
Instead of surface electrodes, a chest strap is also available
(Polar, Lake Success, NY)

The pulse rate can be obtained by detecting the arterial
pulses using a photoplethysmograph, mechanical force
measurements, vibration measurements, or an impedance
plethysmograph. In photoplethysmograpy, the change in
light absorption caused by the pulsatile change in the
arterial volume in the tissue is detected. To monitor the
pulse rate using photoplethysmography, the finger is com-
monly used. Light sources with wavelengths in the infra-
red (IR) region � 800 nm are adequate for this purpose,
because tissue absorbance is low and the absorbance of
hemoglobin at this wavelength does not change with
oxygen saturation.

The pulse oximeter, described below, can monitor both
oxygen saturation and pulse rate. The pulsatile component
of light absorption is detected and the pulse rate can be
determined from the signal directly. The ring-type pulse
oximeter is the most commonly used type of pulse oximeter.

A wristwatch type pulse rate meter is also available. It
consists of a reflection-type photoplethysmograph. To mea-
sure pulse rate, the subject puts their fingertip on the
sensor. A flashing icon on the display indicates a detected
pulse, and the rate is displayed within 5 s.

The pulse rate can also be monitored in bed. In this case,
the pulse rate is obtained directly from an electroconduc-
tive sheet. Vibration of the bed is detected by a thin flexible
electric film (BioMatt, Deinze, Belgium) or an air mattress
with a pneumatic sensor. In either case, the pulse rate is
obtained through signal processing.

BODY TEMPERATURE

Body temperature has been checked at home for many
years to detect fever. Frequent body temperature measure-
ments are required for homecare in many chronic diseases.
Basal body temperature measurement is also required
when monitoring the menstrual cycle.

Stand-alone mercury-in-glass clinical thermometers
have long been used both in clinical practice and at home,
although they have recently been replaced by electronic
thermometers because mercury contamination can occur
if they are broken (Fig. 8). The ordinary electronic clinical
thermometer uses a thermistor as a temperature sensor.
The body temperature is displayed digitally. There are
two types of clinical thermometer: the prediction and
the real-time type. The real-time type waits until a stable
temperature value is obtained. The prediction type
attempts to predict the steady-state temperature using
an algorithm involving exponential interpolation. The
response time of a real-time electronic thermometer is
3 min and the response time of a prediction-type electronic
thermometer is < 1 min, when both are placed in the
mouth.

The tympanic thermometer as shown in Fig. 9, has
become popular for monitoring the body temperature in
children and the elderly because of its fast response. The
device operates on the principle of IR radiation. The sensor
is either a thermopile or pyroelectric sensor and is installed
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Figure 8. The electric thermometer contains a thermistor. Both
predicting and real-time types are sold.

Figure 9. The tympanic thermometer. Either a thermopile or a
pyroelectric sensor is used as the temperature sensor. This device
has a faster response than an electric thermometer.



near the probe tip, as shown in Fig. 10. The probe tip is
inserted into the auditory canal and the radiation from the
tympanic membrane and surrounding tissue is detected.
The tympanic temperature is close to the deep body tem-
perature and the measurement can be made within a few
seconds. Many studies have shown that when used prop-
erly, a tympanic thermometry is very accurate. However,
IR tympanic thermometers produced measurements that
were both less accurate and less reproducible when used
by nurses who routinely used them in clinical practice
(9,10).

A strip thermometer is sometimes used to monitor an
acute fever. It is designed to be used once only and then dis-
carded. It contains strips of thermosensitive liquid crystal
that change color to indicate skin temperature, not body
temperature. The color change is nonreversible. The
strip is placed on the forehead and then read after
1 min. If a strip thermometer shows a high temperature,
one should recheck the temperature with another type of
thermometer.

BODY FAT

Body composition and body fat have both been proposed as
indicators of the risk of chronic disease.

Body fat percentage is the proportion of fat in a person’s
body. Excess body fat was previously determined by mea-
suring weight and comparing that value with height. Body
fat is not always visible and cannot be measured on an
ordinary scale. Obesity, which indicates a high degree of
excess body fat, has been linked to high blood pressure,
heart disease, diabetes, cancer, and other disabling condi-
tions. To estimate the percentage of body fat, it is com-
monly derived from body density. The following equation
gives an estimate of body density (D), which is then con-
verted into the percent body fat (%BF) using the Siri
equation:

%BF ¼ ð495=DÞ � 450

Body density, measured by weighting an individual
while immersed in a tank of water, is based on Archimedes’
principle and is a standard technique. However, this is not

a convenient method for measurement in the home. Body
volume can be determined from the air volume in an air-
tight chamber with the body inside by measuring the
compliance of the air in the chamber (Bod Pod, Life Mea-
surement Instruments, Concord, CA).

Body fat scales use the bioelectrical impedance analy-
sis (BIA) technique. This method measures body composi-
tion using four electrodes, in which a constant alternating
current (ac) of 50–100 kHz and 0.1–1 mA is applied
between the outer electrode pair, and the alternating
voltage developed between the inner electrode pair is
detected (Fig. 11). Alternating current is applied between
the toes of both feet, and the voltage developed between the
electrodes at both feet is detected. The current passes freely
through the fluids contained in muscle tissue, but encoun-
ters difficulty–resistance when it passes through fat tissue.
This means that electrical impedance is different in differ-
ent body tissues. This resistance of the fat tissue to the
current is called bioelectrical impedance, and is accurately
measured by body fat scales. Using a person’s height and
weight, the scales can then compute the body fat percen-
tage. Recently, new commercial BIA instruments, such as
the body segmental BIA analyzer, multifrequency BIA
analyzer, lower body BIA analyzer, upper body BIA ana-
lyzer, and laboratory-designed BIA analyzers, have greatly
expended the utility of this method (11). However, body
composition differs by gender and race. Nevertheless, the
impedance technique is highly reproducible for estimating
the lean body mass (12).
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Tympanic thermometer probe

Figure 10. The principle of the tympanic thermometer. The sen-
sor tip is inserted into the ear canal and the thermal distribution of
tympanum is measured.

Figure 11. A scale with bioelectrical impedance analysis. This is a
simple version of body impedance analysis using leg-to-leg bioim-
pedance analysis. The precision electronic scale has two footpad
electrodes incorporated into its platform. The measurement is
taken while the subject’s bare feet are on the electrodes. The body
fat percentage can be obtained from equations based on weight,
height, and gender.



The use of near-IR spectral data to determine body
composition has also been studied (13). Basic data suggest
that the absorption spectra of fat and lean tissues differ.
The FUTREX-5000 (Zelcore, Hagerstown, MD) illumi-
nates the body with near-IR light at very precise wave-
lengths (938 and 948 nm). Body fat absorbs the light,
while lean body mass reflects the light. The intensity of
back-scattered light is measured. This measurement pro-
vides an estimation of the distribution of body fat and lean
body mass.

BLOOD COMPONENTS

In a typical clinical examination, the analysis of blood
components is important. Medical laboratory generally
use automatic blood analyzers for blood analysis. Usually,
an invasive method is required to obtain a blood sample.
Therefore, in a home healthcare setting, the monitoring
and analysis of blood is uncommon, except for diabetic
patients. In this section, we focus on the blood glucose
monitor.

There are several commercial home blood glucose moni-
tors. Self-monitoring of blood glucose (SMBG) is recom-
mended for all people with diabetes, especially for those
who take insulin. The role of SMBG has not been defined
for people with stable type 2 diabetes treated with diet only.
As a general rule, the American Diabetes Association
(ADA) recommends that most patients with type 1 diabetes
test glucose three or more times daily. Blood glucose is
commonly measured at home using a glucose meter and a
drop of blood taken from the finger (Fig. 12). A lancet
device, which contains a steel needle that is pushed into
the skin by a small spring, is used to obtain a blood sample.
A small amount of blood is drawn into the lumen of the
needle. The needle diameter is from 0.3 (30 G) to 0.8 (21 G)
mm. In addition, laser lancing devices, which use a laser
beam to produce a small hole by vaporizing the skin tissue,
are available.

Once a small amount of blood is obtained, blood glucose
can be analyzed using either a test strip or a glucose meter.

The blood glucose level can be estimated approximately by
matching the color of the strip to a color chart. In electro-
chemical glucose meters for homecare, a drop of blood of
10mL or less is placed in the sensor chip. The blood glucose
is measured by an enzyme-based biosensor. Most glucose
meters can read glucose levels over a broad range of values,
from as low as 0 to as high as 600 mg�dL. Since the range
differs among meters, it is important to interpret very high
or low values carefully. Glucose readings are not linear
over their entire range.

Home blood glucose meters measure the glucose in
whole blood, while most lab tests measure the glucose in
plasma. Glucose levels in plasma are generally 10–15%
higher than glucose measurements in whole blood (and
this difference is even larger after a person has eaten).
Many commercial meters now give results as the ‘‘plasma
equivalent’’. This allows patients to compare their glucose
measurements from lab tests with the values taken at
home.

Minimally invasive and noninvasive blood glucose mea-
surement devices are also sold. One of these uses near-IR
spectroscopy to measure glucose. It is painless. There are
increasing numbers of reports in the scientific literature on
the challenges, strengths, and weaknesses of this and other
new approaches to testing glucose without fingersticks
(14,15).

The U.S. Food and Drug Administration (FDA) has
approved minimally invasive meters and noninvasive
glucose meters, but neither of these should replace stan-
dard glucose testing. They are used to obtain additional
glucose values between fingerstick tests. Both devices
require daily calibration using standard fingerstick glu-
cose measurements.

The MiniMed system (Medtronic, Minneapolis, MN)
consists of a small plastic catheter (a very small tube)
inserted just under the skin. The catheter collects small
amounts of liquid, which are passed through a biosensor to
measure the amount of glucose present. The MiniMed is
intended for occasional use and to discover trends in glu-
cose levels during the day. Since it does not give readings
for individual tests, it cannot be used for typical day-to-day
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Figure 12. Glucose meter. This is used for self-
monitoring blood glucose. The blood is taken from
the fingertip and analyzed using a test strip.



monitoring. The device collects measurements over a 72 h
period and then the stored values must be downloaded by
the patient or healthcare provider.

GlucoWatch (Cygnus, Redwood City, CA) is worn on the
arm like a wristwatch (Fig. 13). It pulls small amounts of
interstitial fluid from the skin by iontophoresis and mea-
sures the glucose in the fluid without puncturing the skin.
The device requires 3 h to warm up after it is put on the
wrist. After this, it can measure glucose up to three times
per hour for 12 h. The GlucoWatch displays results that can
be read by the wearer, although like the MiniMed device,
these readings are not meant to be used as replacements
for fingerstick-based tests. The results are meant to show
trends and patterns in glucose levels, rather than report
any one result alone. It is useful for detecting and evaluating
episodes of hyperglycemia and hypoglycemia. However, the
values obtained must be confirmed by tests with a standard
glucose meter before any corrective action is taken.

An elevated cholesterol level is one of the most impor-
tant risk factors for coronary heart diseases. For home
healthcare, a blood cholesterol test device is available. The
test requires that a few drops of blood obtained from a
finger stick sample be applied to the cholesterol strip,
which contains cholesterol esterase and cholesterol oxidize.
Total cholesterol, that is, the sum of free and esterified
cholesterol, can be accurately and conveniently measured
enzymatically using cholesterol oxidize and cholesterol
esterase. The total amount of cholesterol is measured,
and the results are obtained in 3–15 min.

URINE COMPONENTS

The analysis of urine components provides important diag-
nostic information for clinicians. Urine glucose and ketones

indicate diabetes and urine protein indicates kidney dis-
ease. However, the only tool available for such testing is the
urine test strip. A urine test can be done using a test strip
without pain or discomfort. No fully automatic urine test
system available, but there have been some attempts to
monitor urine components at home with minimum distur-
bance. The instrument shown in Fig. 14 has been devel-
oped. It can be installed in the toilet and measures the
urine glucose after a button is pushed (TOTO, Tokyo). The
urine collector protrudes, collects urine automatically from
the urine stream, and analyzes urine glucose within 1 min
using an enzyme glucose sensor. The sensor must be
replaced every 4 months and a calibration solution must
be replenished every 3 months. This system is useful for
monitoring the urine glucose level in diabetic patients.

BODY WEIGHT

Body weight monitored at home is an essential parameter
for health management. To use body weight for health
management, data must be taken regularly and stored.
A digital scale connected to a laptop computer, together
with temperature and blood pressure monitors, and a bed-
sensor system has been developed (16).

A device to weigh the body automatically for health
monitoring based on measurements on the toilet seat
has been developed (17). A precision load cell system
was installed in the floor of the toilet, and the seat was
supported so that the weight on the seat was transferred to
the load cell. This system also allows the measurement of
urine and feces volume, urine flow rate, and the number
and times of urination and evacuation.

For health management, the body mass index is com-
monly used. This is defined as the weight divided by the
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square of the height. Excess body weight increases the risk
of death from cardiovascular disease and other causes in
adults between 30 and 74 years of age. The relative risk
associated with greater body weight is higher among
younger subjects (18).

NUTRITION

To prevent cardiac disease, diabetes, and some cancers, it is
important to control body weight. The most accurate
method that currently exists is to weigh foods before they
are eaten. Like many other methods, however, this method
can be inaccurate, time-consuming, and expensive. There
are two basic ways to monitor nutrition. One is to monitor
food intake.

Food consumed is photographed using a digital camera
and the intake calories are calculated from the photo-
graphs (19,20). Digital photography and direct visual esti-
mation methods, estimates of the portion sizes for food
selection, plate waste, and food intake are all highly cor-
related with weighed foods.

The resting metabolism rate (RMR) is an important
parameter for controlling body weight. The RMR repre-

sents the calories the body burns in order to maintain vital
body functions (heart rate, brain function, and breathing).
It equals the number of calories a person would burn if they
were awake, but at rest all day. The RMR can represent up
to 75% of a person’s total metabolism if they are inactive or
lead a sedentary lifestyle. Since the RMR accounts for up to
75% of the total calories we need each day, it is a critical
piece of information for establishing appropriate daily
calorie needs, whether one is trying to lose or maintain
weight. Most healthcare and fitness professionals recog-
nize that metabolism is affected by a variety of character-
istics, such as fever, illness, high fitness, obesity, and active
weight loss. When managing a subject’s nutritional needs
and calorie requirements, knowledge of their RMR is cri-
tical. Since metabolism differs individually, estimating the
RMR value can lead to errors, and inaccurate calorie
budgets. Consequently, individuals can be unsuccessful
at reaching their personal goals, due to over- or under-
eating. As technology advances, professionals must reas-
sess their practices. Caloric needs are assessed most accu-
rately by measuring oxygen consumption and determining
individual metabolism. Oxygen consumption estimates are
obtained from the oxygen gas concentration and flow. Since
it usually requires wearing a mask or mouthpiece, this
measurement is difficult for some individuals. The Body-
Gem and MedGem (HealtheTech, Golden, CO) are devices
that provide information vital for determining a persona-
lized calorie budget, based on individual metabolism
(Fig. 15). The BodyGem and MedGem consist of an ultra-
sound flow meter and fluorescence oxygen sensor with a
blue LED excitation source, but the measurements are
limited to an RMR monitor only. The RMR has been
mentioned in the text.

We can also estimate the body’s energy consumption
from heat flow and acceleration measurements taken while
an individual exercises (Body Media inc. Pittsburg, PA).
For diabetes control, a pedometer with an accelerometer
has been used and the energy consumption estimated
using several algorithms.
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Figure 14. Urine glucose monitor installed in the toilet. A small
nozzle collects urine and then a biosensor analyzes urine glucose
automatically.

Figure 15. A simple oxygen-uptake monitor. The subject wears
the mask and a small ultrasonic flow meter measures the respira-
tory volume and a fluorescence oxygen monitor measures the
oxygen concentration. This device is only used for measuring basal
metabolism.



DAILY ACTIVITY

From the standpoint of health management, both the
physical and mental health of an individual are reflected
in their daily physical activities. The amount of daily
physical activity can be estimated from the number of
walking steps in a day, which are measured by a pedometer
attached to the belt or waistband. To improve physical
fitness 10,000 steps per day or more are recommended.
For more precise measurement of physical activity, an
accelerometer has been used. Behavior patterns, such as
changes in posture and walking or running can be classi-
fied. The metabolic rate can be estimated from body
acceleration patterns. The algorithms for calculating
energy consumption differ for different pedometers. Each
manufacturer has a different algorithm, and these have
not been made public. However, the energy is likely
evaluated using total body weight and walking time
(21). This measurement requires attaching a device to
the body, and requires continual motivation. An acceler-
ometer equipped with a global positioning sensor has been
developed and can monitor the distance and speed of daily
activity (22).

There have been attempts to monitor daily activities at
home without attaching any devices to the body. Infrared
sensors can be installed in a house to detect the IR radia-
tion from the body so that the presence or absence of a
subject can be monitored, to estimate the daily activity at
home, at least when the subject is living alone.

Other simple sensors, such as photointerrupters, elec-
tric touch sensors, and magnetic switches, can also be used
to detect activities of daily living (23–25). The use of room
lights, air conditioning, water taps, and electric appliances,
such as a refrigerator, TV, or microwave oven, can be
detected and used as information related to daily living.
Habits and health conditions have correlated with these
data to some extent, but further studies are required to give
stronger evidence of correlations between sensor output
and daily health conditions.

SLEEP

Sleep maintains the body’s health. Unfortunately, in most
modern industrial countries the process of sleep is dis-
turbed by many factors, including psychological stress,
noise, sleeping room temperature, and the general envir-
onment surrounding the bedroom. Insufficient sleep and
poor sleeping habits can lead to insomnia. Another sleep
problem is sleep apnea syndrome. In the laboratory, sleep
studies aimed at the diagnosis of sleep apnea syndrome
include polysomnography (PSG), electroencephalography
(EEG), ECG, electromyography (EMG) pulse oximetry, and
require chest and abdomen impedance belts. In the home,
simple devices are required to evaluate sleep to determine
if more detailed laboratory tests are needed.

A physical activity monitor actigraph (AMI, Ardsley,
NY) can be used as a sleep detector. It is easy to wear and
detects the acceleration of the wrist using a piezoelectric
sensor. The wrist acceleration recorded by the actigraph
accurately showed when the wearer was asleep (26).

Body movements during sleep can be measured without
attaching sensors and transducers to the body using a
pressure-sensitive sheet (BioMatt, VTT Electronics, Tam-
pere, Finland). It consists of a 50mm thick pressure- sen-
sitive film, which can be installed under the mattress. This
film is quite sensitive and not only detects body motions,
but also respiration and heart rate. Therefore, it can be
used as a sleep monitor for detecting insomnia and sleep
disorders and as a patient monitor for detecting sleep
apnea, heart dysfunctions, and even coughing and teeth
grinding (27–29).

Body motion during sleep can also be monitored using a
thermistor array installed on the bed surface at the waist
or thigh level (30,31). The changes in temperatures show
the body movement and sleep condition.

RESPIRATION THERAPY AND OXYGEN THERAPY

Respiration is the function of gas exchange between the air
and blood in the body, and it consists of ventilation of the
lung and gas transfer between the alveolar air and the
blood in the pulmonary circulatory system. Lung ventila-
tion can be monitored by either measuring the flow rate of
the ventilated air or the volume change of the lung. Gas
transfer is monitored by arterial blood oxygenation. Fre-
quent respiratory monitoring is required for respiratory
therapy at home.

Furthermore, many individuals have developed breath-
ing difficulties as a consequence of increasing pollution,
combined with an aging population.

For therapy, we use two types of respiration aid. One is
for respiration related to cellular gas exchange. The other
is for breathing difficulty, such as sleep apnea.

Reparatory therapy is included in the training of
individuals involved in rehabilitation after thoracoabdo-
minal surgery, in paraplegic or quadriplegic patients,
and for patients requiring some form of mechanical venti-
lation. The fundamental parameters that must be moni-
tored are the respiratory rate, respiratory amplitude, and
respiratory resistance. Respiratory amplitude can be mon-
itored using either airflow or lung movement.

For continuous monitoring of respiration in a home
setting, it is inconvenient to use a mask or mouthpiece.
Lung ventilation can be estimated by practice and from
abdominal displacement. Inductance plethysmography
has been used (32,33). This consists of two elastic bands
placed at the rib cage and abdomen. Each band contains a
zigzag coil and the inductance of this coil changes with its
cross-sectional area. This system, Respitrace (Non-
Invasive Monitoring Systems, North Bay Village, FL),
gives the changes in volume of the rib cage and abdomen,
tidal volume, and breathing rate. Respitrace was rated as
the best noninvasive technology for the diagnosis of sleep-
related breathing disorders by the American Academy of
Sleep Medicine Task Force (1999).

Oxygen therapy, intermittent positive pressure breath-
ing (IPPB) therapy, and respiratory assistance using a
respirator can also be performed at home. In these situa-
tions, the arterial blood oxygenation must be monitored.
Actually, there is a change in optical absorbance on the
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venous side that reflects changes in intrathoracic pressure
due to breathing. Blood oxygenation is commonly moni-
tored using a pulse oximeter, which can measure the
oxygen saturation of arterial blood noninvasively from
the light that is transmitted through a finger (Fig. 16).

The pulse oximeter is based on the principle that the
pulsatile component in the transmitted light intensity is
caused by the changes in the absorption of arterial blood in
the light path while the absorption of the venous blood and
tissue remains unchanged. The absorption spectrum of the
blood changes with oxygen saturation, so the oxygen
saturation of the arterial blood can be determined from
the time-varying spectral components in the transmitted
light. The oximeter contains two light-emitting diodes
(LEDs), which emit light at two different wavelengths,
and a photodiode to detect absorption changes at the two
different wavelengths (Fig. 17). The measuring site is
usually at a finger. However, a probe with a cable can
sometimes disrupt the activities of daily life. A reflection-
type probe that can be attached to any part of the body
might be more convenient. Unfortunately, reflection-type
probes are less reliable than transmission probes (34).
A finger-clip probe without a cable (Onyx, Nonin Medical,
Plymouth, MN) and a ring-type probe (35) are also
available.

Recent advanced home healthcare devices are reviewed.
These devices can be used effectively, not only for the
elderly, but also for the middle-aged population and to
establish home healthcare and telecare. Telecare and tele-
medicine are now popular for monitoring patients with
chronic diseases and elderly people who live alone. The
devices are placed in their homes and the data are trans-
mitted to the hospital or a healthcare provider, who can
check their clients’ condition once every 12–24 h. Success-

ful application has been reported for oxygen therapy and
respiratory therapy.

We have solved several problems for more practical use.
The major problems are the standardization of these
devices and the agreement between medical use and home
healthcare. Standardization of monitoring is important.
For example, the principle of body impedance analysis
differs for each manufacturer. Therefore, the values differ
for different devices. This confuses customers, who then
think that the devices are not reliable; hence, nobody uses
such devices. There are similar problems with pedometers.
Pedometers use either a mechanical pendulum or an accel-
erometer. The manufacturers should mention their limita-
tions and reliability briefly, although most customers find
this information difficult to understand.

The next problem is more serious. Some home health-
care devices have not been approved by health organiza-
tions, such as the FDA. For blood pressure monitors, a
physician still needs to measure blood pressure during
clinical practice even if the subject measures blood pres-
sure at home. If the home healthcare device was suffi-
ciently reliable, the physician would be able to trust the
blood pressure values. Both researchers and members of
industry must consider ways to solve this problem in the
near future. There are additional social problems, such as
insurance coverage of home healthcare devices, costs,
handling, and interface design. The development of home
heathcare devices must also consider the psychological and
environmental factors that affect users. In the future,
preventative medicine will play an important role in med-
ical diagnosis. Hopefully, more sophisticated, high quality
home healthcare devices will be developed. Technology
must solve the remaining problems in order to provide
people with good devices.
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Figure 16. Pulse oximeter. A pulse oximeter is a
simple noninvasive method of monitoring the per-
centage of hemoglobin (Hb) saturated with oxygen. It
consists of a probe attached to the subject’s finger.
The device displays the percentage of Hb with oxy-
gen together with an audible signal for each pulse
beat and the calculated heart rate.
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Figure 17. The principle of the oximeter. Hemoglo-
bin absorbs light and the amount depends on whe-
ther it is saturated with oxygen. The absorption at
two wavelengths (650 and 805 nm) is measured and
used to calculate the proportion of hemoglobin that is
oxygenated.
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16. Tuomisto T, Pentikäinen V. Personal health monitor for
homes. ERCIM News 1997;29.

17. Yamakoshi K. Unconstrained physiological monitoring in
daily living for healthcare. Frontiers Med Biol Eng 2000;
10:239–259.

18. Stevens J, et al. The effect of age on the association between
body-mass index and mortality. N Engl J Med 1998;338:1–7.

19. Williamson D, et al. Comparison of digital photography to
weighed and visual estimation of portion sizes. J Am Diet
Assoc 2003;103:1139–1111.

20. Wang DH, Kogashiwa M, Ohta S, Kira S. Validity and
reliability of a dietary assessment method: the application
of a digital camera with a mobile phone card attachment. J
Nutr Sci Vitaminol (Tokyo) 2002;48:498–504.

21. Tharion WJ, et al. Total energy expenditure estimated using a
foot-contact pedometer. Med Sci Monit 2004;10(9):CR504–509.

22. Perrin O, Terrier P, Ladetto Q, Merminod B, Schutz Y.
Improvement of walking speed prediction by accelerometry

and altimetry, validated by satellite positioning. Med Biol
Eng Comput 2000;38(2):164–168.

23. Celler BG, et al. Remote monitoring of health status of the
elderly at home. A multi- disciplinary project on aging at the
University of New South Wales. Intern J Bio-Medical Com-
put 1995;40:144–155.

24. Suzuki R, Ogawa M, Tobimatsu Y, Iwaya T. Time course
action analysis of daily life investigation in the welfare techo
house in Mizusawa. J Telemed Telecare 2001;7:249–259.

25. Ohta S, Nakamoto H, Shinagawa Y, Tanikawa T. A health
monitoring system for elderly people living alone. J Telemed
Telecare 2002;8:151–156.

26. Sadeh A, Hauri PJ, Kripke DF, Lavie P. The role of actigraphy
in the evaluation of the sleep disorders. Sleep 1995;18: 288–302.

27. Salmi T, Partinen M, Hyyppa M, Kronholm E. Automatic
analysis of static charge sensitive bed (SCSB) recordings in
the evaluation of sleep-related apneas. Acta Neurol Scand
1986;74:360–364.

28. Salmi T, Sovijarvi AR, Brander P, Piirila P. Long-term
recording and automatic analysis of cough using filtered
acoustic signals and movements on static charge sensitive
bed. Chest 1988;94:970–975.

29. Sjoholm TT, Polo OJ, Alihanka JM. Sleep movements in
teethgrinders. J Craniomandib Disord 1992;6:184–191.

30. Tamura T, et al. Assessment of bed temperature monitoring
for detecting body movement during sleep: comparison with
simultaneous video image recording and actigraphy. Med
Eng Phys 1999;21:1–8.

31. Lu L, Tamura T, Togawa T. Detection of body movements
during sleep by monitoring of bed temperature. Physiol Meas
1999;20:137–148.

32. Milledge JS, Stott FD. Inductive plethysmography--a new
respiratory transducer. J Physiol 1977;267:4P–5P.

33. Sackner JD, et al. Non-invasive measurement of ventilation
during exercise using a respiratory inductive plethysmo-
graph. I Am Rev Respir Dis 1980;122:867–871.

34. Mendelson Y, Ochs BD. Noninvasive pulse oximetry utilizing
skin reflectance. IEEE Trans Biomed Eng 1988;35:798–805.

35. Rhee S, Yang BH, Asada HH. Artifact-resistant power-
efficient design of fingerring plethysmographic sensors.
IEEE Trans Biomed Eng 2001;48:795–805.

See also HUMAN FACTORS IN MEDICAL DEVICES; MOBILITY AIDS; NUTRI-

TION, PARENTERAL; QUALITY-OF-LIFE MEASURES, CLINICAL SIGNIFICANCE

OF; TEMPERATURE MONITORING; TRANSCUTANEOUS ELECTRICAL NERVE

STIMULATION (TENS).

HOSPITAL SAFETY PROGRAM. See SAFETY

PROGRAM, HOSPITAL.

HUMAN FACTORS IN MEDICAL DEVICES

DANIEL W. REPPERGER

Wright-Patterson Air Force Base
Dayton, Ohio

INTRODUCTION

The human factors issues related to the use and design of
medical devices has experienced significant paradigm
shifts since this topic was addressed > 20 years ago (1).
Not only has the technology innovation of the Internet
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vastly affected how medical professionals both gather and
report information, but also standards are now more easily
established. In addition, technology in the healthcare
industry has concomitantly made significant advances.
The evolving characteristics of legal liability with medical
devices have also changed. Concurrently, the skill and
sophistication of users with computer-aided systems has
significantly improved with more tolerance and acceptance
of automation. The computer and microprocessor-based
medical devices are now the pervasive means of humans
dealing with mechanical–electrical systems. First, it is
important to define the term Human Factors within the
context of medical devices and biomedical engineering. The
phrase human factors can be broadly characterized as the
application of the scientific knowledge of human capabil-
ities and limitations to the design of systems and equip-
ment to generate products with the most efficient, safe,
effective, and reliable operation. A modern expression to
describe a systematic procedure to evaluate risk when
humans use medical devices is termed human factors
engineering (2). The U.S Food and Drug Administration
(FDA) is a strong proponent of the use of human factors
engineering to manage risk, in particular with application
to medical devices. The responsibility of the FDA is to
guarantee the safety and efficacy of drugs and medical
devices. Since, in the United States, the FDA is one of the
leading authorities on medical standards, it is worthwhile
to review (3,4) their interpretation on how human factors
studies should be conducted with medical device use as
perceived by this group. Other U.S. government organiza-
tions, such as the National Institute of Health (NIH) (5) and
the Agency for Health Care Research and Quality (6), also
offer their perspective on the application of human factors
studies with respect to the manipulation of medical devices.
Other sources of government information are found at
(7–12). Also available online are a number of legal sources
(13–15) related to injury issues and instrumentation
affiliated with healthcare and how they perceive the rele-
vance of human factors engineering. In these sources, there
is a strong influence on how human factors procedures have
some bearing on liability, abuse, misuse, and other trouble-
some issues associated with medical devices (16).

From an historical perspective, in the late 1980s,
data collected by the FDA demonstrated that almost
one-half of all medical device recalls resulted from design
flaws. In 1990, the U.S. Congress passed the Safe Medical
Devices Act, giving the FDA the ability to mandate good
manufacturing practices. These practices involve design
controls for manufacturers to use human factors engineer-
ing principles within medical device design.

In this article, we initially discuss human factors as
defined by the FDA followed by three classic case studies.
The ramifications of legal issues are then presented. Con-
current good human factors methods are then described,
followed by some key topic areas including alarms, label-
ing, automation, and reporting. Future issues regarding
human factors and medical devices are subsequently
offered with conclusions and future directions of this field
depicted.

First, it is instructive to review the present state of
affairs on how the FDA defines human factors engineering

within the context of when humans interact with medical
devices. The term human factors engineering is a per-
suasive term in the literature describing present FDA
standards.

A HUMAN FACTORS ENGINEERING PERSPECTIVE
FROM THE FDA

The goal of the FDA is to promote medical device designers
to develop highly reliable devices. Human factors engineer-
ing is a phrase used to help understand and optimize how
people employ and interact with technology. A host of
literature describes human factors engineering in many
eclectic areas (17–30). When medical devices fail or mal-
function, this impacts patients, family members, and pro-
fessional healthcare providers. A common term used to
characterize the potential source of harm is a hazard. A
hazard may arise in the use of a medical device due to the
inherent risk of medical treatment, from device failures
(malfunctions) and also from device use. Figure 1, from the
FDA, displays possible sources of device failure hazards
that impact the human factors issues in medical devices.
Figure 1 may be deceptive in the presumption that equal
hazards exist between use related and device failure. More
correctly (3,4) the use contribution to the total medical
devices hazards may far exceed those from the device
failures. In fact, from an Institute of Medicine report
(31), as many as 98,000 people die in any given year from
medical errors that occur in hospitals. This is more than
the number who die from motor vehicle accidents, breast
cancer, or acquired immune deficiency syndrome (AIDS). A
proportion of these errors may not directly be attributed to
the medical device itself; however, the importance of incor-
porating human factors engineering principles into the
early design and use of these important interfaces is a
key concern. It is instructive to examine the two major
types of errors (hazards) in Fig. 1 and how they are
delineated. Risk analysis will refer to managing the forms
of risks to be described herein. After the hazards are first
clarified, the goal is for the hazards to be mitigated
or controlled by modifying the device user interface (e.g.,
control or display characteristics, logic of operation, label-
ing) or the background of the users employing the device
(training, limiting the use to qualified users). The power in
the human factors approach is to help identify, understand,
and address use-related problems as well as the original
design problem with the physical device itself prior to its
acceptance in the workplace of the healthcare professional.
Some institutions have now developed in-house usability
laboratories, in order to rigorously test any medical device
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Figure 1. Hazards from device failure and use related.



before utilization. It is worthwhile to first elaborate on use
related hazards as they are relevant in this area.

Use-Related Hazards

Addressing the hazards related to device use, the essential
components include (1) device users (patient, caregiver,
physician, family member, etc.); (2) typical and atypical
device use; (3) characteristics of the environment for the
application of the medical device; and (4) the interaction
between users, devices, and use environments.

Figure 2 portrays an abstraction on all possible uses for
a medical device.

Device Failure Hazards

When understanding hazards from the perspective of risk
analysis, it is common to consider the following classes of
hazards as they pertain to device design: (1) chemical
hazards (e.g., toxic chemicals); (2) mechanical hazards
(e.g., kinetic or potential energy from a moving object);
(3) thermal hazards (high temperature components); (4)
electrical hazards (electric shock, electromagnetic inter-
ference); (5) radiation hazards (ionizing and nonionizing);
and (6) biological hazards (allergic reactions, bioincompat-
ibility, and infection).

In an effort to address good human factors design when
dealing with medical devices, it is instructive to now dis-
cuss three classic misadventures in the medical device
arena when human factors procedures could have been
modified to preclude untoward events. One usually thinks
of medical errors occurring, for example, in surgery (wrong
site surgery), as the amputation of the wrong appendage
(32,33) or from chemotherapy overdoses (34). In 2005, it is
now a common practice, in holding areas before surgery, for
the surgeon and medical team to discuss with the patient
the impending surgery and to have the patient mark on his
body precisely where the surgery will be performed with a
magic marker. This procedure assures the patient that no
confusion may occur as a function of a patient mix-up, after
the patient is under anesthesia. Three examples are now
presented of untoward events that could have been pre-
vented with improved human factors use methodologies.
In the final analysis, the enemy of safety is complexity,
which appears in these case studies. Complex systems fail
because of the contribution of multiple small failures, each
individual failure may be insufficient to cause an accident,
but in combination, the results may be tragic.

EXAMPLES OF CASE STUDIES WHERE HUMAN FACTORS
ISSUES ARISE

It is worthwhile to examine a few classic case studies
where human factors procedures interacting with medical
devices needed to be reevaluated. It is emphasized that
the errors described herein may not be attributed to any
one person or system. Rather, the complex interaction of
humans with poorly defined procedures involving certain
medical devices has given rise to events, which were not
planned or expected. However, with a more structured
interaction of humans with these systems, improved
results could be obtained. The reference by Geddes (35)
provides many interesting examples where enhanced
human factors planning would have prevented errors in
medical treatment.

Case Study 1 from Ref. 35 and Reported in the South African
Cape Times (1996)

‘‘For several months, our nurses have been baffled to find a
dead patient in the same bed every Friday morning’’ a
spokeswoman for the Pelonomi Hospital (Free State, South
Africa) told reporters. ‘‘There was no apparent cause for
any of the deaths, and extensive checks on the air con-
ditioning system, and a search for possible bacterial infec-
tion, failed to reveal any clues.’’

Although device failure could cause such deaths, why
they occurred on Fridays is difficult to understand? The
Cape Times later reported:

It seems that every Friday morning a cleaner woman would
enter the ward, remove the plug that powered the patient’s
life support system, plug her floor polisher into the vacant
socket and then go about her business. When she had
finished her chores, she would then replug the life support
machine and leave, unaware that the patient was now dead.
She could not, after all, hear the screams and eventual
death rattle over the shirring of her polisher.
‘‘We are sorry, and have sent a strong letter to the cleaner in
question. Further, the Free State Health and Welfare
Department is arranging for an electrician to fit an extra
socket, so there should be no repetition of this incident. The
inquiry is now closed.’’

This example emphasizes that when unplanned influ-
ences or events interact with medical device operation,
tragic results may occur. In a later section, we describe
several human factors procedures and techniques that are
now designed to help preclude these types of untoward
events.

In Ref. 36, a second example shows how important
(delicate) care is requisite to providing appropriate inter-
action of humans with medical devices.

Case Study 2 from Ref. 36

Besides putting patients at high risk for injury, clinicians
who use a device they are not familiar with are placing
themselves in legal jeopardy. The case of Chin vs. St.
Barnabos Medical Center (160 NJ 454 [NJ 1999]) illustrates
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this point. A patient died after gas inadvertently was
pumped into her uterus during a diagnostic hysteroscopy.
Evidence established that the two perioperative nurses
implicated in the case had no experience with the new
hysteroscope and used the wrong hook up for the procedure.
They connected the exhaust line to the outflow port. The
45-year-old patient died from a massive air embolism. It
was also discovered that the nurses never received any
education regarding the device. The manufacturer was
not found liable because records indicated that the device
did not malfunction or break. Damages in the amount of
$2 million were awarded to the plaintiff and apportioned
among the surgeon, nurses, and hospital. As discussed
in the sequel, new training methods have been developed
in the human factors area to preclude the occurrence of
events of this type.

The last case study deals with a poor interface design.
Usability Testing, to be discussed later, provides methods
to preclude some of these difficulties encountered.

Case Study 3 from Ref. 37

‘‘A 67 year-old man has ventricular tachycardia and
reaches the emergency room. Using a defibrillator, nothing
happens. The doctor suggests the nurse to start a fluid
bolus with normal saline. The nurse opens the IV tubing
wide open, but within minutes the patient starts seizing.
The nurse then realizes that the xylocaine drip instead of
the saline had been inadvertently turned up. The patient
is then stabilized and the nurse starts her paperwork. She
then realizes that the defibrillator was not set on the cardio
version, but rather on an unsynchronized defibrillation.
This is because the defibrillator she uses, every day, auto-
matically resets to the nonsynchronized mode after each
shock. The second shock must have been delivered at the
wrong time during the cardiac cycle, causing ventricular
fibrillation.’’ By performing a usability study as described
later, with better training, this type of event could have
been prevented.

The changing effect of legal influences also has had its
impact on human factor interactions of caregivers with
medical devices. It is worthwhile to briefly describe some of
these recent influences and how they impact on human
dealings with medical devices.

NEW LEGAL INFLUENCES THAT AFFECT HUMAN FACTORS

As mentioned previously in Refs. 13–15, there have been a
number of modifications in the legal system that affect how
humans now interact with medical devices. It is not unu-
sual in the year 2005 to hear prescription drugs advertised
on television or on the radio with a disclaimer near the end
of each commercial. The disclaimer lists major possible side
effects and warns the user to discuss the drug with their
physician. As the aging ‘‘baby boomers’’ of the post-World
War II era now require more and more medications, the
drug companies make major efforts and studies to ensure
that safe and effective drugs are delivered to an ever
increasing public audience. Experience from prior mis-
takes has significantly modified how the drug industry
must deal with a larger, and more highly informed, popu-

lation base. Some major modifications that occur involving
legal issues and medical device operation include

1. The legal profession (13) now recognizes the impor-
tance of human factors engineering [also known as
usability engineering or ergonomics (a term used
outside the United States)] in studying how humans
interact with machines and complex systems. Ergo-
nomics is a factor in the design of safe medical
devices; A user-friendly device is usually a safe one
(38).

2. Healthcare Institutions employ results of human
factors engineering testing of devices in making
key decisions in evaluation as well as major purchase
judgments. If these components fail, but have been
tested within a rigorous framework, the legal con-
sequences are mitigated since standards were
adhered to in the initial selection of the medical
device and procedure of use.

3. Insurance premiums to Healthcare Institutions are
correspondingly reduced if adherence to standards
set forth by good human factors engineering princi-
ples are maintained. The insurance costs are directly
related to the potential of legal expenses and thus
sway the decisions on how medical devices are
purchased and used.

A number of new ways of improving how human factor
design with medical devices has evolved, which will now be
discussed as pertinent to the prior discussion. These meth-
ods affect training, utilization procedures, design of the
devices, testing, and overall interaction with caregivers in
the workplace.

METHODS TO IMPROVE HUMAN FACTOR DESIGN
AND MEDICAL DEVICES

Professionals working in the area of human factors have
now devised a number of new means of improving how
healthcare professionals can better deal with medical
devices. We present some of the most popular methods
in the year 2005, most of which now pervasively affect the
development of a user’s manual, training, and manner of
use with respect to medical devices. Some of these tech-
niques appear to have overlap, but the central theme of
these approaches is to better assist the healthcare profes-
sional to mitigate untoward events. One of the most
popular methods derived from human factors studies is
cognitive task analysis (CTA). In short, the way that CTA
works is that a primary task is subdivided up into smaller
tasks that must be performed. It is necessary to specify
the information needed to perform each subtask, and the
decisions that direct the sequence of each subtask. Note,
this type of task description is independent of the auto-
mation involved. For example, for the same tasks, infor-
mation and decisions are required regardless of whether
they are performed by a human or a machine. Also con-
sidered in this analysis are the mental demands that
would be placed on the human operator while performing
these selected subtasks.
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Cognitive Task Analysis and How it Affects Human Factors
and Medical Devices

The principle behind CTA is to take a large and complex
task and divide it up into smaller subtasks (39). Each
subtask should be attainable and reasonable within the
scope of the user. If the subtask is not yet in the proper
form, further subdivisions of that subtask are performed
until the final subtask is in the proper form. The expression
‘‘proper form’’ implies the subtask is now attainable, suffi-
ciently reasonable to perform, the proper information has
been provided, and sufficient control is available to execute
this subtask. An important aspect of CTA is to define if the
user has the proper information set to complete his duties
and also has the proper control means over the situation so
that the task can be achieved adequately. Cognitive task
analysis has great value in establishing a set of final
subtasks that are both attainable and relevant to the
overall mission. With this analysis, the caregiver can be
provided better training and have an enhanced under-
standing of the role of each task within the overall mission.
This procedure has been used in the nursing area for
assessing risk of infants (40) and for patient-controlled
analgesia machines (41). It has been noted (42) that 60%
of the deaths and serious injuries communicated to the
Medical Device Reporting system of the U.S. Food and
Drug Administration (FDA) Center for Devices and Radi-
ological Health have been attributed to operator error.
Cognitive task analysis has evolved out of the original area
of Critical Decision Methods (43) and is now an accepted
procedure to analyze large and complex interactions of
humans with machines.

A second popular method to shape procedures to
interact with medical devices involves User Testing and
Usability Engineering.

User Testing and How It Affects Human Factors and Medical
Devices

User Centered Design has found popularity when humans
have to interact with medical devices for ultrasound sys-
tems (44) and for people with functional limitations (45).
Usability engineering methods are applied early in the
system lifecycle to bridge the gap between users and tech-
nology. The ultimate goal is to design an easy to use system
that meets the needs of its users. A basic principle of user-
centered design is making design decisions based on the
characteristics of users, their job requirements and their
environments (46–50). It is often the complaint of human
factors professionals that they are brought into the design
process much too late to influence the construction of the
overall system. It is all too common for the experimental
psychologist to have to deal with an interface built without
prior considerations of the human’s limitations and pre-
ferences in the initial design construction. The usability
engineering methods bring to light needs for users and
tasks early on, and suggest specific performance testing
prior to the recommendation of the final design of an
interface.

A third method discussed here to influence how to
work with medical devices involves Work Domain
Analysis.

Work Domain Analysis and How It Affects Human Factors
and Medical Devices

A third and popular method to better understand the
interplay between human factors issues and medical
devices is via an integrated method involving the technical
world of physiological principles and the psychological
world of clinical practice. This work domain analysis
was originally proposed by Rasmussen et al. (51,52) and
has found application in patient monitoring in the operat-
ing room (53). A variety of tables are constructed based on
data to be utilized. Columns in the tables include a descrip-
tion of the task scenario and the relations between key
variables of the work environment and the work domain.
The tables portray interactions and different strategies
that are elicited to help in monitoring and control.

As discussed earlier in Ref. 1, today many new advances
have also been made in alarms. These inform the health-
care provider of troublesome events and many innovative
changes and studies have been instituted in this area that
warrant discussion. Alarm deficiencies compromise the
ability to provide adequate healthcare. For alarms, some
research has focused on the identification of alarm para-
meters that improve or optimize alarm accuracy (i.e., to
improve the ratio of true positives to false positives: the
signal/noise ratio).

ALARMS AND HUMAN FACTORS ISSUES

Alarms are key to the detection of untoward events when
humans interact with medical devices. One does not want
to generate designs that invite user error. We cannot deal
with confusing or complex controls, labeling, or operation.
Many medial devices have alarms or other safety devices.
If, however, these features can be defeated without calling
attention to the fact that something is amiss, they can be
easily ignored and their value is diminished (54). The
efficacy of alarms may be disregarded because it is not
attention getting. For example, if a multifunction liquid-
crystal display (LCD) has a low battery warning as its
message, but is not blinking, it does not call attention to
itself. Alternatively, an improved design occurs in the case
of a low battery alarm design commonly found in household
smoke detectors. In this case, a low battery will cause the
unit to chirp once a minute for a week, during which the
smoke detector is still functional. The chirp may be con-
fusing at first, but it cannot be ignored for a week. A battery
test button is still available for the testing when the battery
power is satisfactory. Adequate alarm systems are impor-
tant to design in a number of analogous medical scenarios.
For example, use of auditory systems (55) is preferable to a
visual display, since this reduces the visual workload
associated with highly skilled tasks that may occur, for
example, in the operating room. For anesthesia alarms
(56), care must be exercised to not have too many low level
alarms that indicate, for example, that limits are exceeded
or that the equipment is not functioning properly. The
danger of false positives (alarms sounding when not neces-
sary) provides an opportunity for the user to ignore infor-
mation, which may be critical in a slightly different setting.
An example where information of this type cannot be
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ignored is in applications of human factors training to the
use of automated external defibrillators. It is known that
without defibrillation, survival rates drop by 10% for every
minute that passes after cardiac arrest (57). A great deal of
work still continues in the area of management of alarm
systems in terms of their efficacy and utility (58,59).

Another significant issue with human factors is proper
labeling. Medication misadventures are a very serious
problem. We briefly summarize changes that impact how
humans will interact with their prescriptions as well as
medical devices in general and how they are influenced by
their labeling constraints.

LABELING AND HUMAN FACTORS ISSUES

By government regulation and industry practice, instruc-
tions accompanying distribution of medical devices to the
public are termed ‘‘labeling’’. Medical device labeling com-
prises directions on how to use and care for such practices.
It also includes supplementary information necessary for
the understanding and safety, such as information about
risks, precautions, warning, potential adverse reactions,
and so on. From a humans factors perspective, the instruc-
tions must have the necessary efficacy, that is, they must
provide the correct information to the user. There are a
number of standards on how the instructions must be
displayed and their utility in the healthcare industry
(60). For example, for prescription medications (61–64),
they represent the most important part of outpatient treat-
ment in the United States. This provides > 2 billion pos-
sible chances for patient error each year in the United
States. To maximize the benefits and minimize the dangers
of using these medications, users must comply with an
often complex set of instructions and warnings. Studies
show that seven specific system failures account for 78% of
adverse drug events in hospitals. All seven of these failures
could be corrected by better information systems that
detect and correct for errors. The top seven system failures
for prescription medications are (1) drug knowledge dis-
semination; (2) dose and identification checking; (3) patient

information availability; (4) order transcription error; (5)
allergy defense; (6) medication order tracking; (7) improved
interservice communication.

As mentioned previously, as computers and the Internet
become more persuasive, patients, caregivers, doctors, and
others become more tolerant and dependent on automa-
tion. The goal is to make a task easier, which is true most of
the time. There are a number of issues with regard to
automation that need to be addressed.

AUTOMATION ISSUES AND HUMAN FACTORS

As computers and microprocessor-based devices have
become more ubiquitous in our modern age, there is
increased tendency to foster automation (65) as a means
of improving the interaction of users with medical devices.
The original goal of automation was to reduce the workload
(physical and mental) and complexity of a task to the user.
This is specific to the desired response from the device of
interest. There is an obvious downside of this concept. The
idea that the automation has taken over and has a mind of
its own is ghastly within human thinking. Also, if the
automated system is too complex in its operation and
the user is not comfortable in understanding its causality
(input–output response characteristics), the trust in the
device will decrease accordingly and the human–machine
interaction will degrade. The classical work by Sheridan
(66) defines eight possible levels of automation, as por-
trayed in Fig. 3. One easily sees the relationship of loss of
control to increased automation. For medical device usage,
this may be problematic to trade off simplicity of use to loss
of control and eventual efficacy. Automation studies
continue to be of interest (67–73).

REPORTING AND HUMAN FACTORS ISSUES

Reporting of failures of proper medical device operation has
now commonly advanced to Web-based systems (3,74). The
healthcare provider must be increasingly skilled with the
use of computer systems. Sometimes the terms digital
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divide is employed to distinguish those that have the
requisite computer skills from those that are not as com-
petent in this area. This may be a consequence of humans
factors procedures instituted to deal with a more elderly
patient group (75–82) who may not be comfortable with
computers. Education is the best means to deal with this
problem (83). It is important that modern healthcare givers
who use medical devices in their work setting have the
obligatory skills to accurately report failures and have the
suitable computer training to make relevant reports to the
necessary sources.

A number of new areas are growing and influence how
human factors have been evolving with the interaction of
medical devices. It is important to spend some time
mentioning these contemporary and emergent areas.

NEW ISSUES INVOLVING HUMAN FACTORS
AND MEDICAL DEVICES

With advances in technology, several new areas should be
mentioned that seem to have relevance to novel advances
in medical devices. The concept of telemedicine is now a
developing field that certainly addresses the future uses of
medical devices.

The Growth of Telemedicine

The term telemedicine literally means ‘‘medicine at a dis-
tance’’ (84) and is now an increasing and popular means of
providing healthcare. The advantages are obvious in rural
settings and numerous other scenarios (cf. Fig. 4). For
example, having an expert physician or surgeon located
at a remote and safe location, but performing a medical
procedure on a person in a hazardous or distant environ-
ment provides a distinct advantage. The human at the
hazardous environment may be placed in a battlefield in a
combat situation, they may be in a space shuttle, or simply
be in another country or distant location from the expert
medical practitioner. Another simple example of telemedi-
cine occurs in a simple endoscopic (colonoscopy) procedure
or in a laparoscopic operation, for example, for knee sur-
gery. For these procedures, a small insertion is made into

the patient and the process is carried out from a remote
location with the physician observing the process on a
television monitor. The advantages are obvious: (1) with
smaller entrance incisions or openings into the patient, the
trauma is significantly reduced; (2) recovery time is much
quicker; and (3) the risk of infection is substantially miti-
gated. Some of the new human factors issues regarding
medical devices used within this context include (1) Deal-
ing with the time delay between observing and making
actions and the associated instabilities that may occur in
the closed loop interaction; (2) having the lack of a sense of
presence about a remote environment; and (3) having a
strong dependence on mechanical systems or automation
at the end-effector of the device inside the patient. These
methods have been advanced to the point where robots are
now being used to perform heart surgery, and so on, and
some operations have been conducted over the Internet.
Recent applications of robots performing heart procedures
on humans need only two very small incisions in the
patient. This allows for much quicker recovery time to
the patient (1 vs. 7 weeks for a typical open heart surgery).
From the surgeon’s perspective, a significant advantage for
the small incisions is that: It is not necessary to insert my
hands inside the chest cavity. Thus the size of the incisions
can be substantially reduced. One sees the disadvantage of
traditional surgery in this area because it is the size of the
surgeon’s hands being required to be inside the chest cavity
as the only reason for a large incision in the chest cavity.
When the surgeon’s hands no longer have to be inside the
chest cavity, then the correspondingly two small incisions
give rise to reduced possible infection, less trauma to the
patient, and a shorter recovery time before the patient can
return to normal work and living activities. This area of
healthcare will only continue to advance as medical prac-
tices move more and more to this form of undertaking. In
recent times, a number of studies in teleoperation have
shown the efficacy of improving the sense of presence of
the operator about the remote environment through ‘‘hap-
tic’’ feedback. Haptic refers to forces reflected back on the
physician (by various robotic interface devices) to improve
their sense of presence about the remote environment, so
the operator can ‘‘feel’’ the task much as they see it on a
television monitor. A number of studies have shown both an
improved sense of presence and performance about these
teleoperation scenarios using haptic feedback (85–88). Audi-
tory systems have also found analogous use in surgery (89).
The problems in anesthesia are also well studied (90–93).

Another growth area includes more participation by the
patient directly in their own healthcare.

The Growth of Increased Patient Participation
in the Healthcare Process

As discussed previously, with the pervasive nature of
automation, more and more of the healthcare responsibi-
lity and work will be performed by the patient, themself.
Modern insurance procedures also encourage additional
homecare scenarios and many times without a trained
caregiver. This saves expensive care at the hospital, but
transfers the burden onto the patient or their family
members to become the primary caregiver. A paradigm
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shift of this type is a consequence of present insurance
reimbursement procedures requiring the patient to now
spend much of their time away from the hospital. New
human factors issues are consequently introduced when
dealing with medical devices in this scenario. The design of
the human computer interface (94–97) now becomes cri-
tical for the efficacy of the healthcare provided. Even in
cancer treatment, the responsibility of the proper admin-
istration of radioisotopes may become the burden of the
patient (98) or if they have to manipulate their own che-
motherapy level. For pain treatment (99–101) the patient
has to be proactive in the selection of the analgesia level of
the device provided. Modern TENS (Transcutaneous Elec-
trical Nerve Stimulator) units now have been constructed
to be wireless and shown to have equivalent efficacy in
terms of pain management as compared to long wired units
that have been in existence for > 40 years (102). The
movement to more wireless medical devices is certainly
in the future. For the TENS units, by eliminating the long
and entangling wires, this provides more reliability, less
chance of wires breaking or shorting, more efficient use of
electric power, but different forms of control with these
analgesia devices. For example, the physician or caregiver
may use a remote control to program the voltage level of the
TENS microprocessor in a wireless manner rather than
making manual adjustments with the traditional, long
wired, TENS devices.

A third area of modern concern is the impact of electro-
magnetic fields on the operation of other medical devices,
especially if they are implanted.

The Growth of Electromagnetic Fields on the Operation
of Other Medical Devices

The Geddes reference (35) describes numerous examples of
documented problems when medical devices inadvertently
interact with unexpected exposure to external electromag-
netic fields. Electromagnetic interference (EMI) is used to
describe the malfunction of a device exposed to electro-
magnetic waves of all types that propagate through space.
The EMI can intervene with electrodes on a patient, it can
bias results for EEG recording of generalized epileptiform
activity,and can give false positives toalarmsystems,Silbert
etal. (103).Othercaseswheremalfunctionscanoccur involve
heart machines, apnea monitors, ventilator mishaps, and in
drug infusion pumps. Pacemakers are known to be affected
by low frequency EMI signals. There are many exogenous
sources of EMI including, but not limited to, Electrostatic
Discharge, arc welding, ambulance sirens, and other sources
(104). The growth of EMI is only increasing and human
factors professionals need to carefully consider sources of
problems from EMI that may have to be dealt with.

A fourth area of potential problems of humans factors
interaction with medical devices occurs when two or more
medical devices are simultaneously in operation, but their
concurrent action may interact with each other in a
destructive way.

The Potential Interaction of Multiple Medical Devices

As medical devices become more and more sophisticated,
they may concurrently be in operation on the same patient

(105–109). The action of one medical device may produce an
undesired response of another device, especially if it may
be implanted. From Geddes (35): ‘‘Between 1979 and 1995,
the Center for Devices and Radiological Health (CDRH) of
the U.S. Food and Drug Administration (FDA) has received
over one hundred reports alleging the electromagnetic
interference (EMI) resulted in malfunction of electronic
medical devices.’’ The source of the EMI was from one
medical device treating the patient. The malfunction
occurred in a second medical device, which was also,
simultaneously, being used to treat the same patient.

‘‘For example, about 100,000 cardiac pacemakers are
implanted annually. These stimulators can be interrogated
and programmed by an external device that uses a radio
frequency link. Electro surgery, which also uses radio
frequency electric current may interact with the pace-
maker causing serious arrhythmias. Even though the
two technologies are safe, when used alone, their simulta-
neous combination has resulted in injury.’’ More specifi-
cally, nowadays with the prevalence use of cellular
telephones for both caregivers as well as the patients in
care situations, there are documented cases of resulting
injury to the patient. Cell phones have now been recognized
to cause instances of malfunction of drug infusion pumps
and patient monitors. These interactions have to be con-
sidered for new human factors interactions with medical
devices in the future, Silbergerg (110) with increased
interest in the errors created (111,112) and the specific
technology used (113).

With the changing style of litigation with respect to the
medical profession, there has been more public awareness
of sources of human factor error induced by the medical
professional working in a state of extreme fatigue.

Increased Public Awareness to Fatigue Issues and the Medical
Professional

There has now been a substantial increased awareness of
the general public to the fact that their medical profes-
sional may have compromised performance due to the fact
that they are suffering from long hours of work. Fatigue
studies continue to receive increased concern (114–120).
This certainly has its influence on human factors proce-
dures when dealing with medical devices and the overall
success of the medical interaction. For example (115), it is
known that physicians had demonstrated levels of daytime
sleepiness worse then that of patients with narcolepsy or
sleep apnea when required to perform long hours of duty.

Finally, since the publication of Ref. 1, the healthcare
industry must now deal with a substantially larger popu-
lation of acquired immune deficiency syndrome (AIDS)
survivors who need medical, dental, and other types of
interactions with healthcare professionals (121).

Changing Medical Procedures to Deal with Active Human
Immunodeficiency Virus Patients

With the advent of advanced drug therapies, people with
human immunodeficiency virus (HIV) are now living
longer and longer. These same people need dental care,
have medical attention requests, and require other types
of consideration. The medical professional must exercise

HUMAN FACTORS IN MEDICAL DEVICES 543



forethought to not have exposure to body fluids and new
procedures are in place to provide discrimination free care
to these people. In the early days of public exposure to
people with HIV, there were documented cases of health
professionals refusing to give adequate care. For example,
for resuscitation, fireman and others would avoid contact
with individuals suspected of having HIV. New devices
have now been constructed to keep body fluids and other
contact more separated between the patient and the
caregiver. There have been new laws passed to prevent
discrimination to people suspected of having HIV in hous-
ing, in the workplace, and also in receiving adequate
healthcare.

CONCLUSION

The modern human factors interactions with medical
devices have been strongly influenced by the advent of
new technologies including the Internet, microprocessors,
and computers. People are becoming more accustomed to
automation and dealing with other sophisticated means of
delivering healthcare. One lesson that can be learned from
the improvement of human factors interactions with
medical devices is that we can create safety by anticipating
and planning for unexpected events and future surprises.
Another change in this new millennium is that the respon-
sibility of the patient is now shifted more to the individual
or their family to have a greater role and duty over their
own therapies and venue, and perhaps work in their home
setting. Telemedicine and wireless means of dealing with
controls over the medical devices are certainly on the
increase and will influence how the patient has to deal
with their healthcare professional in the future.

BIBLIOGRAPHY

Cited References

1. Hyman WA. Human Factors in Medical Devices. In Webster
JG editor Encyclopedia of Medical Devices and Instrumenta-
tion. 1st ed. New York: Wiley; 1988.

2. Fries RC. Reliable Design of Medical Devices. New York:
Marcel Dekker; 1997.

3. U. S. Food and Drug Administration, Guidance for Industry
and FDA Premarket and Design Control Reviewers–Medical
Device Use-Safety: Incorporating Human Factors Engineer-
ing into Risk Management. Available at http://www.fda.gov/
cdrh/humfac/1497.html.

4. Sawyer D. An Introduction to Human Factors in Medical
Devices. U. S. Department of Health and Human Services,
Public Health Service, FDA; December, 1996.

5. Murff HJ, Gosbee JW, Bates DW. Chapter 41. Human Fac-
tors and Medical Devices. Available at http://www.ncbi.nlm.-
nih.gov.books/.

6. Human Factors and Medical Devices. Available at http://
www.ahrq.gov/clinc/ptsafety/chap41b.htm.

7. Association for the Advancement of Medical Instrumenta-
tion. Human Factors Engineering Guidelines and Preferred
Practices for the Design of Medical Devices. ANSI/AAMI
HE48-1993, Arlington (VA); 1993.

8. Backinger CL, Kingsley P. Write it Right: Recommendations
for Developing User Instructions for Medical Devices in

Home Health Care. Rockville (MD): Department of Health
and Human Services; 1993.

9. Burlington DB. Human factors and the FDA’s goals:
improved medical device design. Biomed Instrum Technol
Mar.–Apr., 1996;30(2):107–109.

10. Carpenter PF. Responsibility, Risk, and Informed Consent.
In: Ekelmen KB, editors. New Medical Devices: Invention,
Development, and Use. Series on Technology and Social Priorities.
Washington (DC): National Academy Press; 1988. p 138–145.

11. Policy statements adopted by the governing council of the
American Public Health Association. Am J Public Health.
Nov. 12, 1997;88(3):495–528.

12. Reese DW. The Problem of Unsafe Medical Devices for
Industry, Government, Medicine and the Public. Disserta-
tion Abs International: Sect B: Sci Eng 1994;54(11-B):5593.

13. Claris Law, Inc. Use of Human factors in Reducing Device-
related Medical Errors, available at http://www.injuryboard.
com/.

14. Green M. An Attorney’s Guide to Perception and Human
Factors. Available at http://www.expertlaw.com/library/
attyarticles/perception.html.

15. Green M. Error and Injury in Computers and Medical Devices.
Available at http://www.expertlaw.com/library/attyaricles/
computer_negligence.html.

16. Sokol A, Jurevic M, Molzen CJ. The changing standard of
care in medicine-e-health, medical errors, and technology add
new obstacles. J Legal Med 2002;23(4):449–491.

17. Bruckart JE, Licina JR, Quattlebaum M. Laboratory and
flight tests of medical equipment for use in U.S. army mede-
vac helicopters. Air Med J 1993;1(3):51–56.

18. Budman S, Portnoy D, Villapiano AJ. How to Get Technolo-
gical Innovation Used in Behavioral Health Care: Build It
and They Still Might Not Come. Psychother Theory, Res
Practice, Training 40 (1–2), Educational Publishing Founda-
tion; 2003. p 45–54.

19. Burley D, Inman WH, editors. Therapeutic Risk: Perception,
Measurement, Management. Chichester: Wiley; 1988.

20. Hasler RA.Humanfactorsdesign-what is it andhowcan it affect
you?. J Intravenous Nursing May–Jun, 1996;19(3)(Suppl.): S5–8.

21. McConnell EA. How and what staff nurses learn about the
medical devices they use in direct patient care. Res Nursing
Health 1995;18(2):165–172.

22. Obradovich JH, Woods DD. Users as designers: how people
cope with poor HCI design in computer-based medical devices.
Human Factors 1996;38(4):574–592.

23. Phillips CA. Human Factors Engineering. New York: Wiley;
2000.

24. Senders JW. Medical Devices, Medical Errors, and Medical
Accidents. Human Error in Medicine. Hillsdale (NJ): Lawr-
ence Erlbaum Associates, Inc.; 1994. p 159–177.

25. Ward JR, Clarkson PJ. An analysis of medical device-related
errors: prevalence and possible solutions. J Med Eng Technol
Jan–Feb, 2004;28(1):2–21.

26. Goldmann D, Kaushal R. Time to tackle the tough issues in
patient safety. Pediatrics Oct. 2002;110(4):823–827.

27. Gosbee J. Who Left the Defibrillator On? Joint Comm J
Quality Safety May, 2004;30(5):282–285.

28. Kaptchuk TJ, Goldman P, Stone DA, Stason WB. Do medical
devices have enhanced placebo effects? J Clin Epidemiol
2000;53:786–792.

29. Lambert MJ, Bergin AE. The Effectiveness of Psychotherapy.
In: Bergin AE, Garfield SL, editors. Handbook of Psychother-
apy and Behavior Chance. 4th ed. New York: Wiley; 1994.
p 143–189.

30. Perry SJ. An Overlooked Alliance: Using human factors
engineering to reduce patient harm. J Quality Safety 2004;
30(8):455–459.

544 HUMAN FACTORS IN MEDICAL DEVICES



31. Leape L. Error in medicine. J Am Med Assoc 1994;21(3):272.
32. Leape LL. The preventability of medical injury. In: Bogner

MS, editor. Human Error in Medicine Hillsdale (NJ): Lawr-
ence Erbaum Associates; 1994. p 13–25.

33. Ganiats T. Error. J Am Med Asso 1995;273:1156.
34. Bogner MS. Medical human factors. Proc Human Factors

Ergonomics Soc, 40th Annu Meet; 1996. p 752–756.
35. Geddes LA. Medical Device Accidents. 2nd ed. Lawyers and

Judges, Publishers 2002.
36. Wagner D. How to use medical devices safely. AORN J Dec.

2002;76(6):1059–1061.
37. Fairbanks RJ, Caplan S. Poor interface design and lack of

usability testing facilitate medical error. Human Factors Engi-
neering Series. J Quality Safety Oct. 2004;30(10):579–584.

38. Phillips CA. Functional Electrical Rehabilitation, Springer-
Verlag, 1991.

39. Militello LG. Learning to think like a user: using cognitive
task analysis to meet today’s health care design challenges.
Biomed Instrum Technol 1998;32(5):535–540.

40. Militello L. A Cognitive Task Analysis of Nicu Nurses’
Patient Assessment Skills. Proc Human Factors Ergonomics
Soc, 39th Annu Meet; 1995. p 733–737.

41. Lin L, et al. Analysis, Redesign, and Evaluation of a Patient-
Controlled Analgesia Machine Interface. Proc Human Fac-
tors Ergonomics Soc, 39th Annu Meet; 1995. p 738–741.

42. Bogner MS. Medical devices and human error. In: Mouloua
M, Parasuraman R, editors. Human Performance in Auto-
mated Systems: Current Research and Trends. Hillsdale
(NJ): Erlbaum; 1994. p 64–67.

43. Klein GA, Calderwood R, MacGregor D. Critical decision
method for eliciting knowledge. IEEE Trans. Systems,
Man, Cybernetics 1989;19(3):462–472.

44. Aucella AF, et al. Improving Ultrasound Systems by User-
Centered Design. Proc Human Factors Ergonomics Society,
38th Annu Meet; 1994. p 705–709.

45. Law CM, Vanderheiden GC. Tests for Screening Product
Design Prior to User Testing by People with Functional
Limitations. Proc Human Factors Ergonomics Soc, 43rd.
Annu Meet; 1999. p 868–872.

46. Neilsen J. Usability Engineering. Boston: Academic; 1993.
47. Whiteside BJ, Holtzblatt K. Usability engineering: our experi-

ence and evolution. In: Helander M, editor. The Handbook of
Human Computer Interaction. New York: Elsevier Press; 1988.

48. Nielsen J. Heuristic evaluation. In: Nielson J, Mack R,
editors. Usability Inspection Methods. New York: Wiley;
1994. p 54–88.

49. Welch DL. Human factors in the health care facility. Biome-
dical Instrum Technol. May–Jun, 1998;32(3):311–316.

50. Lathan BE, Bogner MS, Hamilton D, Blanarovich A. Human-
centered design of home care technologies. NeuroRehabilita-
tion 1999;12(1):3–10.

51. Rasmussen J, Pejtersen AM, Goodstein LP. Cognitive Sys-
tems Engineering. New York: Wiley; 1994.

52. Rasmussen J. Information Processing and Human-Machine
Interaction: An Approach to Cognitive Engineering. New
York: North-Holland; 1986.

53. Hajdukiewicz JR, et al. A Work Domain Analysis of Patient
Monitoring in the Operating Room. Proc Human Factors
Ergonomics Soc, 42th Annu Meet; 1998. p 1038–1042.

54. van Gruting CWD. Medical Devices–International Perspec-
tives on Health and Safety. New York: Elsevier; 1994.

55. Simons D, Fredericks TK, Tappel J. The Evaluation of an
Auditory Alarm for a New Medical Device. Proc Human
Factors Ergonomics Soc, 41st Annu Meet; 1997. p 777–781.

56. Seagull FJ, Sanderson PM. Anesthesia Alarms in Surgical
Context. Proc Human Factors Ergonomics Soc, 42nd. Annu
Meet; 1998. p 1048–1051.

57. Aguirre R, McCreadie S, Grosbee J. Human Factors and
Training Evaluation of Two Automated External Defibrilla-
tors. Proc Human Factors Ergonomics Soc, 43rd Annu Meet;
1999. p 840–844.

58. Woods DD. The alarm problem and directed attention in
dynamic fault management. Ergonomics 1995;38(11):2371–
2394.

59. Laughery KR, Wogalter MS. Warnings and risk perception.
design for health and safety. In: Salvendy G, editor. Hand-
book of Human Factors and Ergonomics. 2nd ed. New York:
Wiley; 1997. p 1174–1197.

60. Callan JR, Gwynee JW. Human Factors Principles for Med-
ical Device Labeling. Available at http://www.fda.gov/cdrh/
dsma/227.html.

61. Isaacson JJ, Klein HA, Muldoon RV. Prescription Medication
Information: Improving Usability Through Human Factors
Design. Proc Human Factors Ergonomics Soc, 43rd Annu
Meet; 1999. p 873–877.

62. Collet JP, Bovin JF, Spitzer WO. Bias and confounding in
pharmacoepidemiology. In: Strom BL, editor. Pharmacoepi-
demiology. New York: Wiley; 1994. p 741.

63. Senn S. Statistical Issues in Drug Development. New York:
Wiley; 1997.

64. Twomey E. The usefulness and use of second-generation
antipsychotic medications: review of evidence and recom-
mendations by a task force of the World Psychiatric Associa-
tion. Curr Opinion Psychiat 2002;15(Suppl 1):S1–S51.

65. O’Brien TG, Charlton SG. Handbook of Human Factors
Testing and Evaluation. Lawrence Erlbaum Associates;
1996.

66. Sheridan TB. Humans and Automation: System Design and
Research Issues. New York: Wiley; 2002.

67. Obradovich JH, Woods DD. Users as Designers: How People
Cope with Poor HCI Design in Computer-based Medical
Devices. Human Factors 1996;38(4):574–592.

68. Howard SK. Failure of an automated non-invasive blood
pressure device: the contribution of human error and soft-
ware design flaw. J Clin Monitoring 1993; 9.

69. Sarter NB, Woods DD, Billings CE. Automation surprises. In:
Salvendy G, editor. Handbook of Human Factors/Ergo-
nomics. 2nd ed. New York: Wiley; 1997. p 1926–1943.

70. Andre J. Home health care and high-tech medical equipment,
caring. Nat Assoc Home Care Mag Sept. 1996; 9–12.

71. Dalby RN, Hickey AJ, Tiano SL. Medical devices for the
delivery of therapeutic aerosols to the lungs. In: Hickey
AJ, editor. Inhalation Aerosols: Physical and Biological Basis
for Therapy. New York: Marcel Dekker; 1996.

72. Draper S, Nielsen GA, Noland M. Using ‘No problem found’ in
infusion pump programming as a springboard for learning
about human factors engineering. Joint Comm J Quality
Safety Sept. 2004;30(9):515–520.

73. Weinger MB, Scanlon TS, Miller L. A widely unappreciated
cause of failure of an automatic noninvasive blood pressure
monitor. J Clin Monitoring Oct. 1992;8(4):291–294.

74. Walsh T, Beatty PCW. Human factors error and patient
monitoring. Physiol Meas 2002;23:R111–132.

75. Agree EM, Freedman VA. Incorporating assistive devices
into community- based long-term care: an analysis of the
potential for substitution and supplementation. J Aging
Health 2000;12:426–450.

76. Rogers WA, Fisk AD. Human Factors Interventions for the
Health Care of Older Adults. Mahwah (NJ): Lawrence Erl-
baum Associates, Publishers; 2001.

77. Vanderheiden GC. Design for people with functional limita-
tions resulting from disability, aging, or circumstance. In:
Salvendy G, editor. Handbook of Human Factors and Ergo-
nomics. 2nd ed. New York: Wiley; 1997. p 2010–2052.

HUMAN FACTORS IN MEDICAL DEVICES 545



78. Billing J. The Incident Reporting and Analysis Loop. In
Enhancing Patient Safety and Reducing Medical Errors in Health
Care. Chicago: National Patient Safety Foundation; 1999.

79. Fisk D, Rogers WA. Psychology and aging: enhancing the
lives of an aging population. Curr Directions Psychol Sci
Jun. 2002;11(3):107–111.

80. Gardner-Bonneau D. Designing medical devices for older
adults. In: Rogers WA, Fisk AD, editors. Human Factors
Interventions for the Health Care of Older Adults Mahwah
(NJ): Erlbaum; 2001. p 221–237.

81. Park C, Morrell RW, Shifren K. Processing of medical
information in aging patients: cognitive and human factors
perspectives. Lawrence Erlbaum Associates; 1999.

82. Sutton M, Gignac AM, Cott C. Medical and everyday assis-
tive device use among older adults with arthritis. Can J
Aging 2002;21(4):535–548.

83. Glavin RJ, Maran NJ. Practical and curriculum applications
integrating human factors into the medical curriculum. Med
Educ 2003;37(11):59–65.

84. Birkmier-Peters DP, Whitaker LA, Peters LJ. Usability
Testing for Telemedicine Systems: A Methodology and Case
Study. Proc Human Factors Ergonomics Soc, 41st Annu
Meet; 1997. p 792–796.

85. Repperger DW. Active force reflection devices in teleopera-
tion. IEEE Control Systems Jan. 1991;11(1) 52–56.

86. Repperger DW, et al. Effects of haptic feedback and turbu-
lence on landing performance using an immersive cave
automatic virtual environment (CAVE). Perceptual Motor
Skills 2003;97:820–832.

87. Repperger DW. Adaptive displays and controllers using alter-
native feedback. CyberPschol Behavior 2004;7(6):645–652.

88. Repperger DW, Phillips CA. A haptics study involving phy-
sically challenged individuals. Encyclopedia of Biomedical
Engineering. New York: Wiley; 2005.

89. Wegner CM, Karron DB, Surgical navigation using audio
feedback. Studies in Health Technology and Informatics.
1997;39:450–458.

90. Cooper J. An analysis of major errors and equipment fail-
ures in anesthesia management: considerations for preven-
tion and detection. Anesthesiology 1984;60:34–42.

91. Gaba DM, Howard SK, Jump B. Production pressure in the
work environment: California anesthesiologists’ attitudes
and experiences. Anesthesiology 81: 1994; 488–500.

92. Howard SK, et al. Anesthesia crisis resource management
training: teaching anesthesiologists to handle critical inci-
dents. Aviation Space Environ Med 63:763–770.

93. Weinger MB. Anesthesia incidents and accidents. Mis-
adventures in health care: Inside Stories. Mahwah, (NJ):
Lawrence Erlbaum Associates, Publishers; 2004. p 89–103.

94. Obradovic JH, Woods DD. Users as Designers: How People
Cope with Poor HCI Design in Computer-Based Medical
Devices. Proc Human Factors Ergonomics Soc, 38th Ann
Meet; 1994. p 710–714.

95. Kober, Mavor A, editors. Safe, Comfortable, Attractive, and Easy to
Use: Improving the Usability of Home Medical Devices. Report of
National Research Council to U.S. Congress 1996, Washington
(DC): National Academy Press; 1996. p 5–8.

96. Baldwin GM. Experiences of Siblings of In-Home Technol-
ogy-Dependent Children. Dissertation Abst Int: Sec B: Sci
Eng 1997;58(5-B):2714.

97. Mykityshyn AL, Fisk AD, Rogers WA. Learning to use a
home medical device: mediating age-related differences
with training. Human Factors 2002;44(3):354–364.

98. Schoenfeld I. Risk Assessment and Approaches to Addres-
sing Human Error in Medical Uses of Radioisotopes. Panel:
Proc Human Factors Ergonomics Soc, 37th Ann Meet; 1993.
p 859–862.

99. Lin L. Human Error n Patient-Controlled Analgesia: Inci-
dent Reports and Experimental Evaluation. Proc Human
Factors Ergonomics Soc, 42th Ann Meet; 1998. p 1043–1047.

100. Lin L, et al. Applying human factors to the design of medical
equipment: patient controlled analgesia. J Clin Monitoring
1998;14:253–263.

101. McLellan H, Lindsay D. The relative importance of factors
affecting the choice of bathing devices. Pain B J Occup
Therapy 2003;66(9):396–401.

102. Repperger DW, Ho CC, Phillips CA. Clinical short-wire
TENS (transcutaneous electric nerve stimulator) study
for mitigation of pain in the Dayton va medical center.
J Clin Eng Sept./Oct. 1997; 290–297.

103. Silbert PL, Roth PA, Kanz BS. Interference from cellular
telephones in the electroencephalogram. J Polysomno-
graphic Technol Dec. 1994;10:20–22.

104. Radiofrequency interference with medical devices. A tech-
nical information statement. IEEE Eng Med Bio Mag
1998;17(3):111–114.

105. Roy G. Child-proofing of hearing aids to prevent hazards
posed by battery swallowing. J Speech-Language Pathol
Audiol 1992;16(3):243–246.

106. Beery TA, Sommers M, Sawyer M, Hall J. Focused life
stories of women with cardiac pacemakers. Western J Nur-
sing Res 2002;24(1):7–23.

107. Romano PS. Using administrative data to identify associa-
tions between implanted medical devices and chronic dis-
eases. Ann Epidemiol 2000;10:197–199.

108. Wiederhold K, Wiederhold MD, Jang DP, Kim SI. Use of
cellular telephone therapy for fear of driving. CyberPsychol
Behavior 2000;3(6):1031–1039.

109. Zinn HK. A Retrospective Study of Anecdotal Reports of the
Adverse Side Effects of Electroconvulsive Therapy. Disser-
tation Abs Int Sec B: Sci Eng 2000;60(9-B):4871.

110. Silbergerg J. What Can/Should We Learn From Reports of
Medical Device Electromagnetic Interference? At Electro-
magnetic, Health Care and Health, EMBS 95, Sept. 19–20,
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INTRODUCTION

From a bioengineer’s perspective, bio the spine involves an
understanding of the interaction among spinal components
to provide the desired function in a normal person. There-
after, one needs to analyze the role of these elements in
producing instability. Abnormal motion may be due to
external environmental factors to which the spine is sub-
jected to during activities of daily living (e.g., impact,
repetitive loading, lifting) degeneration, infectious dis-
eases, injury or trauma, disorders, and/or surgery.
Furthermore, the field of spinal biomechanics encompasses
a relationship between conservative treatments, surgical
procedures, and spinal stabilization techniques. Obviously,
the field of spinal biomechanics is very broad and it will not
be practical to cover all aspects in one article. Conse-
quently, this article describes several of these aspects,
especially in the cervical and thoraco-lumbar regions of
the human spine. A brief description of the spine anatomy
follows since it is a prerequisite for the study of bio the
human spine.

SPINE ANATOMY

The human spinal column consists of 33 vertebras inter-
connected by fibrocartilaginous intervertebral disks
(except the upper most cervical region), articular facet
capsules, ligaments, and muscles. Normally, there are 7
cervical vertebras, 12 thoracic vertebras, 5 lumbar verte-
bras, and 5 fused sacral vertebras, Fig. 1a (1). When viewed

in the frontal plane, the spine generally appears straight
and symmetric while revealing four curves in the sagittal
plane. The curves are anteriorly convex or lordotic in the
cervical and lumbar regions, and posteriorly convex or
kyphotic in the thoracic and sacrococcygeal regions. The
center of gravity of the spinal column generally passes from
the dens of the axis (C2) through the vertebra to the
promontory of the sacrum (2,3). The ligamentous spine
anatomy can be best described through a functional spinal
unit (FSU, Fig. 1b), comprising the two adjacent vertebras,
the disk in between, and the other soft tissues structures.
This segment can be divided into anterior and posterior
columns. The anterior column consists of the posterior
longitudinal ligament, intervertebral disk, vertebral body,
and anterior longitudinal ligament. Additional stability is
provided by the muscles that surround the ligamentous
spine, Fig. 1c. The motion of this segment can be described
as rotation about three axes and translation along the same
axes, Fig. 2. In the following paragraphs, the anatomy of
the cervical region is described in some detail followed by a
descriptive section discussing the anatomy of the lumbar
spine.

Cervical Spine Anatomy

The cervical spine usually is subdivided in two regions
(upper and lower), based on the functional aspects and
anatomical differences between the two regions. The lum-
bar region anatomy, in principle, is similar to the lower
cervical region.

Upper Cervical Spine (C0-C1-C2)

The upper cervical spine has been commented to be the
most complex combination of articulations in the human
skeleton. This region is also commonly called the ‘‘cervi-
covertebral junction’’ or the ‘‘craniovertebral junction’’
(CVJ). It is composed of three bony structures: the occipital
bone (C0), the atlas (C1), and the axis (C2, Fig. 3). The atlas
(C1), serves to support the skull. The atlas is atypical of
other cervical vertebras in that it possesses neither a
vertebral body nor a spinous process. The lateral masses
of the atlas have both superior and inferior articular facets.
The superior facets are elongated, kidney-shaped, and
concave, and serve to receive the occipital condyles. The
inferior facets are flatter and more circular and permit
axial rotation. Transverse processes extend laterally from
each lateral mass. Within each transverse process is a
foramen that is bisected by the vertebral artery. The
second cervical vertebra, or axis (C2), is also atypical of
other cervical vertebra due to its osseous geometry (5,6).
The most noteworthy geometric anomaly is the odontoid
process, or dens. The odontoid process articulates with the
anterior arch of the atlas. Posterior and lateral to the
odontoid process are the large, convex superior facets that
articulate with the inferior facets of C1. The inferior facets
of C2 articulate with the superior facets of C3. The axis
contains a large bifid spinous process that is the attach-
ment site delineating the craniovertebral and subaxial
musculature and ligament anatomies.
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The trabecular anatomy of weight bearing bones pro-
vides information about the normal loading patterns of the
bones, fracture mechanisms, and fixation capabilities.
According to Heggeness and Doherty (6) the medial, ante-
rior cortex of the odontoid process (1.77 mm at the anterior
promontory) was found to be much thicker than the ante-
rolateral (1.00 mm), lateral (1.08 mm), and posterior
(0.84 mm) aspects of the axis. These authors feel that this
is suggestive of bending and torsional load carrying cap-
abilities. The same was found for the vertebral body, with
thinner cortices were noted in the anterolateral and poster-
ior directions. The trabecular bone in the tip of the odontoid
process was found to be dense, maximizing in the anterior
aspect of the medullary canal. One observation made by the
authors was an area of cortical bone density at the center
near the tip, which would seem to indicate that this area
experiences elevated external forces, perhaps due to local
ligamentous attachments. The lateral masses immediately
inferior to the facets demonstrated dense regions of trabe-
cular bone, with individual trabeculas spanning from this
region to the inferior end plate, suggestive of a major axial
load path.

The ligamentous structures of the upper cervical spine
form a complex architecture (Fig. 3) that serves to join the
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Figure 1. The ligamentous human spine. (a) The side view showing the three curvatures. (b) The
functional spinal unit (FSU) depicts the spinal elements that contribute to its stability. (c) Addi-
tional stability is provided by the muscles that surround the spine. (Taken from Ref. 1.)

Figure 2. The spinal motion consists of six components (three
translations and three rotations). (Adapted from Ref. 2.)



vertebras, allow limited motion within and between levels,
and provide stability. The cruciform ligament as a whole
consists of two ligaments: the atlantal transverse ligament
and the inferior–superior fascicles. The transverse liga-
ment attaches between the medial tubercles of the lateral
masses of the atlas, passing posterior to the odontoid
process. Attachment of the cervical spine to the skull is
also achieved by the paired alar ligaments. These liga-
ments run bilaterally from the occiptal condyles inferiolat-
erally to the tip of the odontoid process. The alar ligaments
also contain fibers that run bilaterally from the odontoid
process anterolaterally to the atlas. These ligaments have
been identified as a check against overaxial rotation of the
craniovertebral junction. Extending from the body of the
axis to the inner surface of the occiput, the tectorial mem-
brane is the most posterior ligament and actually repre-
sents the cephalad extension of the subaxial posterior
longitudinal ligament. The tectorial membrane has been
implicated as a check against extreme flexion motion. The
apical dental ligament extends from the anterior portion of
the magnum foramen to the tip of the odontoid process. The
accessory atlantoaxial ligaments are bilateral structures
that run between the base of the odontoid process and
the lateral masses of the atlas. The most anterior of the
major ligaments is the anterior longitudinal ligament.

This ligament extends inferiorly from the anterior margin
of the foramen magnum to the superior surface of the
anterior arch of the atlas at the anterior tuberosity. The
ligament continues inferiorly to the anterior aspect of the
axial body. The nuchal ligament (ligamentum nuchae)
extends from the occiput to the posterior tubercle of the
axis, continuing inferiorly to the spinous process of the
subaxial vertebras (7).

There are six synovial articulations in the occipitoatlan-
toaxial complex: the paired atlanto-occiptal joints, the
paired atlantoaxial joints, the joint between the odontoid
process and the anterior arch of the atlas, and the joint
formed by the transverse ligament and the posterior aspect
of the odontoid process, Fig. 3. The bilateral atlanto-
occipital joints are formed from the articulation of the
occiptal condyles with the superior facets of the atlas.
These joints are relatively stable due to the high degree
of congruence between the opposing surfaces and the
marked rounding that is displayed by both sides. They
allow flexion and extension, limited lateral bending, and
almost no rotation. The lack of allowed rotation is thought
to be due to the ellipsoid form of the joint itself. Bilateral
articulation of the inferior facets of the atlas with the
superior facets of the axis form the atlantoaxial joints.
Relatively small contact areas and opposed convexity
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Figure 3. The anatomy of the upper region of the cervical spine C0 (occiput)-C1 (Atanlanto)-C2
(Axial). (Taken from Ref. 4c.)



result in a rather unstable joint. Movement is permitted in
almost all six degrees of freedom: left and right axial
rotation, flexion–extension, right and left lateral bending.
Anteroposterior translation stability of this articulation is
highly dependent on the transverse ligament. The odontoid
process articulates anteriorly with the posterior aspect of
the anterior atlantal ring. The joint is actually a bursal
joint, with absence of specific capsular ligaments. The
posterior aspect of the odontoid process and the transverse
ligament form a joint via a bursa junction, creating the
most unique articulation in the craniovertebral junction.
This is necessitated by the large degree of axial rotation
afforded at the atlantoaxial level.

Lower Cervical Spine (C3-C7). The lower cervical spinal
vertebral column consists of osseous vertebras separated
by fibrocartilaginous intervertebral disks anteriorly, facet
joint structures posteriorly, and a multitude of ligamen-
tous structures that provide stability and serve as motion
control. Motion between adjacent vertebras is relatively
limited due to these constraints, although overall motion of
the lower cervical region is quite extensive. The lower
cervical spine consists of five vertebras (C3-C7).

Cervical Vertebrae (Fig. 4a): The vertebral body is
roughly in the shape of an elliptical cylinder and has a
concave superior surface (due to the uncinate processes)
and a convex inferior surface. A thin cortical shell
(� 0.3 mm thick anteriorly and 0.2 mm thick posteriorly)
surrounds the cancellous bone of the inner vertebral body,
while the superior and inferior surfaces of the vertebral
body form the cartilaginous endplates, to which the inter-
vertebral disks are attached. The superior aspect of each

vertebra contains the uncinate process or uncus, a dorso-
lateral bilateral bony projection, which gives the body a
concave shape superiorly in the coronal plane and allows
for the vertebral body to fit around the convex inferior
surface of the immediately superior vertebra. The height of
these processes vary from level to level, but the highest
uncinate processes are located at C5 and C6 (as high as 9
mm from the flat surface of the endplate) and the smallest
are located at C3 and C7 (8–10). Vertebral bodies transmit
the majority of load.

The transverse process of the vertebra contains the
intervertebral foramen. The intervertebral foramen is
elliptical or round in shape, and hides and protects the
neurological and vascular structures of the cervical spine,
specifically the vertebral artery. Also, the rostral side of
each bilateral transverse process is grooved to allow space
for the exiting spinal nerve root.

The bilateral diarthroidal facet (or zygapophyseal)
joints are located posteriorly to the pedicles both superiorly
and inferiorly. The average orientation for the C3-C7 facet
joints is � 458 from the transverse plane, with steeper
inclinations in the lower segments (11). This inclination
allows far less axial rotation than occurs in the upper
cervical spine. Together with the vertebral body (and inter-
vertebral disks), the facets fulfill the primary role of load
bearing in the spine. Typically a ‘‘three-column’’ aspect is
applied to the cervical spine, consisting of bilateral facets
and the anterior column (vertebral body plus interverteb-
ral disk).

The pedicles, lamina, and spinous process of the cervical
spine are made of relatively dense bone and, together with
the posterior aspect of the vertebral body, form the spinal
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Figure 4. Anatomy of the lower cervical spine region. (Taken from Ref. 4d.)



canal, within which lies the spinal cord. There are many
ligament attachment points in this region and ligaments
allow for resistance of flexion motion in the cervical
spine.

The typical sagittal cervical spine alignment is thought
to be a lordotic contour (11–15). The total average cervical
lordosis was found to be 40� 9.78 for C0-C7, with the
majority of this lordosis occurring at the C1-C2 level
(31.9� 7.08), and only 15% of the total lordosis occurring
at the C4-C7 levels combined. The normal population seem
to exhibit lordosis that ranges between 15 and 408.

The Intervertebral Disk

Figure 5 forms the main articulation between adjacent
vertebral bodies in the spine. It has the ability to transmit
and distribute loads that pass between adjacent vertebral
bodies. Its structure is a composite formation of outer
layers of lamellas sheets called the annulus fibrosis, which
surrounds the inner region of hydrophylic proteoglycan gel
embedded in a collagen matrix called the nucleus pulposus.
The material properties of the intervertebral disk appear to
change markedly as a result of the aging process The
matrix in which collagen and elastin fibers are embedded
is composed of proteoglycan aggregates formed from

proteoglycan subunits, hyaluronic acid, and link protein
(16). In soft tissues, such as the intervertebral disk and
cartilage, the proteoglycan aggregates are immobilized
within a fibrous network and play a major biological role
in the structure of collagen, in turn playing a major
mechanical role in the intervertebral disk integrity. The
viscoelastic properties of the intervertebral disk can be
attributed to the interaction between the collagen fibrils
and proteoglycan matrix composing the nucleus pulposus
of the intervertebral disk. The proteoglycans function to
attract fluids into the matrix, while the collagen fibers
provide the tensile strength to the disk. As the human
spine ages, the osmotic properties of the intervertebral disk
decline, and the disks become dehydrated with age, caus-
ing a reduction in overall disk height.

The annulus fibrosis of the disk consists of a series of
approximately twelve 1-mm thick lamellas sheets, each
composed of collagen fibers. The anterior lamellas are
generally thicker and more distinct than the posterior
lamellas. According to a study by Pooni et al.(9), the
collagen fibers running through a single laminar sheet
are oriented at � 658 (� 2.58) with respect to the vertical
axis. These fibers alternate direction in concentric lamellas
to form a cross-pattern. The annulus fibrosus develops
lesions as it ages.
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Figure 5. The anatomy of the lumbar spine. (a) and (b) show schematics of the disk and an actual
disk (c) A FSU in the lumbar region. (d) The facet orientation in the lumbar region is more sagittal as
compared to the other regions of the spine. (Adapted from Ref. 2.)



The nucleus pulposus of the intervertebral disk consists
of a hydrophylic proteoglycan gel embedded in a collagen
matrix. The nucleus pulposus contains � 80–88% water
content in a young adult spine and occupies � 30–50% of
the total intervertebral disk volume (16,17). However, with
aging the nucleus undergoes rapid fibrosis and loses its
fluid properties such that, by the third decade of life, there
is hardly any nuclear material distinguishable (18). In a
normal healthy intervertebral disk, the nucleus pulposus is
glossy in appearance.

Luschka’s joints are something special in the cervical
region. The human cervical intervertebral disk contains
fissures, called Luschka’s joints or uncovertebral joints
that run along the uncinate process and radiate inward
toward the nucleus (Fig. 4a and b). These fissures run
through the annular lamellas and the adjacent annular
fibers are oriented such that they run parallel to the fissure
(19–21). These fissures appear within the latter part of the
first decade of life and continue to grow in size as aging
occurs (8). Although some argument exists as to the defini-
tion of the fissures as true joints or pseudojoints, the
fissures have been shown to exist as a natural part of
the aging process (19,20) and therefore are important
aspects of biomechanical modeling of the human cervical
intervertebral disks.

The ligaments of the cervical spine (Fig. 4c) provide
stability and act to limit excessive motions of the vertebras,
thereby preventing injury during physiologic movement of
the spine. Ligaments can only transmit tensile forces,
impeding excessive motion, but do follow the principles
of Wolff’s law, where the tissue will remodel and realign
along lines of tensile stress. The ligaments that are bio-
mechanically relevant include the anterior longitudinal
ligament (ALL), posterior longitudinal ligament (PLL),
ligamentum flavum (LF), interspinous ligament (ISL),
and the capsular ligaments (CAP). The ALL and PLL each
traverse the length of the spine. The ALL originates at an
insertion point on the inferior occipital surface and ends at
the first segment of the sacrum. It runs along the anterior
vertebral bodies, attached to the osseous bodies and loosely
attached to the intervertebral disks as well. The ALL is
under tension when the cervical spine undergoes exten-
sion. The PLL also runs the length of the spine down the
posterior aspect of the vertebral bodies, originating at the
occiput and terminating at the coccyx. Similar to the ALL,
it is firmly attached to the osseous vertebral bodies and to
the intervertebral disks. The PLL is under tension when
the spine undergoes flexion. The ligamentum flavum cou-
ples the laminas of adjacent vertebras. It is an extremely
elastic ligament due to the higher percentage of elastin
fibers (65–70%) as compared to other ligaments in the spine
and any other structure in the human body. The LF resists
flexion motion and lengthens during flexion and shortens
during extension. The high elastin content minimizes the
likelihood of buckling during extension. It is under slight
tension when the spine is at rest and acts as a tension band
in flexion. Torsion also places the ligamentum flavum
under tension, and restraint of rotation may also be a
significant function. The ISL insertion points lie between
adjacent spinous processes. The ligament is typically slack
when the head is in a neutral posture and only becomes

tensile when enough flexion motion has occurred such that
other ligaments have undergone significant tension, such
as the capsular ligaments, PLL and LF. Additionally, the
ISL insertion points are such that it is ideal for resisting
the larger flexion rotations that can occur as a result of
excessive flexion loading. The capsular ligaments (CAPs)
enclose the cervical facet joints and serve to stabilize the
articulations of these joints and limit excessive motions at
these joints. Generally, the fibers are oriented such that
they lie perpendicular to the plane of the facet joints. These
ligaments potentially also serve to keep the facets aligned
and allow for the coupled rotations.

Lumbar Spine Anatomy

The basic structural components of the lumbar spine are
the same as that of the lower cervical spine with differences
in size, shape, and orientation of the structures due to
functional requirements being different from that of the
cervical region, Fig. 5. For example, the lumbar vertebras
are bigger in size, because of the higher axial loads they
carry. With regard to the peripheral margin of the inter-
verebral disk, annulus fibrosus is composed of 15–20 layers
of collagenous fibrils obliquely running from one cartilage
end plate to the other and crossing at 1208 angles. As one
progresses from the cervical into the thoracic region, the
facet joints gradually orient themselves parallel with the
frontal plane. The transition from the thoracic region into
the lumbar region is indicated by a progressive change
from the joints in the frontal plane to a more sagittal plane
(4,22). This transition in facet orientation from the thoracic
to the lumbar spine creates a different series of degenera-
tive complications and disorders in the spine. Sagittal
alignment of the facet joints increases the risk of subaxial
and spondylolisthesis of the lumbar spine.

CLINICAL BIOMECHANICS OF THE NORMAL SPINE

The three basic functions of the spine are to protect the
vital spinal cord, to transmit loads, and to provide the
flexibility to accomplish activities of daily living. Compo-
nents that provide stability to the spine are divided into
four groups as follows:

1. Passive stabilizers: Passive stabilization is provided
by the shape and size of vertebras and by the size,
shape, and orientation of the facet joints that link
them.

2. Dynamic stabilizers: Dynamic stabilization is pro-
vided by viscoelastic structures, such as the liga-
ments, capsules, and annulus fibrosus. The
cartilage of the facet joints also acts as a damper.

3. Active stabilizers: Active voluntary or reflex stabili-
zation is provided by the muscular system that gov-
erns the spine, Fig. 1c.

4. Hydrodynamic stabilizer: Hydrodynamic stabiliza-
tion is due to the viscous nucleus pulposus.

The combination of these elements generates the char-
acteristics of the entire spine. The diskussion of the kine-
matics will begin by further analyzing spinal elements as
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either passive or active. It will then progress into the effect
these stabilizers have on the different portions of the spine.

Passive Elements

The vertebral body acts to passively resist compressive
force. The size, mineral content, and orientation of the
cancellous bone of each vertebral body increase–change
as one descends in the caudal direction, which is a morpho-
logic response to the increasing weight it must bear (4). The
cortical shell on the vertebral body serves as the chief load
path. The shell also provides a rigid link in the FSU, and a
platform for attachment of the intervertebral disk, muscles,
and the anterior and posterior longitudinal ligaments. The
transition area of the motion segment is the endplate. This
serves to anchor the intervertebral disk to the vertebral
body. Note that the endplate starts out as growth cartilage
and transitions into bone as aging occurs (22). The disk acts
as both a shock absorber and an intervertebral joint because
the relative flexibility of the intervertebral disk is high when
compared to the vertebral body. The intervertebral disk
resists compression, tension, shear, bending, and torsion
(4). It is relatively resistant to failure in axial compression
while its annular portions fail in axial torsion first (23).

Dynamic Stabilizers

Although bone is viscoelastic in nature, it serves more as a
structural component within the spine that passively
resists axial forces and can transmit forces along the spinal
column. The soft tissue spinal structures (ligamentous,
capsules, annulus fibrosis) are far more elastic as compared
to bone behavior and stabilize the spine in a dynamic
manner, where rapid vamping of oscillatory motions occur.
The main function of the facet joints is to pattern the
motions of the spine so that during activities of daily living
the neural elements are not strained beyond the physiolo-
gical limits. Therefore, they play a major role in determin-
ing the range of motion across a joint and as a damper to
any possible dynamic loading. The amount of stability
provided by the facet joints depends on extent of the
capsular ligaments, their shape, orientation, and level
within the spine (2). For example, the thoracic facets have
a limited capsular reinforcement and facilitate axial rota-
tion, which is in contrast to the lumbar region where the
facet ligaments are more substantial and the joint plane is
configured to impede axial motion (24).

From a biomechanical perspective, the ligaments
respond to tensile forces only (1). The effectiveness of a
ligament depends on the morphology and the moment arm
through which it acts. That is, not only the strength, but
also the longer lever arm a ligament has, the more it
participates in the stabilization of the spine (4). Ligaments
also obey Wolff’s law. The ligaments also undergo remodel-
ing along the lines of applied tensile stresses in response to
chronic loads, just like bones. The ligamentum flavum acts
as a protective barrier for the entire spine.

Active Stabilizers

Muscles contribute significantly to maintain the stability of
the spinal column under physiological conditions. Decreas-
ing the muscle forces acting on a FSU, increases the motion

and loading of the ligaments. A thoracolumbar (T1-sacrum)
spinal column that is devoid of musculature is an unstable
structure, with a load-carrying capacity of < 25 N (24).
However, with properly coordinated muscle action, the
spine can sustain large loads, which is exemplified by
the action of weight lifters (24).

The internal force resisted by the muscle depends on
factors such as cross-section and length at the initiation of
contraction. The maximum force develops at approxi-
mately 125% of muscle resting length. In contrast, at
approximately one-half of its resting length, the muscle
develops very low force. The muscle stress (the maximum
force per unit area) ranges from 30 to 90 N � cm�2 (25,26).
Macintosh et al. (27) performed a modeling study based on
radiographs from normal subjects to determine the effects
of flexion on the forces exerted by the lumbar muscles. They
found that the compressive forces and moments exerted by
the back muscles in full flexion are not significantly dif-
ferent from those in the upright posture.

The remainder of this section is devoted to the biome-
chanics of the individual sections of the spinal column in a
normal healthy person. Various methods for recording data
with varying degrees of accuracy and repeatability are
used ranging from the use of different types of goniometers,
radiographs, in vitro cadaver based studies, magnetic
resonance imaging (MRI) to visual estimation of motion.
Although the value of assessing the ROM is not yet docu-
mented, the understanding and knowledge of normal age-
and sex-related values of ROM is the basis for analysis of
altered and possibly pathologic motion patterns as well as
decreased or increased ROM (23,28). The issue of spinal
instability (stability), although controversial in its defini-
tion, has immense clinical significance in the diagnosis and
treatment of spinal disorders. Maintaining a normal range
of motion in the spine is linked to spinal stability. The spine
needs to maintain its normal range of motion to remain
stable and distribute forces while bearing loads in several
directions. The typical motion, for example, in response to
the flexion–extension loads, as determined using cadaver
testing protocols, is shown in Fig. 6. The two motion
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Figure 6. The load-displacement response of a FSU in flexion and
extension. Two of the motion components are major and the other
four are minor (or coupled). The range-of-motion and neutral
zones, two of the terms used to describe the motion behavior of
a segment, are also shown. (Adapted from Ref. 1.)



components (Flexion/extension rotation–Rx, and A-P
translation-TzH) are an order of magnitude higher than
the other four. The two larger components are called the
major–main motions and other four are the secondary–
coupled motions. Range of motion, highlighted in the fig-
ure, will depend on the maximum load exerted on the
specimen during testing. Likewise, the in vivo ranges of
motion data will vary depending on the level of external
force applied, that is, active or passive (2).

Biomechanics of the Occipital–Atlantoaxial Complex
(C0-C1-C2)

As a unit, the craniovertebral junction accounts for 60% of
the axial rotation and 40% of the flexion–extension beha-
vior of the cervical spine (29,30).

Flexion–Extension. Large sagittal plane rotations have
been attributed to the craniovertebral junction (Tables 1
and 2). Panjabi et al. (31) reported combined flexion–
extension of C0-C1 and C1-C2 of 24.5 and 22.48, respec-
tively, confirming flexion–extension equivalence at the two
levels. They also found that the occipitoatlantal joint level
demonstrated a sixfold increase in extension as compared
to flexion (21.0 vs. 3.58), whereas the atlantoaxial level
equally distributed its sagittal plane rotation between the
two rotations, 11.5 (flexion) versus 10.98 (extension). Goel
et al. (32) documented coupling rotations that occur with
flexion and extension. They reported one-side lateral bend-
ing values of 1.2 and 1.48 for flexion and extension, respec-
tively, at the C0-C1 level. In addition, they found C1-C2
coupled lateral bending, associated with flexion and exten-
sion movents, were lower than seen at the C0-C1 level. The
largest axial rotation reported was 1.98, which was an
outcome of a C0-C1 extension of 16.58. Note that the values
reported by this study do not represent range of motion
data, but rather intermediate rotation due to submaximal
loading. Displacement coupling occurs between the
translation of the head and flexion–extension of the occi-
pitoatlanto–axial complex. Translation of the occiput with
respect to the axis produces flexion–extension movements
in the atlas. Anterior translation of the head extends the
occipitoatlantal joints, with posterior motion resulting in
converse flexion of the joint. This is postulated to occur due

to the highly contoured articular surfaces of the atlanto-
occiptal joint.

Lateral Bending. As is shown in Tables 1 and 2, early
studies have shown that occipitoatlantal lateral bending
dominates the overall contribution of this motion in the
occipitoatlanto–axial complex. However, this is not the
finding of the most recent study. Almost all other studies
indicate a significantly greater contribution from the C0-
C1 joint. Lateral flexion also plays an important role in
rotation of the head. Rotation of the lower cervical spine
(C2-T1) results in lateral flexion of this region.

Axial Rotation. Almost all of the occipitoatlanto–axial
contribution to axial rotation occurs in the atlantoaxial
region. Atlantoaxial rotation occurs about an axis that
passes vertically through the center of the odontoid pro-
cess. This axis remains halfway between the lateral masses
of the atlas in both neutral and maximal rotation. In
maximal rotation, there is minimal joint surface contact,
and sudden overrotation of the head can lead to interlock-
ing of the C1-C2 facets, making it impossible to rotate the
head back to neutral. Table 2 lists the amount of rotation
found in the atlantoaxial joint by various researchers.
Although these studies have produced widely varying
results, there seems to be a consensus among the more
recent studies that one side axial rotation at the atlantoax-
ial level falls somewhere in the range of 35–458. The
findings in Table 1 demonstrate that there is a relatively
small contribution from the C0-C1 joint, with researchers
finding between 0 and 7.28 of rotation. One interesting
anatomical note concerning axial rotation is the behavior of
the vertebral artery during rotation. The vertebral artery
possess a loop between the atlas and axis, thus affording it
over-length. Upon atlantoaxial rotation, the slack is taken
up in the loop and it straightens, thus preventing over-
stretching and possible rupture during maximal rotation.

The instantaneous axes of rotation (IARs) for the C0-C1
articulation pass through the center of the mastoid pro-
cesses for flexion–extension and through a point 2–3 cm
above the apex of the dens for lateral bending. There is a
slight axial rotation at C0-C1. The IARs for the C1-C2
articulation are somewhere in the region of the middle
third of the dens for flexion–extension and in the center of
the dens for axial rotation. Lateral bending of C1-C2 is
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Table 1. Ranges of Motion Reported from In Vivo and
In Vitro Studies for the Occipito-Atlantal Joint (C0-C1)a

Type of

Studyb

Total Flexion/
Extension

Unilateral
Bending

Unilateral Axial
Rotation

In vivo 50 34–40 0
In vivo 50 14–40 0
In vivo 13 8 0
In vivo 30 10 0
In vivo 5.2
In vivo 1.0
In vitro 4.0
In vitro 3.5/21.0 5.5 7.2

aIn degrees.
bThe in vivo studies represent passive range-of-motion, whereas the in vitro

studies represent motion at 1.5 N�m occipital moment loading. (From Ref. 4c.)

Table 2. Ranges of Motion Reported from In Vivo and
In Vitro Studies for the AtlantoAxial Joint (C1-C2)a

Type of

Studyb

Total Flexion/
Extension

Unilateral
Bending

Unilateral Axial
Rotation

In vivo 0 0 60
In vivo 11 30–80
In vivo 10 0 47
In vivo 30 10 70
In vivo 32.2
In vitro 43.1
In vivo 40.5
In vitro 11.5/10.9 6.7 38.9

aIn degrees.
bThe in vivo studies represent passive range-of-motion, whereas the in vitro

studies represent motion at 1.5 N�m occipital moment loading. (From Ref. 4c.)



controversial at the most 5–108 (4). During lateral bending,
the alar ligament is responsible for the forced rotation of
the second vertebra.

Middle and Lower Cervical Spine (C2-C7)

In the middle and lower cervical regions, stability and
mobility must be provided; while, the vital spinal cord
and the vertebral arteries must be protected. There is a
good deal of flexion–extension and lateral bending in this
area, Tables 3–6.

Flexion–Extension. Most of the flexion–extension motion
in the lower cervical spine occurs in the central region, with
the largest range of motion (ROM) generally occurring at
the C5-C6 level. Except for extension, the orientation of the

cervical facets (on average,� 458 in the sagittal plane) does
not excessively limit spinal movements in any direction or
rotation. Flexion–extension rotations are distributed
throughout the entire lower cervical spine for total rota-
tions typically in the range of 60–758 and sagittal A/P
translation is usually in the range of � 2–3 mm at all
cervical levels (1). There is relatively little coupling effect
that occurs during flexion–extension due to the orientation
of the facets. There have been many published in vivo and
in vitro studies reporting ‘‘normal’’ rotations at the various
cervical spinal levels. These studies are in general agree-
ment, although there appears to be a wide variation within
ROM at all levels of the cervical region.

An in vitro study by Moroney et al.(33) averaged rota-
tions among 35 adult cervical motion segments and found
that average rotations (�SD) in flexion and extension
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Table 3. C3-C4 Ranges of Motion Compiled from Various In Vivo and In Vitro Studiesa,b

Type of Study Type of Loading Total Flexion/Extensionc Unilateral Lateral Bendingc Unilateral Axial Rotationc

In vivo Max. Rotation (active) 15.2 (3.8) NA NA
In vivo Max. Rotation (active) 17.6 (1.5) NA NA
In vivo Review 13.0 (range 7–38) 11.0 (range 9–16) 11.0 (range 10–28)
In vivo Max. Rotation (active) 13.5 (3.4) NA NA
In vivo Max. Rotation (active) 15.0 (3.0) NA NA
In vivo Max. Rotation (active) NA NA 6.5 (range 3–10)
In vivo Max. Rotation (active) 18.0 (range 13–26) NA NA
In vitro 1 N�m 8.5 (2.6) NA NA
In vitro �3 N�m NA 8.5 (1.8) 10.7 (1.3)

aIn degrees.
bSee Refs. 4b and d.
cNot available¼NA.

Table 4. C4-C5 Ranges of Motion Compiled from Various In Vivo and In Vitro Studiesa,b

Type of Study Type of Loading Total Flexion/Extensionc Unilateral Lateral Bendingc Unilateral Axial Rotationc

In vivo Max. Rotation (active) 17.1 (4.5) NA NA
In vivo Max. Rotation (active) 20.1 (1.6) NA NA
In vivo Review 12 (range 8–39) 11.0 (range 0–16) 12.0 (range 10–26)
In vivo Max. Rotation (active) 17.9 (3.1) NA NA
In vivo Max. Rotation (active) 19 (3.0) NA NA
In vivo Max. Rotation (active) NA NA 6.8 (range 1–12)
In vivo Max. Rotation (active) 20 (range 16–29) NA NA
In vitro 1 N�m 9.7 (2.35) NA NA
In vitro �3 N�m NA 6.3 (0.6) 10.8 (0.7)

aIn degrees.
bSee Refs. 4b and d.
cNot available¼NA.

Table 5. C5-C6 Ranges of Motion Compiled from Various In Vivo and In Vitro Studiesa,b

Type of Study Type of Loading Total Flexion/Extensionc Unilateral Lateral Bendingc Unilateral Axial Rotationc

In vivo Max. Rotation (active) 17.1 (3.9) NA NA
In vivo Max. Rotation (active) 21.8 (1.6) NA NA
In vivo Review 17.0 (range 4–34) 8.0 (range 8–16) 10.0 (range 10–34)
In vivo Max. Rotation (active) 15.6 (4.9) NA NA
In vivo Max. Rotation (active) 20.0 (3.0) NA NA
In vivo Max. Rotation (active) NA NA 6.9 (range 2–12)
In vivo Max. Rotation (active) 20.0 (range 16–29) NA NA
In vitro 1 N�m 10.8 (2.9) NA NA
In vitro �3 N�m NA 7.2 (0.5) 10.1 (0.9)

aIn degrees.
bSee Refs. 4b and d.
cNot available¼NA.



under an applied 1.8-N�m moment with 73.6-N preload
(applied axially through the center of the vertebral bodies)
were 5.558 (1.84) and 3.528 (1.94), respectively. These
results demonstrate a total ROM in flexion–extension of
� 9.028. Although generally lower than the reported data in
Tables 3–6, probably due to the effect of averaging across
cervical levels, the measurements are within the range of
motion for all levels diskussed above.

Lateral Bending. Lateral bending rotations are distrib-
uted throughout the entire lower cervical spine for total
rotations typically in the range of 10–128 for C2-C5 and
4–88 for C7-T1 (1). Unlike flexion–extension motion, where
coupling effects are minimal, lateral bending is a more
complicated motion involving the cervical spine, mainly
due to the increased coupling effects. The coupling effects,
probably due to the spatial locations of the facet joints at
each level, are such that the spinous processes are rotated
in the opposite direction of the lateral bending direction.
The degree of coupling that occurs at separate levels of the
cervical region has been described (33). There is a gradual
decrease in the amount of axial rotation coupled with
lateral bending as one traverses from C2 to C7. At C2,
for every 38 of lateral bending there is � 28 of coupled axial
rotation, a ratio of 0.67. At C7, for every 7.58 of lateral
bending there is � 18 of coupled axial rotation, a ratio of
0.13.

Axial Rotation. Most cervical rotation occurs about the
C1-C2 level, in the range of 35–458 for unilateral axial
rotation: � 40% of the total rotation observed in the spine
(1). In the lower cervical spine, axial rotation is in the range
of 5.4–11.08 per level. Again, as in the main motion of
lateral bending, there exists a coupling effect with lateral
bending when axial rotation is the main motion of the
cervical spine. This coupling effect is in the range of
0.51–0.758 of lateral bending per degree of axial rotation
(34). The effects of aging and gender on cervical spine
motion have been investigated by numerous researchers.
The average values for age decades for each motion, as well
as average for the gender groups along with significant
differences are shown in Table 7. Significantly less motion
in the active tests was evident in comparison of lateral
bending and axial rotation. Generally, for passive tests, the
SD was lower. Women showed greater ROM in all these
motions. In the age range of 40–49 years, women again
showed significantly greater ROM in axial rotation and
rotation at maximal flexion. There were no significant differ-
ences between gender groups for the group aged 60þ years.
The well-established clinical observation that motion of the
cervical spine decreases with age has been confirmed. An
exception to this finding was the surprising observation that
the rotation of the upper cervical spine, mainly at the atlan-
toaxial joint (tested by rotating the head at maximum flexion
of the cervical spine that presumably locks the other levels)
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Table 6. C6-C7 Ranges of Motion Compiled from Various In Vivo and In Vitro studiesa,b

Type of Study Type of Loading Total Flexion/Extensionc Unilateral Lateral Bending c Unilateral Axial Rotationc

In vivo Max. Rotation (active) 18.1 (6.1) NA NA
In vivo Max. Rotation (active) 20.7 (1.6) NA NA
In vivo Review 16.0 (range 1–29) 7.0 (range 0–17) 9.0 (range 6–15)
In vivo Max. Rotation (active) 12.5 (4.8) NA NA
In vivo Max. Rotation (active) 19 (3) NA NA
In vivo Max. Rotation (active) NA NA 5.4 (range 2–10)
In vivo Max. Rotation (active) 15 (range 6–25) NA NA
In vitro 1 N�m 8.9 (2.4) NA NA
In vitro � 3 N�m NA 6.4 (1.0) 8.8 (0.7)

aIn degrees.
bSee Refs. 4b and d.
cNot available¼NA.

Table 7. Average (SD) Head–Shoulder Rotationsa,b

Age Decade Flex/Ext Lat Bending Axial Rotation Rot From Flex Rot From Ext

M F M F M F M F M F

20–29 152.7c 149.3 101.1 100.0 183.8 182.4 75.5c 72.6 161.8 171.5
(20.0) (11.7) (13.3) (8.6) (11.8) (10.0) (12.4) (12.7) (15.9) (10.0)

30–39 (141.1) 155.9c 94.7c 106.3c 175.1c 186.0c 66.0 74.6 158.4 165.8

(11.4)d (23.1) (10.0)d (18.1) (9.9)d (10.4) (13.6)d (10.5) (16.4) (16.0)

40–49 131.1 139.8 83.7 88.2c 157.4 168.2b 71.5 85.2 146.2 153.9c

(18.5) (13.0) (13.9) (16.1) (19.5)d (13.6) (10.9)c (14.8) (33.3) (22.9)

50–59 136.3c 126.9 88.3 76.1 166.2c 151.9 77.7 85.6 145.8 132.4c

(15.7) (14.8) (29.1)d (10.2) (14.1) (15.9) (17.1) (9.9) (21.2)d (28.8)

60þ 116.3 133.2 74.2 79.6 145.6 154.2 79.4 81.3 130.9 154.5
(18.7) (7.6) (14.3) (18.0) (13.1) (14.6) (8.1) (21.2) (24.1) (14.7)

aIn degrees.
bSee Ref. 4h.
cSignificant difference from cell directly adjacent to the right (i.e., gender within age group differences).
dSignificant difference from cell directly adjacent below (i.e., age group within gender differentiation).



didnotdecreasewithage.Themeasurementdataforrotation
out of maximum flexion suggests that the rotation of the
atlantoaxial joint does not decrease with age, but rather
remains constant or increases slightly perhaps to compen-
sate for the reduced motion of the lower segments.

Lumbar Spine

The lumbar spine is anatomically designed to limit anterior
translation and permit considerable flexion-extension and
lateral bending, Tables 8A, B, and C. The unique charac-
teristic of the spine is that it must support tremendous
axial loads. The lumbar spine and the hips contribute to the
considerable mobility of the trunk (34,35). The facets play a
crucial role in the stability of the lumbar spine. The well-
developed capsules of these joints play a major part in
stabilizing the FSU against axial rotation and lateral
bending. Lumbar facet joints are oriented in the sagittal
plane, thereby allowing flexion–extension and lateral
bending but limiting torsion (4).

In flexion–extension, there is usually a cephalocaudal
increase in the range of motion in the lumbar spine. The
L5-S1 joint offers more sagittal plane motion than the other
joints, due to the unique anatomy of the FSU. The orienta-
tion of the facet becomes more parallel to the frontal plane

as the spinal column descends toward S1. Both this facet
orientation and the lordotic angle at this motion segment
contribute to the differences in the motion at this level. For
lateral bending, each level is about the same except for L5-
S1, which shows a relatively small amount of motion.The
situation is the same for axial rotation, except that there is
more motion at the L5-S1 joint.

There are several coupling patterns that have been
observed in the lumbar spine. Pearcy (36) observed cou-
pling of 28 of axial rotation and 38 of lateral bending with
flexion–extension. In addition, there is also a coupling pat-
tern, inwhichaxial rotation is combinedwith lateralbending,
such that the spinous processes point in the same direction as
the lateral bending (22). This pattern is the opposite of that in
the cervical spine and the upper thoracic spine (34).

The rotation axes for the sagittal plane of the lumbar
spine have been described in several reports. In 1930,
Calve and Galland (37) suggested that the center of the
intervertebral disk is the site of the axes for flexion–exten-
sion; however, Rolander (38) showed that when flexion is
simulated starting from a neutral position, the axes are
located in the region of the anterior potion of the disk. In
lateral bending, the axes fall in the region of the right side
of the disk with left lateral bending, and in the region of the
left side of the disk with right lateral bending. For axial

HUMAN SPINE, BIOMECHANICS OF 557

Table 8. Ranges of Motion for Various Segments Based on In Vivo and In Vitro Data Collection Techniques Cited in the
Literaturea,b

(A) Flexion/Extension
In vitro In vivo/active In vivo/active

Mean Lower Upper Mean Lower Upper Mean Lower Upper

L1/2 10.7 5.0 13.0 7.0 1.0 14.0 13.0 3.0 23.0
L2/3 10.8 8.0 13.0 9.0 2.0 16.0 14.0 10.0 18.0
L3/4 11.2 6.0 15.0 10.0 2.0 18.0 13.0 9.0 17.0
L4/5 14.5 9.0 20.0 13.0 2.0 20.0 16.0 8.0 24.0
L5/S1 17.8 10.0 24.0 14.0 2.0 27.0 14.0 4.0 24.0

(B) Lateral Bending
In vitro In vivo/active In vivo/passive

Mean Lower Upper Mean Lower Upper Mean Lower Upper

L1/2 4.9 3.8 6.5 5.5 4.0 10.0 7.9 14.2
L2/3 7.0 4.6 9.5 5.5 2.0 10.0 10.4 16.9
L3/4 5.7 4.5 8.1 5.0 3.0 8.0 12.4 21.2
L4/5 5.7 3.2 8.2 2.5 3.0 6.0 12.4 19.8

(C) Axial Rotation
In vitro In vivo/active

Mean Lower Upper Mean Lower Upper

L1/2 2.1 0.9 4.5 1.0 �1.0 2.0
L2/3 2.6 1.2 4.6 1.0 �1.0 2.0
L3/4 2.6 0.9 4.0 1.5 0.0 4.0
L4/5 2.2 0.8 4.7 1.5 0.0 3.0
L5/S1 1.3 0.6 2.1 0.5 �2.0 2.0

aIn degrees.
bIn general in vitro data differs from in vivo data and the magnitude of in vivo motions depend on the collection technique (active vs. passive). (Taken from

Ref. 4h.)



rotation, the IARs are located in the region of the posterior
nucleus and annulus (4,36).

BIOMECHANICS OF SPINAL INSTABILITY: ROLE
OF VARIOUS FACTORS

The causes of spinal instability have been hypothesized to
include environmental factors that contribute to spinal
degeneration and host of other variables (39). For example,
some diseases can lead to spinal instability without being the
direct cause. Chronic spondylolisthesis can lead to perma-
nent deformation of the annulus that increases the prob-
ability of instability, Fig. 7. Essentially, any damage to any of
the components of the motion segment or neural elements
can contribute to instability. Instability can result from
ruptured ligaments, fractured facets, fractured endplates,
torn disks, or many other causes. However, the elements
within the spine that seem tocontribute more to stability and
can therefore be major sources of instability are the facet
joints, the intervertebral disks, and the ligaments (40). Both
in vivo investigations in humans and animals and in vitro
investigations of ligamentous spinal segments have been
undertaken to accumulate biomechanical data of clinical
significance.

Role of Environmental Factors in Producing Instability–Injury

Upper Cervical Spine. High speed impact loads that may
be imposed on the spine are one of the major causes of

spinal instability in the cervical region, especially in the
upper region. To quantify the likely injuries of the atlas,
Oda et al. (39,40) subjected upper cervical spine specimens
to high speed axial impact by dropping 3–6 kg weights from
various heights. The load produced axial compression and
flexion of the specimen. Both bony and soft tissue injuries,
similar to Jefferson fractures, were observed. The bony
fractures were six bursting fractures, one four-part frac-
ture without a prominent bursting, and one posterior arch
fracture. The major soft tissue injury involved the trans-
verse ligament. There were five bony avulsions and three
midsubstance tears. The study was extended to determine
the three-dimensional (3D) load displacements of fresh
ligamentous upper cervical spines (C0-C3) in flexion, exten-
sion, and lateral bending before and following the impact
loading in the axial mode. The largest increase in flexibility
due to the injury was in flexion–extension:� 42%. In lateral
bending, the increase was on the order of 24%; in axial
rotation it was minimal:� 5%. These increases in motion are
in concordance with the actual instabilities observed clini-
cally. In patients with burst fractures of the atlas, Jefferson
noted that the patients could not flex their heads, but could
easily rotate without pain (41).

Heller et al. (42) tested the transverse ligament
attached to C1 vertebra by holding the C1 vertebra and
pushing the ligament in the middle along the AP direction.
The specimens were loaded with an MTS testing device at
varying loading rates. Eleven specimens failed within the
substance of the ligament, and two failed by bone avulsion.
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Figure 7. Various spinal disorders and surgical procedures that may lead to spinal instability.
Such procedures are common for all of the spine regions.



The mean load to failure was 692 N (range 220–1590 N).
The displacement to failure ranged from 2 to 14 mm (mean
6.7 mm). This study, when compared with the work of Oda
et al. (39,40) suggests that (a) anteroposterior (AP) trans-
lation of the transverse ligament with respect to the dens is
essential to produce its fracture; (b) rate of loading affects
the type of fracture (bony versus ligamentous) but not the
displacement at failure; and (c) even ‘‘axial’’ impact loads
are capable of producing enough AP translation to produce
a midsubstance tear of the ligament, as reported by Oda
et al. (39).

The contribution to stabilization by the alar ligament of
the upper cervical spine is of particular interest in evalua-
tion of the effects of trauma, especially in the axial rotation
mode. Goel and associates (43), in a study of occipitoatlan-
toaxial specimens, determined that the average values for
axial rotation and torque at the point of maximum resis-
tance were 68.18 and 13.6 N�m, respectively. They also
observed that the value of axial rotation at which complete
bilateral rotary dislocation occurred was approximately
the point of maximal resistance. The types of injuries
observed were related to the magnitude of axial rotation
imposed on a specimen during testing. Soft tissue injuries
(such as stretch–rupture of the capsular ligaments, sub-
luxation of the C1-C2 facets) were confined to specimens
rotated to or almost to the point of maximum resistance.
Specimens that were rotated well beyond the point of
maximum resistance also showed avulsion fractures of
the bone at the points of attachment of the alar ligament
or fractures of the odontoid process inferior to the level of
alar ligament attachment. The alar ligament did not rup-
ture in any of the specimens. Chang and associates (44)
extended this study to determine the effects of rate of
loading (dynamic loading) on the occipitoatlantoaxial com-
plex. The specimens were divided into three groups and
tested until failure at three different dynamic loading
rates: 508/s, 1008/s, and 4008/s as compared to the quasi-
static (48/s) rate of loading used by Goel et al.(43). The
results showed that at the higher rates of loading, (a) the
specimens became stiffer and the torque required to pro-
duce ‘‘failure’’ increased significantly (e.g., from 13.6 N�m
at 48/s to 27.9 N�m at 1008/s); (b) the corresponding right
angular rotations (65–798) did not change significantly;
and (c) the rates of the alar ligament midsubstance rupture
increased and that of ‘‘dens fracture’’ decreased. No frac-
tures of the atlas were noted. This is another example of
the rate of load application affecting the type of injury
produced.

Fractures of the odontoid process of the second cervical
vertebra comprise 7–13% of all cervical spine fractures
(45). Most published reports involving odontoid fracture
use the classification system detailed by Anderson and
D’Alonzo (46). They described three types of odontoid
process fracture (Fig. 8). Type I is an oblique fracture near
the superior tip of the odontoid process and is thought to
involve an avulsion defect associated with the alar–apical
complex. Fracture of the odontoid process at the juncture of
the process and vertebral body in the region of the acces-
sory ligaments (Type II) is the most common osseous injury
of the atlas. Fractures of this type lead to a highly unstable
cervicovertebral region, commonly threatening the spinal

canal, and are often accompanied by ligamentous insult.
Many of these fractures result in pseudoarthrosis if not
properly treated. Type III fractures involve the junction of
the odontoid process and the anterior portion of the ver-
tebral body. These fractures are thought to be more stable
than the Type I and Type II fractures. Type III fractures
have high union rates owing to the cancellous bone invol-
vement and the relatively high degree of vascularity
(46,47).

Forces required to produce various types of dens frac-
tures have been documented by Doherty et al. (45) who
harvested the second cervical vertebra from fresh human
spinal columns. Force was applied at the tip of the dens
until failure occurred. The direction of the applied force
was adjusted to exert extension bending or combined flex-
ion and lateral bending on the tip of the dens. Extension
resulted in type III fractures, and the combined load led to
type II fractures of the dens. Furthermore, dynamic load-
ing modes are essential to produce midsubstance ligament
ruptures as opposed to dens fractures, especially in a
normal specimen. Odontoid fractures have been implicated
as being the result of high energy traumatic events. Indeed,
there have been numerous accounts as to the events that
lead to odontoid fracture. Schatzker et al. (47) reported that
16 of the 37 cases they reviewed were due to motor vehicle
accidents and 15 cases were the result of high energy falls.
Clark and White (48) report that all Type II (96 patients)
and Type III (48 patients) fractures they reviewed were
attributable to either motor vehicle accidents (� 70%) or
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Figure 8. Fractures of the odontoid process. Taken from Ref. 46.



falls. Alker et al. (19) examined postmortem radiographs of
312 victims of fatal motor vehicle accidents. The cohort
exhibited 98 injuries of the cervical spine, of which 70 were
seen in the craniovertebral junction. The authors, although
not quantifying the degree of dens fractures, hypothesized
that odontoid fractures were probably due to hyperexten-
sion because of the posterior displacement of the fracture
pieces.

There is considerable controversy as to the major load
path that causes odontoid fractures. A review of the clinical
and laboratory research literature fails to designate a
consensus on this issue. Schatzker et al. (47) reviewed
clinical case presentations and concluded that odontoid
fractures are not the result of simple tension and that
there must exist a complex combination of forces needed
to produce these failures. Althoff (49) performed a cadaver
study, whereby he applied various combinations of com-
pression and horizontal shear to the head via a pendulum.
Before load onset the head was placed in neutral, extension
or flexion. The position of the load and the angle of impact,
determining the degree of compression with shear, was
changed for each experiment. The results indicated that an
impact in the sagittal plane (anterior or posterior) pro-
duced fractures that involved the C2 body (Type III). As the
force vector moved from anterior to lateral, the location of
the fracture moved superiorly, with lateral loading produ-
cing Type I fractures. This led the author to propose a new
hypothesis: impact loading corresponding to combined
horizontal shear and compression results in odontoid frac-
tures. Althoff dismissed the contributions of sagittal rota-
tion (flexion and extension) to the production of resultant
odontoid fracture.

Mouradian et al. (50) reported on a cadaver and clinical
model of odontoid fracture. In their opinion, ‘‘it seems
reasonable to assume that shearing or bending forces
are primarily involved.’’ The cadaver experimentation
involved anterior or lateral translation of the occiput as
well as lateral translation of the atlantal ring. In forward
loading, the odontoid was fractured in 9 of the 13 cases,
with 8 Type III fractures and 1 Type II fracture. The lateral
loading specimens evidenced similar patterns of odontoid
fracture regardless of the point of load application (on the
occiput or on the atlas). In 11 specimens, lateral loading
resulted in 10 Type II fractures and 1 Type III fracture. The
clinical model involved reviewing 25 cases of odontoid
fracture. They reported that 80% of these cases resulted
from flexion or flexion–rotation injuries. They pointed out
that the clinical data does not reflect the lateral loading
cadaver experimentation results. In fact, they state that ‘‘a
pure lateral blow probably did not occur in any [clinical]
case’’. However, their clinical data indicated that the
remaining 20% of the odontoid injuries could be ascribed
to extension injuries. The technical difficulties precluded
cadaver experimentation of this possible mechanism.
Experimental investigations dealing with the pathogenesis
of odontoid fractures have failed to produce a consensus as
to the etiology of these fractures. These findings may
actually reflect the diversity of causal mechanisms, sug-
gesting the various mechanical factors are coincident in
producing these fractures. It is difficult to diskern if this is
the case or if this is due to the inhomogeneity of cadaver

experiment methodology. That is, some of the boundary
and loading conditions used by the surveyed studies are
vastly different and have produced divergent results. In
addition, the anatomical variants of the craniovertebral
osteo-ligamentous structures could also be integral to the
cadaver study outcomes. The purpose of the study under-
taken by Puttlitz et al. (51) was to utilize of the finite
element method, in which the loading and kinematic con-
straints can be exactly designated, for elucidating the true
fracture etiology of the upper cervical spine. Previous
laboratory investigations of odontoid process failure have
used cadaver models. However, shortcomings associated
with this type of experimentation and the various loading
and boundary conditions may have influenced the result-
ing data. Utilization of the FE method for the study of
odontoid process failure has eliminated confounding fac-
tors often seen with cadaveric testing, such as interspeci-
men anatomic variability, age-dependent degeneration,
and so on. This has allowed us to isolate changes in complex
loading conditions as the lone experimental variable for
determining odontoid process failure.

There are many scenarios, that are capable of producing
fracture of the odontoid process. Force loading, in the
absence of rotational components, can reach maximum
von Mises stresses that far exceed 100 MPa. Most of these
loads are lateral or compressive in nature. The maximum
stress obtained was 177 MPa due to a force directed in the
posteroinferior direction. The net effect of this load vector
and its point of application, the posterior aspect of the
occiput, is to produce a compression, posterior shear,
and extension due to the load’s offset from the center of
rotation. This seems to suggest that extension and com-
pression can play a significant role in the development of
high stresses, and possibly failure, of the odontoid. The
location of the maximum stress for this loading scenario
was in the region of a Type I fracture. The same result, with
respect to laterally loading, was obtained by Althoff (49).
However, he dismissed the contribution of sagittal plane
rotation to development of odontoid failures. The results of
this study disagree with that finding. Posteroinferior load-
ing with extension produced a maximum von Mises stress
in the axis of 226 MPa. As stated above, the load vector for
this case intensifies the degree of extension, probably
producing hyperextension. The addition of the extension
moment did not change the location of the maximum stress,
still identifiable in the region of a Type I fracture. The
clinical study by Moradian et al. (50) suggested that almost
20% of the odontoid fracture cases they reviewed involved
some component of extension. The involvement of exten-
sion in producing odontoid process failures can be
explained by its position with respect to the atlantal ring
and the occiput. As extension proceeds, the contact force
produced at the atlanto-dental articulation increases, put-
ting high bending loads on the odontoid process. The result
could be failure of the odontoid. Increasing tension of the
alar ligaments as the occiput extends could magnify these
bending stress via superposition of the loads, resulting in
avulsion failure of the bone (Type I).

While the FE model predicted mostly higher stresses
with the addition of an extension moment, the model
showed that, in most cases, flexion actually mitigates
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the osseous tissue stress response. This was especially true
for compressive (inferior) force application. Flexion loading
with posterior application of an inferior load vectorally
decreases the overall effect of producing extension on the
occiput. None of the studies surveyed for this investigation
pinpointed flexion, per se, as a damage mechanism for
odontoid failure. The findings of this study supported
the lack of evidence in support of flexion as being a causal
mechanism for failure. In addition, the data suggested that
flexion can act as a preventative mechanism against odon-
toid fracture.

Once again, the lateral bending results support the
hypothesis of extension being a major injury vector in
odontoid process failure. Inferior and posteroinferior loads
with lateral rotation resulted in the highest maximal von
Mises stress in the axis. Lateral loading also intensified the
maximal stress in compression, suggesting rotations that
incorporate a component of both lateral and extension
motion may cause odontoid failures. Many of the lateral
bending scenarios resulted in the maximum von Mises
stress being located in the Type II and Type III fracture
regions. In fact, the only scenarios that lead to the max-
imum stress in the Type I area was when there was an
inferior or posterior load applied with the lateral bending.
This is, again, suggestive that the extension moment,
produced by these vectors and their associated moment
arms (measured from the center of rotation), can result in
more superiorly-located fractures.

Overall, this investigation has indicated that extension
and the application of extension via force vector applica-
tion, causes the greatest risk of superior odontoid failure.
The hypothesis of extension as a causal mechanism of
odontoid fracture includes coupling of this motion to other
rotations. Flexion seems to provide a protective mechanism
against force application that would otherwise cause a
higher risk of odontoid failure.

Middle and Lower Cervical Spine. In the C2-T1 region of
the spine, as in the upper cervical region, instabilities in a
laboratory setting have been produced in an effort to
understand the dynamics of traumatic forces on the spine
(19). In one study, fresh ligamentous porcine cervical spine
segments were subjected to flexion-compression, exten-
sion-compression, and compression-alone loads at high
speeds (dynamic–impact loading) (19). The resultant inju-
ries were evaluated by anatomic dissection. The results
that the severity of the injuries were related mostly to the
addition of bending moments to high speed axial compres-
sion of the spine segment, since compression alone pro-
duced the least amount of injury and no definite pattern of
injuries could be identified. Other investigators have
reported similar results (19).

Lumbar Spine. The onset of low back pain is sometimes
associated with a sudden injury. However, it is more often
the result of cumulative damage to the spinal components
induced by the presence of chronic loading on the spine.
Under chronic loading, the rate of damage may exceed the
rate of repair by the cellular mechanisms, thus weakening
the structures to the point where failure occurs under
midly abnormal loads. Chronic loading to structures may

occur under a variety of conditions (52,53). One type of
loading is heavy physical work prevalent among blue collar
workers. Lifting not only induces large compressive loads
across the segment, but tends to be associated with bending
and twisting (54). Persons with jobs requiring the lifting of
objects of > 11.3 kg > 25 times/day have over three times
the risk for acute disk prolapse than people whose jobs do
not require lifting (55). If the body is twisted during lifting,
the risk is even higher with less frequent lifting. The other
major class of loading associated with low back pain is
posture related, for example, prolonged sitting–sedentary
activities, and posture that involve bending over while
sitting. Prolonged sitting may be compounded by vibration,
such as observed in truck drivers (52,56,57).

The effects of various types of cyclic loads on the speci-
men behavior have been investigated (52,55). For example,
Liu et al. subjected ligamentous motion segments to cyclic
axial loads of varying magnitudes until failure or 10,000
cycles, which ever occurred first (53). Test results fell in to
two categories, stable and unstable. In the unstable group,
fracture occurred within the 6000 cycles of loading. The
radiographs in the unstable group revealed generalized
trabecular bony microfailure. Cracks were found to propa-
gate from the periphery of the subcondral bone. After the
removal of the organic phase, the unstable group speci-
mens disintegrated into small pieces, as opposed to stable
group specimens. This suggests that microcrack initiation
occurs throughout the inorganic phase of the subchondral
bone as a result of axial cyclic loading. In response to cyclic
axial twisting of the specimens, Liu et al. noticed a dis-
kharge of synovial fluid from the articular joints (58).
Specimens that exhibited an initial angular displacement
of < 1.58, irrespective of the magnitude of the applied cyclic
torque, did not show any failures. On the other hand,
specimens, exhibiting initial rotations < 1.58, fractured
before reaching 10,000 cycles. These fractures included
bony failure of facets and/or tearing of the capsular
ligaments.

Chronic vibration exposure and prolonged sitting are
also known to lead to spinal degeneration. Spinal struc-
tures exhibit resonance between 5 and 8 Hz (56–59). In vivo
and in vitro experimental and analytical studies have
shown that the intradiscal pressure and motion increase
when spinal structures experience vibration, such as dur-
ing driving cars–trucks, at the natural resonant frequency
(59). Prolonged sitting alone or in conjunction with chronic
vibration exposure is also a contributing factor to spinal
degeneration. A finite element-based study revealed that
prolonged sitting led to an increase in disk bulge and the
stresses in the annulus fibers located at the outer periphery
(59,60).

Lee et al. (61) quantatively analyzed occlusion of the
dural-sac in the lumbar spine was quantitatively analyzed
by utilizing a finite element lumbar spine model. In the
static analysis, it was found that < 2 kN of compressive
load could not produce dural-sac occlusion, but the com-
pression together with extension moment was more likely
to produce the dural-sac occlusion. The 7.4% of occlusion
was obtained when the 8 N�m of extension moment was
added to 2 kN of compressive load that alone did not create
any occlusion. The magnitude of occlusions was increased
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to 10.5% as the extension moment increased to 10 N�m with
the same 2 kN of compressive load. In creep analysis, 10
N�m extension, kept for 3600 s, induced 6.9% of occlusion,
and 2.4% of volume reduction in the dural-sac. However,
flexion moment did not produce any occlusion in the dural-
sac, but increased the volume instead because it caused
stretching of the dural-sac coupled with vertebral motion.
As a conclusion, occlusions resulted mainly from the slack-
ening of the ligamentum flavum and disk bulging. Further-
more, the amount of occlusion was strongly dependent with
loading conditions and the viscoelastic behavior of materi-
als as well.

Changes in Motion due to Degeneration–Trauma

The degenerative process can effect all of the spinal ele-
ments and trauma can lead to partial or full destruction of
the spinal elements. As such the motion behavior of the
segment will change.

Cervical Spine Region. The rotation-limiting ability of
the alar ligament was investigated by Dvorak et al. (62,63).
A mean increase of 10.88 or 30% (divided equally between
the occipitoatlantal and atlantoaxial complexes) in axial
rotation was observed in response to an alar lesion on the
opposite side. Oda et al. (39,40) determined the effects of
alar ligament transections on the stability of the joint in
flexion, extension, and lateral bending modes. Their main
conclusion was that the motion changes occurred subse-
quent to alar ligament transection. The increases,
however, were directional-dependent. Crisco et al. (64)
compared changes in 3D motion of C1 relative to C2 before
and after the capsular ligament transections in axial rota-
tion. Two groups of cadaveric specimens were used to study
the effect of two different sequential ligamentous transec-
tions. In the first group (n¼ 4), transection of the left
capsular ligament was followed by transection of the right
capsular ligament. In the second group (n¼ 10), transec-
tion of the left capsular ligament preceded transection of
left and right alar and transverse ligaments. The greatest
changes in motion occurred in axial rotation to the side
opposite the transection. In the first group, transection of
left capsular ligaments resulted in a significant increase in
axial rotation ROM to the right of 18. After the right
capsular ligament was transected, there was a further
significant increase of 1.88 to the left and of 1.08 to the
right. Lateral bending to the left also increased signifi-
cantly by 1.58 after both ligaments were cut. In the second
group, with the nonfunctional alar and transverse liga-
ments, transection of the capsular ligament resulted in
greater increases in ROM: 3.38 to the right and 1.38 to the
left. Lateral bending to the right also increased signifi-
cantly by 4.28. Although the issue is more complex than
this, in general these studies show that the major function
of the alar ligament is to prevent axial rotation to the
contralateral side. Transection of the ligament increases
the contralateral axial rotation by � 15%.

The dens and the intact transverse ligament provide the
major stability at the C1-C2 articulation. The articular
capsules between C1 and C2 are loose, to allow a large
amount of rotation and provide a small amount of stability.

Although the C1-C2 segment is clinically unstable after
failure of the transverse ligament, resistance against gross
dislocation is probably provided by the tectorial membrane,
the ala, and the apical ligaments. With transection of the
tectorial membrane and the ala ligaments, there is an
increased flexion of the units of the occipital–atlantoaxial
complex and a subluxation of the occiput (4h). It was also
demonstrated that transection of the ala ligament on one
side causes increased axial rotation to the opposite side by
� 30%.

Fielding et al. (65) performed a biomechanical study
investigating lesion development in rheumatoid arthritis.
Their study tested 20 cadaveric occipitoatlanto–axial speci-
mens for transverse ligament strength by application of a
posterior force to the atlantal ring. They found atlantoaxial
subluxation of 3–5 mm and increased atlas movement on
the axis after rupture of the transverse ligament. From this
study, Fielding et al. were able to conclude that the ‘‘trans-
verse ligament represents a strong primary defense
against anterior shift of the first cervical vertebra.’’ Puttlitz
et al. (66) developed an experimentally validated ligamen-
tous, nonlinear, sliding contact 3D finite element (FE)
model of the C0-C1-C2 complex generated from 0.5-mm
thick serial computed tomography scans (Fig. 9). The
model was used to determine specific structure involve-
ment during the progression of RA and to evaluate these
structures in terms of their effect on clinically observed
erosive changes associated with the disease by assessing
changes in loading patterns and degree of AAS (see Table 9
for terminology). The role of specific ligament involvement
during the development and advancement of AAS was
evaluated by calculating the AADI and PADI after reduc-
tions in transverse, ala, and capsular ligament stiffness.
(The stiffness of transverse, alar, and capsular ligaments
was sequentially reduced by 50, 75, and 100% of their
intact values.) All models were subjected to flexion
moments, replicating the clinical diagnosis of RA using
full flexion lateral plane radiographs. Stress profiles at the
transverse ligament-odontoid process junction were mon-
itored. Changes in loading profiles through the C0-C1 and
C1-C2 lateral articulations and their associated capsular
ligaments were calculated. Posterior atlantodental inter-
val (PADI) values were calculated to correlate ligamentous
destruction to advancement of AAS. As an isolated entity,
the model predicted that the transverse ligament had the
greatest effect on AADI in the fully flexed posture. Without
transverse ligament disruption, both ala and capsular
ligament compromise did not contribute significantly to
the development of AAS. Combinations of ala and capsular
ligament disruptions were modeled with transverse liga-
ment removal in an attempt to describe the interactive
effect of ligament compromise, which may lead to advanced
AAS. Ala ligament compromise with intact capsular liga-
ments markedly increased the level of AAS (Table 9).
Subsequent capsular ligament stiffness loss (50%) with
complete ala ligament removal led to an additional
decrease in PADI of 0.92 mm. Simultaneous resection of
the transverse, ala, and capsular ligaments resulted in a
highly unstable situation. The model predicted stresses at
the posterior base of the odontoid process greatly reduced,
with transverse ligament compromise beyond 75%
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(Fig. 10). Decreases through the lateral C0-C1 and C1-C2
articulations were compensated by their capsular liga-
ments. The data indicate that there may be a mechanical
component (in addition to enzymatic degradation) asso-
ciated with the osseous resorption seen during RA. Speci-
fically, erosion of the base of the odontoid may involve
Wolff’s law unloading considerations. Changes through

the lateral aspects of the atlas suggest that this same
mechanism may be partially responsible for the erosive
changes seen during progressive RA. The PADI values
indicate that complete destruction of the transverse liga-
ment coupled with alar and/or capsular ligament compro-
mise exist if advanced levels of AAS are present.
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Figure 9. Finite element models of the upper cervical spine used
to study the biomechanics of rheumatoid arthritis. (Taken from
Ref. 66.)

Table 9. Combinations of Ligament Stiffness Reductions
with the Resultant Degree of AAS, as Indicated by the
AADI and PADI Values at Full Flexion (1.5 N �m moment)a

Reduction in Ligament Stiffness, % Criteria, mm

Transverse Alar Capsular AADI PADI

0 0 0 2.92 15.28
100 0 50 5.77 12.43
100 0 75 6.21 11.99
100 50 0 7.42 10.79
100 75 0 7.51 10.71
100 100 50 8.43 9.83

aZero (0) ligament stiffness values represent completely intact ligament

stiffness, ‘‘100’’ corresponds to total ligament destruction (via removal).

(Taken from Ref. 66.) AAS¼ anterior atlantoaxial subluxation, AADI ¼
anterior atlantodental interval, PADI¼ posterior atlantodental interval.

0

1

2

3

4

5

6

0 25 50 75 100

Reduction in ligament stiffness (%)

A
A

D
I (

m
m

)

Transverse
Alar
Capsular

10

11

12

13

14

15

16

0 25 50 75 100
Reduction in ligament stiffness (%)

PA
D

I (
m

m
)

Transverse
Alar
Capsular

Figure 10. (a) Anterior atlantodental interval (AADI) (b) and
posterior atlantodental interval (PADI) calculated for the intact
model and models with stiffness reductions of the transverse,
alar, and capsular ligaments at the fully flexed posture (1.5 N�m
moment load). Each ligament’s stiffness was altered while holding
the other two at the baseline value (completely intact). (Taken from
Ref. 66.)



In vitro studies to determine the feasibility of the
‘‘stretch test’’ in predicting instability of the spine in the
cervical region were performed by Panjabi et al. (67). Four
cervical spines (C1-T1; ages 25–29) were loaded in axial
tension in increments of 5 kg to a maximum of one third of
the specimen’s body weight. The effects of sequential AP
transection of soft tissues of a motion segment on the
motion in one group and of posterior–anterior transections
in another group were investigated. The intact cervical
spine went into flexion under axial tension. Anterior trans-
ection produced extension. Posterior transection produced
opposite results. Anterior injuries creating displacements
of 3.3 mm at the disk space (with a force equal to one-third
body weight) and rotation changes of � 3.88 were consid-
ered precursors to failure. Likewise, posterior injuries
resulting in 27 mm separation at the tips of the spinous
process and an angular increase of 308 with loading were
considered unstable. This work supports the concept that
spinal failure results from transection of either all the
anterior elements or all the posterior plus at least two
additional elements.

In a study by Goel et al. (68,69), the 3D load-displace-
ment motion of C4-C5 and C5-C6 as a function of transec-
tion of C5-C6 ligaments was determined. Transection was
performed posteriorly, starting with the supraspinous and
interspinous ligaments, followed by the ligamentum fla-
vum and the capsular ligaments. With the transection of
the capsular ligaments, the C5-C6 motion segment (injured
level) showed a significant increase in motion in extension,
lateral bending, and axial rotation. A significant increase
in flexion resulted when the ligamentum flavum was trans-
ected.

A major path of loading in the cervical spine is through
the vertebral bodies, which are separated by the interver-
tebral disk. The role of the cervical intervertebral disk has
received little attention. A finite element model of the
ligamentous cervical spinal segment was used to compute
loads in various structures in response to clinically rele-
vant loading modes (70). The objective was to predict
biomechanical parameters, including intradiskal pressure,
tension in ligaments, and forces across facets that are not
practical to quantify with an experimental approach. In
axial compression, 88% of the applied load passed through
the disk. The interspinal ligament experienced the most
strain (29.5% in flexion, and the capsular ligaments were
strained the most (15.5% in axial rotation). The maximum
intradiskal pressure was 0.24 MPa in flexion with an axial
compression mode (1.8 N�m of flexion moment þ 73.6 N of
compression). The anterior and posterior disk bulges
increased with an increase in axial compression (up to
800 N). The results provide new insight into the role of
various elements in transmiting loads.

This model was further used to investigate the biome-
chanical significance of uncinate processes and Luschka
joints (71). The results indicate that the facet joints and
luschka joints are the major contributors to coupled motion
in the lower cervical spine and that the uncinate processes
effectively reduce motion coupling and primary cervical
motion (motion in the same direction as load application),
especially in response to axial rotation and lateral bending
loads. Luschka joints appear to increase primary cervical

motion, showing an effect on cervical motion opposite to
that of the uncinate processes. Surgeons should be aware of
the increase in motion accompanied by resection of the
uncinate processes.

Cervical spine disorders such as spondylotic radiculo-
pathy and myelopathy are often related to osteophyte
formation. Bone remodeling experimental–analytical stu-
dies have correlated biomechanical responses, such as
stress and strain energy density, to the formation of bony
outgrowth. Using these responses of the spinal compo-
nents, a finite element study was conducted to investigate
the basis for the occurrence of disk-related pathological
conditions. An anatomically accurate and validated intact
element model of the C4-C5-C6 cervical spine was used to
simulate progressive disk degeneration at the C5-C6 level.
Slight degeneration included an alteration of material
properties of the nucleus pulposus representing the dehy-
dration process. Moderate degeneration included an
alteration of fiber content and material properties of the
annulus fibrosus representing the disintegrated nature of
the annulus in addition to dehydrated nucleus. Severe
degeneration included decrease in the intervertebral
disk height with dehydrated nucleus and disintegrated
annulus. The intact and three degenerated models were
exercised under compression, and the overall force-displa-
cement response, local segmental stiffness, annulus fiber
strain, disk bulge, annulus stress, load shared by the disk
and facet joints, pressure in the disk, facet and uncover-
tebral joints, and strain energy density and stress in the
vertebral cortex were determined. The overall stiffness
(C4-C6) increased with the severity of degeneration. The
segmental stiffness at the degenerated level (C5-C6)
increased with the severity of degeneration. Intervertebral
disk bulge and annulus stress and strain decreased at the
degenerated level. The strain energy density and stress in
vertebral cortex increased adjacent to the degenerated
disk. Specifically, the anterior region of the cortex
responded with a higher increase in these responses.
The increased strain energy density and stress in the
vertebral cortex over time may induce the remodeling
process according to Wolff’s law, leading to the formation
of osteophytes.

Thoracolumbar Region. The most common vertebral
levels involved with the thoracolumbar injuires are T12-
L1 (62%) and L1-L2 (24%) (22,25). The injuires, depending
on the severity of the trauma, have included disruption of
the posterior ligaments, fracture and dislocation of the
facets, and fracture of the vertebral bodies with and with-
out neural lesions. Operative intervention is often sug-
gested to restore spinal stability. These involve use of
spinal instrumentation, vertebroplasty, and host of other
procedures which have been described elsewhere in this
article.

For ease in description of these injuries, conceptually
the osteoligamentous structures of the spine have been
grouped into three ‘‘columns’’; anterior, middle, and poster-
ior. The anterior column consists of the anterior longitu-
dinal ligament, anterior annulus fibrosus, and the anterior
part of the vertebral body. The middle column consists of
the posterior longitudinal ligament, posterior annulus
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fibrosus, and the posterior vertebral body wall. The poster-
ior column contains the posterior bony complex or arch
(including the facet joints), and the posterior ligamentous
complex composed of the supraspinous ligament, interspi-
nous ligament, facet joint capsules, and ligamentum
flavum.

As per this classification, a compression fracture is a
fracture of the anterior column with the middle and poster-
ior columns remaining intact. In severe cases, there may
also be a partial tensile failure of the posterior column, but
the vertebral ring, consisting of the posterior wall, pedicles,
and lamina, remains totally intact in a compression frac-
ture. A burst fracture is a fracture of the anterior and
middle columns under compression; the status of the pos-
terior column can vary. In the burst fracture, there is
fracture of the posterior vertebral wall cortex with marked
retropulsion of bone into the spinal canal, obstructing, on
average, 50% of the spinal canal cross-section. There may
be a tilting and retropulsion of a bone fragment into the
canal from one or both endplates. In contrast to the com-
pression fracture, there is loss of posterior vertebral body
height in a burst fracture. The seat-belt type injuries
feature failure of the middle and posterior columns under
tension, and either no failure or slight compression failure
of the anterior column. In fracture dislocations, the ante-
rior, middle, and posterior columns all fail, leading to
subluxation or dislocation. There may be ‘‘jumped facets’’
or fracture of one articular process at its base or at the base
of the pedicle. There is also disruption of the anterolateral
periosteum and anterior longitudinal ligament. If the
separation goes through the disk, there will be some degree
of wedging in the vertebral body under the disk space.
However, the fracture cleavage may pass through the
vertebral body itself, resulting in a ‘‘slice fracture’’.

There are four mechanisms of fracture that have been
hypothesized in the literature to explain why the thoraco-
lumbar region experiences a higher frequency of injury
than adjacent regions. The hypotheses state that a thor-
acolumbar fracture sequence can be put into motion by
stress concentrations arising from (1) spinal loading con-
ditions; (2) material imperfections in spine; (3) differences
in spinal stiffness and physiological range of motion char-
acteristics between the thoracic and lumbar regions; and
(4) abrupt changes in spinal anatomy, especially facet
orientations. As always, there is no conseus for these
mechanisms.

A few of the experimental investigations that have
attempted to reproduce the clinical fracture patterns are
as follows: In one study, cadaver motion segments were
subjected to loads of different magnitude and direction:
compression, flexion, extension, lateral flexion, rotation,
and horizontal shear to reproduce all varieties of spinal
injury experimentally by accurately controlled forces. For a
normal disk, increases of intradiskal pressure and bulging
of the annulus occur under application of axial compressive
load. With increased application of force, the end-plate
bulges and finally cracks, allowing displacement of nuclear
material into the vertebral body. Continued loading of the
motion segment results in a vertical fracture of the verteb-
ral body. If a forward shear component of force accompa-
nies the compression force, the line of fracture of the

vertebral body is not vertical but is oblique. Different forms
of fracture could be produced by axial compressive loading
if the specimens were from older subjects (i.e., the nucleus
was no longer fluid), or if the compressive loading was
asymmetrical. Under these conditions, the transmission of
load mainly through the annulus is responsible for the (1)
tearing of the annulus, (2) general collapse of the vertebra
due to buckling of the sides (cortical wall), and (3) marginal
plateau fracture.

Thoracolumbar burst fractures in cadaver specimens
have also been produced by dropping a weight such that the
prepared column is subjected to axial-compressive impact
loads. The potential energies of the failing weights used by
these researchers have been 200 and 300 N�m. Fracture in
four of the seven specimens apparently started at the
nutrient foramen. The nutrient foramen may perhaps be
viewed as a local area of material imperfection where
stresses may be concentrated during loading, leading to
fracture. Other researchers are apparently unable to con-
sistently produce burst fractures in vitro without first
creating artificial ‘‘stress raisers’’ in the vertebral body
by means of cuts or slices into the bone.

Panjabi et al. (3) conducted in vitro flexibility tests of 11
T11-L1 specimens to document the 3D mechanical beha-
vior of the thoracolumbar junction region (see section on
Construct Testing for an explanation). Pure moments up to
7.5 N�m were applied to the specimens in flexion–exten-
sion, left–right axial torque, and right–left lateral bending.
The authors reported the average flexibility coefficients of
the main motions (range of motion divided by the max-
imum applied load). For extension moment, the average
flexibility coefficient of T11-T12. (0.328/N�m) was signifi-
cantly less than that of T12-L1 (0.528/N�m). For axial
torque, the average flexibility coefficient of T11-T12
(0.248/N�m) was significantly greater than that of T12-L1
(0.168/N�m). The authors attributed these biomechanical
differences to the facet orientation. They speculated that
thoracic-type facets would offer greater resistance to exten-
sion than the more vertically oriented lumbar-type facets
while the lumbar-type facets would provide a more effec-
tive stop to axial rotation than thoracic-type facets. No
other significant biomechanical differences were detected
between T11-T12 and T12-L1. In addition to these obser-
vations, authors found that for flexion torque, the average
flexibility coefficients of the lumbar spine (e.g., L1-L2,
0.588/N�m; L5-S1, 1.008/N�m) were much greater than
those of both T11-T12 (0.368/N�m) and T12-L1 (0.398/
N�m). They identified this change in flexion stiffness
between the thoracolumbar and lumbar regions as a pos-
sible thoracolumbar injury risk factor.

Lumbar Spine Region. The porosity of the cancellous
bone within the vertebral body increases with age, espe-
cially in women. The vertebral body strength is known to
decrease with increase in porosity of the cancellous bone, a
contributing factor to the kyphosis normally seen in an
elderly person (4). As the trabeculae reduce in size and
number, the cortical shell must withstand greater axial
load, thus increasing the thickness of the shell obeying the
principles of Wolff’s law. Edwards et al. (72) demonstrated
cortical shell thickening of osteoporotic vertebral bodies

HUMAN SPINE, BIOMECHANICS OF 565



compared to that of normal vertebral bodies. Furthermore,
there was increased incidence of osteophytic development
along the cortical shell in the regions of highest stress
within the compromised osteoporotic vertebrae.

The normal disk consists of a gel-like nucleus encased in
the annulus. In a normal healthy person, the disk acts like
a fluid filled cavity. With age, the annulus develops radial,
circumferential and rim lesions, and the nucleus becomes
fibrous. Using a theoretical model in which cracks of vary-
ing lengths were simulated, Goel et al. found that the
interlaminar shear stresses (and likewise displacements)
were minimal until the crack length reached 70% of the
annulus depth (73). Likewise, dehydration of the nucleus
(extreme case totally ineffective like in a total nucleotomy)
also was found to lead to separation of the lamina layers
and an increase in motion (74). Thus, the results support
the observation that the increase in motion really occurs in
moderately degenerated disks.

Posner et al. investigated the effects of transection of the
spinal ligaments on the stability of the lumbar spine (75).
The ligaments were transected in a sequential manner,
either anterior to posterior or posterior to anterior. While
cutting structures from the anterior to posterior portion of
the spine, extension loading caused a significant residual
deformation after the anterior half of the disk was cut.
Cutting from the posterior to anterior region, flexion load-
ing caused significant residual motion upon facet joint
transection. The role of ligaments becomes more prominent
in subjects whose muscles are not fully functional. Using a

finite element model in which the muscular forces during
lifting were simulated, Kong et al. found that a 10%
decrease in the muscle function increased loads borne by
the ligaments and the disks (76). The forces across the facet
joint decreased.

The orientation of facet becomes more parallel to the
frontal plane as one goes down from L1 to S1 (77). Other
factors can also contribute to changes in facet orientation
in a person. The facet orientation, especially at L4-5 and
L5-S1, plays a role in producing spondylolisthesis. Kong
et al. using a finite element of the ligamentous lumbar
segment (Fig. 11a) found that as the facet orientation
becomes more sagittal, the A–P translation across the
segment, increases in response to the load applied,
Fig. 11b. The increase in flexion angle was marginal.

Changes in Motion Due to Surgical Procedures

Cervical Region. In vivo ‘‘injuries’’ result in disk degen-
eration and may produce osteophytes, ankylosed verte-
bras, and changes in the apophyseal joints (78). The
effects of total diskectomy on cervical spine motions are
of interest (79). Schulte and colleagues reported a signifi-
cant increase in the motion after C5-C6 diskectomy (80).
Motion between C5-C6 increased in flexion (66.6%), exten-
sion (69.5%), lateral bending (41.4%), and axial rotation
(37.9%). In previous studies, Martins (81) and Wilson and
Campbell (82) could not detect increases in motion roent-
genographically and deemed the spines functionally stable.
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Figure 11. The finite element of a lumbar segment used to predict the effect of facet orientations on
the motion and loads in various spinal components in a motion segment. (Taken from Ref. 77.)



The reasons for this diskrepancy in results are not appar-
ent. The experimental designs were quite different as were
the methods of motion measurement. However, the disk
obviously is a major structural and functional component of
the cervical spine.

The contribution of facet and its capsule to the stability
of the cervical spine has been well documented using both
in vitro laboratory models (83–85) and mathematical mod-
els (70,86,87,88). Facet joints play an integral part in the
biomechanical stability of the cervical spine. Cusick et al.
(89) found that total unilateral and bilateral facetectomies
decreased compression-flexion strength by 31.6 and 53.1%,
respectively. Facetectomy resulted in an anterior shift of
the IAR, resulting in increased compression of the verteb-
ral body and disk. This work confirmed the findings of
Raynor et al. (63,64) who reported that bilateral facetect-
omy of as much as 50% did not significantly decrease shear
strength; however, with a 75% bilateral facetectomy, a
significant decrease in shear strength was noted. One
should take great care when exposing an unfused segment
to limit facet capsule resection to < 50%. With resection of
> 50% of the capsule, postoperative hypermobility can
occur and may require stabilization.

In contrast, studies that focused on the effects of lami-
nectomy alone have been few and still unclear. Goel et al.
were the first to evaluate the effects of cervical laminect-
omy with in vitro spine models (83,90). They found 10%
increase of motion in flexion-extension using 0.3 N�m after
a two level laminectomy. Zdeblick et al. did not find motion
changes in flexion–extension after one level laminectomy
under 5 N�m (84,85). Cusick et al. successfully showed that
three level cervical laminectomy (C4-C6) induces a signifi-
cant increase in total column flexibility using physiologic
compression-flexion forces (86,87). Nevertheless, it seems
difficult to estimate the instantaneous combination of phy-
siologic compression and flexion forces. Therefore, quanti-
tative evaluation might be difficult with this model. Our
results indicate significant increase of spinal column
motion in flexion (24.5%), extension (19.1%), and axial
rotation (23.7%) using 1.5 N�m after a four level (C3-C6)
laminectomy. Cervical vertebral laminae may transmit
loads. Laminectomies result in the removal of part of this
loading path and the attachment points for the ligamen-
tum flavum, interspinous ligament, and the supraspinous
ligament. It is not surprising that total laminectomy
results in significant modifications in the motion charac-
teristics of the cervical spine, especially in children. For
example, Bell et al. (91) reported that multiple-level cervi-
cal laminectomy can lead to increase in postoperative
hyperlordosis or kyphosis in children. However, there
was no correlation between diagnosis, sex, location, or
number of levels decompressed and the subsequent devel-
opment of deformity. Postlaminectomy spinal deformity in
the cervical spine, however, is rare in adults, probably
owing to stiffening of the spine with age and changes in
facet morphology. Goel et al. (89) removed the laminae of
multisegmental cervical spines (C2-T2) at the level of C5
and C6 (total laminectomy); in flexion–extension mode,
demonstrating an increase in motion of � 10%.

In another in vitro study, the effects of multilevel
cervical laminaplasty (C3-C6) and laminectomy with

increasing amounts of facetectomy (25% and more) on
the mechanical stability of the cervical spine were inves-
tigated (88). Cervical laminaplasty was not significantly
different from the intact control, except for producing a
marginal increase in axial rotation. However, cervical
laminectomy with facetectomy of 25% or more resulted
in a highly significant increase in cervical motion as com-
pared with that of the intact specimens in flexion, exten-
sion, axial rotation, and lateral bending. There was no
significant change in the coupled motions after either
laminaplasty or laminectomy. The researchers recom-
mended that concurrent arthrodesis be performed in
patients undergoing laminectomy accompanied by > 25%
bilateral facetectomy. Alternatively, one may use lamina-
plasty to achieve decompression if feasible. More recently,
the effect of laminaplasty on the spinal motion using in vivo
testing protocols have also been investigated (92–94). Kubo
et al. (95) undertook an in vitro 3D kinematic study to
quantify changes after a double door laminoplasty. Using
fresh cadaveric C2-T1 specimens, sequential injuries were
created in the following order: intact, double door lamino-
plasty (C3-C6) with insertion of hydroxyapatite (HA)
spacers, laminoplasty without spacer, and laminectomy.
Motions of each vertebra in each injury status were mea-
sured in six loading modes: flexion, extension, right and left
lateral bending, and right and left axial rotation. Cervical
laminectomy showed significant increase in motion com-
pared to intact control in flexion (25%: P< 0.001), extension
(19%: P< 0.05), and axial rotation (24%: P< 0.001) at
maximum load. Double door laminoplasty with HA spacer
indicated no significant difference in motion in all loading
modes compared to intact. Laminoplasty without spacer
showed intermediate values between laminoplasty with
spacer and laminectomy in all loading modes. Initial slack
of each injury status showed similar trends that of max-
imum load although mean % changes of laminectomy and
laminoplasty without spacer were greater than that of
maximum load. Double door laminoplasty with HA spacer
appears to restore the motion of the decompressed segment
back to its intact state in all loading modes. The use of HA
spacers well contribute to maintain the total stiffness of
cervical spine. In contrast, laminectomy seems to have
potential leading postoperative deformity or instability.

Kubo et al. (96) undertook another study with the aim
to evaluate the biomechanical effects of multilevel fora-
minotomy and foraminotomy with double door lamino-
plasty as compared to foraminotomy with laminectomy.
Using fresh human cadaveric specimens (C2-T1), sequen-
tial injuries were created in the following order: intact,
bilateral foraminotomies (C3/4, C4/5, C5/6), laminoplasty
(C3-C6) using hydroxyapatite spacer, removal of the
spacers, and laminectomy. Changes in the rotations of
each vertebra in each injury status were measured in six
loading modes: flexion–extension, right–left lateral bend-
ing, and right–left axial rotation. Foraminotomy alone,
and following laminoplasty showed no significant differ-
ences in motion compared to the intact with the exception
of axial rotation. After removal of the spacers and follow-
ing a laminectomy, the motion increased significantly in
flexion and axial rotation. The ranges of initial slack
showed similar trends when compared to the results at
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maximum load. Clinical implications of these observa-
tions are presented.

Lumbar Region. The spine is naturally shaped to prop-
erly distribute and absorb loads, therefore, any surgical
technique involving dissection of spinal components can
disrupt the natural equilibrium of the spinal elements and
lead to instability. The amount and origin of pain within
the spine usually determines the type of surgical procedure
for a patient. Such procedures include the removal of some
or all of the laminae, facets, and/or disks. A certain increase
in the range of motion within the spine can be attributed to
each procedure. The increased range of motion can also
lead to more pain, as noted by Panjabi and others, who used
an external fixator to stabilize the spine (97,98). The fixator
decreased the range of motion for flexion, extension, lateral
bending, and axial rotation. The pain experienced by the
patients who had the external fixator applied was signifi-
cantly reduced. For these reasons, it is essential to learn
the effects of various surgical procedures on the stability of
the spine. In particular, we need to consider when proce-
dures may lead to increase in motion to a point leading to
instability.

Much of the debate surrounding laminectomy and
instability involves the use of fusion after the laminectomy.
The possibility that fusion will be necessary to stabilize the
spine after a laminectomy is largely case specific and
depends on the purpose of the surgery. In a study by Goel
et al. , the results did not indicate the presence of instabil-
ity after a partial laminectomy (99).

The facets are particularly important because they
contribute to strength and resist axial rotation and exten-
sion. Subsequently, facetectomies can potentially be linked
to instability. Abumi et al. developed some conclusions
regarding partial and total facetectomies (2). They found
that, although it significantly increased the range of
motion, a partial facetectomy of one or both facets at a
single level did not cause spinal instability. However, the
loss of a complete facet joint on one or both sides was found
to contribute to instability. Total facetectomy produced an
increase of 65% in flexion, 78% in extension, 15% in lateral
bending, and 126% in axial rotation compared with intact
motion. Goel et al. also found similar results regarding
partial facetectomy (99). Another study indicated that
facetectomy performed within animals resulted in a large
decrease in motion in vivo even though the increase in
range of motion occurred acutely (2).

Goel et al. reported a significant increase in the range of
motion for all loading modes except extension when a total
diskectomy was performed across L4-5 level (99). A sig-
nificant, but smaller increase in range of motion for sub-
total disk removal was also observed, however, the
postoperative instability was minimal. Both partial and
total diskectomies produced a significant amount of inter-
vertebral translational instability in response to left lateral
bending at the L3-L4 and L4-L5 levels. They attributed the
one-sided instability to the combination of injuries to the
annulus and the right capsular ligament. Studies have also
shown that more significant changes to the motion of the
spine occur with removal of the nucleus pulposus as
opposed to the removal of the annulus (4d). Discectomy

by fenestration and minimal resection of the lamina did not
produce instability either.

BIOMECHANICS OF STABILIZATION PROCEDURES

Stability (or instability) retains a central role in the diag-
nosis and treatment of patients with back pain. Several
studies have been carried out that help to clarify the
foundation for understanding stability in the spine, as
summarized above. In recent years, to restore stability
across an abnormal segment, surgeons have well-accepted
surgical stabilization and fusion of the spine using instru-
mentation, Figs. 12 and 13. The types and complexity of
procedures (e.g., posterior, anterior, interbody) (100–105)
have produced novel design challenges, requiring sophis-
ticated testing protocols. In addition, most contemporary
implant issues of stabilization and fusion of the spine are
mostly mechanical in nature. [Biologic factors related to
the adaptive nature of living tissue further complicate
mechanical characterization (103,105)] Accordingly, it
becomes essential to understand the biomechanical aspects
of various spinal instrumentation and their effectiveness in
stabilizing the segment. Properly applied spinal instru-
mentation maintains alignment and shares spinal loads
until a solid, consolidated fusion is achieved. With few
exceptions, these hardware systems are used in combina-
tion with bone grafting procedures, and may be augmented
by external bracing systems.

Spinal implants typically follow loosely standardized
testing sequelae during the design and development stage
and in preparation for clinical use. The design and devel-
opment phase goal, from a biomechanical standpoint, seeks
to characterize and define the geometric considerations
and load-bearing environment to which the implant will
be subjected. Various testing modalities exist that eluci-
date which components may need to be redesigned. Not
including the testing protocols for individual components of
a device, plastic vertebrae (corpectomy) models are one of
the first-stage tests that involves placing the assembled
device on plastic vertebral components in an attempt to
pinpoint which component of the assembled device may be
the weakest mechanical link in the worst-case scenario,
vertebrectomy. The in vivo effectiveness of the device may
be limited by its attachment to the vertebras (fixation).
Thus, testing of the implant-bone interface is critical in
determining the fixation of the device to biologic tissue.
Construct testing on cadaveric specimens provides infor-
mation about the effectiveness of the device in reducing
intervertebral motion across the affected and adjacent
segments during quasiphysiologic loading. Animal studies
provide insight with respect to the long-term biologic
effects of implantation. Analytic modeling, such as the
finite element method, is an extremely valuable tool for
determining how implants and osseous loading patterns
change with varying parameters of the device design. This
type of modeling may also provide information about tem-
poral changes in the bone quality due to the changing
loading patterns as bone adapts to the implant (e.g., stress
shielding-induced bone remodeling). After a certain level of
confidence in the implant’s safety and effectiveness is
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established via all or some of the aforementioned tests,
controlled clinical trials allow for the determination of an
implant’s suitability for widespread clinical use. The fol-
lowing sections discuss each of these testing modalities,
with specific examples used to illustrate the type of infor-
mation that different tests can provide.

Implant–Bone Interface

Depending on the spinal instrumentation, the implant-bone
interface may deal with the interface, where the spinal

instrumentation abuts, encroaches, or invades the bone sur-
face. It may include bony elements, such as the laminas,
pedicles, the vertebral body itself, or the vertebral endplates.

Interlaminar Hooks. Interlaminar hooks are used as a
means for fixing the device to the spine. Hook dislodgment,
slippage, and incorrect placement have led to loss of fixa-
tion, however, resulting in nonfusion and pseudoarthrosis.
Purcell et al. (106) investigated construct stiffness as a
function of hook placement with respect to affected level in
a thoracolumbar cadaver model. The failure moment was
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Figure 12. Devices used for stabilizing the cervical spine using the anterior and posterior approa-
ches. Cages used both for the lumbar and cervical regions are also shown.

Figure 13. Examples of spinal
instrumentation used in the lumbar
region. Figure on the bottom right is
an anterior plate.



found to be a function of the location of the hook placement
with regard to the ‘‘injured’’ vertebra. The authors recom-
mended hook placements three levels above and two levels
below the affected area. This placement reduced vertebral
tilting (analogous to intervertebral motion) across the
stabilized segment, where fusion is to be promoted.
Furthermore, the three-above, two-below surgical instru-
mentation strategy avoids the construct ending at the apex
of a spinal deformity. Shortened fixation in this manner
tends to augment a kyphotic deformity and cause continued
progressive deformation. Overall, the use of hook fixation is
a useful surgical stabilization procedure in patients with
poor bone quality, where screw fixation is not an ideal choice
for achieving adequate purchase into the bone.

Transpedicular Screws. Proper application of screw
based anterior or posterior spinal devices requires an
understanding of screw biomechanics, including screw
characteristics and insertion techniques, as well as an
understanding of bone quality, pedicle and vertebral body
morphometries, and salvage options (107–109). This is best
illustrated by the fact that the pedicle, rather than the
vertebral body, contributes � 80% of the stiffness and
� 60% of the pull out strength across the screw–bone inter-
face (107).

Carlson et al. (110) evaluated the effects of screw orien-
tation, instrumentation, and bone mineral density on
screw translation, rotation at maximal load, and compli-
ance of the screw–bone interface in human cadaveric
bones. An inferiorly directed load was applied to each
screw, inserted either anteromedially or anterolaterally,

until failure of the fixation was perceived. Anteromedial
screw placement with fully constrained loading linkages
provided the stiffest fixation at low loads and sustained the
highest maximal load. Larger rotation of the screws, an
indication of screw pull out failure, was found with the
semi-constrained screws at maximal load. Bone mineral
density directly correlated with maximal load, indicating
that bone quality is a major predictor of bone–screw inter-
facial strength. A significant correlation between BMD and
insertional torque (p< 0.0001, r¼ 0.42), BMD and pullout
force (p< 0.0001, r¼ 0.54), and torque and pullout force
has been found (109–112).

Since the specimens used for pull-out strength studies
primarily come from elderly subjects, Choi et al. used foams
of varying densities to study the effect of bone mineral
density on the pull out strength of several screws (112).
Pedicle screws (6.0� 40 mm, 2 mm pitch, Ti alloy) of sev-
eral geometric variations used for the study included the
buttress (B), square (S), and V-shape (V) screw tooth
profiles. For each type of tooth profile, its core shape
(i.e., minor diameter) also varied, either the straight
(i.e., cylindrical, core diameter¼ 4.0 mm) or tapered (i.e.,
conical, core diameter¼ 4.0/2.0 mm). In addition, for the
cylindrical screws the major diameter was kept straight or
tapered. The conical screws had its major diameters
tapered only. Therefore, screws with a total of nine different
geometries were prepared and tested (Fig. 14a). The screws
were implanted in the rigid polyurethane foams of three
different grades. The pullout strengths for various screw
designs are shown in Table 10. The highest purchasing
power in any screw design was observed in foams with
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Figure 14. (a) Types of screws used in the foam
model to determine the pull-out strength. The
nomenclature used is as follows: Square¼S,
Buttress¼B, V-shape¼V. Screw diameters were
SS¼ straight major diameter on straight core,
ST¼ straight major diameter on tapered core,
TT¼ tapered major diameter on tapered core.
(b) Regression analysis. The maximum and mini-
mum values from pull-out test for each foam grade
were used regardless of tooth or core profiles.
(Taken from Ref. 112.)



the highest density (Grade 15). Exponential increase in
pullout strength was seen when the foam density increased
from Grade 10–15 (Fig. 14b). Overall, results demonstrated
that the conical screws were consistently more effective
against the pullout than the cylindrical designs. This was
especially evident when the major diameter of the screw was
kept straight. In this case, the contact area between the
screw thread and surrounding foam was large. Although no
consistent statistical superiority was found with the tooth
profiles, results did suggest that the V-shape tooth screws
ranked highest in many statistical comparisons and the
buttress types showed comparatively lower pullout strength
than the other types. This finding may be somewhat differ-
ent from the literature. This can be due to the absence of the
cortical purchase in the foam model used in this study. On
the other hand, the square-tooth screws faired well in terms
of pullout strength when the major diameter was kept
straight but did not do so when tapered. Results also sug-
gested that as the density of host site was decreased no clear
choice of tooth profile could be found.

Lim et al. investigated the relationship between the
bone mineral density of the vertebral body and the number
of loading cycles to induce loosening of an anterior verteb-
ral screw (113). (Screw loosening was defined as 1 mm
displacement of the screw relative to bone). The average
number of loading cycles to induce screw loosening was
significantly less for specimens with bone mineral density
< 0.45 g � cm�2, compared to those with bone mineral den-
sity > or¼ 0.45 g � cm�2. These findings suggest that bone
mineral density may be a good predictor of anterior ver-
tebral screw loosening as well, just like the pedicle screws.

Since BMD seems to play a crucial role in the loosening
of fixation screws, their use with osteoporotic bone is a
contraindication. Alternatives have been proposed, includ-
ing the use of bone cement to augment fixation and use of
hooks along with pedicle screws (114,115).

The above findings related to increased pullout
strength, number of cycles to failure, and tightening torque
with BMD, are not fully corroborated with the correspond-
ing in vivo work. For example, moments and forces during
pedicle screw insertion were measured in vivo and in vitro
and correlated to bone mineral density, pedicle size, and
other screw parameters (material, diameter) (116). The
mean in vivo insertion torque (1.29 N�m) was significantly

greater than the in vitro value (0.67 N�m). The linear
correlation between insertion torque and bone mineral
density was significant for the in vitro data, but not for
the in vivo data. No correlation was observed between
insertion torque and pedicle diameter. However, another
investigation that clinically evaluated 52 patients who
underwent pedicle screw fixation augmenting posterior
lumbar interbody fusion (PLIF) supports the in vitro find-
ings. The BMD was measured using DEXA and radio-
graphs were assessed for detecting loosening, and so on
at the screw bone interface. Bone mineral density was
found to have a close relation with the stability of pedicle
screw in vivo, and BMD values < 0.674� 0.104 g � cm�2

suggested a potential increased risk of ‘‘non-union’’.

Cages. Total disk removal alone or in combination with
other surgical procedures invariably leads to a loss of disk
height and an unstable segment. Both allo- and autologous
bone grafts have been used as interbody spacers (103,117–
120). Associated with the harvest and use of autogenous
bone grafts are several complications: pain, dislodgment of
the anterior bone graft, loss of alignment, and so on.
Recently, the use of inserts, fabricated from synthetic
materials (metal or bone-biologic), have gained popularity.
These may be implanted through an anterior or posterior
approach. Interbody devices promote fusion by imparting
immediate postoperative stability, and by providing axial
load-bearing characteristics, while allowing long-term
fusion incorporation of the bone chips packed inside and
around the cage (121,122). Many factors influence the
performance of an interbody cage. The geometry, porosity,
elastic modulus, and ultimate strength of the cage is crucial
to achieving a successful fusion. An ideal fixation scenario
should be to utilize the largest cross-sectional footprint of a
cage in the interbody space so that the cortical margin can
be captured by the fixation to decrease the risk of endplate
subsidence. A modulus of elasticity close to bone is often an
ideal choice to balance the mechanical integrity at the
endplate–implant interface. A cage that has a large elastic
modulus and high ultimate strength increases the risk to
endplate subsidence and/or stress-shielding issues.
Finally, cage design must possess a balance between an
ideal porosity to augment bony fusion through the cage and
mechanical strength to bear axial loads.
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Table 10. Axial Pull Out Strength (N) Data for Different Types of Screws, Based on a Foam Model of Varying Densities

Tooth Profile(Mean�SD)

Foam Grade Body Profile Square Buttress V-shape

10 SSa 591� 22 497�80 615� 36

STb 622� 43 598�25 634� 19

TTc 525� 36 547�30 568� 74
12 SS 864� 50 769�56 987� 55

ST 956� 30 825�108 1005� 92
TT 811� 41 808�25 944� 32

15 SS 1397� 93 1303�126 1516� 78
ST 1582� 82 1438�36 1569� 79
TT 1197� 43 1352�88 1396� 68

aStraight major diameter on Straight core.
bStraight major diameter on Tapered core.
cTapered major diameter on Tapered core. (Taken from Ref. 112.)



Steffen et al. undertook a human cadaveric study with
the objectives to assess the axial compressive strength of
an implant with peripheral endplate contact as opposed to
full surface contact, and to assess whether removal of
the central bony endplate affects the axial compressive
strength (120). Neither endplate contact region nor its
preparation technique affected yield strength or ultimate
compressive strength. Age, bone mineral content, and the
normalized endplate coverage were strong predictors of
yield strength (P< 0.0001; r2¼ 0.459) and ultimate com-
pressive strength (P< 0.0001; r2¼ 0.510). An implant with
only peripheral support resting on the apophyseal ring
offers axial mechanical strength similar to that of an
implant with full support. Neither supplementary struts
nor a solid implant face has any additional mechanical
advantage, but reduces graft–host contact area. Removal of
the central bony endplate is recommended because it does
not affect the compressive strength and promotes graft
incorporation. There are drawbacks to using threaded
cylindrical cages (e.g., limited area for bone ingrowth,
subsidence issues, and metal precluding radiographic
visualization of bone healing). To somewhat offset these
drawbacks, several modifications have been proposed,
including changes in shape and material (123–125). For
example, the central core of the barbell shaped cage can be
wrapped with collagen sheets infiltrated with bone mor-
phogenetic protein. The femoral ring allograft (FRA) and
posterior lumbar interbody fusion (PLIF) spacers have
been developed as biological cages that permit restoration
of the anterior column with a machined allograft bone
(123).

Wang et al. (126) looked at in vitro load transfer across
standard tricortical grafts, reverse tricortical grafts, and
fibula grafts, in the absence of additional stabilization.
Using pressure sensitive film to record force levels on
the graft, the authors found the greatest load on the graft
occurred in flexion. As expected, the anterior portion of the
graft bore increased load in flexion and the posterior por-
tion of the graft bore the higher loads in extension. The
authors did not supplement the anterior grafting with an
anterior plate. Cheng et al. (127) performed an in vitro
study to determine load sharing characteristics of two
anterior cervical plate systems under axial compressive
loads: the Aesculap system (Aesculap AGT, Tuttlingen,
Germany) and the CerviLock system (SpineTech Inc.,
Minneapolis, MN). The percent loads carried by the plates
at a 45 N applied axial load were as follows: Aesculap
system �6.2%� 9.2% and the CerviLock system �23.8%
� 12.7%. Application of 90 N loads produced similar results
to those of the 45 N loads. The authors stated that the
primary factor in load transfer characteristics of the instru-
mented spine was a difference in plate designs. The study
contained several limitations. Loading was performed
solely in axial compression across a single functional spinal
unit (FSU). The study did not simulate complex loading,
such as flexion combined with compression. In the
physiologic environment, load sharing in multisegmental
cervical spine could be altered since the axial compressive
load will produce additional flexion–extension moments,
due to the lordosis. The upper and lower vertebrae of the
FSU tested were constrained in the load frame, whereas in

reality they are free to move, subject to anatomic con-
straints.

Rapoff et al. (128) recently observed load sharing in an
anterior CSLP plate fixed to a three level bovine cadaveric
spinal mid-thoracic segment under simple compression of
125 N. A Smith–Robinson diskectomy procedure was per-
formed at the median disk space to a maximum distraction
of 2 mm prior to plate insertion and loading. Results
showed that at 55 N of load, mean graft load sharing
was 53% (� 23%) and the plate load sharing was 57%
(� 23%). This study was limited in several aspects, includ-
ing the fact that no direct measurement of plate load was
made, the spines were not human, and the loading mode
was simplified and did not incorporate more complex phy-
siologic motions, such as coupled rotation and bending or
flexion/extension.

A recent study by An et al. (129) looking at the effect of
endplate thickness, endplate holes, and BMD on the
strength of the graft–endplate interphase of the cervical
spine found that there existed a strong relationship
between BMD and load to failure of the vertebrae, demon-
strating implications for patient selection and choice of
surgical technique. There was a significantly larger load to
failure in the endplate intact group compared to the end-
plate resected group studied, suggesting that an intact
endplate may be a significant factor in prevention of graft
subsidence into the endplate. Results of an FE model
observing hole patterns in the endplate indicated that
the hole pattern only significantly affected the fraction
of the upper endplate that was exposed to fracture stresses
at 110 N loading. A large central hole was found to be best
for minimization of fracture area and more effective at
distribution of the compressive load across the endplate
area.

Dietl et al. pulled out cylindrical threaded cages (Ray
TFC Surgical Dynamics), bullet-shaped cages (Stryker),
and newly designed rectangular titanium cages with an
endplate anchorage device (Marquardt) used as posterior
interbody implants (130). The Stryker cages required a
median pullout force of 130 N (minimum, 100 N; maximum,
220 N), as compared with the higher pullout force of the
Marquardt cages (median, 605 N; minimum, 450 N; max-
imum, 680 N), and the Ray cages (median, 945 N; mini-
mum, 125 N; maximum, 2230 N). Differences in pullout
resistance were noted depending on the cage design. A cage
design with threads or a hook device provided superior
stability, as compared with ridges. The pyramid shaped
teeth on the surfaces and the geometry of the implant
increased the resistance to expulsion at clinically relevant
loads (1053 and 1236 N) (124,125).

Construct Testing

Spinal instrumentation needs to be applied to a spine
specimen to evaluate its effectiveness. As a highly simpli-
fied model, two plastic vertebras serve as the spine model.
Loads are applied to the plastic vertebras and their motions
and applied loads to failure are measured. This gives some
idea of the rigidity of the instrumentation. However, a
truer picture is obtained by attaching the device to the
cadaveric spine specimen.
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Plastic Vertebra (Corpectomy) Models. Clinical reviews
of failure modes of the devices indicate that most designs
satisfactorily operate in the immediate postoperative per-
iod. Over time, however, these designs can fail because of
the repeated loading environment to which they are sub-
jected. Thus, fatigue testing of newer designs has become
an extremely important indicator of long-term implant
survivorship. Several authors have tested thoracolumbar
instrumentation systems in static and fatigue modes using
a plastic vertebral model (131–133). For example, Cun-
ningham et al. compared 12 anterior instrumentation sys-
tems, consisting of 5 plate and 7 rod systems in terms
of stiffness, bending strength, and cycles to failure (132).
The stiffness ranged from 280.5 kN �m�1 in the Synthes
plate (Synthes, Paoli, PA) to 67.9 kN �m�1 in the Z-plate
(Sofamor-Danek, Memphis, TN). The Synthes plate and
Kaneda SR titanium (AcroMed, Cleveland, OH) formed
the highest subset in bending strength of 1516.1 and
1209.9 N, respectively, whereas the Z plate showed the
lowest value of 407.3 N. There were no substantial differ-
ences between plate and rod devices. In fatigue, only three
systems: Synthes plate, Kaneda SR titanium, and Olerud
plate (Nord Opedic AB, Sweden) withstood 2 million
cycles at 600 N. The failure mode analysis demonstrated
plate or bolt fractures in plate systems and rod fractures
in rod systems.

Clearly, studies, such as these involving missing ver-
tebral (corpectomy) artificial models, reveal the weakest
components or linkages of a given system. Results must be
viewed with caution since these results do not shed light on
the biomechanical performance of the device. Further-
more, we do not know the optimum strength of a fixation
system. These protocols do not provide any information
about the effects the device implantation may have on
individual spinal components found in vivo. For these data,
osteoligamentous cadaver models need to be incorporated
in the testing sequelae and such studies are more clinically
relevant.

Osteoligamentous Cadaver Models. For applications,
such as fusion and stabilization, initial reductions in inter-
vertebral motion are the primary determinants of instru-
mentation success, although the optimal values for such
reductions are not known and probably not needed to
determine relative effectiveness. Thus, describing changes
in motion of the injured and stabilized segments in
response to physiologic loads is the goal of most cadaver
studies. Many times, these data are compared with the
intact specimen, and the results are reported as the instru-
mentation’s contribution to providing stability (134). To
standardize, the flexibility testing protocol has been sug-
gested (135). Here a load is applied and resulting uncon-
strained motions are measured. However, there are several
issues pertaining to this type of testing, as described below.

More recently nonfusion devices have come on the mar-
ket. These devices try to restore motion of the involved
segment. With the paradigm shift from spinal fusion to
spinal motion, there are dramatically different criteria to
be considered in the evaluation of nonfusion devices. While
fusion devices need to function for a short period and are
differentiated primarily by their ability to provide rigid

fixation, nonfusion devices must function for much longer
time periods and need to provide spinal motion, functional
stability, and tolerable facet loads. The classic flexibility
testing protocol is not appropriate for the understanding of
the biomechanics of the construct for the nonfusion devices,
at the adjacent levels (136,137). However, constant pure
moments are not appropriate for measuring effects of
implants, like the total disk replacements, at adjacent
levels. The pure moments distribute evenly down a column
and are thus not effected by perturbation at a level(s) in a
longer construct. Further, the net motion of a longer con-
struct is not similar if only pure moments are applied:
fusions will limit motion and other interventions may
increase motion, a reflection of the change in stiffness of
the segment. This may have shortcomings for clinical
applications. For example, with forward flexion, there
are clinical demands to get to ones shoes to tie them, to
reach a piece of paper fallen to the floor, and so on. It would
thus be advantageous to use a protocol that would achieve
the same overall range of motion for the intact specimen
and instrumented construct by applying pure moments
that distribute evenly down the column.

Another issue is that the ligamentous specimens cannot
tolerate axial compressive loads, specimens in the absence
of the muscles will buckle. Thus, methods have been devel-
oped to apply preloads on the ligamentous spines during
testing, since these indirectly simulate the effects of mus-
cles on the specimens. A number of approaches have been
proposed with one that stands out and is getting accepted
by the research community. It is termed the follower-load
concept (137).

It could be reasoned that coactivation of trunk muscles
(e.g., the lumbar multifidus, longissimus pars lumborum,
iliocostalis pars lumborum) could alter the direction of the
internal compressive force vector such that its path fol-
lowed the lordotic and kyphotic curves of the spine, passing
through the instantaneous center of rotation of each seg-
ment. This would minimize the segmental bending
moments and shear forces induced by the compressive
load, thereby allowing the ligamentous spine to support
loads that would otherwise cause buckling and providing a
greater margin of safety against both instability and tissue
injury. The load vector described above is called a ‘‘follower
load’’.

Additionally, most of these studies involve quasistatic
loading; however, short-term fatigue characteristics have
also been investigated. Both posterior and anterior-instru-
mentation employed for the promotion of fusion and non
fusioon have been evaluated. The following are examples of
such devices, which are diskussed within the context of
these testing modalities.

Cervical Spine Stabilization and Fusion Procedures

There are a variety of techniques that are utilized for spinal
fusion in the lower cervical spine, among which are spinal
wiring techniques (138–144), posterior plating (145–154),
anterior plating, and (more recently) cervical interbody
fusion devices. While fusions are effective in a majority
of cases, they do have documented biomechanical short-
comings, particularly at the segments adjacent to the
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fusion. Some of these problems include observations of
excessive motion (sometimes due to pseudoarthrosis)
(155–164), degenerative changes (165,166), fracture dislo-
cation (167), screw breakage or plate pullout (160,168–
170), and risks to neural structures. These problems are
typically minimal when only one or two segments are
involved in the injury. However, when the number of
segments involved in the reconstruction increases to three
or more, the incidence of failed fusion, screw breakage, and
plate pullout increases dramatically.

Upper Cervical Spine Stabilization. Stabilization of the
craniovertebral junction is not common; however, its
importance for treating rheumatoid arthritis associated
lesions, fractures and tumors cannot be underestimated.
Currier et al. (171) studied the degree of stability provided
by a rod-based instrumentation system. They compared
this new device to the Ransford loop technique and a plate
system using C2 pedicle screws. Transverse and alar liga-
ment sectioning and odontoidectomy destabilized the
specimen. All three-fixation systems significantly reduced
motion as compared to intact and injured spines in axial
rotation and extension. The new device did not signifi-
cantly reduce motion at C1-C2 in flexion, and none of
the devices were able to produce significant motion reduc-
tions in C1-C2 lateral bending. The authors claimed, based
on these findings, that the new system is equivalent or
superior to the other two systems for obtaining occipito-
cervical stability. Oda et al. (172) investigated the com-
parative stability afforded by five different fixation
systems. Type II odontoid fractures were created to simu-
late instability. The results indicate that the imposed dens
fracture decreased construct stiffness as compared to the
intact case. Overall, the techniques that utilized screws for
cervical anchors provided greater stiffness than the wiring
techniques. Also, the system that utilized occipital screws
with C2 pedicle screw fixation demonstrated the greatest
construct stiffness for all rotations. Puttlitz et al. (1c) have
used the finite element model of the C0-C1-C2 complex to
investigate the biomechanics of a novel hardware system
(Fig. 15). The FE models representing combinations of

cervical anchor type (C1-C2 transarticular screws versus
C2 pedicle screws) and unilateral versus bilateral instru-
mentation were evaluated. All models were subjected to
compression with pure moments in flexion, extension, or
lateral bending. Bilateral instrumentation provided greater
motion reductions than the unilateral hardware. When used
bilaterally, C2 pedicle screws approximate the kinematic
reductions and hardware stresses (except in lateral bend-
ing) that are seen with C1-C2 transarticular screws. The FE
model predicted that the maximum stress was always
located in the region where the plate transformed into
the rod. Thus, the authors felt that C2 pedicle screws should
be considered as an alternative to C2-Cl transarticular
screw usage when bilateral instrumentation is applied.

Other strategies to fix the atlantoaxial complex can be
found in the literature. Commonly available fixation tech-
niques to stabilize the atlantoaxial complex are posterior
wiring procedures (Brooks fusion, Gallie fusion) (169),
interlaminar clamps (Halifax) (170), and transarticular
screw (Magerl technique), either alone or in combination.

Posterior wiring procedures and interlaminar clamps
are obviously easier to accomplish. However, these do not
provide sufficient immobilization across the atlantoaxial
complex. In particular, posterior wiring procedures and
place the patient at risk of spinal cord injury due to
sublaminar passage of wires into the spinal canal (172).
Interlaminar clamps offer the advantage of avoiding the
sublaminar wire hazard and have more rigid biomechani-
cal stiffness than posterior wiring procedures (173).

Transarticular screw fixation (TSF), on the other hand,
affords a stiffer atlantoaxial arthrodesis than posterior
wiring procedures and interlaminar clamps. The TSF does
have some drawbacks including injury of vertebral artery,
malposition, and screw breakage (174). Furthermore, body
habitus (obesity or thoracic hyperkyphosis) may prohibit
achieving the low angle needed for screw placement across
C1 and C2. Recently, a new technique of screw and rod
fixation (SRF) that minimizes the risk of injury to the
vertebral artery and allows intraoperative reduction
has been reported (175,176). The configuration of this
technique, which achieves rigid fixation of the atlantoaxial
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Figure 15. The finite elment model
showing the posterior fixation system and
the stress plots in the rods. (Taken from
Ref. 4c.)



complex, consists of lateral mass screws at C1 and pedicle
screws at C2 linked via longitudinal rods with constrained
coupling devices.

One recent study compared the biomechanical stability
impaired to the atlantoaxial complex by either the TSF or
SRF technique and to assess how well these methods
withstand fatigue in a cadaver model (177).

The results of this study suggested that in the unilateral
fixations, the SRF group was stiffer than the TSF group in
flexion loading, but there were no evident differences in
other directions. In the bilateral fixations, SRF was more
stable than TSF, especially in flexion and extension. These
results were similar to those reported by Melcher et al.
(178) and Richter et al. (179), yet different from Lynch et al.
(180). The instrumentation procedure (screw length, type
of constrained coupling device, etc.), the destabilization
technique, and the condition of the specimens might have
an influence on the results. In this study, when stabilizing
the atlantoaxial segments, all screws were placed bicorti-
cally in both techniques in accordance with procedures by
Harms and Melcher (181). Previous work has demon-
strated that bicortical cervical vertical screws are superior
to unicortical screws in terms of pullout strength and
decreased wobble (182,183). Most surgeons, however, prefer
unicortical screwing at C1 and C2 levels to reduce the risk of
penetration during surgery. This could affect the outcome.
They initially connected the screw to the rod using the oval
shape constrained coupling device recommended for use in
C1 and C2 vertebras. However, the stability was not judged
adequate, So they altered the procedure to use the stiffer
circle shape constrained coupling device. With regards to
the destabilization procedure, there are three typical meth-
ods: sectioning of intact ligaments, odontoid fracture, and
odontoidectomy. The atlantoaxial complex was destabilized
by ligament transection to simulate ligamentous instability,
while Lynch et al. (180) used odontoidectomy. Furthermore,
the bone quality of specimens affects the screw-bone inter-
face stability. These factors were possibly reflected in other
results. However, both results were not statistically differ-
ent between TSF and SRF, so they could be interpreted
equivalent in terms of effective stabilization when compared
with the intact specimen.

In unilateral TSF and SRF, the fixed left lateral atlan-
toaxial joint acted as a pivot in left axial rotation and as a
fulcrum in left lateral bending, thus leading to an increase in
motion. This motion could be observed with the naked eye.

Stability in flexion and extension of the bilateral TSF
group was inferior to that of SRF group. Henriques et al.
(184) and Naderi et al. (182) also reported similar tendency.
Henriques et al. (184) felt that this was most likely due to
the transarticular screws being placed near the center of
motion between C1 and C2. This was judged as another
reason that the trajectory of the screws is consistent with
the motion direction of flexion and extension. So, if TSF is
combined with some posterior wiring procedures, the sta-
bility in flexion and extension will increase.

Lower Cervical Spine

Anterior Plating Techniques for Fusion. The anterior
approach in order to achieve arthrodesis of the cervical

spine has become a widely utilized and accepted approach.
However, many of these techniques rely on insertion of a
bone graft only anteriorly and the use of an external
immobilization device, such as a halo vest, or posterior
fixation in order to allow for sufficient fixation. Problems
encountered with these methods include dislodging of the
bone graft (potentially causing neural compromise), loss of
angular correction, and failure to maintain spinal reduc-
tion (185,186). The use of anterior plates has recently
become popular partially because they address some of
the complications stated above. The main reasons typically
cited for the use of anterior plates are (1) advantage of
simultaneous neural decompression via an anterior as
opposed to posterior approach, (2) improved fusion rates
associated with anterior cervical fusion (187,188), (3) help
in reduction of spinal deformities, (4) provides for rigid
segmental fixation, and (5) prevents bone graft migration.
However, the efficacy of anterior plates alone is still
debated by some authors, particularly in multilevel recon-
struction techniques, due to the high rates of failure
observed, up to 50% in some cases (189–192). Thus, more
biomechanical research must be accomplished to delineate
the contributions of anterior plates to load sharing
mechanics in the anterior approach.

There have been several in vitro studies examining the
efficacy of anterior plates for use in a multitude of proce-
dures involving cervical spine stabilization. Grubb et al.
(151) performed a study involving 45 porcine and 12 cada-
veric specimens to study anterior plate fixation. Phase I of
the study involved intact porcine specimens which were
subjected to nondestructive testing in flexion, lateral bend-
ing, and axial rotation loading modes to determine struc-
tural stiffness. Maximum moments applied included 2.7
N�m for flexion and lateral bending and 3.0 N�m for axial
rotation testing. After completion of the nondestructive
testing, a flexion-compression injury was introduced by
performing a C5 corpectomy and inserting an iliac strut
bone graft in the resulting space. An anterior plate was
then introduced across C4–C6. Three different anterior
plates were tested, including a Synthes CSLP (cervical
spine locking plate) with unicortical fixation, a Caspar
plate with unicortical fixation, and a Caspar plate with
bicortical fixation. Each instrumented specimen was then
tested again nondestructively in flexion, lateral bending,
and axial rotation. Finally, destructive testing in each
loading mode was performed on particular specimens in
each plated group. Phase II of the study involved intact
cadaver specimens that were subjected to nondestructive
testing in flexion, lateral bending, and axial rotation load-
ing modes to determine structural stiffness. Maximum
moments applied included 2.0 N�m for flexion, lateral
bending, and axial rotation. After completion of the non-
destructive testing, a flexion-compression injury was intro-
duced by performing a C5 corpectomy and inserting an iliac
strut bone graft in the resulting space. An anterior plate
was then introduced across C4–C6. Two different anterior
plates were tested: a Synthes CSLP (cervical spine locking
plate) with unicortical fixation and a Caspar plate with
bicortical fixation. Each instrumented specimen was then
tested again nondestructively in flexion, lateral bending,
and axial rotation. Finally, destructive testing in flexion
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was performed on each specimen. Results of the study
demonstrated that each of the stabilized specimens had
stiffness characteristics greater than or equal to their
paired intact test results. The CSLP was found to have a
significantly higher stiffness ratio (plated: intact), higher
failure moment, lower flexion neutral zone ratio, and
higher energy to failure than the Caspar plates.

A study by Clausen et al. (193) reported the results of
biomechanical testing of both the CSLP system with uni-
cortical locking screws and Caspar plate system with
unlocked bicortical screws. Fifteen cadaveric human
spines were tested intact in flexion, extension, lateral
bending, and axial rotation loading modes to determine
stiffness characteristics. A C5-C6 instability was then
introduced, consisting of a C5-C6 diskectomy with com-
plete posterior longitudinal ligament (PLL) disruption. An
iliac crest bone graft was then introduced into the C5-C6
disk space and the spine was instrumented with either the
CSLP or Caspar system. Once instrumented, each of the
spines were further destabilized through disruption of the
interspinous and supraspinous ligaments, the ligamentum
flavum, facet capsules, and lateral annulus. The specimens
were then retested for stiffness. After initial postinstru-
mented testing was done, biomechanical stability of the
specimens was reassessed following cyclic fatigue for 5000
cycles of flexion–extension. Finally, failure testing of each
specimen was performed in flexion. Results of the study
demonstrated that both devices stabilized the spine before
but not after fatigue and that only the Caspar plate sta-
bilized the spine significantly before and after fatigue.
Failure moment did not differ between the two systems.
Biomechanical stability discrepancy between the two
devices was attributed to differences in bone–screw fixa-
tion. Kinematic testing of 10 cervical spines following
single level (C5-C6) diskectomy and anterior plate inser-
tion was studied by Schulte et al. (194). Results showed
that the use of an anterior plate in addition to the bone
graft provided significant stabilization in all loading
modes. Traynelis et al. (195) performed biomechanical
testing to compare anterior plating versus posterior wiring
in an cadaver instability model involving a simulated C5
teardrop fracture with posterior disruption and fixation
across C4-C6. Study results showed that bicortical anterior
plating provided significantly more stability than posterior
wiring in extension and lateral bending, and was slightly
more stable than posterior wiring in flexion. Both provided
equivalent stability in axial rotation. A variety of anterior
constructs exist in the market today, typically using either
bicortical screws or unicortical locking screws. Several
studies have evaluated the purchase of unicortical versus
bicortical screws in the cervical spine (195–197).

Wang et al. (198) looked at in vitro load transfer across
standard tricortical grafts, reverse tricortical grafts, and
fibula grafts, in the absence of additional stabilization.
Using pressure sensitive film to record force levels on
the graft, the authors found the greatest load on the graft
occurred in 108 of flexion (� 20.5 N) with a preload on the
spine of 44 N. As expected, the anterior portion of the graft
bore increased loading in flexion and the posterior portion
of the graft bore the highest loads in 108 extension. The
authors did not supplement the anterior grafting with an

anterior plate. Cheng et al. (127) performed an in vitro
study to determine load-sharing characteristics of two
anterior cervical plate systems under axial compressive
loads: the Aesculap system (Aesculap AGT, Tuttlingen,
Germany) and the CerviLock system (SpineTech Inc.,
Minneapolis, MN). The percent loads carried by the plates
at a 45 N applied axial load were as follows: Aesulap system
�6.2%� 9.2% and the CerviLock system �23.8%� 12.7%.
Application of 90 N loads produced similar results to those
of the 45 N loads. The authors stated that the primary
factor in load transfer characteristics of the instrumented
spine was a difference in plate designs. The study con-
tained several limitations. Loading was performed solely
in axial compression across a single FSU. The study did
not simulate complex loading, such as flexion combined
with compression. In the physiologic environment, load
sharing in multisegmental cervical spine could be altered
since the axial compressive load will produce additional
flexion–extension moments, due to the lordosis. The upper
and lower vertebras of the FSU tested were constrained in
the load frame, whereas in reality they are free to move,
subject to anatomic constraints. Foley et al. also per-
formed in vitro experiments to examine the loading
mechanics of multilevel strut grafts with anterior plate
augmentation (199). The results of the study showed that
application of an anterior plate in a cadaver corpectomy
model unloads the graft in flexion and increases the loads
borne by the graft under extension of the spine. The increase
in load borne by the graft in the presence of the plate should
increase the graft subsidence, a finding that is contrary to
clinical follow-up studies, as stated earlier.

Finite element (FE) analysis has been used by our group
on a C5-C6 motion segment model to determine load shar-
ing in an intact spine under compressive loading and more
clinically relevant combined loading of flexion–extension
and compression (4b). Similarly, using the FE approach,
stresses in various graft materials (titanium core, titanium
cage, iliac crest, tantalum core, and tantalum cage), the
adjacent disk space, and vertebra have been investigated
by Kumareson et al. (200). These authors found that angu-
lar stiffness decreased with decreasing graft material stiff-
ness in flexion, extension, and lateral bending. They also
observed the stress levels in the disk and vertebral bodies
as a whole due to the presence of a graft, but did not focus
on the graft itself or the endplate regions, superior and
inferior to the graft. The effects of anterior plates on load
sharing were not investigated.

Scifert et al. (4d) developed an experimentally validated
C4-C6 cervical spine finite element model was developed to
examine stress levels and load sharing characteristics in
an anterior plate and graft. Model predictions demon-
strated good agreement with the in vitro data. The rota-
tions across the stabilized segment significantly decreased
in the presence of a plate as compared to graft alone case.
Much like the in vitro studies, the model also predicted that
the compressive load in the graft increased in extension in
the presence of plate, as compared to graft alone case.
Depending on the load type, stresses in graft were concen-
trated in its anterior or posterior region in the graft alone
case and became more uniformly distributed in the pre-
sence of the plate. The predicted load-displacement data
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and load sharing results reveal that plate is very effective
in maintaining the alignment. Increase in load borne by the
graft in the presence of a plate in the extension mode
suggests that pistoning of the graft is a possible outcome.
However, the stress data reported in the present study, and
something that the in vitro studies are unable to quantify,
show that pistoning of the graft is not likely to happen due
to stresses being low, an observation in agreement with the
clinical outcome data. For an optimal healing, the stress
results suggest the placement of the tricortical bone graft
with its cortical region towards the canal when a plate is
used. For the graft case alone, this parameter does not
seem to be that critical. A more uniform stress distribution
in the graft in the presence of the plate would tend to
promote bone fusion in a more uniform fashion, as com-
pared to the graft alone case. In the later case fusion may
initiate in a selective region.

Lower Cervical Spine

Posterior Plating Techniques for Fusion. The posterior
approach in order to achieve cervical spine arthrodesis
has been a widely utilized and accepted approach to dealing
with cervical spine trauma, such as posterior trauma
involving the spinous processes or facet dislocation or
injury, and disease, such as degenerative spondylosis
or ossification of the posterior longitudinal ligament.
Recently, however, posterior fixation using cervical screw
plates affixed to the lateral masses has gained acceptance
due to a variety of factors, including the fact that they do
not rely on the integrity of the lamina or spinous processes
to allow for fixation, bone grafting is not always necessary
to allow for long-term stability, greater rotational stability
is achieved at the facets (201,202), and it eliminates the
need for external immobilization such as halo vests. Pro-
blems encountered with these posterior methods include
(1) risk to nerve roots, vertebral arteries, facets, and spinal
cord (168); (2) screw loosening and avulsion (203); (3) plate
breakage; (4) and loss of reduction. Additionally, contra-
indications exist where the patient has osteoporosis, meta-
bolic bone disease, or conditions where the bone is soft (i.e.,
ankylosing spondylitis) (204). There also exists controversy
as to the advantages of using posterior plating techniques
when posterior cervical wiring techniques can be used
(205). In theory, anterior stabilization of the spine in cases
of vertebral body injury is superior to posterior plating.
However, in practice, posterior plates are an effective
means of stabilizing vertebral body injuries, and their
application is easier than the anterior approach involving
corpectomy, grafting, and anterior plating.

In addition to clinical in vivo studies, there have been
several in vitro studies examining the efficacy of posterior
plates for use in cervical spine stabilization. Roy-Camille
et al. (202) utilized a cadaveric model to compare posterior
lateral mass plating to spinous process wiring. They found
that posterior plates increased stability by 92% in flexion
and 60% in extension, while spinous process wiring
enhanced flexion stability by only 33% and did not stabilize
in extension at all Coe et al. (201) performed biomechanical
testing of several fixation devices, including Roy-Camille
posterior plates, on six human cadaveric spines. Complete

disruption of the supraspinous and interspinous liga-
ments, ligamentum flavum, posterior longitudinal liga-
ment, and facet joints was performed. They found no
significant difference in static or cyclic loading results
between the posterior wiring and posterior plates,
although the posterior plating was stiffer in torsion. Over-
all, the authors recommended the Bohlmann triple wire
technique for most flexion distraction injuries. In experi-
mental studies performed in our lab on 12 cervical spines,
Scifert et al. (202) found that posterior plates were superior
to posterior facet wiring in almost every loading mode
tested in both the stabilized and cyclic fatigue testing
modes, excluding the cyclic extension case. Smith et al.
(153) performed biomechanical tests on 22 spines to eval-
uate the efficacy of Roy-Camille plates in stabilization of
the cervical spine following simulation of a severe fracture
dislocation with three-column involvement caused by
forced flexion-rotation of the head. Results of the study
indicated that the posterior plating system decreased
motion significantly compared to the intact spine, specifi-
cally by a factor of 17 in flexion–extension and a factor of 5
units in torsion. Raftopoulos et al. (203) found that both
posterior wiring and posterior plating resulted in signifi-
cant stability following severe spinal destabilization,
although posterior plating provided superior stability com-
pared to that of interfacet wiring. Similar to the results of
anterior plates, Gill et al. (204) found that bicortical lateral
posterior plate screw fixation provided greater stability
than unicortical fixation. However, Grubb et al. (151) found
that unicortical fixation of a destabilized spine using a
cervical rod device provided equivalent stability in torsion
and lateral bending as bicortical fixation using an AO
lateral mass plate. Effectiveness of 3608 plating techniques
for fusion.

As stated previously, both anterior and posterior plating
procedures contain inherent difficulties and drawbacks.
Some authors have examined the utilization of both tech-
niques concomitantly to ensure adequate stabilization.
Lim et al. (205) examined both anterior only, posterior
only, and combined techniques in vitro to determine effi-
cacy of these techniques in stabilizing either a C4-C5
flexion-distraction injury or an injury simulating a C5
burst fracture involving a C5 corpectomy. The AXIS and
Orion plates were used for posterior and anterior stabiliza-
tion, respectively. In the C4-C5 flexion-distraction injury,
both posterior and combined fixation reduced motion sig-
nificantly from intact in flexion. Only the combined proce-
dure was able to reduce motion effectively in extension. In
lateral bending and axial rotation, posterior fixation alone
and combined fixation were able to significantly reduce
motion compared to intact. In the C5 corpectomy model, all
constructs exhibited significantly less motion compared to
intact in flexion, although the combined fixation was the
most rigid. In extension, all constructs except the posterior
fixation with bone graft were able to reduce motion sig-
nificantly compared to intact. In lateral bending, only the
posterior fixation and combined fixation were able to pro-
vide enhanced stability compared to intact. In axial rota-
tion, only the combined fixation was able to significantly
reduce motion compared to intact. Thus, the authors con-
cluded that combined fixation provided the most rigid
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stability for both surgical cases tested. In a clinical study of
multilevel anterior cervical reconstruction surgical tech-
niques, Doh et al. (190) found a 0% psuedoarthrosis rate for
the combined fixation system only.

Although combined fixation almost certainly allows for
the most rigid fixation in most unstable cervical spine
injuries, there are other factors to consider, such as the
necessity for an additional surgery, possibility of severely
reduced range of motion, and neck pain, Jonsson et al. (206)
found a propensity for 22 out of 26 patients with combined
fixation to have pain related to the posterior surgery.
Additionally, patients with the combined fixation were
found to have considerably restricted motion compared
to normal. These and other factors must be weighed with
the additional advantages of almost assured stability with
the combined fixations.

Interbody Fusion Cage Stabilization for Fusion

Interbody fusion in the cervical spine has traditionally
been accomplished via the anterior and posterior methods,
incorporating the use of anterior or posterior plates,
usually with the concomitant use of bone grafts. However,
recently, interbody fusion cages using titanium mesh cages
packed with morselized bone have been reported for use in
the cervical spine. Majid et al. (163) performed channeled
corpectomy on 34 patients, followed by insertion of a tita-
nium cage implant packed with autogenous bone graft
obtained from the vertebral bodies removed in the corpect-
omy. The authors then performed additional anterior plat-
ing on 30 of the 34 patients that involved decompression of
two or more levels. Results of the study indicated a 97%
radiographic arthrodesis rate in the patient population,
with a 12% complication rate including pseudoarthrosis,
extruded cage, cage in kyphosis, and radiculopathy. The
authors concluded that titanium cages provide immediate
anterior column stability and offer a safe alternative to
autogenous bone grafts.

Two recent studies examined the biomechanics of ante-
rior cervical interbody cages. Hacker et al. (207) conducted
a randomized multicenter clinical trial looking at three
different study cohorts of anterior cervical diskectomy
fusions: instrumented with HA-coated BAK-C, instrumen-
ted with noncoated BAK-C, and uninstrumented, bone
graft only (ACDF) fusions. There were a total of 488
patients in the trial, with 288 included in the 1 year follow
up and 140 in the 2 year follow up. There were 79.9% one-
level fusions and 20.1% two-level fusions performed.
Results showed no significant differences between the
coated or noncoated BAK-C devices, leading the authors
to combine these groups for analysis. Complication rate
with the BAK-C group of 346 patients was 10.1% and the
ACDF group of 142 patients demonstrated an overall
complication rate of 16.2%. The fusion rates for the
BAK-C and ACDF fusions at 12 months for one level were
98.7 and 86.4%, respectively; for two levels, 80.0 and 80.0%,
respectively. The fusion rates for the BAK-C and ACDF
fusions at 24 months for one level were 100 and 96.4%,
respectively; for two levels, 91.7 and 77.8%, respectively.
Overall, the authors found that the BAK-C cage performed
comparably to conventional, uninstrumented, bone graft

only anterior diskectomy and fusion. In an in vitro com-
parative study, Yang et al. (208) compared the initial
stability and pullout strength of five different cervical
cages and analyzed the effect of implant size, placement
accuracy, and tightness of the implant on segmental sta-
bility. The cages analyzed included (1) SynCage-C Curved,
(2) SynCage-C Wedged, (3) Brantigan I/F, (4) BAK-C, and
(5) ACF Spacer. Overall, 35 cervical spines were used, with
a total number of 59 segments selected for the study.
Flexibility testing was performed under 50 N preload
and up to 2 N�m in flexion, extension, lateral bending,
and axial rotation. After quasistatic load tests were com-
pleted, the cages were subjected to an anterior pull-out
test. Direct measurement on the specimen and biplanar
radiographs allowed for quantification of distractive
height, change in segmental lordosis, cage protrusion,
and cage dimensions normalized to the endplate. Results
from the study indicated that, in general, the cages were
effective in reducing ROM in all directions by approxi-
mately one-third, but failed to reduce the neutral zone
(NZ) in flexion/extension and axial rotation. Additionally,
differences in implants were not significant and only
existed between the threaded and nonthreaded designs.
The threaded BAK-C was found to have the highest pullout
force. Pullout force and lordotic change were both identified
as significant predictors of segmental stability, a result the
authors underscored as emphasizing the importance of a
tight implant fit within the disk space.

RHAKOSS C synthetic bone spinal implant (Orthovita
Inc., Malvern, PA) is trapezoidal in shape with an opening
in the center for bone graft augmentation, and is fabricated
from a bioactive glass/ceramic composite. In vitro testing
conducted by Goel et al. (209) was conducted to evaluate
the expulsion and stabilizing capabilities of the cervical
cage in the lower cervical spine; C6/7 and C4/5 motion
segments. from five of the spinal donors were used for the
expulsion testing. All specimens received the ‘‘Narrow Lor-
dotic’’ version of the Rhakoss C design. The cages were
implanted by orthopedic surgeons following manufacturer
recommendations. Specimens were tested in various
modes; intact, destabilized with the cage in place, cage
plus an anterior plate (Aline system, Surgical Dynamics
Inc., Norwalk, CT), and again with the cage and plate after
fatigue loading of 5000 flexion–extension cycles of 1.5 N�m.
The results of the expulsion testing indicate that BMD and
patient age are good predictors of implant migration resis-
tance (r¼ 0.8). However, the high BMD/age correlation in
the specimens makes it difficult to distinguish the relative
importance of these two factors. The stability testing
demonstrated the ability of a cage with a plate construct
to sufficiently stabilize the cervical spine. However, BMD
and specimen age play a major role in determining the
overall performance of the cervical interbody cage.

Totribe (210) undertook a biomechanical comparison of
a new cage made of a forged composite of unsintered-
hydroxyapatite particles–poly-L-lactide (F-u-HA-PLLA)
and the Ray threaded fusion cage. The objectiove was to
compare the stability imparted to the human cadaveric
spine by two different threaded cervical cages, and the
effect of cyclic loading on construct stability. Threaded
cages have been developed for use in anterior cervical
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interbody fusions to provide initial stability during the
fusion process. However, metallic instrumentation has
several limitations. Recently, totally bioresorbable bone
fixation devices made of F-u-HA/PLLA have been devel-
oped, including a cage for spinal interbody fusion. Twelve
fresh ligamentous human cervical spines (C4-C7) were
used. Following anterior diskectomy across C5-C6 level,
stabilization was achieved with the F-u-HA/PLLA cage in
six spines and the Ray threaded fusion cage in the remain-
ing six. Biomechanical testing of the spines was performed
with six degrees of freedom before and after stabilization,
and after cyclic loading of the stabilized spines (5000 cycles
of flexion–extension at 0.5 N�m). The stabilized specimens
(with F-u-HA/PLLA cage or the Ray cage) were signifi-
cantly more stable than the diskectomy case in all direc-
tions except in extension. In extension, both groups were
stiffer, although not at a significant level (P> 0.05). Fol-
lowing fatigue, the stiffness, as compared to the prefatigue
case, decreased in both groups, although not at a signifi-
cant level. The Ray cage group exhibited better stability
than the F-u-HA/PLLA cage group in all directions,
although a significant difference was found only in right
axial rotation.

Lumbar Spine

Anterior and Posterior Spinal Instrumentation. The stabi-
lity analysis of devices with varying stiffness is best exem-
plified by a study of Gwon et al. (211) who tested three
different transpedicular screw devices: spinal rod-transpe-
dicular screw system (RTS), the Steffee System (VSP), and
Crock device (CRK). All devices provided statistically sig-
nificant (P< 0.01) motion reductions across the affected
level (L4-L5). The differences among the three devices in
reducing motion across L4-L5, however, were not signifi-
cant. Also, the changes in motion patterns of segments
adjacent to the stabilized level compared with the intact
case were not statistically significant. These findings have
been confirmed by Rohlmann and associates who used a
finite element model to address several implant related
issues, including this one (212).

In an in vitro study, Weinhoffer et al. (213) measured
intradiskal pressure in lumbosacral cadaver specimens
subjected to constant displacement before and after apply-
ing bilateral pedicle screw instrumentation across L4-S1.
They noted that intradiskal pressure increased in the disk
above the instrumented levels. Also, the adjacent level
effect was confounded in two-level instrumentation com-
pared with single-level instrumentation. Other investiga-
tors, in principle, have reported similar results. Completely
opposite results, however, are presented by several others
(212). Results based on in vitro studies must be interpreted
with caution, being dependent on the testing mode chosen
(displacement or load control) for experiments. In the
displacement control-type studies, in which applied dis-
placement is kept constant during testing of intact and
stabilized specimens, higher displacements and related
parameters (e.g., intradiskal pressure) at the adjacent
segments are reported. This is not true for the results
based on the load control-type studies, in which the applied
loads are kept constant.

Lim et al., assessed the biomechanical advantages of
diagonal transfixation compared to horizontal transfixa-
tion (214). Diagonal cross-members yielded more rigid
fixation in flexion and extension, but less in lateral bending
and axial rotational modes, as compared to horizontal
cross-members. Furthermore, greater stresses in the pedi-
cle screws were predicted for the system having diagonal
cross members. The use of diagonal configuration of the
transverse members in the posterior fixation systems did
not offer any specific advantages, contrary to the common
belief.

Biomechanical cadaver studies of anterior fusion pro-
moting and stabilizing devices (214–217) have become
increasingly more common in the literature, owing to this
procedure’s rising popularity (105). In vitro testing was
performed using the T9-L3 segments of human cadaver
spines (218). An L-1 corpectomy was performed, and sta-
bilization was achieved using one of three anterior devices:
the ATLP in nine spines, the SRK in 10, and the Z-plate in
10. Specimens were load tested. Testing was performed in
the intact state, in spines stabilized with one of the three
aforementioned devices after the devices had been fatigued
to 5000 cycles at � 3 N�m, and after bilateral facetectomy.
There were no differences between the SRK- and Z-plate-
instrumented spines in any state. In extension testing, the
mean angular rotation (� standard deviation) of spines
instrumented with the SRK (4.7� 3.28) and Z-plate devices
(3.3� 2.38) was more rigid than that observed in the ATLP-
stabilized spines (9� 4.88). In flexion testing after induc-
tion of fatigue, however, only the SRK (4.2� 3.28) was
stiffer than the ATLP (8.9� 4.98). Also, in extension post-
fatigue, only the SRK (2.4� 3.48) provided more rigid
fixation than the ATLP (6.4� 2.98). All three devices were
equally unstable after bilateral facetectomy. The SRK and
Z-plate anterior thoracolumbar implants were both more
rigid than the ATLP, and of the former two the SRK was
stiffer. The results suggest that in cases in which profile
and ease of application are not of paramount importance,
the SRK has an advantage over the other two tested
implants in achieving rigid fixation immediately post-
operatively.

Vahldiek and Panjabi investigated the biomechanical
characteristics of short-segment anterior, posterior, and
combined instrumentations in lumbar spine tumor verteb-
ral body replacement surgery (219). The L2 vertebral body
was resected and replaced by a carbon-fiber cage. Different
fixation methods were applied across the L1 and L3 ver-
tebrae. One anterior, two posterior, and two combined
instrumentations were tested. The anterior instrumenta-
tion, after vertebral body replacement, showed greater
motion than the intact spine, especially in axial torsion
(range of motion, 10.3 vs. 5.58; neutral zone, 2.9 vs. 0.78;
P< 0.05). Posterior instrumentation provided greater
rigidity than the anterior instrumentation, especially in
flexion–extension (range of motion, 2.1 vs. 12.68; neutral
zone, 0.6 vs. 6.18; P< 0.05). The combined instrumentation
provided superior rigidity in all directions compared with
all other instrumentations. Posterior and combined instru-
mentations provided greater rigidity than anterior instru-
mentation. Anterior instrumentation should not be used
alone in vertebral body replacement.
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Oda et al. nondestructively compared three types of
anterior thoracolumbar multisegmental fixation with the
objective to investigate the effects of rod diameter and rod
number on construct stiffness and rod–screw strain (220).
Three types of anterior fixation were then performed at L1-
L4: (1) 4.75 mm diameter single rod, (2) 4.75 mm dual-rod,
and (3) 6.35 mm single-rod systems. A carbon fiber cage
was used for restoring intervertebral disk space. Single
screws at each vertebra were used for single-rod and two
screws for dual-rod fixation. The 6.35 mm single-rod fixa-
tion significantly improved construct stiffness compared
with the 4.75 mm single rod fixation only under torsion
(P< 0.05). The 4.75 mm dual rod construct resulted in
significantly higher stiffness than did both single-rod fixa-
tions (P< 0.05), except under compression. For single-rod
fixation, increased rod diameter neither markedly
improved construct stiffness nor affected rod–screw strain,
indicating the limitations of a single-rod system. In thor-
acolumbar anterior multisegmental instrumentation, the
dual-rod fixation provided higher construct stiffness and
less rod–screw strain compared with single-rod fixation.

Lumbar Interbody Cages. Cage related biomechanical
studies range from evaluations of cages as stand alone
devices to use of anterior or posterior instrumentation
for additional stabilization.The changes in stiffness and
disk height of porcine FSUs by installation of a threaded
interbody fusion cage and those by gradual resection of the
annulus fibrosus were quantified (117). Flexion, extension,
bending, and torsion testing of the FSUs were performed in
four sequential stages: stage I, intact FSU; stage II, the
FSUs were fitted with a threaded fusion cage; stage III, the
FSUs were fitted with a threaded fusion cage with the
anterior one-third of the annulus fibrosus excised, includ-
ing excision of the anterior longitudinal ligament; and
stage IV, in addition to stage III, the bilateral annulus
fibrosus was excised. Segmental stiffness in each loading in
the four stages and a change of disk height induced by the
instrumentation were measured. After instrumentation,
stiffness in all loading modes (p< 0.005) and disk height
(p¼ 0.002) increased significantly. The stiffness of FSUs
fixed by the cage decreased with gradual excision of the
annulus fibrosus in flexion, extension, and bending. These
results suggest that distraction of the annulus fibrosus
and posterior ligamentous structures by installation of
the cage increases the soft-tissue tension, resulting in
compression to the cage and a stiffer motion segment. This
study explains the basic mechanism through which the
cages may provide the stability in various loading modes.

Three posterior lumbar interbody fusion implant con-
structs (Ray Threaded Fusion Cage, Contact Fusion Cage,
and PLIF Allograft Spacer) were tested for stability in a
cadaver model (221). None of the standalone implant con-
structs reduced the neutral zone (amount of motion in res-
ponse to minimal load application). The constructs decreased
the range of motion in flexion and lateral bending. The data
did not suggest any implant construct to behave superiorly.
Specifically, the PLIF Allograft Spacer is biomechanically
equivalent to titanium cages and is devoid of the deficiencies
associated with metal cages. Therefore, the PLIF Allograft
Spacer is a valid alternative to conventional cages.

The lateral, and other cage orientations within the disk
have been increasingly used for fusion (222). In one study,
14 spines were randomized into the anterior group (ante-
rior diskectomy and dual anterior cage—TFC placement)
and the lateral group (lateral diskectomy and single trans-
verse cage placement) for load-displacement evaluations.
Segmental ranges of motion were similar between spines
undergoing either anterior or lateral cage implantation.
Combined with a decreased risk of adjacent structure
injury through a lateral approach, these data support a
lateral approach for lumbar interbody fusion. When used
alone to restore stability, the orientation of the cage (obli-
que vs. posterior) effected the outcome (223). Likewise, in
flexion, both the OBAK (Oblique placement of one cage)
and CBAK (Conventional posterior placement of two cages)
orientations provided significant stability. In lateral bend-
ing, CBAK orientation was found to be better then OBAK.
In axial mode, CBAK orientation was significantly effective
in both directions while OBAK was effective only in right
axial rotation. Owing to the differences in the surgical
approach and the amount of dissection, the stability for
the cages when used alone as a function of cage orientation
was different.

The high elastic modulus of the cages causes the struc-
tures to be very stiff and may lead to stress-shielded
environments within the devices with potential adverse
effect on growth of the cancellous bone within the cage
itself (224). Using a calf spine model, a study was designed
to compare the construct stiffness afforded by 11 differ-
ently designed anterior lumbar interbody fusion devices:
four different threaded fusion cages: (BAK device, BAK
Proximity, Ray TFC, and Danek TIBFD); five different
nonthreaded fusion devices (oval and circular Harms
cages, Brantigan PLIF and ALIF cages, and InFix device);
two different types of allograft (femoral ring and bone
dowel); and to quantify their stress-shielding effects by
measuring pressure within the devices. Prior to testing, a
silicon elastomer was injected into the cages and intra cage
pressures were measured using pressure needle transdu-
cers. No statistical differences were observed in construct
stiffness among the threaded cages and nonthreaded
devices in most of the testing modalities. Threaded fusion
cages demonstrated significantly lower intracage pres-
sures compared with nonthreaded cages and structural
allografts. Compared with nonthreaded cages and struc-
tural allografts, threaded fusion cages afforded equivalent
reconstruction stiffness but provided more stress-shielded
environment within the devices. (This stress shielding
effect may further increase in the presence of supplemen-
tary fixation devices.)

It is known that micromotion at the cage–endplate
interface can influence bone growth into its pores. Loading
conditions, mechanical properties of the materials, friction
coefficients at the interfaces, and geometry of spinal seg-
ments would affect relative micromotion and spinal stabi-
lity. In particular, relative micromotion is related closely
to friction at bone–implant interfaces after arthroplasty.
A high rate of pseudarthrosis and a high overall rate of
implant migration requiring surgical revision has been
reported following posterior lumbar interbody fusion using
BAK threaded cages (225). This may be due to poor fixation
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of the implant, in addition to the stress shielding phenom-
ena described above. Thus, Kim developed an experimen-
tally validated finite element model of an intact FSU and
the FSU implanted with two threaded cages to analyze the
motion of threaded cages in posterior lumbar interbody
fusion (226). Motion of the implants was not seen in com-
pression. In torsion, a rolling motion was noted, with a
range of motion of 10.68 around the central axis of the
implant when left–right torsion (25 N�m) was applied. The
way the implants move within the segment may be due to
their special shape: the thread of the implants cannot
prevent the BAK cages rolling within the disk space.
However, note that the authors considered too high a value
of torsional load; such values may not be clinically relevant.
Relative micromotion (slip distance) at the interfaces was
obvious at their edges under axial compression. The slip
occurred primarily at the anterior edges under torsion with
preload, whereas it occurred primarily at the edges of the
left cage under lateral bending with preload. Relative
micromotion at the interfaces increased significantly as
the apparent density of cancellous bone or the friction
coefficient of the interfaces decreased. A significant
increase in slip distance at the anterior annulus occurred
with an addition of torsion to the compressive preload.
Relative micromotion was sensitive to the friction coeffi-
cient of the interfaces, the bone density, and the loading
conditions. A reduction in age-related bone density was
less likely to allow bone growth into surface pores of the
cage. It was likely that the larger the disk area the more
stable the interbody fusion of the spinal segments. How-
ever, the amount of micromotion may change in the pre-
sence of a posterior fixation technique, an issue that was
not reported by the authors.

Almost every biomechanical study has shown that inter-
body cages alone, irrespective of their shapes, sizes, surface
type, material, and approach used for implantation, does
not stabilize the spine in all of the modes. It is suspected
that this may be caused by the destruction of the appro-
priate spinal elements like the anterior longitudinal liga-
ment, and anterior annulus fibrosus, or facets. Thus, use of
additional instrumentation to augment cages seems to
have become a standard procedure.

The 3D flexibility in ligamentous human lumbar spinal
units have been investigated after the anterior, anterolat-
eral, posterior, or oblique insertion of various types of
interbody cages with supplemental fixtion using anterior
or posterior spinal instrumentation (227). With the sup-
plementary fixation using transfacet screws, the differ-
ences in stability due to the orientations were not
noticeable at all, both before and after; underscoring the
importance of using instrumentation when cages are used.

Patwardhan et al. (228) tested the hypothesis that the
ability of the ALIF cages to reduce the segmental motions
in flexion and extension will be significantly affected by the
magnitude of the compressive preload. Fourteen human
lumbar spine specimens (L1-sacrum) were tested intact,
and after insertion of two threaded cylindrical cages at L5-
S1. They were tested in flexion–extension with progres-
sively increasing magnitude of compressive preload from 0
to 1200 N applied along the follower load path (described
earlier). The stability of the stand-alone cage construct was

significantly affected by the amount of compressive preload
applied across the operated segment. In contrast to the
extension instability reported in the literature, the two-
cage construct exerted a stabilizing effect on the motion
segment (reduction in segmental motion) in extension
under physiologic compressive preloads. The cages pro-
vided substantially more stability, both in flexion and in
extension, at larger preloads (800–1200 N) corresponding
to standing and walking activities as compared to the
smaller preloads (200–400 N) experienced during supine
and recumbent postures. The compressive preload due to
muscle activity likely plays a substantial role in stabilizing
the segment with interbody cages.

The function of the interbody fusion cages is to stabilize
the spinal segment primarily by distracting them as well as
allowing bone ingrowth and fusion (122). An important
condition for efficient formation of bone tissue is achieving
adequate spinal stability. However, the initial stability
may be reduced due to repeated movements of the spine
during activities of daily living. Before and directly after
implanation of a Zientek, Stryker, or Ray posterior lumbar
interbody fusion cage, 24 lumbar spine segments were
evaluated for stability analyses. The specimens were then
loaded cyclically for 40,000 cycles at 5 Hz with an axial
compression load ranging from 200 to 1000 N. The speci-
mens were tested again in the spine tester. Generally, a
decrease in motion in all loading modes was noted after
insertion of the Zietek and Ray cages and an increase after
implantation of a Stryker cage. In all three groups, greater
stability was demonstrated in lateral bending and flexion
then in extension and axial rotation. Reduced stability
during cyclic loading was observed in all three groups;
however, loss of stability was most pronounced in Ray cage
group. Authors felt that this may be due to the damage of
the cage: bone interface during cyclic loading that was not
the case for the other two since they have a flat brick type
interface. In order to reduce the incidence of stress risers at
the bone–implant interface, it is essential that interbody
fusion implants take advantage of the cortical periphery of
the vertebral endplates. A larger cross-sectional footprint
to the implant design will aid in dispersing the axial forces
of spinal motion over a larger surface area and minimize
the risk of stress risers, which may result in endplate
fractures.

Animal Models

An approximation of the in vivo performance of spinal
implants in humans can be attained by evaluation in
animal models (229). Specifically, animal models provide
a dynamic biologic and mechanical environment in which
the implant can be evaluated. Temporal changes in both
the host biologic tissue and instrumentation can be
assessed with selective incremental sacrificing of the ani-
mals. Common limitations of animal studies include the
method of loading (quadruped versus biped) and the size
adjustment of devices needed such that proper fit is
achieved in the animals.

Animal studies have revealed the fixation benefits of
grouting materials in the preparation of the screw hole
(230). The major findings were that the HA grouting of
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the screw hole bed before insertion significantly increased
fixation (pullout) of the screws. Scanning electron micro-
scopy analysis revealed that HA plasma spraying had
deleterious effects on the screw geometry, dulling the
self-tapping portion of the screw and reducing available
space for bony in-growth.

An animal model of anterior and posterior column
instability was developed by McAfee et al. (231–233) to
allow in vivo observation of bone remodeling and arthrod-
esis after spinal instrumentation. An initial anterior and
posterior destabilizing lesion was created at the L5–6
vertebral levels in 63 adult Beagle dogs. Observations 6
months after surgery revealed a significantly improved
probability of achieving a spinal fusion if spinal instru-
mentation had been used. Nondestructive mechanical test-
ing after removal of all metal instrumentation in torsion,
axial compression, and flexion revealed that the fusions
performed in conjunction with spinal instrumentation
were more rigid. Quantitative histomorphometry showed
that the volumetric density of bone was significantly lower
(i.e., device-related osteoporosis occurred) for fused versus
unfused spines. In addition, a linear correlation occurred
between decreasing volumetric density of bone and increas-
ing rigidity of the spinal implant; device-related osteoporosis
occurred secondary to Harrington, Cotrel-Dubousset, and
Steffee pedicular instrumentation. However, the stress-
induced changes in the bone quality found in the animal
models is not likely to correlate well with the actual changes
in the spinal segment of a patient. In fact, it is suggested
that the degeneration in a patient may be determined more
by individual characteristics than by the fusion itself (234).

In long bone fractures, internal fixation improves the
union rate, but does not accelerate the healing process.
Spinal instrumentation also improves the fusion rate in
spinal arthrodesis. However, it remains unclear whether
the use of spinal instrumentation expedites the healing
process of spinal fusion (235,236). Accordingly, an in vivo
sheep model was used to investigate the effect of spinal
instrumentation on the healing process of posterolateral
spinal fusion. Sixteen sheep underwent posterolateral
spinal arthrodeses at L2-L3 and L4-L5 using equal
amounts of autologous bone. One of those segments was
selected randomly for further augmentation with transpe-
dicular screw fixation (Texas Scottish Rite Hospital spinal
system). The animals were killed at 8 or 16 weeks after
surgery. Fusion status was evaluated through biomecha-
nical testing, manual palpation, plain radiography, com-
puted tomography, and histology. Instrumented fusion
segments demonstrated significantly higher stiffness than
did uninstrumented fusions at 8 weeks after surgery.
Radiographic assessment and manual palpation showed
that the use of spinal instrumentation improved the fusion
rate at 8 weeks (47 vs. 38% in radiographs, 86 vs. 57%
in manual palpation). Histologically, the instrumented
fusions consisted of more woven bone than the uninstru-
mented fusions at 8 weeks after surgery. The 16-week-old
fusion mass was diagnosed biomechanically, radiographi-
cally, and histologically as solid, regardless of pedicle screw
augmentation. The results demonstrated that spinal
instrumentation created a stable mechanical environment
to enhance the early bone healing of spinal fusion.

Human Clinical Models

Loads in posterior implants were measured in 10 patients
using telemeterized internal spinal fixation devices (237–
239). Implant loads were determined in up to 20 measuring
sessions for different activities, including walking, stand-
ing, sitting, lying in the supine position, and lifting an
extended leg while in the supine position. Implant loads
often increased shortly after anterior interbody fusion was
performed. Several patients retained the same high level
even after fusion had taken place. This explains the reason
why screw breakage sometimes occurs more than half a
year after implantation. The time of fusion could not be
pinpointed from the loading curves. A flexion bending
moment acted on the implant even when the body was
in a relaxed lying position. This meant that already shortly
after the anterior procedure, the shape of the spine was not
neutral and unloaded, but slightly deformed, which loaded
the fixators. In another study, the same authors used the
telemeterized internal spinal fixation devices to study the
influence of muscle forces on the implant loads in three
patients before and after anterior interbody fusion. Con-
tracting abdominal or back muscles in a lying position was
found to significantly increase implant loads. Hanging by
the hands from wall bars as well as balancing with the
hands on parallel bars reduced the implant loads compared
with standing; however, hanging by the feet with the head
upside down did not reduce implant loads, compared with
lying in a supine position. When lying on an operating table
with only the foot end lowered so that the hips were bent,
the patient had different load measurements in the con-
scious and anesthetized states before anterior interbody
fusion. The anesthetized patient evidenced predominately
extension moments in both fixators, whereas flexion
moments were observed in the right fixator of the conscious
patient. After anterior interbody fusion had occurred, the
differences in implant loads resulting from anesthesia
were small. The muscles greatly influence implant loads.
They prevent an axial tensile load on the spine when part of
the body weight is pulling, for example, when the patient is
hanging by their hands or feet. The implant loads may be
strongly altered when the patient is under anesthesia.

The above review clearly shows that a large number of
fusion enhancement instrumentation are available to sur-
geons. However, none of the instrumentation is totally
satisfactory in its performance and there is room to
improve the rate of fusion success, if fusion is the goal.
Naturally, alternative fusion approaches (mechanical, bio-
logical) are currently being pursued.

The rigidity of a spinal fixation device and its ability to
share load with the fusion mass are considered essential for
the fusion to occur. If the load transferred through the
fusion mass, is increased without sacrificing the rigidity
of the construct, a more favorable environment for fusion
may be created. To achieve this objective, posterior as
well as anterior ‘‘dynamized’’ systems have been designed
(240–242). One such posterior system consists of rods and
pedicle screws and has a hinged connection between the
screw head and shaft compared with the rigid screws
(Fig. 16a). Another example of the dynamized anterior
system (ALC) is shown in Fig. 16b. Load-displacement
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tests were performed to assess the efficacy of these devices
in stabilizing a severally destabilized spinal segment. The
hinged and rigid posterior systems provided significant
stability across the L2-L4 segment in flexion, extension,
and lateral bending as compared with the intact case
(P< 0.5). The stabilities imparted by the hinged-type
and its alternative rigid devices were of similar magni-
tudes. The ALC dynamized and rigid anterior systems also
provided significant stability across the L3-L5 segment in
flexion, extension, and lateral bending (P< 05). The stabi-
lity imparted by the Dynamized ALC and its alternate rigid
system did not differ significantly.

Dynamic stabilization may provide an alternative to
fusion for patients suffering from early degenerative disk
disease (DDD). The advantages of using a dynamic system
are, preservation of the disk loading, allowing some phy-
siologic load sharing in the motion segment. A finite ele-
ment (FE) study was done to understand the effect of a
commercially available dynamic system (DYNESYS, Zim-
mer Spine) compared to a rigid system on the ROM and
disk stresses at the instrumented level (243). An experi-
mentally validated 3-D FE model of intact L3-S1 spine was
modified to simulate rigid and dynamic systems across
L4-L5 level with the disk intact. The DYNESYS spacer
and ligament were modeled with truss elements, with the
‘‘no tension’’ and ‘‘no compression’’ options, respectively.
The ROM and disk stresses in response to a 400 N axial
compression and 10.6-N�m flexion–extension moment were
calculated. The ROM and disk stresses of the adjacent
levels with rigid and DYNESYS systems had no significant
change when compared to the intact. At the instrumented
level in flexion–extension the decrease in motion when

compared to the intact was 68/84% for rigid system and
50/56% for DYNESYS. The peak Von Mises disk stresses at
the instrumented segment reduced by 41/80% for the rigid
system, 27/45% for the DYNESYS system for flexion–
extension loading condition. The predicted motion data
for the dynamic system was in agreement with the experi-
mental data. From the FE study it can be seen that the
DYNESYS system allows more motion than the rigid
screw-rod system, and hence allows for partial disk load-
ing. This partial disk loading might be advantageous for a
potential recovery of the degenerated disk, thus making
dynamic stabilization systems a viable option for patients
in early stages of DDD.

An anterior bone graft in combination with posterior
instrumentation has been shown to provide superior sup-
port because the graft is in line with axial loads and the
posterior elements are left intact. However, employing
posterior instrumentation with anterior grafting requires
execution of two surgical procedures. Furthermore, use
of a posterior approach to place an interbody graft requires
considerable compromise of the posterior elements,
although it reduces the surgery time. It would be advanta-
geous to minimize surgical labor and structural damage
caused by graft insertion into the disk space via a posterior
approach. Authors have addressed this issue by preparing
an interbody bone graft using morselized bone (244–246).
This device is a gauze bag of Dacron that is inserted into the
disk space, filled with morselized bone, and tied shut,
Fig. 17. In vitro testing measured the rotations of each
vertebral level of mechanically loaded cadaver lumbar
spines, both in intact and several experimental conditions.
With the tension band alone, motion was restored to the
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Figure 16. The two different types of
dynamized systems used in a cadaver
model to assess their stability charac-
teristics. The data were compared with
the corresponding ‘‘rigid’’ systems. (a)
Posterior system and (b) anterior sys-
tem. (Taken from Refs. 242 and 241.)



intact case, except in extension where it was reduced. With
the graft implant, motion was restored to intact in all of the
loading modes, except in flexion where it was reduced. With
the tension band and graft, motion was again restored to
intact except in flexion and extension where it was reduced.
In vitro results suggest that a tension band increases
stability in extension, while the bag device alone seems
to provide increased stability in flexion. The implanted bag
filled with morselized bone in combination with a posterior
tension band, restores intact stiffness. Postcyclic results in
axial compression suggest that the morselized bone in the
bone-only specimens either consolidates or extrudes from
the cavity despite confinement. Motion restoration or
reduction as tested here is relevant both to graft incorpora-
tion and segment biomechanics. The posterior interbody
grafting method using morselized bone is amenable to
orthoscopy. It produces an interbody graft without an
anterior surgical approach. In addition, this technique
greatly reduces surgical exposure with minimal blood loss
and no facet compromise. This technique would be a viable
alternative to current 3608 techniques pending animal
tests and clinical trials.

Bone grafting is used to augment bone healing and
provide stability after spinal surgery. Autologous bone
graft is limited in quantity and unfortunately associated
with increased surgical time and donor-site morbidity.
Recent research has provided insight into methods that
may modulate the bone healing process at the cellular level
in addition to reversing the effects of symptomatic disk
degeneration, which is a potentially disabling condition,
managed frequently with various fusion procedures. Alter-
natives to autologous bone graft include allograft bone,
demineralized bone matrix, recombinant growth factors,
and synthetic implants (247,248). Each of these alterna-
tives could possibly be combined with autologous bone
marrow or various growth factors. Although none of the
presently available substitutes provides all three of the
fundamental properties of autograft bone (osteogeneticity,

osteoconductivity, and osteoinductivity), there are a num-
ber of situations in which they have proven clinically
useful. A literature review indicate that alternatives to
autogenous bone grafting find their greatest appeal when
autograft bone is limited in supply or when acceptable
rates of fusion may be achieved with these substitutes.
For example, bone morphogenetic proteins have been
shown to induce bone formation and repair.

Relatively little research has been undertaken to inves-
tigate the efficacy of OP-1 in the above stated role
(249,250). Grauer et al. performed single-level intertrans-
verse process lumbar fusions at L5-L6 of 31 New Zealand
White rabbits. These were divided into three study groups:
autograft, carrier alone, and carrier with OP-1. The ani-
mals were killed 5 weeks after surgery. Five (63%) of the 8
in the autograft group had fusion detected by manual
palpation, none (0%) of the 8 in the carrier-alone group
had fusion, and all 8 (100%) in the OP-1 group had fusion.
Biomechanical testing results correlated well with those
of manual palpation. Histologically, autograft specimens
were predominantly fibrocartilage, OP-1 specimens were
predominantly maturing bone, and carrier-alone speci-
mens did not show significant bone formation. OP-1 was
found to reliably induce solid intertransverse process fusion
in a rabbit model at 5 weeks. Smoking interferes with the
success of posterolateral lumbar fusion and the above
authors extended the investigation to study the effect of
using OP-1 to enhance fusion process in patients who
smoke. Osteoinductive protein-1 was able to overcome the
inhibitory effects of nicotine in a rabbit posterolateral spine
fusion model, and to induce bony fusion reliably at 5 weeks.

Finally, another study performed a systematic litera-
ture review on non-autologous interbody fusion materials
in anterior cervical fusion, gathering data from 32 clinical-
and ten laboratory studies. Ten alternatives to autologous
bone were compared: autograft, allograft, xenograft, poly-
(methyl methacrylate) (PMMA), biocompatible osteocon-
ductive polymer (BOP), Hydroxyapatite compounds, bone
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Figure 17. The Bag system devel-
oped by Spineology Inc. The increa-
ses and decreases in motion with
respect to intact segment for bag
alone and bag with a band are also
shown. (Taken from Ref. 244.)



morphogenic protein (BMP), Carbon fiber, metallic devices
and ceramics. The study revealed that autologous bone still
provides the golden standard that other methods should be
compared to. The team concluded that the results of the
various alternative fusion options are mixed, and compar-
ing the different methods proved difficult. Once a testing
standard has been established, reliable comparisons could
be conducted.

Finite Element Models

In vitro investigations and in vivo animal studies contain
numerous limitations, including that these are both time
consuming and monetarily expensive. The most important
limitations of in vitro studies are that muscle contributions
to loading are not usually incorporated and the highly
variable quality of the cadaver specimens. As stated ear-
lier, in vivo animal studies usually involve quadruped
animals, and the implant sizes usually need to be scaled
according to the animal size. In an attempt to compliment
the above protocols, several FE models of the ligamentous
spine have been developed (251–257).

Goel et al. (255) generated osteoligamentous FE models
of intact lumbar one segment (L3-L4) and two segments
(L3-L5). Using the L3-L4 model, they simulated fusion
with numerous techniques in an attempt to describe the
magnitude and position of internal stresses in both the
biologic tissue (bone and ligament) and applied hardware.
Specifically, the authors modeled bilateral fusion using
unilateral and bilateral plating. Bilateral plating models
showed that cancellous bone stresses were significantly
reduced with the instrumentation simulated in the
immediate postoperative period. Completely consolidated
fusion mass case, load transmission led to unloading of the
cancellous bone region, even after simulated removal of the
device. Thus, this model predicted that removal of the
device would not alleviate stress shielding-induced osteo-
penia of the bone and that this phenomenon may truly be a
complication of the fusion itself. As would be expected,
unilateral plating models revealed higher trabecular bone
stresses than were seen in the bilateral plating cases. The
degree of stability afforded to the affected segment, how-
ever, was less. Thus, a system that allows the bone to bear
more load as fusion proceeds may be warranted. Several
solutions have been proposed to address this question.

For example, a fixation system was developed that
incorporated polymer washers in the load train (Steffee
variable screw placement, VSP). The system afforded
immediate postoperative stability and reduced stiffness
with time as the washers underwent stress relaxation (a
viscoelastic effect) (256). The FE modeling of this system
immediately after implantation showed that internal bony
stresses were increased by � 20% over the same system
without the polymeric material. In addition, mechanical
property manipulation of the washers simulating their in
vivo stress relaxation revealed these stresses were con-
tinuously increasing, promoting the likelihood that
decreased bone resorption would occur. The other solution
is the use of dynamized fixation devices, as diskussed next.

The ability of a hinged pedicle screw-rod fixation (dyna-
mized, see next section for details) device to transmit more

loads across the stabilized segment compared with its rigid
equivalent system was predicted using the FE models
(240). In general, the hinged screw device allowed for
slightly larger axial displacements of L3, while it main-
tained flexion rotational stability similar to the rigid screw
device (Table 11). Slightly larger axial displacements may
be sufficient enough to increase the load through the graft
since the stiffness of the disk was increased by replacing it
(shown as the ‘‘nucleus’’ in the tables) with a cancellous,
cortical, or titanium interbody device to simulate the fusion
mass in the model (Table 12).

The FE modeling coupled with adaptive bone remodel-
ing algorithms has been used to investigate temporal
changes associated with interbody fusion devices. Gros-
land et al. predicted the change in bone density distribution
after implantation of the BAK device (Fig. 18) (257). The
major findings included hypertrophy of bone directly in the
load train (directly overlying and underlying the implant)
and lateral atrophy secondary to the relatively high stiff-
ness of the implant. The model also predicted that bone
growth into and around the larger holes in the implant,
resulting in sound fixation of the device.

Nonfusion Treatment Alternatives

Various methods have been employed in the characteriza-
tion of device effectiveness for which spinal fusion is indi-
cated. Because of nonphysiological nature of fusing the
spinal segments that are supposed to provide motion–
flexibility, adjacent-level degeneration, and other compli-
cations associated with the fusion process, alternatives to
fusion have been proposed.

Ray Nucleus

In 1988, Ray presented a prosthetic nuclear replacement
consisting of flexible woven filaments (Dacron) surround-
ing an internal semipermeable polyethylene membranous
sac filled with hyaluronic acid and a thixotropic agent (i.e.,
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Table 11. Axial Displacement and Angular Rotation of L3
with respect to L4 for the 800 N Axial Compressiona

Axial Displacement, mm Rotation, deg

Graft Rigid Hinged Rigid Hinged

Cancellous �0.258 �0.274 0.407 0.335
Cortical �0.134 �0.137 0.177 0.127
Titanium �0.132 �0.135 0.174 0.126

aTaken from Ref. 240.

Table 12. Loads Transferred Through the ‘‘Nucleus’’ and
the Device for the 800 N Axial Compression in newtonsa

Rigid Hinged

Graft ‘‘Nucleus’’ Device ‘‘Nucleus’’ Device

Cancellous 712.4 87.6 767.9 32.1
Cortical 741.2 58.8 773.5 26.5
Titanium 742.5 57.5 774.3 25.7

aTaken from Ref. 37.



a hydrogel) (244,258,259). As a nucleus replacement, the
implant can be inserted similar to a thoracolumbar inter-
body fusion device, either posteriorly or transversely. Two
are inserted per disk level in a partly collapsed and dehy-
drated state, but would swell due to the strongly hygro-
scopic properties of the hyaluronic acid constituent. The
designer expects the implant to swell enough to distract the
segment while retain enough flexibility to allow a normal
range of motion. An option is to include therapeutic agents
in the gel that would be released by water flow in and out of
the prosthesis according to external pressures.

Recent reports on biomechanical tests of the device
show that it can produce some degree of stabilization
and distraction. Loads of 7.5 N�m and 200 N axial were
applied to six L4-L5 specimens. Nucleotomized spines
increased rotations by 12–18% depending on load orienta-
tion, but implanted spines (implant placed transversely)
showed a change of �12% to þ2% from the intact with
substantial reductions in neutral zone. Up to 2 mm of disk
height was recovered by insertion. The implant, however,
was implanted and tested in its no hydrated form. The
biomechanics of the hydrated prosthesis may vary consid-
erably from that of its desiccated form.

In Situ Curable Prosthetic Intervertebral Nucleus (PIN)

The device (Disc Dynamics, Inc, Minnetonka, MN) consists
of a compliant balloon connected to a catheter (Fig. 19)
(244,260). This is inserted and a liquid polymer injected
into the balloon under controlled pressure inflating the
balloon, filling the cavity, and distracting the interverteb-

ral disk. Within 5 min the polymer is cured. Five fresh-
frozen osteoligamentous three-segment human lumbar
spines, screened for abnormal radiograph and low bone
density, were used for the biomechanical study. The spines
were tested under four conditions: intact, denucleated,
implanted, and fatigued. Fatiguing was produced by cyclic
loading from 250 to 750 N at 2 Hz for at least 100,000
cycles. Nuclectomy was performed through a 5.5 mm tre-
phine hole in the right middle lateral side of the annulus.
The device was placed in the nuclear cavity as described
earlier. Following biomechanical tests, these specimens
were radiographed and dissected to determine any struc-
tural damage inflicted during testing. Middle segment
rotations generally increased with diskectomy, but were
restored to the normal intact range with implantation.
After fatiguing, rotations across the implanted segment
increased. However, these were not more than, and often
less than the intact adjacent segments. During polymer
injection under compressive load the segment distracted as
much as þ1.8 mm (av) at the disk center as determined by
the surrounding gauges. Over 1.6 mm was maintained dur-
ing polymer cure with compression. The immediate goals of
a disk replacement system are to restore disk height and
provide segment mobility without causing instability. This
study showed that PIN device could reverse the destabilizing
effects of a nuclectomy and restore normal segment stiffness.
Significant increases in disk height can also be achieved.
Implanting the majority of disk replacement systems
requires significant annulus removal, this device requires
minimal surgical compromise and has the potential to be
performed arthroscopically.
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Figure 18. (a) The FE model of a ligamentous motion segment was used to predict load-displacement
behavior of the segment following cage placement. Alc¼anterior longitudinal ligament completely
removed/cut, Alp¼partially cut, and Ali¼ intact; and (b) Percentage change in density of the bone
surrounding the BAK cage. (Taken from Refs. 32,33, and 257.)



Artificial Disk

One of the most recent developments for nonfusion treat-
ment alternatives is replacement of the intervertebral disk
(244,261,262). The goal of this treatment alternative is to
restore the original mechanical function of the resected
disk. One of the stipulations of artificial disk replacement is
that the remaining osseous spinal and paraspinal soft
tissue components are not compromised by pathologic
changes. Bao et al. (263) have classified the designs of
total disk replacements into four categories: (1) low friction
sliding surface; (2) spring and hinge systems; (3) contained
fluid-filled chambers; and (4) disks of rubber and other
elastomers. The former two designs seek to take advantage
of the inherently high fatigue characteristics that all-metal
designs afford. The latter two designs attempt to incorpo-
rate some of the viscoelastic and compliant properties that
are exhibited by the normal, healthy intervertebral disk.
Hedman et al. (264) outlined the major design criteria for
intervertebral disk prosthesis: The disk must be able to
maintain its mechanical integrity out to approximately 85
million cycles; consist of biocompatible materials; exist
entirely within the normal disk space and maintain phy-
siologic disk height; restore normal kinematic motion
wherein the axes of each motion, especially sagittal plane
motion, is correctly replicated; duplicate the intact disk
stiffness in all three planes of rotation and compression;
provide immediate and long-term fixation to bone; and,
finally, provide failsafe mechanisms such that if an indi-
vidual component of the design fails, catastrophic failure is
not immediately imminent, and it does not lead to peri-
implant soft tissue damage. This is certainly one of the
greatest design challenges that bioengineers have encoun-
tered to date. In the following, some of the methods are
discussed that are being employed in an attempt to meet
this rigorous challenge.

One of the available studies dealt iterative design of the
artificial disk replacement based on measured biomecha-
nical properties. Lee, Langrana and co-workers (265,266)
looked at incorporating three different polymers into their
prosthetic intervertebral disk design and tried to represent
the separate components (annulus fibrosis and nucleus) of
the normal disk in varying proportion. They loaded their
designs under 800 N axial compression and in compres-
sion-torsion out to 58. The results indicated that disks
fabricated from homogeneous materials exhibited isotropy
that could not replicate the anisotropic behavior of the
normal human disk. Thus, 12 layers of fiber reinforcement
were incorporated in an attempt to mimic the actual annulus
fibrosis. This method did result in more closely approximat-
ing the mechanical properties of the normal disk. Through
this method of redesign and testing, authors claim that
eventually ‘‘a disk prosthesis that has mechanical properties
comparable to the natural disk could be manufactured.’’

The FE analyses have also been recruited in an effort to
perturbate design with an eye toward optimizing the
mechanical behavior of artificial disks. Goel and associates
modified a previously validated intact finite element model
to create models implanted with a ball-and-cup and slip
core-type artificial disk models via an anterior approach,
Figs. 20 and 21 (244,245,261). To study surgical variables,
small and large windows were cut into the annulus, and the
implants were placed anteriorly and posteriorly within the
disk space. The anterior longitudinal ligament was also
restored. Models were subjected to either 800 N axial
compression force alone or to a combination of 10 N�m
flexion–extension moments and 400 N axial preload.
Implanted model predictions were compared with those
of the intact model. The predicted rotations for the two
disk implanted models were in agreement with the experi-
mental data.
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Figure 19. In situ curable prosthetic
intervertebral nucleus (PIN) developed by
Disc Dynamics, Inc. (Taken from Ref. 244.)



For the ball and socket design disk facet loads were more
sensitive to the anteroposterior location of the artificial
disk than to the amount of annulus removed. Under 800-N
axial compression, implanted models with an anteriorly
placed artificial disk exhibited facet loads 2.5 times greater
than loads observed with the intact model, whereas poster-
iorly implanted models predicted no facet loads in compres-
sion. Implanted models with a posteriorly placed disk
exhibited greater flexibility than the intact and implanted
models with anteriorly placed disks. Restoration of the
anterior longitudinal ligament reduced pedicle stresses,
facet loads, and extension rotation to nearly intact levels.
The models suggest that, by altering placement of the
artificial disk in the anteroposterior direction, a surgeon
can modulate motion-segment flexural stiffness and pos-
terior load sharing, even though the specific disk replace-
ment design has no inherent rotational stiffness.

The motion data, as expected, differed between the two
disk designs (ball and socket, and slip core) and as com-
pared to the intact as well, Fig. 22. Similar changes were
observed for the loads on the facets, Fig. 23.

The experimentally validated finite element models of
the intact and disk implanted L3-L5 segments revealed
that both of these devices do not restore motion and loads
across facets back to the intact case. (These design restore
the intact biomechanics in a limited sense.) These differ-
ences are not only due to the size of the implants but the
inherent design differences. Ball and socket design has a
more ‘‘fixed’’ center of rotation as compared to the slip core
design in which the COR undergoes a wider variation.
Further complicating factor is the location of the disk
within the annular space itself, a parameter under the
control of the surgeon. Thus, it will be difficult to restore
biomechanics of the segment back to normal using such
designs. Only clinical follow up studies will provide the
effects of such variations on the changes in spinal struc-
tures as a function of time.

More Recent and Future Initiatives

Although many of the well-accepted investigation techni-
ques and devices have been discussed above, other
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Figure 20. The intact finite element
model of a ligamentous segment was mod-
ified to simulate the ball and socket type
artificial disk implant. (Taken from Refs.
244,245.)

Figure 21. The intact finite ele-
ment model of a ligamentous seg-
ment was modified to simulate the
slip core type artificial disk implant.
(Taken from Ref. 244.)



techniques for the stabilization–fusion of the spine and
nonfusion approaches are currently being investigated.
These concepts are likely to play a significant role in future
and are discussed. One such technique is vertebroplasty.
Painful vertebral osteoporotic compression fractures leads
to significant morbidity and mortality (263). Kyphoplasty
and vertebroplasty are relatively new techniques that help
decrease the pain and improve function in fractured ver-
tebras.

Vertebroplasty is the percutaneous injection of PMMA
cement into the vertebral body (263–269). While PMMA
has high mechanical strength, it cures fast and thus allows
only a short handling time. Other potential problems of
using PMMA injection may include damage to surrounding
tissues by a high polymerization temperature or by the
unreacted toxic monomer, and the lack of long-term bio-
compatibility. Bone mineral cements, such as calcium
carbonate and CaP, have longer working time and low
thermal effect. They are also biodegradable while having

a good mechanical strength. However, the viscosity of
injectable mineral cements is high, and the infiltration
of these cements into vertebral body has been questioned.
Lim et al. evaluated the compression strength of human
vertebral bodies injected with a new calcium phosphate
(CaP) cement with improved infiltration properties before
compression fracture and also for vertebroplasty in com-
parison with PMMA injection (268). The bone mineral
densities of 30 vertebral bodies (T2-L1) were measured
using dual-energy X-ray absorptiometry. Ten control speci-
mens were compressed at a loading rate of 15 mm/min to
50% of their original height. The other specimens had 6 mL
of PMMA (n¼ 10) or the new CaP (n¼ 10) cement injected
through the bilateral pedicle approach before being loaded
in compression. Additionally, after the control specimens
had been compressed, they were injected with either CaP
(n¼ 5) or PMMA (n¼ 5) cement using the same technique,
to simulate vertebroplasty. Loading experiments were
repeated with the displacement control of 50% vertebral
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height. Load to failure was compared among groups and
analyzed using analysis of variance. Mean bone mineral
densities of all five groups were similar and ranged from
0.56 to 0.89 g � cm�2. The size of the vertebral body and the
amount of cement injected were similar in all groups. Load
to failure values for PMMA, the new CaP, and vertebro-
plasty PMMA were significantly greater than that of con-
trol. Load to failure of the vertebroplasty CaP group was
higher than control but not statistically significant. The
mean stiffness of the vertebroplasty CaP group was sig-
nificantly smaller than control, PMMA, and the new CaP
groups. The mean height gains after injection of the new
CaP and PMMA cements for vertebroplasty were minimal
(3.56 and 2.01%, respectively). Results of this study demon-
strated that the new CaP cement can be injected and
infiltrates easily into the vertebral body. It was also found
that injection of the new CaP cement can improve the
strength of a fractured vertebral body to at least the level
of its intact strength. Thus, the new CaP cement may be a
good alternative to PMMA cement for vertebroplasty,
although further in vitro, in vivo animal and clinical stu-
dies should be done. Furthermore, the new CaP may be
more effective in augmenting the strength of osteoporotic
vertebral bodies, and for preventing compression fractures
considering our biomechanical testing data and the known
potential for biodegradability of the new CaP cement. Belkof
et al. (266) found that the injection of either Orthocomp or
Simplex P resulted in vertebral body strengths that were
significantly greater than initial strength values. Vertebral
bodies augmented with Orthocomp recovered their initial
stiffness; and, vertebral bodies augmented with Simplex P
were significantly less stiff than they were in their initial
condition. However, these biomechanical results have yet to
be substantiated in clinical studies.

Previous biomechanical studies have shown that injec-
tions of 8–10 mL of cement during vertebroplasty restore or
increase vertebral body strength and stiffness; however,
the dose-response association between cement volume and
restoration of strength and stiffness is unknown. Belkof
et al. (266) investigated the association between the
volume of cement injected during percutaneous vertebro-
plasty and the restoration of strength and stiffness in
osteoporotic vertebral bodies. Two investigational cements
were studied: Orthocomp (Orthovita, Malvern, PA) and
Simplex 20 (Simplex P with 20% by weight barium sulfate.
Compression fractures were experimentally created in 144
vertebral bodies (T6-L5) obtained from 12 osteoporotic
spines harvested from female cadavers. After initial
strength and stiffness were determined, the vertebral
bodies were stabilized using bipedicular injections of
cement totaling 2, 4, 6, or 8 mL and recompressed, from
which post-treatment strength and stiffness were mea-
sured. Strength and stiffness were considered restored
when post-treatment values were not significantly differ-
ent from initial values. Strength was restored for all
regions when 2 mL of either cement was injected. To
restore stiffness with Orthocomp, the thoracic and thor-
acolumbar regions required 4 mL, but the lumbar region
required 6 mL. To restore stiffness with Simplex 20, the
thoracic and lumbar regions required 4 mL, but the thor-
acolumbar region required 8 mL. These data provide

guidance on the cement volumes needed to restore biomecha-
nical integrity to compressed osteoporotic vertebral bodies.

Liebschner et al. undertook a finite element based bio-
mechanical study to provide a theoretical framework for
understanding and optimizing the biomechanics of verteb-
roplasty, especially the effects of volume and distribution of
bone cement on stiffness recovery of the vertebral body,
just like the preceding experimental study (269). An
experimentally calibrated, anatomically accurate finite-
element model of an elderly L1 vertebral body was devel-
oped. Damage was simulated in each element based on
empirical measurements in response to a uniform com-
pressive load. After virtual vertebroplasty (bone cement
filling range of 1–7 cm3) on the damaged model, the result-
ing compressive stiffness of the vertebral body was com-
puted for various spatial distributions of the filling
material and different loading conditions. Vertebral stiff-
ness recovery after vertebroplasty was strongly influenced
by the volume fraction of the implanted cement. Only a
small amount of bone cement (14% fill or 3.5 cm3) was
necessary to restore stiffness of the damaged vertebral
body to the predamaged value. Use of a 30% fill increased
stiffness by > 50% compared with the predamaged value.
Whereas the unipedicular distributions exhibited a com-
parative stiffness to the bipedicular or posterolateral cases,
it showed a medial-lateral bending motion (toggle) toward
the untreated side when a uniform compressive pressure
load was applied. Only a small amount of bone cement (15%
volume fraction) is needed to restore stiffness to predamage
levels, and greater filling can result in substantial increase
in stiffness well beyond the intact level. Such overfilling
also renders the system more sensitive to the placement of
the cement because asymmetric distributions with large
fills can promote single-sided load transfer and thus toggle.
These results suggest that large fill volumes may not be the
most biomechanically optimal configuration, and an
improvement might be achieved by use of lower cement
volume with symmetric placement. These theoretical find-
ings support the experimental observations described in
the proceeding paragraph, except these authors did not
analyze the relationship between cement type and volume
needed to restore strength.

Hitchon et al. compared the stabilizing effects of the HA
product, with PMMA in an experimental compression
fracture of L1 (268). No significant difference between
the HA and PMMA cemented-fixated spines was demon-
strated in flexion, extension, left lateral bending, or right-
and left-axial rotation. The only difference between the two
cements was encountered before and after fatiguing in
right lateral bending (p4 0.05). The results of this study
suggest that the same angular rigidity can be achieved by
using either HA or PMMA. This is of particular interest
because HA is osteoconductive, undergoes remodeling, and
is not exothermic.

Advances in the surgical treatment of spinal etiologies
continues to evolve with the rapid progression of technol-
ogy. The advent of robotics, Microelectromechanical sys-
tems (MEMS) (270), novel biomaterials, and genetic and
tissue engineering are revolutionizing spinal medicine,
Novel biomaterials, also termed ‘‘smart biomaterials’’ that
are capable of conforming or changing their mechanical
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properties in response to different loading paradigms are
being investigated for their use in spinal implant design.
The rapidly advancing field of tissue engineering opens
new possibilities to solving spine problems. By seeding and
growing intervertebral disk cells, it could be possible to
grow a new bioartificial disk, to be implanted in to the
spine. Studies are in progress at a number of centers,
including our own (269).

CONCLUSION

The stability (or instability) of the human spine is integral
to the diagnosis and treatment of patients with low back
pain. The stability of the lumbar spine as portrayed by its
motion characteristics can be determined through the use
of clinical and radiographic criteria or other methods of
determining the orientation of one spinal vertebra with
respect to another. The instability can be the result of
injury, disease, and many other factors, including surgery.
Therefore, it is necessary to become familiar with recent
findings and suggestions that deal with the instability that
can result from such procedures. The prevalence of spinal
fusion and stabilization procedures to restore spinal sta-
bility and host of other factors is continuously increasing.
This article has presented many of the contemporary bio-
mechanical issues germane to stabilization and fusion of
the spine. Because of the wide variety of devices available,
various testing protocols have been developed in an
attempt to describe the mechanical aspects of these
devices. These investigations reveal comparative advan-
tages (and disadvantages) of the newer designs to existing
hardware. Subsequent in vivo testing, specifically animal
models, provides data on the performance of the device in a
dynamic physiologic environment. All of the testing,
in vitro and in vivo, helps to build confidence that the
instrumentation is safe for clinical trial. Future biomecha-
nical work is required to produce newer devices and opti-
mize existing ones, with an eye toward reducing the rates
of nonfusion and pseudoarthrosis. In addition, novel
devices and treatments that seek to restore normal spinal
function and loading patterns without fusion continue to
necessitate advances in biomechanical methods. These are
the primary challenges that need to be incorporated in
future biomechanical investigations. Finally, one has to
gain understanding of the effects of devices at the cellular
level and one must undertake outcome assessment studies
to see if the use of instrumentation is warranted for the
enhancement of the fusion process.
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PREFACE

This six-volume work is an alphabetically organized compi-
lation of almost 300 articles that describe critical aspects of
medical devices and instrumentation.

It is comprehensive. The articles emphasize the contri-
butions of engineering, physics, and computers to each of the
general areas of anesthesiology, biomaterials, burns, cardi-
ology, clinical chemistry, clinical engineering, communica-
tive disorders, computers in medicine, critical care
medicine, dermatology, dentistry, ear, nose, and throat,
emergency medicine, endocrinology, gastroenterology,
genetics, geriatrics, gynecology, hematology, heptology,
internal medicine, medical physics, microbiology, nephrol-
ogy, neurology, nutrition, obstetrics, oncology, ophthalmol-
ogy, orthopedics, pain, pediatrics, peripheral vascular
disease, pharmacology, physical therapy, psychiatry, pul-
monary medicine, radiology, rehabilitation, surgery, tissue
engineering, transducers, and urology.

The discipline is defined through the synthesis of the core
knowledge from all the fields encompassed by the applica-
tion of engineering, physics, and computers to problems in
medicine. The articles focus not only on what is now useful
but also on what is likely to be useful in future medical
applications.

These volumes answer the question, ‘‘What are the
branches of medicine and how does technology assist each
of them?’’ rather than ‘‘What are the branches of technology
and how could each be used in medicine?’’ To keep this work
to a manageable length, the practice of medicine that is
unassisted by devices, such as the use of drugs to treat
disease, has been excluded.

The articles are accessible to the user; each benefits from
brevity of condensation instead of what could easily have
been a book-length work. The articles are designed not for
peers, but rather for workers from related fields who wish to
take a first look at what is important in the subject.

The articles are readable. They do not presume a detailed
background in the subject, but are designed for any person
with a scientific background and an interest in technology.
Rather than attempting to teach the basics of physiology or
Ohm’s law, the articles build on such basic concepts to show
how the worlds of life science and physical science meld to
produce improved systems. While the ideal reader might be
a person with a Master’s degree in biomedical engineering or
medical physics or an M.D. with a physical science under-
graduate degree, much of the material will be of value to
others with an interest in this growing field. High school
students and hospital patients can skip over more technical
areas and still gain much from the descriptive presentations.

The Encyclopedia of Medical Devices and Instrumenta-
tion is excellent for browsing and searching for those new
divergent associations that may advance work in a periph-
eral field. While it can be used as a reference for facts, the
articles are long enough that they can serve as an educa-
tional instrument and provide genuine understanding of a
subject.

One can use this work just as one would use a dictionary,
since the articles are arranged alphabetically by topic. Cross
references assist the reader looking for subjects listed under
slightly different names. The index at the end leads the
reader to all articles containing pertinent information on
any subject. Listed on pages xxi to xxx are all the abbrevia-
tions and acronyms used in the Encyclopedia. Because of
the increasing use of SI units in all branches of science, these
units are provided throughout the Encyclopedia articles as
well as on pages xxxi to xxxv in the section on conversion
factors and unit symbols.

I owe a great debt to the many people who have con-
tributed to the creation of this work. At John Wiley & Sons,
Encyclopedia Editor George Telecki provided the idea and
guiding influence to launch the project. Sean Pidgeon was
Editorial Director of the project. Assistant Editors Roseann
Zappia, Sarah Harrington, and Surlan Murrell handled the
myriad details of communication between publisher, editor,
authors, and reviewers and stimulated authors and
reviewers to meet necessary deadlines.

My own background has been in the electrical aspects of
biomedical engineering. I was delighted to have the assis-
tance of the editorial board to develop a comprehensive
encyclopedia. David J. Beebe suggested cellular topics such
as microfluidics. Jerry M. Calkins assisted in defining the
chemically related subjects, such as anesthesiology.
Michael R. Neuman suggested subjects related to sensors,
such as in his own work—neonatology. Joon B. Park has
written extensively on biomaterials and suggested related
subjects. Edward S. Sternick provided many suggestions
from medical physics. The Editorial Board was instrumen-
tal both in defining the list of subjects and in suggesting
authors.

This second edition brings the field up to date. It is
available on the web at http://www.mrw.interscience.wiley.
com/emdi, where articles can be searched simultaneously to
provide rapid and comprehensive information on all aspects
of medical devices and instrumentation.

JOHN G. WEBSTER
University of Wisconsin, Madison
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regurgitation; Autoregressive
Ara-C Arabinosylcytosine
ARD Absorption rate density
ARDS Adult respiratory distress syndrome
ARGUS Arrhythmia guard system
ARMA Autoregressive-moving-average model
ARMAX Autoregressive-moving-average model

with external inputs
AS Aortic stenosis
ASA American Standards Association
ASCII American standard code for information

interchange
ASD Antisiphon device
ASHE American Society for Hospital Engineering
ASTM American Society for Testing and

Materials
AT Adenosine-thiamide; Anaerobic threshold;

Antithrombin
ATA Atmosphere absolute
ATLS Advanced trauma life support
ATN Acute tubular necrosis
ATP Adenosine triphosphate
ATPD Ambient temperature pressure dry
ATPS Ambient temperature pressure

saturated
ATR Attenuated total reflection
AUC Area under curve
AUMC Area under moment curve
AV Atrioventricular
AZT Azido thymidine
BA Biliary atresia
BAEP Brainstem auditory evoked potential
BAPN Beta-amino-proprionitryl
BAS Boston anesthesis system
BASO Basophil
BB Buffer base
BBT Basal body temperature
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BCC Body-centered cubic
BCD Binary-coded decimal
BCG Ballistocardiogram
BCLS Basic cardiac life support
BCRU British Commitee on Radiation Units

and Measurements
BDI Beck depression inventory
BE Base excess; Binding energy
BET Brunauer, Emmett, and Teller methods
BH His bundle
BI Biological indicators
BIH Beth Israel Hospital
BIPM International Bureau of Weights and

Measurements
BJT Bipolar junction transistor
BMDP Biomedical Programs
BME Biomedical engineering
BMET Biomedical equipment technician
BMO Biomechanically optimized
BMR Basal metabolic rate
BOL Beginning of life
BP Bereitschafts potential; Break point
BR Polybutadiene
BRM Biological response modifier
BRS Bibliographic retrieval services
BSS Balanced salt solution
BTG Beta thromboglobulin
BTPS Body temperature pressure saturated
BUN Blood urea nitrogen
BW Body weight
CA Conductive adhesives
CABG Coronary artery by-pass grafting
CAD/CAM Computer-aided design/computer-aided

manufacturing
CAD/D Computer-aided drafting and design
CADD Central axis depth dose
CAI Computer assisted instruction;

Computer-aided instruction
CAM Computer-assisted management
cAMP Cyclic AMP
CAPD Continuous ambulatory peritoneal

dialysis
CAPP Child amputee prosthetic project
CAT Computerized axial tomography
CATS Computer-assisted teaching system;

Computerized aphasia treatment system
CAVH Continuous arteriovenous hemofiltration
CB Conjugated bilirubin; Coulomb barrier
CBC Complete blood count
CBF Cerebral blood flow
CBM Computer-based management
CBV Cerebral blood volume
CC Closing capacity
CCC Computer Curriculum Company
CCD Charge-coupled device
CCE Capacitance contact electrode
CCF Cross-correlation function
CCL Cardiac catheterization laboratory
CCM Critical care medical services
CCPD Continuous cycling peritoneal

dialysis

CCTV Closed circuit television system
CCU Coronary care unit; Critical care unit
CD Current density
CDR Complimentary determining region
CDRH Center for Devices and Radiological

Health
CEA Carcinoembryonic antigen
CF Conversion factor; Cystic fibrosis
CFC Continuous flow cytometer
CFR Code of Federal Regulations
CFU Colony forming units
CGA Compressed Gas Association
CGPM General Conference on Weights and

Measures
CHO Carbohydrate
CHO Chinese hamster ovary
CI Combination index
CICU Cardiac intensive care unit
CIF Contrast improvement factor
CIN Cervical intraepithelial neoplasia
CK Creatine kinase
CLAV Clavicle
CLSA Computerized language sample analysis
CM Cardiomyopathy; Code modulation
CMAD Computer managed articulation diagnosis
CMI Computer-managed instruction
CMRR Common mode rejection ratio
CMV Conventional mechanical ventilation;

Cytomegalovirus
CNS Central nervous system
CNV Contingent negative variation
CO Carbon monoxide; Cardiac output
COBAS Comprehensive Bio-Analysis System
COPD Chronic obstructive pulmonary disease
COR Center of rotation
CP Cerebral palsy; Closing pressure; Creatine

phosphate
CPB Cardiopulmonary bypass
CPET Cardiac pacemaker electrode tips
CPM Computerized probe measurements
CPP Cerebral perfusion pressure;

Cryoprecipitated plasma
CPR Cardiopulmonary resuscitation
cps Cycles per second
CPU Central Processing unit
CR Center of resistance; Conditioned response;

Conductive rubber; Creatinine
CRBB Complete right bundle branch block
CRD Completely randomized design
CRL Crown rump length
CRT Cathode ray tube
CS Conditioned stimulus; Contrast scale;

Crown seat
CSA Compressed spectral array
CSF Cerebrospinal fluid
CSI Chemical shift imaging
CSM Chemically sensitive membrane
CT Computed tomography; Computerized

tomography
CTI Cumulative toxicity response index
CV Closing volume
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C.V. Coefficient of variation
CVA Cerebral vascular accident
CVP Central venous pressure
CVR Cardiovascular resistance
CW Continuous wave
CWE Coated wire electrodes
CWRU Case Western Reserve University
DAC Digital-to-analog converter
DAS Data acquisition system
dB Decibel
DB Direct body
DBMS Data base management system
DBS Deep brain stimulation
dc Direct current
DCCT Diabetes control and complications trial
DCP Distal cavity pressure
DCS Dorsal column stimulation
DDC Deck decompression chamber
DDS Deep diving system
DE Dispersive electrode
DEN Device experience network
DERS Drug exception ordering system
DES Diffuse esophageal spasm
d.f. Distribution function
DHCP Distributed Hospital Computer Program
DHE Dihematoporphyrin ether
DHEW Department of Health Education and

Welfare
DHHS Department of Health and Human Services
DHT Duration of hypothermia
DI Deionized water
DIC Displacement current
DIS Diagnostic interview schedule
DL Double layer
DLI Difference lumen for intensity
DM Delta modulation
DME Dropping mercury electrode
DN Donation number
DNA Deoxyribonucleic acid
DOF Degree of freedom
DOS Drug ordering system
DOT-NHTSA Department of Transportation Highway

Traffic Safety Administration
DPB Differential pencil beam
DPG Diphosphoglycerate
DQE Detection quantum efficiency
DRESS Depth-resolved surface coil spectroscopy
DRG Diagnosis-related group
DSA Digital subtraction angiography
DSAR Differential scatter-air ratio
DSB Double strand breaks
DSC Differential scanning calorimetry
D-T Deuterium-on-tritium
DTA Differential thermal analysis
d.u. Density unit
DUR Duration
DVT Deep venous thrombosis
EA Esophageal accelerogram
EB Electron beam
EBCDIC Extended binary code decimal interchange

code

EBS Early burn scar
EBV Epstein–Barr Virus
EC Ethyl cellulose
ECC Emergency cardiac care; Extracorporeal

circulation
ECCE Extracapsular cataract extinction
ECD Electron capture detector
ECG Electrocardiogram
ECM Electrochemical machining
ECMO Extracorporeal membrane oxygenation
ECOD Extracranial cerebrovascular occlusive

disease
ECRI Emergency Care Research Institute
ECS Exner’s Comprehensive System
ECT Electroconvulsive shock therapy;

Electroconvulsive therapy; Emission
computed tomography

EDD Estimated date of delivery
EDP Aortic end diastolic pressure
EDTA Ethylenediaminetetraacetic acid
EDX Energy dispersive X-ray analysis
EEG Electroencephalogram
EEI Electrode electrolyte interface
EELV End-expiratory lung volume
EER Electrically evoked response
EF Ejection fraction
EF Electric field; Evoked magnetic fields
EFA Estimated fetal age
EGF Epidermal growth factor
EGG Electrogastrogram
EIA Enzyme immunoassay
EIU Electrode impedance unbalance
ELF Extra low frequency
ELGON Electrical goniometer
ELISA Enzyme-linked immunosorbent assay
ELS Energy loss spectroscopy
ELV Equivalent lung volume
EM Electromagnetic
EMBS Engineering in Medicine and Biology

Society
emf Electromotive force
EMG Electromyogram
EMGE Integrated electromyogram
EMI Electromagnetic interference
EMS Emergency medical services
EMT Emergency medical technician
ENT Ear, nose, and throat
EO Elbow orthosis
EOG Electrooculography
EOL End of life
EOS Eosinophil
EP Elastoplastic; Evoked potentiate
EPA Environmental protection agency
ER Evoked response
ERCP Endoscopic retrograde

cholangiopancreatography
ERG Electron radiography;

Electroretinogram
ERMF Event-related magnetic field
ERP Event-related potential
ERV Expiratory reserve volume
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ESCA Electron spectroscopy for chemical
analysis

ESI Electrode skin impedance
ESRD End-stage renal disease
esu Electrostatic unit
ESU Electrosurgical unit
ESWL Extracorporeal shock wave lithotripsy
ETO, Eto Ethylene oxide
ETT Exercise tolerance testing
EVA Ethylene vinyl acetate
EVR Endocardial viability ratio
EW Extended wear
FAD Flavin adenine dinucleotide
FARA Flexible automation random analysis
FBD Fetal biparietal diameter
FBS Fetal bovine serum
fcc Face centered cubic
FCC Federal Communications Commission
Fct Fluorocrit
FDA Food and Drug Administration
FDCA Food, Drug, and Cosmetic Act
FE Finite element
FECG Fetal electrocardiogram
FEF Forced expiratory flow
FEL Free electron lasers
FEM Finite element method
FEP Fluorinated ethylene propylene
FES Functional electrical stimulation
FET Field-effect transistor
FEV Forced expiratory volume
FFD Focal spot to film distance
FFT Fast Fourier transform
FGF Fresh gas flow
FHR Fetal heart rate
FIC Forced inspiratory capacity
FID Flame ionization detector; Free-induction

decay
FIFO First-in-first-out
FITC Fluorescent indicator tagged polymer
FL Femur length
FM Frequency modulation
FNS Functional neuromuscular stimulation
FO Foramen ovale
FO-CRT Fiber optics cathode ray tube
FP Fluorescence polarization
FPA Fibrinopeptide A
FR Federal Register
FRC Federal Radiation Council; Functional

residual capacity
FSD Focus-to-surface distance
FTD Focal spot to tissue-plane distance
FTIR Fourier transform infrared
FTMS Fourier transform mass spectrometer
FU Fluorouracil
FUDR Floxuridine
FVC Forced vital capacity
FWHM Full width at half maximum
FWTM Full width at tenth maximum
GABA Gamma amino buteric acid
GAG Glycosaminoglycan
GBE Gas-bearing electrodynamometer

GC Gas chromatography; Guanine-cytosine
GDT Gas discharge tube
GFR Glomerular filtration rate
GHb Glycosylated hemoglobin
GI Gastrointestinal
GLC Gas–liquid chromatography
GMV General minimum variance
GNP Gross national product
GPC Giant papillary conjunctivitis
GPH Gas-permeable hard
GPH-EW Gas-permeable hard lens extended wear
GPO Government Printing Office
GSC Gas-solid chromatography
GSR Galvanic skin response
GSWD Generalized spike-wave discharge
HA Hydroxyapatite
HAM Helical axis of motion
Hb Hemoglobin
HBE His bundle electrogram
HBO Hyperbaric oxygenation
HC Head circumference
HCA Hypothermic circulatory arrest
HCFA Health care financing administration
HCL Harvard Cyclotron Laboratory
hcp Hexagonal close-packed
HCP Half cell potential
HDPE High density polyethylene
HECS Hospital Equipment Control System
HEMS Hospital Engineering Management

System
HEPA High efficiency particulate air filter
HES Hydroxyethylstarch
HETP Height equivalent to a theoretical plate
HF High-frequency; Heating factor
HFCWO High-frequency chest wall oscillation
HFER High-frequency electromagnetic radiation
HFJV High-frequency jet ventilation
HFO High-frequency oscillator
HFOV High-frequency oscillatory ventilation
HFPPV High-frequency positive pressure

ventilation
HFV High-frequency ventilation
HHS Department of Health and Human

Services
HIBC Health industry bar code
HIMA Health Industry Manufacturers

Association
HIP Hydrostatic indifference point
HIS Hospital information system
HK Hexokinase
HL Hearing level
HMBA Hexamethylene bisacetamide
HMO Health maintenance organization
HMWPE High-molecular-weight polyethylene
HOL Higher-order languages
HP Heating factor; His-Purkinje
HpD Hematoporphyrin derivative
HPLC High-performance liquid chromatography
HPNS High-pressure neurological syndrome
HPS His-Purkinje system
HPX High peroxidase activity
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HR Heart rate; High-resolution
HRNB Halstead-Reitan Neuropsychological

Battery
H/S Hard/soft
HSA Human serum albumin
HSG Hysterosalpingogram
HTCA Human tumor cloning assay
HTLV Human T cell lymphotrophic virus
HU Heat unit; Houndsfield units; Hydroxyurea
HVL Half value layer
HVR Hypoxic ventilatory response
HVT Half-value thickness
IA Image intensifier assembly; Inominate

artery
IABP Intraaortic balloon pumping
IAEA International Atomic Energy Agency
IAIMS Integrated Academic Information

Management System
IASP International Association for the Study

of Pain
IC Inspiratory capacity; Integrated circuit
ICCE Intracapsular cataract extraction
ICD Intracervical device
ICDA International classification of diagnoses
ICL Ms-clip lens
ICP Inductively coupled plasma;

Intracranial pressure
ICPA Intracranial pressure amplitude
ICRP International Commission on

Radiological Protection
ICRU International Commission on Radiological

Units and Measurements
ICU Intensive care unit
ID Inside diameter
IDDM Insulin dependent diabetes mellitus
IDE Investigational device exemption
IDI Index of inspired gas distribution
I:E Inspiratory: expiratory
IEC International Electrotechnical

Commission; Ion-exchange
chromatography

IEEE Institute of Electrical and Electronics
Engineers

IEP Individual educational program
BETS Inelastic electron tunneling spectroscopy
IF Immunofluorescent
IFIP International Federation for Information

Processing
IFMBE International Federation for Medical and

Biological Engineering
IGFET Insulated-gate field-effect transistor
IgG Immunoglobulin G
IgM Immunoglobulin M
IHP Inner Helmholtz plane
IHSS Idiopathic hypertrophic subaortic stenosis
II Image intensifier
IIIES Image intensifier input-exposure

sensitivity
IM Intramuscular
IMFET Immunologically sensitive field-effect

transistor

IMIA International Medical Informatics
Association

IMS Information management system
IMV Intermittent mandatory ventilation
INF Interferon
IOL Intraocular lens
IPC Ion-pair chromatography
IPD Intermittent peritoneal dialysis
IPG Impedance plethysmography
IPI Interpulse interval
IPPB Intermittent positive pressure breathing
IPTS International practical temperature scale
IR Polyisoprene rubber
IRB Institutional Review Board
IRBBB Incomplete right bundle branch block
IRPA International Radiation Protection

Association
IRRAS Infrared reflection-absorption

spectroscopy
IRRS Infrared reflection spectroscopy
IRS Internal reflection spectroscopy
IRV Inspiratory reserve capacity
IS Image size; Ion-selective
ISC Infant skin servo control
ISDA Instantaneous screw displacement axis
ISE Ion-selective electrode
ISFET Ion-sensitive field effect transistor
ISIT Intensified silicon-intensified target tube
ISO International Organization for

Standardization
ISS Ion scattering spectroscopy
IT Intrathecal
ITEP Institute of Theoretical and Experimental

Physics
ITEPI Instantaneous trailing edge pulse

impedance
ITLC Instant thin-layer chromatography
IUD Intrauterine device
IV Intravenous
IVC Inferior vena cava
IVP Intraventricular pressure
JCAH Joint Commission on the Accreditation

of Hospitals
JND Just noticeable difference
JRP Joint replacement prosthesis
KB Kent bundle
Kerma Kinetic energy released in unit mass
KO Knee orthosis
KPM Kilopond meter
KRPB Krebs-Ringer physiological buffer
LA Left arm; Left atrium
LAD Left anterior descending; Left axis

deviation
LAE Left atrial enlargement
LAK Lymphokine activated killer
LAL Limulus amoebocyte lysate
LAN Local area network
LAP Left atrial pressure
LAT Left anterior temporalis
LBBB Left bundle branch block
LC Left carotid; Liquid chromatography
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LCC Left coronary cusp
LCD Liquid crystal display
LDA Laser Doppler anemometry
LDF Laser Doppler flowmetry
LDH Lactate dehydrogenase
LDPE Low density polyethylene
LEBS Low-energy brief stimulus
LED Light-emitting diode
LEED Low energy electron diffraction
LES Lower esophageal sphincter
LESP Lower esophageal sphincter pressure
LET Linear energy transfer
LF Low frequency
LH Luteinizing hormone
LHT Local hyperthermia
LL Left leg
LLDPE Linear low density polyethylene
LLPC Liquid-liquid partition chromatography
LLW Low-level waste
LM Left masseter
LNNB Luria-Nebraska Neuropsychological

Battery
LOS Length of stay
LP Late potential; Lumboperitoneal
LPA Left pulmonary artery
LPC Linear predictive coding
LPT Left posterior temporalis
LPV Left pulmonary veins
LRP Late receptor potential
LS Left subclavian
LSC Liquid-solid adsorption chromatography
LSI Large scale integrated
LSV Low-amplitude shear-wave

viscoelastometry
LTI Low temperature isotropic
LUC Large unstained cells
LV Left ventricle
LVAD Left ventricular assist device
LVDT Linear variable differential transformer
LVEP Left ventricular ejection period
LVET Left ventricular ejection time
LVH Left ventricular hypertrophy
LYMPH Lymphocyte
MAA Macroaggregated albumin
MAC Minimal auditory capabilities
MAN Manubrium
MAP Mean airway pressure; Mean arterial

pressure
MAST Military assistance to safety and traffic
MBA Monoclonal antibody
MBV Maximum breathing ventilation
MBX Monitoring branch exchange
MCA Methyl cryanoacrylate
MCG Magnetocardiogram
MCI Motion Control Incorporated
MCMI Millon Clinical Multiaxial Inventory
MCT Microcatheter transducer
MCV Mean corpuscular volume
MDC Medical diagnostic categories
MDI Diphenylmethane diisocyanate;

Medical Database Informatics

MDP Mean diastolic aortic pressure
MDR Medical device reporting
MDS Multidimensional scaling
ME Myoelectric
MED Minimum erythema dose
MEDPAR Medicare provider analysis and review
MEFV Maximal expiratory flow volume
MEG Magnetoencephalography
MeSH Medline subject heading
METS Metabolic equivalents
MF Melamine-formaldehyde
MFP Magnetic field potential
MGH Massachusetts General Hospital
MHV Magnetic heart vector
MI Myocardial infarction
MIC Minimum inhibitory concentration
MIFR Maximum inspiratory flow rate
MINET Medical Information Network
MIR Mercury-in-rubber
MIS Medical information system;

Metal-insulator-semiconductor
MIT Massachusetts Institute of Technology
MIT/BIH Massachusetts Institute of Technology/

Beth Israel Hospital
MMA Manual metal arc welding
MMA Methyl methacrylate
MMECT Multiple-monitored ECT
MMFR Maximum midexpiratory flow rate
mm Hg Millimeters of mercury
MMPI Minnesota Multiphasic Personality

Inventory
MMSE Minimum mean square error
MO Membrane oxygenation
MONO Monocyte
MOSFET Metal oxide silicon field-effect

transistor
MP Mercaptopurine; Metacarpal-phalangeal
MPD Maximal permissible dose
MR Magnetic resonance
MRG Magnetoretinogram
MRI Magnetic resonance imaging
MRS Magnetic resonance spectroscopy
MRT Mean residence time
MS Mild steel; Multiple sclerosis
MSR Magnetically shielded room
MTBF Mean time between failure
MTF Modulation transfer function
MTTR Mean time to repair
MTX Methotroxate
MUA Motor unit activity
MUAP Motor unit action potential
MUAPT Motor unit action potential train
MUMPI Missouri University Multi-Plane

Imager
MUMPS Massachusetts General Hospital utility

multiuser programming system
MV Mitral valve
MVO2 Maximal oxygen uptake
MVTR Moisture vapor transmission rate
MVV Maximum voluntary ventilation
MW Molecular weight
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NAA Neutron activation analysis
NAD Nicotinamide adenine dinucleotide
NADH Nicotinamide adenine dinucleotide,

reduced form
NADP Nicotinamide adenine dinucleotide

phosphate
NAF Neutrophil activating factor
NARM Naturally occurring and accelerator-

produced radioactive materials
NBB Normal buffer base
NBD Neuromuscular blocking drugs
N-BPC Normal bonded phase chromatography
NBS National Bureau of Standards
NCC Noncoronary cusp
NCCLS National Committee for Clinical

Laboratory Standards; National
Committee on Clinical Laboratory
Standards

NCRP National Council on Radiation Protection
NCT Neutron capture theory
NEEP Negative end-expiratory pressure
NEMA National Electrical Manufacturers

Association
NEMR Nonionizing electromagnetic radiation
NEQ Noise equivalent quanta
NET Norethisterone
NEUT Neutrophil
NFPA National Fire Protection Association
NH Neonatal hepatitis
NHE Normal hydrogen electrode
NHLBI National Heart, Lung, and Blood Institute
NIR Nonionizing radiation
NIRS National Institute for Radiologic Science
NK Natural killer
NMJ Neuromuscular junction
NMOS N-type metal oxide silicon
NMR Nuclear magnetic resonance
NMS Neuromuscular stimulation
NPH Normal pressure hydrocephalus
NPL National Physical Laboratory
NR Natural rubber
NRC Nuclear Regulatory Commission
NRZ Non-return-to-zero
NTC Negative temperature coefficient
NTIS National Technical Information Service
NVT Neutrons versus time
NYHA New York Heart Association
ob/gyn Obstetrics and gynecology
OCR Off-center ratio; Optical character

recognition
OCV Open circuit voltage
OD Optical density; Outside diameter
ODC Oxyhemoglobin dissociation curve
ODT Oxygen delivery truck
ODU Optical density unit
OER Oxygen enhancement ratio
OFD Object to film distance; Occiputo-frontal

diameter
OHL Outer Helmholtz layer
OHP Outer Helmholtz plane
OIH Orthoiodohippurate

OPG Ocular pneumoplethysmography
OR Operating room
OS Object of known size; Operating system
OTC Over the counter
OV Offset voltage
PA Posterioanterior; Pulmonary artery;

Pulse amplitude
PACS Picture archiving and communications

systems
PAD Primary afferent depolarization
PAM Pulse amplitude modulation
PAN Polyacrylonitrile
PAP Pulmonary artery pressure
PAR Photoactivation ratio
PARFR Program for Applied Research on

Fertility Regulation
PARR Poetanesthesia recovery room
PAS Photoacoustic spectroscopy
PASG Pneumatic antishock garment
PBI Penile brachial index
PBL Positive beam limitation
PBT Polybutylene terephthalate
PC Paper chromatography; Personal

computer; Polycarbonate
PCA Patient controlled analgesia; Principal

components factor analysis
PCG Phonocardiogram
PCI Physiological cost index
PCL Polycaprolactone; Posterior chamber

lens
PCR Percent regurgitation
PCRC Perinatal Clinical Research Center
PCS Patient care system
PCT Porphyria cutanea tarda
PCWP Pulmonary capillary wedge pressure
PD Peritoneal dialysis; Poly-p-dioxanone;

Potential difference; Proportional and
derivative

PDD Percent depth dose; Perinatal Data
Directory

PDE Pregelled disposable electrodes
p.d.f. Probability density function
PDL Periodontal ligament
PDM Pulse duration modulation
PDMSX Polydimethyl siloxane
PDS Polydioxanone
PE Polyethylene
PEEP Positive end-expiratory pressure
PEFR Peak expiratory now rate
PEN Parenteral and enteral nutrition
PEP Preejection period
PEPPER Programs examine phonetic find

phonological evaluation records
PET Polyethylene terephthalate;

Positron-emission tomography
PEU Polyetherurethane
PF Platelet factor
PFA Phosphonoformic add
PFC Petrofluorochemical
PFT Pulmonary function testing
PG Polyglycolide; Propylene glycol
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PGA Polyglycolic add
PHA Phytohemagglutinin; Pulse-height

analyzer
PHEMA Poly-2-hydroxyethyl methacrylate
PI Propidium iodide
PID Pelvic inflammatory disease;

Proportional/integral/derivative
PIP Peak inspiratory pressure
PL Posterior leaflet
PLA Polylactic acid
PLATO Program Logic for Automated Teaching

Operations
PLD Potentially lethal damage
PLED Periodic latoralized epileptiform discharge
PLT Platelet
PM Papillary muscles; Preventive

maintenance
PMA Polymethyl acrylate
p.m.f. Probability mass function
PMMA Polymethyl methacrylate
PMOS P-type metal oxide silicon
PMP Patient management problem;

Poly(4-methylpentane)
PMT Photomultiplier tube
PO Per os
Po2 Partial pressure of oxygen
POBT Polyoxybutylene terephthalate
POM Polyoxymethylene
POMC Patient order management and

communication system
POPRAS Problem Oriented Perinatal Risk

Assessment System
PP Perfusion pressure; Polyproplyene;

Postprandial (after meals)
PPA Phonemic process analysis
PPF Plasma protein fraction
PPM Pulse position modulation
PPSFH Polymerized phyridoxalated stroma-free

hemoglobin
PR Pattern recognition; Pulse rate
PRBS Pseudo-random binary signals
PRP Pulse repetition frequency
PRO Professional review organization
PROM Programmable read only memory
PS Polystyrene
PSA Pressure-sensitive adhesive
PSF Point spread function
PSI Primary skin irritation
PSP Postsynaptic potential
PSR Proton spin resonance
PSS Progressive systemic sclerosis
PT Plasma thromboplastin
PTB Patellar tendon bearing orthosis
PTC Plasma thromboplastin component;

Positive temperature coefficient;
Pressurized personal transfer capsule

PTCA Percutaneous transluminal coronary
angioplasty

PTFE Polytetrafluoroethylene
PTT Partial thromboplastin time
PUL Percutaneous ultrasonic lithotripsy

PURA Prolonged ultraviolet-A radiation
PUVA Psoralens and longwave ultraviolet light

photochemotherapy
P/V Pressure/volume
PVC Polyvinyl chloride; Premature ventricular

contraction
PVI Pressure–volume index
PW Pulse wave; Pulse width
PWM Pulse width modulation
PXE Pseudo-xanthoma elasticum
QA Quality assurance
QC Quality control
R-BPC Reverse bonded phase chromatography
R/S Radiopaque-spherical
RA Respiratory amplitude; Right arm
RAD Right axis deviation
RAE Right atrial enlargement
RAM Random access memory
RAP Right atrial pressure
RAT Right anterior temporalis
RB Right bundle
RBBB Right bundle branch block
RBC Red blood cell
RBE Relative biologic effectiveness
RBF Rose bengal fecal excretion
RBI Resting baseline impedance
RCBD Randomized complete block diagram
rCBF Regional cerebral blood flow
RCC Right coronary cusp
RCE Resistive contact electrode
R&D Research and development
r.e. Random experiment
RE Reference electrode
REM Rapid eye movement; Return electrode

monitor
REMATE Remote access and telecommunication

system
RES Reticuloendothelial system
RESNA Rehabilitation Engineering Society of

North America
RF Radio frequency; Radiographic-

nuoroscopic
RFI Radio-frequency interference
RFP Request for proposal
RFQ Request for quotation
RH Relative humidity
RHE Reversible hydrogen electrode
RIA Radioimmunoassay
RM Repetition maximum; Right masseter
RMR Resting metabolic rate
RMS Root mean square
RN Radionuclide
RNCA Radionuclide cineagiogram
ROI Regions of interest
ROM Range of motion; Read only memory
RP Retinitis pigmentosa
RPA Right pulmonary artery
RPP Rate pressure product
RPT Rapid pull-through technique
RPV Right pulmonary veins
RQ Respiratory quotient
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RR Recovery room
RRT Recovery room time; Right posterior

temporalis
RT Reaction time
RTD Resistance temperature device
RTT Revised token test
r.v. Random variable
RV Residual volume; Right ventricle
RVH Right ventricular hypertrophy
RVOT Right ventricular outflow tract
RZ Return-to-zero
SA Sinoatrial; Specific absorption
SACH Solid-ankle-cushion-heel
SAD Source-axis distance; Statistical

Analysis System
SAINT System analysis of integrated network

of tasks
SAL Sterility assurance level; Surface

averaged lead
SALT Systematic analysis of language

transcripts
SAMI Socially acceptable monitoring

instrument
SAP Systemic arterial pressure
SAR Scatter-air ratio; Specific absorption rate
SARA System for anesthetic and respiratory

gas analysis
SBE Subbacterial endocarditis
SBR Styrene-butadiene rubbers
SC Stratum corneum; Subcommittees
SCAP Right scapula
SCE Saturated calomel electrode; Sister

chromatid exchange
SCI Spinal cord injury
SCRAD Sub-Committee on Radiation Dosimetry
SCS Spinal cord stimulation
SCUBA Self-contained underwater breathing

apparatus
SD Standard deviation
SDA Stepwise discriminant analysis
SDS Sodium dodecyl sulfate
S&E Safety and effectiveness
SE Standard error
SEC Size exclusion chromatography
SEM Scanning electron microscope; Standard

error of the mean
SEP Somatosensory evoked potential
SEXAFS Surface extended X-ray absorption

fine structure
SF Surviving fraction
SFD Source-film distance
SFH Stroma-free hemoglobin
SFTR Sagittal frontal transverse rotational
SG Silica gel
SGF Silica gel fraction
SGG Spark gap generator
SGOT Serum glutamic oxaloacetic transaminase
SGP Strain gage plethysmography;

Stress-generated potential
SHE Standard hydrogen electrode
SI Le Système International d’Unités

SEBS Surgical isolation barrier system
SID Source to image reception distance
SIMFU Scanned intensity modulated focused

ultrasound
SIMS Secondary ion mass spectroscopy; System

for isometric muscle strength
SISI Short increment sensitivity index
SL Surgical lithotomy
SLD Sublethal damage
SLE Systemic lupus erythemotodes
SMA Sequential multiple analyzer
SMAC Sequential multiple analyzer with

computer
SMR Sensorimotor
S/N Signal-to-noise
S:N/D Signal-to-noise ratio per unit dose
SNP Sodium nitroprusside
SNR Signal-to-noise ratio
SOA Sources of artifact
SOAP Subjective, objective, assessment, plan
SOBP Spread-out Bragg peak
SP Skin potential
SPECT Single photon emission computed

tomography
SPL Sound pressure level
SPRINT Single photon ring tomograph
SPRT Standard platinum resistance

thermometer
SPSS Statistical Package for the Social Sciences
SQUID Superconducting quantum interference

device
SQV Square wave voltammetry
SR Polysulfide rubbers
SRT Speech reception threshold
SS Stainless steel
SSB Single strand breaks
SSD Source-to-skin distance; Source-to-surface

distance
SSE Stainless steel electrode
SSEP Somatosensory evoked potential
SSG Solid state generator
SSP Skin stretch potential
SSS Sick sinus syndrome
STD Source-tray distance
STI Systolic time intervals
STP Standard temperature and pressure
STPD Standard temperature pressure dry
SV Stroke volume
SVC Superior vena cava
SW Standing wave
TAA Tumor-associated antigens
TAC Time-averaged concentration
TAD Transverse abdominal diameter
TAG Technical Advisory Group
TAH Total artificial heart
TAR Tissue-air ratio
TC Technical Committees
TCA Tricarboxylic acid cycle
TCD Thermal conductivity detector
TCES Transcutaneous cranial electrical

stimulation
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TCP Tricalcium phosphate
TDD Telecommunication devices for the

deaf
TDM Therapeutic drug monitoring
TE Test electrode; Thermoplastic elastomers
TEAM Technology evaluation and acquisition

methods
TEM Transmission electron microscope;

Transverse electric and magnetic mode;
Transverse electromagnetic mode

TENS Transcutaneous electrical nerve
stimulation

TEP Tracheoesophageal puncture
TEPA Triethylenepho-sphoramide
TF Transmission factor
TFE Tetrafluorethylene
TI Totally implantable
TICCIT Time-shared Interaction Computer-

Controlled Information Television
TLC Thin-layer chromatography; Total

lung capacity
TLD Thermoluminescent dosimetry
TMJ Temporomandibular joint
TMR Tissue maximum ratio; Topical

magnetic resonance
TNF Tumor necrosis factor
TOF Train-of-four
TP Thermal performance
TPC Temperature pressure correction
TPD Triphasic dissociation
TPG Transvalvular pressure gradient
TPN Total parenteral nutrition
TR Temperature rise
tRNA Transfer RNA
TSH Thyroid stimulating hormone
TSS Toxic shock syndrome
TTD Telephone devices for the deaf
TTI Tension time index
TTR Transition temperature range
TTV Trimming tip version
TTY Teletypewriter
TUR Transurethral resection
TURP Transurethral resections of the

prostrate
TV Television; Tidal volume; Tricuspid valve
TVER Transscleral visual evoked response
TW Traveling wave
TxB2 Thrombozame B2

TZ Transformation zone
UES Upper esophageal sphincter
UP Urea-formaldehyde
UfflS University Hospital Information System
UHMW Ultra high molecular weight

UHMWPE Ultra high molecular weight polyethylene
UL Underwriters Laboratory
ULF Ultralow frequency
ULTI Ultralow temperature isotropic
UMN Upper motor neuron
UO Urinary output
UPTD Unit pulmonary oxygen toxicity doses
UR Unconditioned response
US Ultrasound; Unconditioned stimulus
USNC United States National Committee
USP United States Pharmacopeia
UTS Ultimate tensile strength
UV Ultraviolet; Umbilical vessel
UVR Ultraviolet radiation
V/F Voltage-to-frequency
VA Veterans Administration
VAS Visual analog scale
VBA Vaginal blood volume in arousal
VC Vital capacity
VCO Voltage-controlled oscillator
VDT Video display terminal
VECG Vectorelectrocardiography
VEP Visually evoked potential
VF Ventricular fibrillation
VOP Venous occlusion plethysmography
VP Ventriculoperitoneal
VPA Vaginal pressure pulse in arousal
VPB Ventricular premature beat
VPR Volume pressure response
VSD Ventricular septal defect
VSWR Voltage standing wave ratio
VT Ventricular tachycardia
VTG Vacuum tube generator
VTS Viewscan text system
VV Variable version
WAIS-R Weschler Adult Intelligence

Scale-Revised
WAK Wearable artificial kidney
WAML Wide-angle mobility light
WBAR Whole-body autoradiography
WBC White blood cell
WG Working Groups
WHO World Health Organization; Wrist hand

orthosis
WLF Williams-Landel-Ferry
WMR Work metabolic rate
w/o Weight percent
WORM Write once, read many
WPW Wolff-Parkinson-White
XPS X-ray photon spectroscopy
XR Xeroradiograph
YAG Yttrium aluminum garnet
ZPL Zero pressure level

xxx ABBREVIATIONS AND ACRONYMS



CONVERSION FACTORS AND UNIT SYMBOLS

SI UNITS (ADOPTED 1960)

A new system of metric measurement, the International System of Units (abbreviated SI), is being implemented throughout
the world. This system is a modernized version of the MKSA (meter, kilogram, second, ampere) system, and its details are
published and controlled by an international treaty organization (The International Bureau of Weights and Measures).

SI units are divided into three classes:

Derived Units and Other Acceptable Units

These units are formed by combining base units, supplementary units, and other derived units. Those derived units having
special names and symbols are marked with an asterisk (*) in the list below:

xxxi

Base Units
length metery (m)
massz kilogram (kg)
time second (s)
electric current ampere (A)
thermodynamic temperature§ kelvin (K)
amount of substance mole (mol)
luminous intensity candela (cd)

Supplementary Units
plane angle radian (rad)
solid angle steradian (sr)

Quantity Unit Symbol Acceptable equivalent
*absorbed dose gray Gy J/kg
acceleration meter per second squared m/s2

*activity (of ionizing radiation source) becquerel Bq 1/s
area square kilometer km2

square hectometer hm2 ha (hectare)
square meter m2

yThe spellings ‘‘metre’’ and ‘‘litre’’ are preferred by American Society for Testing and Materials (ASTM); however, ‘‘�er’’ will be
used in the Encyclopedia.
z‘‘Weight’’ is the commonly used term for ‘‘mass.’’
§Wide use is made of ‘‘Celsius temperature’’ ðtÞ defined t ¼ T � T0 where T is the thermodynamic temperature, expressed in
kelvins, and T0 ¼ 273:15K by definition. A temperature interval may be expressed in degrees Celsius as well as in kelvins.
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Quantity Unit Symbol Acceptable
equivalent
*capacitance farad F C/V
concentration (of amount of substance) mole per cubic meter mol/m3

*conductance siemens S A/V
current density ampere per square meter A/m2

density, mass density kilogram per cubic meter kg/m3 g/L; mg/cm3

dipole moment (quantity) coulomb meter C�m
*electric charge, quantity of electricity coulomb C A�s
electric charge density coulomb per cubic meter C/m3

electric field strength volt per meter V/m
electric flux density coulomb per square meter C/m2

*electric potential, potential difference,
electromotive force volt V W/A

*electric resistance ohm V V/A
*energy, work, quantity of heat megajoule MJ

kilojoule kJ
joule J N�m
electron volty eVy

kilowatt houry kW�hy
energy density joule per cubic meter J/m3

*force kilonewton kN
newton N kg�m/s2

*frequency megahertz MHz
hertz Hz 1/s

heat capacity, entropy joule per kelvin J/K
heat capacity (specific), specific entropy joule per kilogram kelvin J/(kg�K)
heat transfer coefficient watt per square meter W/(m2�K)

kelvin
*illuminance lux lx lm/m2

*inductance henry H Wb/A
linear density kilogram per meter kg/m
luminance candela per square meter cd/m2

*luminous flux lumen lm cd�sr
magnetic field strength ampere per meter A/m
*magnetic flux weber Wb V�s
*magnetic flux density tesla T Wb/m2

molar energy joule per mole J/mol
molar entropy, molar heat capacity joule per mole kelvin J/(mol�K)
moment of force, torque newton meter N�m
momentum kilogram meter per second kg�m/s
permeability henry per meter H/m
permittivity farad per meter F/m
*power, heat flow rate, radiant flux kilowatt kW

watt W J/s
power density, heat flux density,

irradiance watt per square meter W/m2

*pressure, stress megapascal MPa
kilopascal kPa
pascal Pa N/m2

sound level decibel dB
specific energy joule per kilogram J/kg
specific volume cubic meter per kilogram m3/kg
surface tension newton per meter N/m
thermal conductivity watt per meter kelvin W/(m�K)
velocity meter per second m/s

kilometer per hour km/h
viscosity, dynamic pascal second Pa�s

millipascal second mPa�s
yThis non-SI unit is recognized as having to be retained because of practical importance or use in specialized fields.



In addition, there are 16 prefixes used to indicate order of magnitude, as follows:

CONVERSION FACTORS TO SI UNITS

A representative list of conversion factors from non-SI to SI units is presented herewith. Factors are given to four significant
figures. Exact relationships are followed by a dagger (y). A more complete list is given in ASTM E 380-76 and ANSI Z210.
1-1976.
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Quantity Unit Symbol Acceptable equivalent
viscosity, kinematic square meter per second m2/s

square millimeter per second mm2/s
cubic meter m3

cubic decimeter dm3 L(liter)
cubic centimeter cm3 mL

wave number 1 per meter m�1

1 per centimeter cm�1

Multiplication factor Prefix Symbol Note
1018 exa E

1015 peta P

1012 tera T

109 giga G

108 mega M
103 kilo k
102 hecto ha

10 deka daa

10�1 deci da

10�2 centi ca

10�3 milli m
10�6 micro m
10�9 nano n
10�12 pico p
10�15 femto f
10�18 atto a

aAlthough hecto, deka, deci, and centi are
SI prefixes, their use should be avoided
except for SI unit-multiples for area and
volume and nontechnical use of
centimeter, as for body and clothing
measurement.

For a complete description of SI and its use the reader is referred to ASTM E 380.

To convert from To Multiply by
acre square meter (m2) 4:047� 103

angstrom meter (m) 1:0� 10�10y

are square meter (m2) 1:0� 102y

astronomical unit meter (m) 1:496� 1011

atmosphere pascal (Pa) 1:013� 105

bar pascal (Pa) 1:0� 105y

barrel (42 U.S. liquid gallons) cubic meter (m3) 0.1590
Btu (International Table) joule (J) 1:055� 103

Btu (mean) joule (J) 1:056� 103

Bt (thermochemical) joule (J) 1:054� 103

bushel cubic meter (m3) 3:524� 10�2

calorie (International Table) joule (J) 4.187
calorie (mean) joule (J) 4.190
calorie (thermochemical) joule (J) 4.184y

centimeters of water (39.2 8F) pascal (Pa) 98.07
centipoise pascal second (Pa�s) 1:0� 10�3y

centistokes square millimeter per second (mm2/s) 1.0y
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cfm (cubic foot per minute) cubic meter per second (m3/s) 4:72� 10�4

cubic inch cubic meter (m3) 1:639� 10�4

cubic foot cubic meter (m3) 2:832� 10�2

cubic yard cubic meter (m3) 0.7646
curie becquerel (Bq) 3:70� 1010y

debye coulomb-meter (C�m) 3:336� 10�30

degree (angle) radian (rad) 1:745� 10�2

denier (international) kilogram per meter (kg/m) 1:111� 10�7

tex 0.1111
dram (apothecaries’) kilogram (kg) 3:888� 10�3

dram (avoirdupois) kilogram (kg) 1:772� 10�3

dram (U.S. fluid) cubic meter (m3) 3:697� 10�6

dyne newton(N) 1:0� 10�6y

dyne/cm newton per meter (N/m) 1:00� 10�3y

electron volt joule (J) 1:602� 10�19

erg joule (J) 1:0� 10�7y

fathom meter (m) 1.829
fluid ounce (U.S.) cubic meter (m3) 2:957� 10�5

foot meter (m) 0.3048y

foot-pound force joule (J) 1.356
foot-pound force newton meter (N�m) 1.356
foot-pound force per second watt(W) 1.356
footcandle lux (lx) 10.76
furlong meter (m) 2:012� 102

gal meter per second squared (m/s2) 1:0� 10�2y

gallon (U.S. dry) cubic meter (m3) 4:405� 10�3

gallon (U.S. liquid) cubic meter (m3) 3:785� 10�3

gilbert ampere (A) 0.7958
gill (U.S.) cubic meter (m3) 1:183� 10�4

grad radian 1:571� 10�2

grain kilogram (kg) 6:480� 10�5

gram force per denier newton per tex (N/tex) 8:826� 10�2

hectare square meter (m2) 1:0� 104y

horsepower (550 ft�lbf/s) watt(W) 7:457� 102

horsepower (boiler) watt(W) 9:810� 103

horsepower (electric) watt(W) 7:46� 102y

hundredweight (long) kilogram (kg) 50.80
hundredweight (short) kilogram (kg) 45.36
inch meter (m) 2:54� 10�2y

inch of mercury (32 8F) pascal (Pa) 3:386� 103

inch of water (39.2 8F) pascal (Pa) 2:491� 102

kilogram force newton (N) 9.807
kilopond newton (N) 9.807
kilopond-meter newton-meter (N�m) 9.807
kilopond-meter per second watt (W) 9.807
kilopond-meter per min watt(W) 0.1635
kilowatt hour megajoule (MJ) 3.6y

kip newton (N) 4:448� 102

knot international meter per second (m/s) 0.5144
lambert candela per square meter (cd/m2) 3:183� 103

league (British nautical) meter (m) 5:559� 102

league (statute) meter (m) 4:828� 103

light year meter (m) 9:461� 1015

liter (for fluids only) cubic meter (m3) 1:0� 10�3y

maxwell weber (Wb) 1:0� 10�8y

micron meter (m) 1:0� 10�6y

mil meter (m) 2:54� 10�5y

mile (U.S. nautical) meter (m) 1:852� 103y

mile (statute) meter (m) 1:609� 103

mile per hour meter per second (m/s) 0.4470

To convert from To Multiply by
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millibar pascal (Pa) 1:0� 102

millimeter of mercury (0 8C) pascal (Pa) 1:333� 102y

millimeter of water (39.2 8F) pascal (Pa) 9.807
minute (angular) radian 2:909� 10�4

myriagram kilogram (kg) 10
myriameter kilometer (km) 10
oersted ampere per meter (A/m) 79.58
ounce (avoirdupois) kilogram (kg) 2:835� 10�2

ounce (troy) kilogram (kg) 3:110� 10�2

ounce (U.S. fluid) cubic meter (m3) 2:957� 10�5

ounce-force newton (N) 0.2780
peck (U.S.) cubic meter (m3) 8:810� 10�3

pennyweight kilogram (kg) 1:555� 10�3

pint (U.S. dry) cubic meter (m3) 5:506� 10�4

pint (U.S. liquid) cubic meter (m3) 4:732� 10�4

poise (absolute viscosity) pascal second (Pa�s) 0.10y

pound (avoirdupois) kilogram (kg) 0.4536
pound (troy) kilogram (kg) 0.3732
poundal newton (N) 0.1383
pound-force newton (N) 4.448
pound per square inch (psi) pascal (Pa) 6:895� 103

quart (U.S. dry) cubic meter (m3) 1:101� 10�3

quart (U.S. liquid) cubic meter (m3) 9:464� 10�4

quintal kilogram (kg) 1:0� 102y

rad gray (Gy) 1:0� 10�2y

rod meter (m) 5.029
roentgen coulomb per kilogram (C/kg) 2:58� 10�4

second (angle) radian (rad) 4:848� 10�6

section square meter (m2) 2:590� 106

slug kilogram (kg) 14.59
spherical candle power lumen (lm) 12.57
square inch square meter (m2) 6:452� 10�4

square foot square meter (m2) 9:290� 10�2

square mile square meter (m2) 2:590� 106

square yard square meter (m2) 0.8361
store cubic meter (m3) 1:0y

stokes (kinematic viscosity) square meter per second (m2/s) 1:0� 10�4y

tex kilogram per meter (kg/m) 1:0� 10�6y

ton (long, 2240 pounds) kilogram (kg) 1:016� 103

ton (metric) kilogram (kg) 1:0� 103y

ton (short, 2000 pounds) kilogram (kg) 9:072� 102

torr pascal (Pa) 1:333� 102

unit pole weber (Wb) 1:257� 10�7

yard meter (m) 0.9144y

To convert from To Multiply by
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INTRODUCTION

Epidemiology

A congenital form of hydrocephalus occurs in roughly 50
in 100,000 live births (6). Hydrocephalus may also be
acquired later in life as a result of a brain tumor, following
meningitis, trauma, or intracranial hemorrhage. It has been
estimated that prevalence of shunted hydrocephalus is
about 40/100,000 population in the United States (7).
Untreated hydrocephalus has a poor natural history with
a mortality rate of 20–25% and results in severe physical
and mental disabilities in survivors (8,9). There has been a
significant reduction in mortality and morbidity with use of
shunting. However, shunting is associated with a high
failure rate; a 40% failure rate occurs within the first year
after shunting (10). Advances in the technology have lead to
the development of a diverse type of shunt systems to
circumvent problems related to long-term shunting, such
as obstruction, infection, and overdrainage. Yet, studies done
to evaluate these devices have not shown a significant long-
or short-term benefit from their use compared with the
conventional devices (10). It is estimated that, during the
year 2000, the cost associated with shunting exceeded one
billion dollars in the United States alone (11). Shunt replace-
ment accounted for 43% of shunt procedures. Endoscopic
surgery has provided an alternative strategy in patients with
obstructive hydrocephalus. However, limited data in the
literature suggest that long-term survival of third ventricu-
lostomy is not significantly superior to that of a shunt (12).

Physiology

The CSF flow in the craniospinal system is influenced
by two separate processes: (1) the circulation of the CSF
from its formation sites to its absorption sites (i.e., bulk
flow) and (2) an oscillatory (back and forth) flow during
the cardiac cycle (pulsatile flow). The first process governs
the overall volume of CSF and thereby influences intra-
cranial pressure (ICP). The second process, the oscillatory
movement of the CSF within the craniospinal com-
partments, is caused by the pulsatile blood flow entering
and leaving the intracranial compartment during the
cardiac cycle. These two processes occur over different
time scales; circulation and replenishing of CSF occurs
over minutes, whereas the time scale of the pulsatile CSF
flow is milliseconds.

CSF Circulation. Unlike other organ systems, the brain
and the spinal cord are unique in being bathed in a clear
fluid called cerebrospinal fluid. The exact role that it plays
in maintaining the necessary environment for the func-
tioning of the nervous system is unclear. It has been
ascribed a role in providing nutrition, removing excess
waste, circulating neurotransmitters, maintaining the
necessary electrolyte environment, and acting as a shock
absorber against trauma.

The distribution of nutrients, or neurotransmitters, and
removal of waste products of metabolism, is an unlikely
function of CSF, because these chemicals are present in
very low concentrations in the CSF. The main function of
CSF is to provide buoyancy to support the brain and act as
a cushion against trauma. The normal brain weighs about
1500 g; however, supported by the buoyancy of the CSF, its
apparent weight is reduced to about 50 g in the cranium.
Support for its role in cushioning the brain and spinal cord
against trauma comes from clinical conditions like severe
spinal canal stenosis. The CSF cushion around at the site of
stenosis is markedly reduced. As a result, spinal cord injury
often occurs even with minor trauma as the shock waves are
directly transmitted from the bone to the spinal cord.

Cerebrospinal fluid is made through a complex process
that occurs in the cells of the choroid plexus, which
lines the margin of the four fluid-filled spaces in the brain
called the ventricles. First, an ultrafilterate of plasma is
formed in the connective tissue surrounding the choroidal
capillaries. Next, this is converted into a secretion by
carbonic anhydrase enzyme present in the choroids epithe-
lium. The CSF is made at a fairly constant rate of about 10
mL/h. Most of the CSF is made in the choroids plexus of the
lateral ventricles. Roughly, 20% of the CSF comes from the
ventricular walls. As most CSF is made in the lateral
ventricles, it is traditionally believed that the CSF bulk
flow occurs from the lateral ventricles to the third ventricle,
fourth ventricle, and then through the foramen of Magen-
die and Lushka into the cerebello-pontine cistern and on to
the surface of the brain and spinal cord (Fig. 1). A fifth of
the CSF runs down around the spinal cord and then back to
the cranial subarachnoid space.

The CSF is absorbed by the cells of the arachnoid
granulations (13). These are present in the superior sagit-
tal sinus. The process involves pinocytosis of a small
quanta of CSF, on the subarachnoid side of the granula-
tions, and discharge into the blood on the venous side. The
process is driven by a pressure difference of at least 5 mm
Hg between the subarachnoid CSF and the superior sagit-
tal sinus. A small proportion of CSF is also absorbed along
the perivascular spaces and along the nerve sheaths exit-
ing the spinal canal (14).

This traditional view has been recently challenged.
Johnston et al. in experimental and cadaveric studies have
demonstrated that a large amount of CSF is present
around the olfactory nerve and the cribriform plate area
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and drains into the lymphatic system of the face (15,16).
Others believe that CSF may be absorbed directly at the
level of the capillaries and perivascular spaces (17).

CSF Pulsations. The pulsatile back and forth movement
of CSF between the cranium and the spinal canal with each
heartbeat plays a role in modulating the pulsatile cerebral
blood flow. Blood flow in the arteries leading blood to the
brain is pulsatile, whereas the pulsatility of blood flow in
the cerebral veins is considerably attenuated. The displa-
cement of CSF into the spinal canal during the systolic
phase helps accommodate the temporary increase in blood
volume in the intracranial space, which otherwise has only
a limited capacity to accommodate additional volume due
to the limited compliance of the intracranial compartment.
Reducing the pulsatility of the blood flow through the brain
may play a role in diffusion of nutrients to the brain cells
from the blood and of waste products from the brain cell to
the blood through a less pulsatile flow at the level of the
capillaries. As discussed later, MRI measurements of
the pulsatile arterial, venous, and CSF flows, to and from
the cranium, can now be used to measure intracranial
compliance and pressure (ICP), noninvasively. As one of
the main roles of shunting is to protect the brain from
increased ICP, diagnostic noninvasive measurement of
ICP may aid in management decisions in hydrocephalous.

Pathophysiology

Hydrocephalus occurs if there is a mismatch between the
CSF production and the absorption. Accumulation of CSF

can occur from obstruction to the egress of CSF from the
ventricles. This is referred to as obstructive or noncommu-
nicating hydrocephalus. It may also result from impairment
of absorption of the CSF at the level of the arachnoid villi or
increased resistance to the flow of CSF in the subarachnoid
spaces from fibrosis and scarring related to meningitis or
previous subarachnoid hemorrhage. This is referred to as
communicating hydrocephalus. Irrespective of the cause,
the accumulation of CSF has two consequences. It results in
an increase in the pressure in the cranium and may cause
diltation of the ventricles (ventriculomegaly).

� Increase in Intracranial Pressure: Maintaining
normal intracranial pressure is important for the
functioning of the brain. The pressure in the intra-
cranial cavity increases exponentially with an
increase in the total volume of its content (brain
tissue, blood, and the CSF) (18). Therefore, increase
in intracranial volume, due to uncompensated accu-
mulation of CSF, increases ICP and reduces intracra-
nial compliance. Compliance quantifies the ability of a
compartment to accommodate increase in volume for
a given increase in pressure and is defined as the ratio
of the changes in volume and pressure:

Compliance ¼ Dv

Dp
ð1Þ

where,Dv is change in volume and,Dp is the change in
pressure. Intracranial compliance decreases with
increased ICP because of the exponential relationship
between ICP and intracranial volume (ICV).

Normal ICP is about 1–5 mm Hg in an infant and up to 20
mm Hg in an adult. It is measured by inserting a needle into
the spinal canal and recording the pressure using a man-
ometer or by placing a catheter with miniature strain gauge
transducer at its distal tip (Codman, Raynham, MA;
Camino, Integra LifeSciences, Plainsboro, NJ) directly into
the brain parenchyma or the ventricles through a small
twist drill hole in the skull. Noninvasive means for mea-
surement of ICP would be important for diagnosis and man-
agement of hydrocephalus. Over the last several decades,
different approaches have been attempted (19). A method
based on measurements of CSF and blood flows to and from
the brain by MRI is described in more detail in this article.
Increase in ICP can affect the brain in two ways. First, it
reduces perfusion of blood into the brain due to the reduced
cerebral perfusion pressure (i.e., arterial pressure minus
ICP). Depending on the severity and duration, it may
result in chronic ischemia causing impairment in higher
mental functions, developmental delay in children, or an
acute ischemic injury and stroke. Second, rise in pressure
in any one of the compartments in the cranium, formed by
the tough dural falx in the midline and the tentorium
between the cerebral hemispheres superiorly and the cer-
ebellum inferiorly, forces the brain to herniate. This often
leads to infarction of the brain stem and death.

� Symptoms: Clinically, patients who have elevated
ICP generally present with typical symptoms. Head-
ache is the most common. It occurs especially in the
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Figure 1. CSF is mainly formed by the choroids plexus in the
lateral, third (1), and fourth (4) ventricles. The fluid flows (in the
direction of the arrows) from lateral ventricles through the foramen
of Monro (6) into the third ventricle. CSF then passes through
the aqueduct of Sylvius (2) into the fourth ventricle (3) and exits the
fourth ventricle through the foramen of Luschka and Magendie (5)
into the cisterna magna and the basal cisterns. The flow is then
into the subarachnoid space over the surface of the brain and about
the spinal cord. Finally, the fluid is absorbed through the tufts of
arachnoid (arachnoid villi) into the sagittal sinus.



early hours of the morning in initial stages. Low
respiratory rate during sleep results in buildup of blood
CO2 and vasodiltation. This aggravates the increased
ICP in the early stages of the disease. Vomiting is the
next common symptom and probably results either
from the distortion of the brain stem vomiting center
or its ischemia. Vomiting is often associated with
retching and rapid respiration that lowers the blood
CO2 level. This in turn leads to vasoconstriction and
lowers the ICP and often results in a transient relief in
headaches. Diplopia or double vision is also commonly
encountered in a setting of increased ICP. It is a result
of stretch of the sixth cranial nerve, which controls the
abduction of the eyes. Weakness of ocular abduction
disturbs the normal axial alignment of the two eyes
resulting in defective fusion of the two images by the
brain. Blurring of vision and visual loss may occur in
patients with long-standing intracranial hypertension.
This results from edema of the optic nerve head as the
axoplasmic flow in the neurons of the optic nerve is
impaired by the high ICP that is transmitted to the
nerve through the patent nerve sheath. Hearing
deficits related to similar effect on the cochlea are,
however, less frequent. Lethargy or sleepiness is fre-
quently observed in patients with high ICP and is
probably from a combination of decreased cerebral
perfusion and distortion of the brain stem.

� Ventricular Enlargement: Depending on the
pathophysiology of hydrocephalus, CSF may accumu-
late only in the ventricles as in obstructive hydroce-
phalus or in both the ventricles and the subarachnoid
space in communicating hydrocephalus. The increased
pressure within the ventricle is transmitted to the
periventricular region and results, over time, in loss
of neurons, increase inperiventricular interstitial fluid,
and subsequent gliosis with loss of white matter (20).

When onset of hydrocephalus occurs early in infancy,
before the skull sutures have closed, the enlarging ven-
tricles are associated with a progressive increase in head
circumference and developmental delay. In later childhood
and adults, the increasing ventricular size is associated
with symptoms of increased ICP. However, ventricular
enlargement may also occur with normal mean ICP, in
the elderly patients (21). This is referred to as normal
pressure hydrocephalus (NPH). The enlarging ventricle
stretches the periventricular nerve fibers. The patient
presents not with signs of increase in ICP but with pro-
gressive gait ataxia, bladder incontinence, and dementia.
Similar presentation may also be observed in adolescents
with aqueductal stenosis and obstructive hydrocephalus.
These patients with compensated long-standing hydroce-
phalus have been referred to as long-standing hydrocepha-
lus of adults (LOVA) (22).

It is not clear why the ventricles enlarge preferentially,
compared with the subarachnoid space, even though the
pressure distributes equally in a closed system. It has been
argued that, rather than the actual mean ICP, it is the pulse
pressure that determines ventricular diltation. Di Rocco et
al. (23) have shown that ventricular enlargement could be
induced by an intraventricular pulsatile balloon with a high

pulse pressure, despite the mean ICP being normal. It may
be argued that in a pulsatile system, it is the root mean
square (RMS) of the pressure, rather than the mean pres-
sure, that is the cause of enlarged ventricles. It has been
suggested that, in communicating hydrocephalus, decrease
in compliance may be responsible for preferential transmis-
sion of the pulsations to the ventricles (24,25). However,
others have shown that in acute or chronic communicating
hydrocephalus, the pulse pressure and the pressure wave-
forms in the SAS and the ventricles are similar (26,27).
Alternative explanations offered are that the pia over the
cortical surface is more resilient than ependyma that lines
the ventricular wall; the venous pressure in the periventri-
cular region is lower, making it more deformable than the
subcortical area (28).

DIAGNOSTIC METHODS

Measurement of Resistance to CSF Reabsorption

The hydrodynamics of the craniospinal system is governed
by patient-specific properties like CSF formation
rate, CSF reabsorption resistance (historically termed
as outflow resistance), venous pressure in the sinus, and
craniospinal compliance. Together with the periodic var-
iations in ICP, due to blood volume variation from the
heartbeat and vasomotion, these properties describe the
CSF dynamics, which provide the working environment of
the brain. When this environment is disturbed, it affects
the function of the brain resulting in the clinical symptoms
of hydrocephalus. After shunting, symptoms are
often eliminated or reduced. It shows that a clinical
improvement can be accomplished by actively changing
the brain’s working environment. This link among CSF
dynamics, brain function, symptoms, and shunting has
made researchers look for CSF dynamical means to iden-
tify patients that would benefit from a shunt surgery.
Outflow resistance has been suggested as a strong predictive
parameter in communicating hydrocephalus. Invasive infu-
sion tests in conjunction with a mathematical model of the
craniospinal system can be used to estimate CSF absorption
rate. The mostaccepted model for the system hydrodynamics
has been proposed by Marmarou (29).

The basic assumptions for the model are as follows:

� CSF reabsorption rate is linearly dependent on the
difference between the intracranial and venous pres-
sures (the outflow resistance describes this linear
relationship)

� A pressure-dependent compliance

� A constant formation rate of CSF, independent of ICP

The model can be displayed as an electrical analogy
(Fig. 2). The model is described mathematically as a differ-
ential equation of the time-dependent ICP as a function
of external infusion and the governing physical parameters:

dPICðtÞ
dt

þ K

Rout
½PICðtÞ�2� K 	 IinfusionðtÞþ

K 	Pr

Rout

� �
PICðtÞ ¼ 0

ð2Þ
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where Rout is outflow resistance, PIC is the intracranial
pressure, Pr is the ICP at rest, and K is the elastance.

Estimation of CSF outflow resistance and the other
system parameters requires perturbation of the system
steady state by infusion of fluid into the craniospinal
system, either through a lumbar or a ventricular route.
Typically, one or two needles are placed in the lumbar
canal. When two needles are used, one is connected to a
pressure transducer for continuous recording of the
dynamic changes in ICP following the infusion, and the
other one for infusion and/or withdrawal of the fluid.
Different protocols of infusion will lead to unique mathe-
matical solutions. In addition to the resting pressure (also
refereed to as opening pressure), which always is deter-
mined during these investigations, it is generally believed
that the outflow resistance is the clinically most important
parameter, but compliance has also been proposed as a
predictor for outcome after shunting.

Bolus Infusion. An example of ICP recoding during the
bolus infusion test is shown in Fig. 3. The approach is to
first determine the compliance from the ratio of the injected
volume and the magnitude of pressure increase (30). A
pressure volume index (PVI), which describes compliance,
is calculated through the expression:

PVI ¼ DV

logðPp=P0Þ
ð3Þ

where DV is the infused volume, Pp is the peak pressure
and P0 is the initial pressure just before the infusion. The
next step is to determine Rout from the spontaneous relaxa-
tion curve when the ICP returns toward the resting pres-
sure (Fig. 3). Solving the differential equation for the
relaxation phase after the bolus infusion gives the follow-
ing expression for Rout as a function of time (31):

Rout ¼
tP0

PVI log
ðPt=P pÞðP p � P0Þ

Pt � P0

� � ð4Þ

where t is the time in seconds after the bolus and Pt is the
measured pressure at time t on the relaxation curve. From
each bolus, a number of values of Rout are calculated and
averaged, for example at t ¼ 1 min, 1.5 min, and 2 min. The
bolus procedure is usually repeated a couple of times for
increased measurement reliability.

Constant Pressure Infusion. In this infusion protocol,
several constant ICP levels are created. This is done by
using a measurement system that continuously records the
ICP and regulates it by controlling the pump speed of an
infusion pump (Fig. 4) (32). The net infusion rate needed to
sustain ICP at each pressure level is determined, and a flow
versus pressure curve is generated (Fig. 4). Using linear
regression, the outflow resistance is then determined from
the slope of that curve (33), because at steady state, the
differential equation reduces to

Iinf ¼
1

Rout
PIC �

Pr

Rout
ð5Þ

where PIC is the mean intracranial pressure on each level,
Pr is the resting pressure, and Iinf is the net infusion flow at
each level.

The constant pressure method can also be used to
estimate the CSF formation rate. This is done by lowering
the ICP beneath the venous pressure, i.e., below 5 mm Hg.
At that ICP, no CSF reabsorption should take place. There-
fore, the net withdrawal of CSF needed to sustain that
constant pressure level should equal the formation rate.

Constant Flow Infusion. In this method, both the static
and the dynamic behavior of the CSF system can be used to
estimate outflow resistance (34). In a steady-state analysis
Rout can be calculated from the stable ICP value associated
with a certain constant infusion rate. Rout is then estimated
by the following expression:

Rout;stat ¼
Plevel � Pr

Iinf
ð6Þ

where Rout,stat is a static estimation of Rout, Plevel is the new
equilibrium pressure obtained at the constant infusion
rate, Pr is the resting pressure, and Iinf is the infusion rate
(Fig. 5).

Rout can also be estimated from the dynamic phase
during the pressure increases toward the new equilibrium
(Fig. 5). This procedure will also give an estimate of the
craniospinal compliance (elastance). The differential equa-
tion is now solved for a condition of a constant infusion rate,
and the solution is fitted against the recorded pressure
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Figure 2. Model of the dynamics of the CSF system. Iformation is
the CSF formation rate, C is the pressure-dependent compliance
described by the elastance parameter K, Rout is outflow resistance,
Psinus is the venous pressure in the sinus, and PIC is the
intracranial pressure. Iinfusion is the option of external infusion
of artificial CSF.

Figure 3. ICP curve from a bolus injection of 4 mL. Figure from
Marmarou et al. (30).



curve. The time-dependent pressure increase is described
by the following expression:

PðtÞ ¼
Iinf þ Pr�P0

Rout;dyn

� �
	 ðPr � P0Þ

Pr�P0

Rout;dyn
þ Iinf e

�K
Pr�P0

Rout;dyn
þIinf

� �
t

" #þ P0 ð7Þ

where K is the elastance and P0 is a reference pressure that
is suggested to be equal to venous sinus pressure. Fitting
against data will result in estimations of the unknown
parameters Rout,dyn, K, and P0.

In summary, CSF infusion tests are conducted to reveal
parameters describing the hydrodynamics of the craniosp-
inal system. An active infusion of artificial CSF is per-
formed, and the resulting ICP response is recorded, and
parameters such as outflow resistance, compliance, forma-
tion rate, and the venous sinus pressure are then estimated
based on a proposed mathematical model. Outflow resis-
tance values determined with the bolus method are usually
lower than the values determined with the constant infu-
sion and constant pressure methods. The reason for this
difference is not well understood at this time. Determina-

tion of Rout is often used as a predictive test in hydroce-
phalus, and it has been stated that if the outflow resistance
exceeded a certain threshold, it is an excellent predictor of
clinical improvement after shunting (35). In a recent guide-
line for idiopathic normal pressure hydrocephalus, mea-
surement of Rout is included as a supplementary test for
selecting patients suitable for shunt surgery (36).

DIAGNOSIS WITH IMAGING

Cross-sectional imaging is routinely used in the diagnosis
of hydrocephalous. CSF spaces are well visualized with CT
and MRI. In CT images, CSF spaces appear darker due to
the lower atomic density of the CSF compared with that of
brain tissue. MRI provides an excellent soft-tissue contrast
resolution and is considered the primary imaging modality
for brain imaging. With MRI, CSF spaces can appear either
darker or brighter compared with its surrounding tissues
depending on the imaging technique. An example of a CT
image and MRI images demonstrating abnormally large
CSF spaces is shown in Fig. 6. Cross-sectional imaging
enables quantitative assessment of the CSF spaces as well
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Figure 4. Pressure and flow curves for the constant pressure method. Left graph shows typical data
for ICP and infused CSF volume versus time. Right graph shows the mean pressure and flow points
determined from each steady-state level. Outflow resistance corresponds to the inverse of the slope.

Figure 5. ICP data from a constant
infusion investigation. Figure modified
from Czosnyka et al. (34).



as 3D reconstruction of the geometry of the ventricular
system. The 3D model is obtained by segmentation of the
CSF spaces in each of the 2D slices. An example of 3D
models of the ventricular system from MRI data demon-
strating normal size ventricles and enlarged ventricles are
shown in Fig. 7a and b, respectively.

MRI-based motion-sensitive techniques capable of ima-
ging flow are gaining an important role in the diagnosis
of hydrocephalus. In particular, dynamic phase-contrast
techniques provide images of velocities (velocity-encoded
images). The degree of brightness in these images is pro-
portional to the direction and the speed of the moving fluid
or tissue. Dynamic (cine) phase contrast images are used to
visualize the back and forth flow through the different CSF
pathways. The cine phase contrast MRI (PCMRI) techni-
que is also used to derive quantitative parameters such as
CSF volumetric flow rate through the aqueduct of Sylvius,
from which the CSF production rate in the lateral ventri-
cles can be estimated (37), and intracranial compliance and
pressure (19,30).

MRI-Based Measurement of Intracranial Compliance and
Pressure

The noninvasive measurement of compliance and pressure
uses the cardiac pulsations of the intracranial volume and

pressure (30,38). This method is the noninvasive analogs to
the measurement of intracranial compliance with the pre-
viously described bolus infusion method where the volume
and pressure changes are calculated from the MRI mea-
surements of CSF and blood flows to and from the brain.
Intracranial elastance, i.e., a change in pressure due to a
small change in volume, or the inverse of compliance, is
derived from the ratio of the magnitudes of the changes in
volume and pressure, and the pressure is then derived
through the linear relationship between elastance and
pressure. The MRI method measures the arterial, venous,
and CSF flows into and out of the cranial vault. A small-
volume change, on the order of 1 mL, is calculated from the
momentary differences between inflow and outflow at each
time points in the cardiac cycle. The pressure change is
proportional to the pressure gradient change, which is
calculated from time and spatial derivatives of the CSF
velocities using fluid dynamics principles.

A motion-sensitive MRI technique, cine phase con-
trast, provides a series of images where the value at each
picture element is proportional to the velocity at that
location. The phase contrast MRI technique is based on
the principle that the precession frequency of the protons
is proportional to the magnetic field strength. Therefore,
velocity can be phased-encoded by varying the magnetic
field in space and time, i.e., generating magnetic field
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Figure 6. An example of a (a) CT image and (b and c) MRI images demonstrating abnormally large
CSF spaces. The appearance of CSF in MRI depends on the technique used to acquire the images; its
(b) dark with a T1 technique and (c) bright with a T2 technique.

Figure 7. Volume rendering of the
CSF spaces inside the brain (i.e., ven-
tricles) generated using segmented
MRI data from a (left) healthy vol-
unteer and from a (right) hydroce-
phalic patient.



gradients. When a gradient field is applied along an axis
for a short time, the proton’s phase will change based on
its location along that axis. When a bipolar (positive and
then negative) gradient field is applied, the phase of the
stationary protons will increase during the positive por-
tion (lobe) of the bipolar gradient and then will decrease
during the negative lobe. If the lobes were of equal area,
no net phase change would occur. However, moving pro-
tons, such as those in the blood or CSF, will experience
different field strength during each lobe due to their

change in position; this will result in a net phase change
proportional to the proton velocity.

Examples of MRI phase contrast images of CSF and
blood flow are shown in Figs. 8 and 9, respectively. The
oscillatory CSF flow between the cranial and the spinal
compartments is visualized in images taken in a transverse
anatomical orientation through the upper cervical spinal
canal. The location of this plane is indicated on a mid-
sagittal scout MR image shown in Fig. 8a. Fig. 8b depicts
outflow (white pixels) during systole, and Fig. 8c depicts
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Figure 8. (a) Anatomical mid-
sagittal T1-weighted MR image
showing the location of the axial plane
used for CSF flow measure- ment (dark
line). (b and c) Phase-contrast MRI
images of CSF flow in the spinal canal.
(b) CSF flow during systole. (c) CSF flow
during diastole.Thepixelvalues in these
images are proportional to velocities in a
direction perpendicular to the image
plane. Gray-static tissue, white-
outward flow (caudal direction), and
black-inward flow (cranial direction).
(d) A 3D plot of the CSF velocities
during systole.

Figure 9. (a) A blood vessel MRI scout image
showing the location of the axial plane for blood
flow measurement (dash line). (b) A phase con-
trast MRI image of blood flow through that
location. Black pixels indicate arterial inflow,
and white are venous outflow. (c) A 3D plot of
the blood flow velocities.



inflow (black pixels) during diastole. Fig 9d depicts a 3D
plot of the velocities in a region of interest containing the
CSF space and an epidural vein. The CSF flow is imaged
with a low-velocity encoding, and the faster blood flow
through the neck arteries and veins is imaged using
high-velocity encoding. The location of the imaging plane
used for blood flow measurement is shown in Fig. 9a, and
a velocity encoded image of blood flow is shown in Fig. 9b.
Fig 9c depicts a 3D plot of the velocities in a region of
interest containing the internal carotid and vertebral
arteries and the jugular vein.

Volumetric flow rates are obtained by integration of the
velocities throughout a lumen cross-sectional area. The
total volumetric arterial flow rate—that is, total cerebral
blood flow—is calculated directly from the sum of the
volumetric flow through the four vessels carrying blood
to the brain (internal carotid and vertebral arteries). The
venous blood outflow is obtained by summation of the flow
through the jugular veins, and through secondary venous
outflow channels such as the epidural, vertebral, and deep
cervical veins when venous drainage occurs through these
veins. An example of the volumetric flow waveforms for
CSF, arterial inflow, and venous outflow measured in a
healthy volunteer is shown in Fig. 10.

The rate of the time-varying intracranial volume change
(net transcranial volumetric flow rate) is obtained by sub-

tracting outflow rates from inflow rates at each time point.
The intracranial volume change (delta of volume from a
given reference point) is obtained by integrating that wave-
form with respect to time. Waveforms of the net transcra-
nial volumetric flow rate and the change in the intracranial
volume are shown in Fig. 11.

The magnitude of the change in intracranial pressure
during the cardiac cycle (pulse pressure) is proportional to
that of the CSF pressure gradient waveform. A method to
measure pressure gradient of pulsatile flow in tubes with
MRI was reported by Urchuk and Plewes (39). Pulsatile
pressure gradients are derived from the MRI velocity-
encoded phase contrast images using the Navier–Stokes
relationship between pressure gradient and temporal and
spatial derivatives of the fluid velocity for incompressible
fluid in a rigid tube (40). Pressure traces from invasive
recordings obtained invasively in patients with low and
elevated ICP with an intraventricular pressure transducer
and the corresponding CSF pressure gradient waveforms
derived from the MRI measurements of the CSF velocities
at low- and high-pressure states are shown in Fig 12. The
ratio of the magnitude of the pressure and volume changes,
i.e., intracranial elastance, is then expressed in terms of
MR-ICP based on the linear relationship between ela-
stance and ICP.

DEVICES FOR TREATMENT

Despite significant advances in understanding of the
pathophysiology of hydrocephalus, the gold standard for
the treatment of hydrocephalus still continues to be CSF
diversion through a tube shunt to another body cavity.
Unfortunately, treatment with CSF shunts is associated
with multiple complications and morbidity. The rate of
shunt malfunction in the first year of shunt placement is
40%, and, thereafter, about 10% per year. The cumulative
risk of infection approaches 20% per person although the
risk of infection per procedure is only 5–8% (41). The
technological advances in shunt valve designs and materi-
als have had only a marginal impact on the rate of com-
plications. Third ventriculostomy has become popular in
recent years for management of obstructive hydrocepha-
lus, but many questions about its long-term permanence
remain controversial. Choroid plexectomy (42,43) aimed at
arresting hydrocephalus by reducing CSF production or
pharmacotherapy with similar intentions have had very
limited success in selected patients.
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Figure 11. (Left) The MRI-derived
net transcranial volumetric flow rate
waveform. (Right) The intra cranial
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cycle derived by integrating the net
transcranial volumetric flow waveform
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volumechange inthis subject is0.5mL.
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Nonobstructive Hydrocephalus

No treatment other than CSF diversion has been effective in
management of this form of hydrocephalus. The CSF may be
diverted from the ventricles through a catheter that runs in
the subcutaneous tissue into the abdominal cavity where it
is absorbed by the peritoneum (ventriculo- peritoeal shunt)
(Fig. 13). It may also be diverted from the spinal subarach-
noid space by a lumbar shunt that diverts it to the perito-
neum (Lumbar-peritoneal shunt). Lumbar CSF diversion
avoids the potential risk of brain injury by the ventricular
catheter. Lumbar shunts have a lower risk of obstruction
and infection (44) but are more prone to malfunction from
mechanical failures (45), and, the development of hind brain
herniation, over a period of time, has been well documented
(46,47). Evaluation of a lumbar shunt for function is more
cumbersome than that of a ventricular shunt. The lumbar
shunt is usable in patients with communicating hydroce-
phalus, small ventricles, and patients who have had multi-
ple ventricular shunt malfunctions.

In patients who cannot absorb CSF from the peritoneum
due to scarring from previous operations or infections, the
CSF may be diverted to the venous system through a

catheter placed at the junction of superior vena cava and
the right atrium (ventriculo/lumbar-atrial shunt).

A typical shunt system consists of three parts (Fig. 14).
First, the proximal catheter, i.e, the catheter, is inserted into
the ventricle or the lumbar subarachnoid space. Second, the
valve controls the amount of CSF that flows through the
shunt system, and third, the distal catheter drains the CSF
from the valve to the peritoneum or the atrium.

Proximal Catheter

Three basic types of proximal catheter designs are
available: simple with multiple perforations (Codman,
Raynham, MA; PS Medical, Goleta, CA), simple Flanged
(Heyer-Schulte), Integra, Plainsboro, NJ; Anti-Blok
(Phoenix Vygon Neuro, Valley Forge, PA) with receded
perforations. The last two have been designed to minimize
the growth of choroid plexus into the perforations and
causing obstruction. There is no controlled study to sug-
gest that these two designs are in any way superior to
simple perforations. The flanged catheters can get stuck,
as choroid plexus grows around it, making removal of an
obstructed catheter difficult (48).
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Figure 12. Invasive pressure traces (top) obtained with an intra-ventricular catheter from two
patients with (left) low and (right) elevated ICP. The corresponding MRI-derived CSF pressure
gradients are shown at the bottom.



Placement of the proximal catheter has generated con-
siderable controversy in the literature (48–51). More
recently, endoscopic placement of the proximal catheter
into the frontal horn, away from the choroid plexus, has
been advocated to minimize proximal malfunction
(3,52,53). Again no controlled study has been done to
confirm whether placement of the proximal catheter into
frontal or occipital horn is superior to placement in the
body of the lateral ventricle. Often catheters that are
grossly malpositioned may continue to work, whereas
those that are well positioned may fail. The choice of the
site, frontal or parietal, may be made on the basis of the
above although some studies have suggested a higher
incidence of seizure with catheters placed via a frontal
burr-hole (49). A study to evaluate use of endoscope to place
the shunt catheter in the frontal horn failed to show any
benefit (54). This suggests that no matter where the cathe-
ter is placed, the flow of CSF toward the catheter causes the
choroids plexus to creep toward the catheter, ultimately
causing ingrowth and obstruction of the catheter (55).

To remove an obstructed catheter, intraluminal coagu-
lation of the choroid plexus is done using a stylet and low-
voltage diathermy, at the time of shunt revision (56–58).
Massive intraventricular hemorrhage may occur if the

choroid plexus is torn while forcefully removing the cathe-
ter. Delayed subarachnoid hemorrhage from rupture of
pseudoaneurysm resulting from diathermy of a catheter
close to anterior cerebral artery has been reported (59). At
times, if the ventricular catheter is severely stuck, it is
advisable to leave it in position but occlude it by a ligature
and clip. This may become necessary as sometimes an
occluded catheter may become unstuck over time and begin
to partially function, resulting in formation of subgaleal
CSF collection. Replacing a new catheter into the ventricle
in patients with small or collapsed ventricles can be some-
times challenging. In most instances, after removal of the
old catheter, the new catheter can be gently passed into the
ventricle through the same tract. Frameless stereotaxis
(StealthStation, Medtronics, Goleta, PA) is now available
and may offer an alternative to cumbersome and time-
consuming frame-based stereotactic catheter placement
(52).

Valve

The valve regulates the amount of CSF that is drained. The
aim is to maintain normal ICP. The simplest valves are
differential pressure valves. The CSF drainage in these
valves is based on the pressure difference between the
proximal and the distal ends. Three major configurations
are available (Fig. 14): diaphragm, slit valve, and ball-
spring mechanism in different pressure ranges (low, med-
ium, and high). Recently, valves in which the pressure
setting can be changed with a magnetic wand have become
available. These programmable valves allow pressure
changes over different pressure ranges based on the man-
ufacturer. The pressure setting on the valve can be ascer-
tained by X ray of the head in the Medos valve (Codman,
Raynham, MA) or using a magnetic wand in the Strata
valve ( Medtronics, Goleta, CA). To prevent inadvertent
changes in the valve setting by stray magnetic fields, the
Polaris valve (Sophysa, Costa Mesa, CA) has an ingenious
locking mechanism that allows changes only if the mag-
netic field has a certain configuration.

Slit valves tend to be the most inaccurate in their
performance followed by ball and spring valves. The dia-
phragm valves proved to be most stable in long-term tests.
Most valves, like the slit valves, ball–spring, and dia-
phragm valves, offer a lower resistance (<2.5 mm Hg/
mL/min) than the normal physiological CSF outflow of
6–10 mm Hg/mL/min. The standard distal tubing of 110
cm increases the overall resistance to 50–80% of the phy-
siological value (60).

Standard differential pressure valves are available in
different pressure ranges. It is unclear whether it makes a
difference in an ambulatory patient to use a low-, medium-,
or high-pressure valve because in the upright position
irrespective of the rating the hydrostatic column converts
all differential pressure valves into ‘‘negative’’ pressure
valves (61). The overdrainage results in persistent head-
aches from low ICP, ventricular collapse, and increased
risk of shunt obstruction. Long-term changes in cerebro-
venous physiology cause acute and severe increase in ICP
without enlargement of ventricles at the time of shunt
malfunction (62). To circumvent the overdrainage in the
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Figure 13. The shunt consists of three parts. The ventricular
catheter enters the skull through a burr hole in the skull and
passes through the brain into the lateral ventricle. It is connected
to the valve that is placed in the subcutaneous tissue of the scalp.
The valve in turn is connected to the distal catheter that runs in
the subcutaneous tissue to enter the peritoneal cavity of the
abdomen as shown in the inset (ventriculo-peritoneal shunt) or
into the jugular vein and through it to the superior vena cava
(ventriculo-atrial shunt).



upright position, ingenious devices, also referred to as
devices for reducing siphoning (DRS), have been developed
(Fig. 14). The Anti-Siphon device (Integra LifeSciences)
has a flexible diaphragm that mechanically senses atmo-
spheric pressure and shuts off the drainage channel if the
hydrostatic pressure in the fluid column becomes negative.
Flow control valves (Orbis Sigma Valve, Integra Life-
Sciences and Diamond Valve, Vygon Neuro, Valley Forge,
PA) have a drainage channel that narrows as the differ-
ential pressure increases in the upright position to reduce
the flow. Gravity actuated devices (Gravity Compensating
Accessory, Integra LifeSciences, CA, Chabbra Shunt) have
metal balls that fall over one another in the upright posi-
tion to increase resistance to flow. Double channel devices
(Dual Switch Valve, Christoph Miethke GmBH & Co KG;
SiphonGuard, Codman) have two channels; the low-resis-
tance channel is shut off by a gravity actuated ball in the
upright position.

There is no evidence to suggest that use of one type of
valve is superior to the other, and several valve designs are
available in the market today. A recent multicentric study,
evaluating three basis types of valves, failed to confirm the
utility of flow control or anti-siphon valves in children and
infants over the differential pressure valves (10). Similarly,
studies have failed to show that programmable devices are
superior to fixed pressure valves (63). Over a period of time,
the ventricle tended to become small irrespective of the
type of valve used. The rate of proximal malfunction in a
patient with flow control valves was 6.5% compared with
42–46% for the other two valves, although the overall rate
of malfunction and shunt survival was not statistically

different. The design of the flow control valves with a
narrow orifice makes it sensitive to malfunction (64). Cer-
tainly, revising a valve has less morbidity and risk of
neurological injury than revising the proximal catheter,
especially in patients with slit ventricles. There is evidence
that a significant number of patients do not tolerate flow
control valves and, despite a radiologically functioning
shunt, have high intracranial pressure from under-
drainage through the valve. In patients with limited pres-
sure–volume compensatory reserve, there can be an exces-
sive increase in intracranial pressure during cardiovascular
fluctuations, especially at night and be responsible for night-
time or early morning headaches, in patients with flow
control devices (60). Self-adjusting diaphragm valves like
the Orbis-Sigma (Integra LifeSciences), on bench test, have
proved to be inaccurate and unstable at perfusion rates of
20–30 mL/h, which is the most important physiological
range, leading to pre-valve pressures rapidly changing
between 4 and 28 mm Hg. During long-term perfusion,
these may resemble ICP pressure waves (60).

Diaphragm-based anti-siphon devices are prone to
obstruction from encapsulation as has been shown in
experimental animals and is often encountered in patients
who have had recurrent malfunctions (65). Some patients
are more prone to develop heavy scarring around the shunt
system. Again, there is no evidence that using an open
(ASD, Anti Siphon device, Integra LifeSciences) has any
advantage over using a closed system that opens when the
pressure exceeds the negative hydrostatic pressure (SCD,
Siphon Control Device, Medtronics), although theoretically
malfunctions in an open system would only result in loss of

HYDROCEPHALUS, TOOLS FOR DIAGNOSIS AND TREATMENT OF 11

Figure 14. Three major types of valve designs are available. (a) Differential pressure valves allow
flow in proportion to the pressure difference between the proximal catheter and the distal catheter.
Configurations are a simple diaphragm, ball and spring, or slit valve. Programmable differential
pressure valves can be programmed to a pressure setting using a magnetic wand. In the upright
position, due to a negative pressure from the hydrostatic column of fluid in the distal catheter, these
valves tend to overdrain causing negative pressure symptoms. (b) Flow control valves have the ability
to limit overdrainage from a negative hydrostatic pressure gradient. The Orbis-Sigma Valve has a
wedge-shaped pin over which the orifice of the diaphragm (arrows) rests. When the distal pressure
becomes negative in the upright position, the diaphragm slides downward on the pin narrowing the
drainage channel and hence reducing the flow rate. The Diamond valve has a wedge-shaped slit in
the construct (arrows) that narrows as the distal pressure becomes increasingly negative again
reducing the flow rate. (c) Gravity actuated devices reduce drainage in the upright position by increase
in resistance to flow of CSF from the weight of metal balls in the drainage channel.



anti-siphon function without obstruction to the flow of
CSF. In the open system (ASD), the flow through the valve
stops only after the intracranial pressure has become
negative in the upright position, which is more physiolo-
gical, than with SCD, in which the flow stops once the
pressure reaches zero. In the multicentric shunt study, the
incidence of overdrainage was 7.8% in the SCD group and
2.6% in the Standard valve group. The study suggests that
diaphragm-based anti-siphon devices may not be any super-
ior to differential pressure valves in reducing overdrainage
(10). Considerable controversy also revolves around the most
optimum site for placement for the anti-siphon devices
(66,67). The classic position is at the level of the skull base:
however, the bench test suggests a marked tendency to over-
drain if the SCD is below the level of the proximal catheter.
These factors may be minor when considered in light of the
excessive sensitivity of the SCD to external pressure from
scar or when the patient is lying on the device (64).

The gravity actuated device (GAD) is used in conjunction
with a differential pressure valve to limit overdrainage (68).
It is similar to the horizontal vertical valve used in lumbar
shunts but constructed to fit in-line with a ventriculoper-
itoneal shunt. There is no literature to prove or disprove
its utility; however, in individual cases, we have found it
effective. Experimental evidence suggests that motion and
vibration (35) make the mechanism of these devices ineffec-
tive although clinical studies are lacking. The position of the
GAD device is critical for optimum functioning. Slight
angulation of the device to vertical can cause underdrainage
in the horizontal position and overdrainage in the vertical
position. Examples of pressure flow characteristics of a
standard differential pressure valve, a flow control valve,
and a valve containing a GAD are shown in Fig. 15.

Distal Catheter

Distal shunt malfunction is reported to occur in 12% to 34%
of shunts (51,69). Three types of distal catheters have been
used: the closed ended with side slits, open ended with side
slits, and open ended. A higher incidence of distal catheter
obstruction has been noted in catheters with side slits
whether closed ended or open ended (51,70). Omental in-
growth is responsible for the peritoneal catheter obstruc-

tion; possibly the distal slits act as collection points for the
debris and provide a channel for trapping the omentum. It
is unclear whether using open-ended distal catheters
increases the likelihood of small ventricle malfunction.
Use of extended length catheters (110–120 cm) is not
associated with an increase in the complications and elim-
inates the need to lengthen the peritoneal catheter for
growth of the patient (71). However, care must be taken
to identify patients who may have enough length of tubing
in the abdomen but may underdrain due to a narrow and
taught segment of tubing from subcutaneous tethering as a
result of scarring and calcification.

It is difficulty to justify use of atrial over the peritoneal
site for distal absorption (72,73). Data on 887 patients
suggested that atrial shunts have a higher rate of mal-
function although some studies have not shown a signifi-
cant difference. However, when the same information was
stratified by age, shunt type, and time period, there was no
significant difference in shunt durability. Cardio-pulmonary
complication, such as irreversible pulmonary hyperten-
sion, endocarditis, and glomerulonephritis, are some of
the more serious complications that may occur with atrial
shunts (73). Alternative sites, like pleura, may result in
significant negative pressures in the shunt system (74).
Poor absorption from the pleura may result in large pleural
effusions in small children (74). The gall bladder has also
been effectively used in patients in whom peritoneal, atrial,
or pleural sites have been exhausted (75,76). Potential
complications of these shunts, notably biliary ventriculitis
and biliary meningitis, have been reported in the literature
(77,78). The ventriculo-femoral shunt may be tried in
patients with a difficult access to the atrium from the
subclavian or jugular route (79). Trans-diaphragmatic pla-
cement of the distal catheter in the sub-hepatic space
worked successfully in one reported patient with poor
peritoneal access due to scarring (80).

Shunt Material

Ideal shunt material should be completely biocompatible,
be easy to handle, flexible, resistant to infection, and non-
metallic but radio-opaque (metals interfere with MRI ima-
ging). From a manufacturing standpoint, it should be easy
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to mold into tubing and making valve components. Silicone
polymer is probably the best available material for this
purpose.

Some studies have suggested development of silicone
allergy in some patients with ventricular shunts (81–84). It
is unclear whether it represents a true immunological
reaction or a nonspecific foreign body type granulomatous
reaction (85). In patients with suspected or documented
silicone allergy, use of polyurethane (86) or, more recently
CO2 extracted silicone catheters has been postulated but
not proven to offer some advantage in reducing risk of
recurrent malfunctions.

Subcutaneous location of the distal catheters makes
them susceptible to degradation from a foreign-body reac-
tion mounted by the body (87). Scarring around the catheter,
calcification, and stress fractures are long-term conse-
quences of this reaction (88,89). Unless there is some
amount of surface degradation, the adhesions to the sub-
cutaneous tissues do not occur (87). Evidence suggests that
barium used in the silicone catheters is probably not an
important factor in promoting calcification and degradation
(90). Use of barium-free catheters, however, makes it diffi-
cult to evaluate a shunt system on radiological imaging.

To minimize colonization of shunt catheters and infec-
tion, recently antibiotic-coated catheters have become avail-
able. The catheters are available coated with rifampin and
minocycline (Medtronics, Goleta, CA) and another with
rifampin and clindamycin (Bactiseal, Codman, Raynham,
MA). The antibiotic is most active against Staph epidermi-
dis, which is the cause of shunt infection in most patients.
The antibiotic gradually leaches out of the catheter over a
30–60 day period providing added advantage. Control stu-
dies have shown a significant reduction in rate of infection
with use of these catheters (91,92). The major drawback is
the excessive cost of the antibiotic-coated catheters.

Shunt Malfunction

About 30–40% of the shunts malfunction within the first
year of placement (10) and 80% of malfunctions are prox-
imal malfunctions. Although most patients with a mal-
functioning shunt will present with the classic features of
raised pressure, headache, and vomiting, in 20%, there
may be no signs of raised pressure (93). Instead, this group
of patients present with a subtle change in behavior,
decline in school performance, gait disturbances, and
incontinence. Some patients may present with aggravation
in the signs and symptoms of Chiari malformation or
syringomyelia. Parents are often more sensitive to these
subtle changes. In a study comparing the accuracy of
referral source in diagnosing shunt malfunction, parents
were more likely to be correct about the diagnosis as
compared with a hospital or general practitioner (94).

At examination, a tense fontanelle, split sutures, and
swelling at the shunt site are very strongly suggestive of a
malfunctioning shunt. Shunt pumping has a positive pre-
dictive value of only 20% (95). A shunt valve that fails to fill
up in 10 minutes is very strongly suggestive of shunt
malfunction. Radiological assessment may demonstrate a
fracture or dislocation. Presence of double-backing of the
distal catheter, wherein the distal catheter tip loops out of

the peritoneal through the same spot that it enters it, is
diagnostic of distal malfunction (96). The shunt tap gives
useful information about the proximal and distal shunt
system. The absence of spontaneous flow and poor drip rate
indicate proximal malfunction, whereas a high opening
pressure is suggestive of distal malfunction (97). The pre-
sence of increase in size of the ventricles on CT scan
confirms a malfunctioning shunt; however, a large number
of patients with long-standing shunt have altered brain
compliance and may not dilate the ventricles at the time of
presentation. In children, similar symptoms occur in the
common illnesses like otitis media; gastroenteritis of viral
fevers often confound the diagnosis. Radiological assess-
ment of shunt flow using radionuclide or iodide contrast
media injected into the shunt may help (2,98–100). Unfor-
tunately, although some studies have shown an accuracy of
99% with combined pressure and radionuclide evaluation
(98,101), others have shown a 25–40% incidence of decep-
tive patency when evaluated by radionuclide cisternogram
(97). This could stem from a partial but inadequately
functioning shunt, intermittent malfunction, or presence
of isolated ventricle. Similar problems are encountered
with an iodide contrast-based shuntogram or shunt injec-
tion tests. In the absence of normative data with regard to
adequate flow in the shunt, which may vary significantly
with the individual, time of the day, and activity (102), use
of Doppler-based flow devices, flow systems that work
based on differential temperature-gradient or MRI-based
flow systems becomes irrelevant for an individual patient.
Lumbar infusion tests and shunt infusion tests to assess
the outflow resistance through the shunt are cumbersome
and require a laboratory-based setup and may not be
possible in an ER setting (103–105). Infusion through a
reservoir to assess outflow resistance through the shunt
suggests a cutoff of less than 12 mm Hg/mL/min as reliable
for distinguishing a clinically suspected high probability of
malfunction from those with a low probability of shunt
malfunction (104). However, this is the group of patients
who may not really need the test, and patients who have a
questionable malfunction on clinical grounds often have
equivocal results on the infusion study.

In childhood hydrocephalus, ICP is the only accurate
guide to shunt function other than the symptoms (105).
Again the ability to measure ICP through the valve tap
becomes unreliable with a partial proximal malfunction. A
similar problem may be encountered with in-line tele-
metric ICP monitors (106,107). In-addition, the telemetric
transducers may develop a significant drift over time. In
difficult cases, the only way to resolve the issue may be to
explore the shunt, to measure ICP through a lumbar
puncture if the patient has communicating hydrocephalus,
or to place an ICP monitor. Noninvasive monitoring of ICP
is going to have a major role in assessment of these
patients. For patients who have a very compliant brain,
ventricular diltation on the CT scan easily confirms inade-
quate shunt function.

Despite advances in shunt technology, the incidence of
shunt malfunction has not changed over the last 50 years.
Nulsen and Becker (3) reported a rate of malfunction of
44%, in 1967, which is similar to that reported in recent
studies. To improve on the existing shunt systems, it is
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important to understand the factors that reduce shunt
survival. Although the location of the proximal catheter
has not been clearly shown to influence shunt survival
(50,51), the presence of a small amount of fluid around the
proximal catheter is associated with longer shunt survival.
In a study that looked at shunt over a 11 year period,
statistically significant differences were noted in shunt
survival in patients with tumor versus post-hemorrhagic
and aqueductal stenosis; shunts in infants and the pedia-
tric age group survive shorter than in adults; shunt after
multiple revisions survive shorter, and additional shunts
placed for isolated ventricles have shorter survival
(70,108). Chronic inflammatory changes of granular epen-
dymitis often seen at the time of endoscopic shunt place-
ment in patients with multiple revisions probably
contribute to recurrent malfunction and progressive short-
ening of the interval between revisions as the number of
surgeries increase (108).

The nature of the valve clearly influences the risk of
proximal catheter malfunction. It is much lower with flow
control valves (10,109). Overdrainage from the differential
pressure valves pulls the choroid plexus toward the prox-
imal catheter and may promote malfunction (55). However,
the increased rate of valve malfunction in flow control
devices balances out this advantage (10).

THIRD VENTRICULOSTOMY

In patients with an obstructive type of hydrocephalus,
third ventriculostomy offers an alternative to shunt. The
procedure involves making an opening in the relatively

thin membrane of the floor of the third ventricle. This is
accomplished by passing an endoscope through the lateral
ventricle and guiding it through the foramen of Munro to
the floor of the third ventricle (Fig. 16). The opening allows
CSF to bypass the obstruction at the level of the aqueduct
or the fourth ventricle and directly enter the subarachnoid
space.

Although third ventriculostomy has been recommended
as a procedure of choice for obstructive hydrocephalus;
data from some prospective studies have failed to show
an improved cure rate (110,111). A retrospective analysis of
ventriculographic versus endoscopic third ventriculostomy
in 213 cases does show the superiority of the endoscopic
procedure over the ventriculographic operation both in
terms of reduced risk and improved survival of the proce-
dure (112). Despite the theoretical advantages, evidence
suggests that third ventriculostomy may not be effective in
controlling raised intracranial pressure in all patients
(112,113). Early failures in a radiologically proven case
of obstructive hydrocephalus may relate to multifactorial
etiology of hydrocephalus; associated absorption defects,
obliteration of subarachnoid space from long-standing ven-
tricular diltation, and unidentified infectious cause of aqe-
ductal stenosis may be responsible. Late failures may
relate to gliotic scarring over the ventriculostomy, which
has been visually confirmed by endoscope in some cases.
Does the ventriculostomy close from scarring, or is it a
secondary response to lack of flow through the ventricu-
lostomy due to poor absorption, therefore, a lack of gradient
between the ventricle and the subarachnoid space, is
unclear. In a small prospective study comparing the shunt
failure rate with the failure rate of third ventriculostomy,
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Figure 16. Third ventriculostomy is useful
in patients with obstructive hydrocephalus
such as observed with aqueductal stenosis
(arrows). An endoscope is passed through a
small hole in the skull into the frontal horn of
the ventricle and navigated into the third
ventricle. The floor of the third ventricle is
then perforated under vision (arrow, in the
inset) so as to bypass the obstruction at the
aqueduct. Iohexol, a nonionic iodinated dye, is
then instilled into the ventricle to demonstrate
good communication between the ventricles
and the subarachnoid space.



no statistical difference was found between the two (12).
Likewise, no controlled study has compared laser, blunt, or
sharp fenestration of the floor or demonstrated usefulness
of balloon diltation of the fenestration. The success rate of
third ventriculostomy of 49–100%, as reported in the litera-
ture, may not be a true representative of the efficacy of third
ventriculostomy(12).Evaluationafter thirdventriculostomy
and defining success is difficult in the absence of documented
reduction in ICP or improvement on neuropyschological
tests. This is so because the ventricles may not reduce in
size, and to and from motion through the patent fenestration
may still be observed on MRI CSF flow studies even though
the patient may be symptomatic. In the absence of clear
evidence in literature, third ventriculostomy is often advo-
cated for patients with obstructive hydrocephalus, and if
failuresoccur,shunting ispreferredoverrepeat fenestration.

It is hoped that close collaboration between the industry
and medicine will help develop ‘‘smart shunts’’ that would
be able to mimic physiological CSF dynamics. These devices
will possibly incorporate nanotechnology and would be
superior to the presently available devices. It is likely that
better understanding of CSF drainage mechanism in the
future may help develop alternatives such as drugs that
improve drainage of CSF through lymphatic/arachnoidal
venous channels or promote proliferation of new lympha-
tic/arachnoidal venous channels. Until that time, it seems
that shunts are the best available alternative for manage-
ment of communicating hydrocephalus.
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INTRODUCTION

The goal of hyperbaric oxygen (HBO) therapy is to deliver
high concentrations of oxygen under pressure to increase
the amount of dissolved oxygen in the blood. The physio-
logic repercussions of this increased plasma oxygen have
widespread effects that translate into a variety of clinical
applications. Initially, the use of hyperbaric medicine sur-
rounded acute decompression illness and gas embolism.
Later, the increased oxygen under pressure was shown to
have use in a variety of clinical situations. The delivered
pressure can be two to six times ambient atmospheric
pressure (ATM) or atmospheres absolute (ATA) depending
on the indication. The current Undersea and Hyperbaric
Medical Society approved uses of HBO are shown in Table 1,
and many of these indications will be discussed individually.

HBO in the treatment of these conditions is supported by
controlled medical trials published in peer-reviewed jour-
nals and, as such, is evidence-based. Numerous other
experimental uses exist for HBO, such as for stroke and
for cardiac ischemia, but these uses have not yet been
sufficiently proven to be supported by the Undersea and
Hyperbaric Medicine Society or by the American College
of Hyperbaric Medicine. The goal of this chapter is to
outline the physical principles underlying the use of HBO
therapy, to discuss its medical indications for HBO, and
to familiarize the reader with the mechanical, safety,
and regulatory issues involved in operating a hyperbaric
medicine program.

HISTORICAL BACKGROUND

British physician and clergyman Henshaw was the first to
use alteration in atmospheric pressure to treat medical con-
ditions when he used his domicilium chamber in 1862.
Hyperbaric medicine also surrounded diving and diving
medicine. Triger, in 1841, gave the first human description
of decompression sickness (1). In 1934, U.S. Naval Submar-
ine Officer Dr. Albert Behnke was the first to use oxygen
recompression to treat decompression sickness in naval
divers (2). Later, in 1943, Gagnon and Cousteau invented
SCUBA (self-contained underwater breathing apparatus).
Dr. Boerma, a Dutch thoracic surgeon, removed the blood
cells from pigs in 1955 and found they could survive with the
oxygen dissolved in plasma by use of HBO. An upsurge in
hyperbaric surgery followed in 1956, when Boerma per-
formed cardiovascular surgery in a hyperbaric chamber,
which along with hypothermia, allowed for periods of circu-
latory arrest of 7–8 min. The large chamber developed at
Wilhelmina Gasthuis in Amsterdam in 1959, headed by
Boerma, allowed a wide variety of research to be carried
out on the uses of HBO therapy on many diseases (3). By
1966, it was indicated for the treatment of protection during
induced circulatory arrest, homotransplantation, clostridial
infection, acute arterial insufficiency, chronic arterial insuf-
ficiency, and hypovolemic shock. Shortly thereafter, the
advent of cardiopulmonary bypass obviated hyperbaric
chambers for cardiac protecton. In 1967, the Undersea Med-
ical Society was founded by the U.S. Navy diving and sub-
marine medical officers. This organization originally focused
on undersea and diving medicine but, later, came to include
clinical hyperbaric medicine. In 1986, the name was changed
to the Undersea and Hyperbaric Medical Society or UHMS
with more than 2500 physician and scientist members in
50 countries. More recently, the American College of Hyper-
baric Medicine has come to offer board certification to U.S.
physicians in the specialty of hyperbaric medicine.

PHYSICS

To understand HBO therapy, one must understand a few
basic laws of physics, namely, Boyle’s law, Charles law,
Dalton’s law, and Henry’s law. Boyles law explains how gas
volume shrinks with increasing pressure. Charles law
explains that the volume of a gas decreases with decreasing
temperature. Dalton’s law explains that each gas in a
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Table 1. Approved Uses for Hyperbaric
Oxygen Therapy

acute decompression illness
gas embolism
carbon monoxide poisioning
clostridial gas gangrene
necrotizing soft tissue infections
compromised skin grafts and skin flaps
crush injury
compartment syndrome
acute traumatic ischemias
radiation tissue damage
refractory osteomyelitis
selected problem wounds
acute exceptional blood loss anemia
acute thermal burns
intracranial abscess



mixture exerts its own partial pressure independently of the
others.Henry’s lawexplainsthatthenumberofgasmolecules
thatwill dissolve in a liquid dependson the partial pressureof
the gas as well as on the mass of the liquid. These laws
themselves will be explained in the first part of this section
and the application of the laws to each area of hyperbaric
medicine will be explained in the respective section.

Boyle’s Law

Boyles law states if the temperature remains constant, the
volume of a gas is inversely proportional to the pressure.

Boyle’s law is stated as PV ¼ K or P ¼ K/V, where P is
pressure, V is volume, and K is a constant.

Thus, as in Table 2, the volume of a bubble at 1 Atmo-
sphere or sea level shrinks to one-half of its original volume
at 33 feet below sea level (10 m or 2 atmospheres). It
shrinks to one-third of its original size at 66 feet below
sea level (20 m or 3 atmospheres). Conversely, if a diver
were to hold his breath at depth and then ascend, the air in
his lungs will expand to three times the volume it occupied
at 66 feet below sea level.

Charle’s Law

Charles’ law states that if the pressure remains constant,
the volume of a fixed mass of gas is directly proportional to
absolute temperature. The volume increases as the tem-
perature increases. For example, a balloon has a volume of
1 L at 20 8C and its volume would expand to 1.1 L at 50 8C.

Charles’ law is stated as V/T ¼ K or V1/T1 ¼ V2/T2,
where V is volume of gas 1 or 2 , T is temperature in Kelvin
of gas 1 or 2, and K is a constant.

Dalton’s Law

Dalton’s law states that each gas in a mixture exerts its
partial pressure independently, which is important inunder-
standinghumanphysiogyandHBO.Forexample, ifapatient
is given a high concentration of oxygen and a lower concen-
tration of nitrogen, these gasses will diffuse across mem-
branes and act in the body independently of each other.

Dalton’s law is stated as P(t) ¼ P1þP2þP3, where P(t)
is total pressure and P1, P2, and P3 are the individual gas
pressures. Gases try to equalize their concentrations across
a membrane, which explains how breathing a higher oxy-
gen, lower nitrogen mixture can help nitrogen leave the
blood through the lungs as nitrogen gas.

Henry’s Law

Henry’s law states that at a given temperature, the amount
of gas dissolved in a solute is directly proportional to the
pressure of the gas above the substance.

Henry’s law illustrates that when a liquid is exposed to a
gas, some of the gas molecules dissolve into it. The number
of moles that will dissolve in the liquid depends on the mass
of the liquid, the partial pressure of the gas, its solubility in
the liquid, the surface area of contact, and the temperature
(as that changes with the partial pressure). Thus, more
gas, oxygen, or nitrogen will dissolve in tissue fluid at a
higher pressure because the partial pressure of each gas
increases at a higher pressure.

Henry’s law is stated as p ¼ Kc, where p is the partial
pressure of the gas 1, c is its molar concentration, and K is
the Henry’s law constant, which is temperature-dependent.

An example of Henry’s law is dissolved carbon dioxide
in soda, which bubbles out of solution as the pressure
decreases. Another example is exemplified by water when
it is heated. Long before it boils, bubbles of air form on the
side of the pan, which is an example of the gas coming out of
solution as the temperature is raised.

For treatment of decompression illness (DCI) and gas
embolism (GE), increased pressure alone as well as the
increased oxygen pressure facilitate treatment. Both of these
conditions are a result of gas bubbles in the tissues or gas
bubbles in the blood causing blockage of vessles or ischemia of
tissues. Therefore, shrinking the bubbles with increased pres-
sure allows them to be removed or minimized by the body,
which is the principle of Boyle’s law, that the volume of a gas
varies inversely with pressure. If one has a bubble occluding
an important vessel or lodged in a joint, it will shrink as the
pressure increases as in Table 2. The blood can accommodate
an increased amount of dissolved gas with increased atmo-
spheric pressure as explained by Henry’s law. Henry’s law
states that the amount of gas that will dissolve in a liquid is
proportional to the partial pressure of the gas in contact with
that liquid as well as to the atmospheric pressure. Atmo-
spheric pressure at sea level is 760 mmHg, and the normal
atmosphere consists of 21% oxygen and 79% nitrogen. (see
Fig. 1) (4). The pressure of a gas dissolved in plasma relates to
its solubility in a liquid as well as to its partial pressure. A gas
bubble caught in the tissues or in the systemic circulation
either because of an air embolus or because of decompression
sickness is significantly decreased under hyperbaric condi-
tions, as illustrated by Table 3. By Boyles law, the pressure
alone shrinks the bubble to a fraction of its’ original size.
Dalton’s law states that total pressure of a mixture of gases
is equal to the sum of the pressures of each gas. Each gas is
acting as if it alone were present, which explains how the
oxygen under pressure creates a situation whereby the higher
dissolved oxygen surrounds the bubble and causes the diffu-
sion of nitrogen out of the bubble, called nitrogen washout.
Simply put, each gas attempts to have equal concentration
of particles, in this case, nitrogen and oxygen on each side
of the gas bubble. Nitrogen, therefore, diffuses out of the
bubble and shrinks in size. Hyperbaric oxygen enables
treatment of the two conditions where air or nitrogen
bubbles become lodged in the tissues.

PHYSIOLOGY

Hyperbaric oxygen therapy oxygen enters the systemic
circulation through the alveoli in the lungs, and the
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Table 2. Pressure vs. Volume at Depth

Depth
(feet sea water)

Pressure (ATA)
atmospheres Gas Volume (%)

0(sea level) 1 100
33 2 50
66 3 33

165 6 17



diffusion is mediated by the pressure differential between
the alveolar oxygen content and the oxygen content of
venous blood. Alveolar oxygen content is 100 mmHg and
venous oxygen content is 40 mm Hg (5). Normally, 97% of
oxygen iscarried in the arterial blood bound to hemoglobin
molecules and only 3% of the oxygen is dissolved in plasma,
illustrated by the formula for oxygen content in arterial
blood. CaO2 ¼ (1.34
Hb
SaO2) þ (0.003
PaO2), where
CaO2 is oxygen content, Hb is Hemoglobin in grams, and
SaO2 is arterial O2 saturation expressed as a fraction not a
percentage (0.95, not 95%). 1.34 is the realistic binding
capacity of hemoglobin, although 1.39 is the actual binding
capacity. 0.003 times the PaO2 is the amount of oxygen
soluble in plasma at normal atmospheric pressure. With
hyperbaric oxygen, the amount of oxygen dissolved in arter-
ial blood is dramatically increased. Conversely, the amount
carried by hemoglobin remains about the same as that
achieved by inspiring oxygen at 1 atmosphere absolute
(ATA) (4). As measured in ml O2 per deciliter of whole blood,
the oxygen content increases significantly under hyperbaric
conditions as shown in Table 3. The oxygen content of blood
increases from 0.31 at 1 atmosphere to 6.80ml/dl vol% at
3 atmospheres. Note that 100% oxygen is not used at
pressures greater than 3 ATA to minimize the risk of oxygen
toxicity. The alveolar type 1 cells in the lungs and the
neurons in the brain are sensitive to excessive concentra-
tions of oxygen. Again, to prevent oxygen toxicity, which can
lead to alveolar damage or seizure, 100% oxygen is not given
at pressures greater than 3 ATA. Even in these pressure
ranges, air breaks are given to patients and they breathe air
as opposed to concentrated oxygen under pressure for 10
minutes during many of the protocols, which in theory, gives
the xanthine oxidese system a chance to deal with the
current load of free radicals in the lungs and tissues and
the Gaba amino buteric acid (GABA) depletion in the brain a
chance to normalize. As mentioned, the blood’s ability to
carry more dissolved oxygen molecules under higher atmo-
spheric pressure is a function of Henry’s law. It states that
the amount of gas that will dissolve in a liquid is propor-

tional to the partial pressure of the gas in contact with that
liquid as well as to the atmospheric pressure. Thus, more
gas, oxygen, or nitrogen will dissolve in tissue fluid at higher
atmospheric pressure. %X is the percentage of gas X dis-
solvedinthe liquid,P(t) istheatmosphericpressure,andP(X)
is the partial pressure of gas X.

TRANSCUTANEOUS OXYMETRY (TcPO2 OR TCOM)

In order for the patient to benefit from HBO therapy, they
must have adequate perfusion of blood to the affected area.
This perfusion can be assessed prior to hyperbaric oxygen
therapy by checking transcutaneous oxygen tension,
TcPO2. Transcutaneous oxygen tension values of less than
40, which increase to more than 100 mmHg while breath-
ing 100% oxygen or to more than 200 during HBO therapy,
will likely benefit from hyperbaric oxygen therapy (6). The
detailed mechanisms by which the elevated oxygen tension
is felt to improve wound healing and the body’s ability to
combat bacterial pathogens will be discussed under each
indication for HBO therapy. Briefly, Hunt and Pa: (7)
showed, in 1976, that increased oxygen tension stimulated
collagen synthesis and fiberblast proliferation. Then, stu-
dies revealed improved ability of leukocytes to clear infected
wounds of bacteria with hyperbaric oxygen (8,9). Then, in
1989, Zamboni et al. (10) showed that HBO therapy in the
reduction of tissue flap necrosis was a systemic phenomenon
that involved inhibition of neutrophil adherence and pre-
vention of arteriolar vasoconstriction thought to be via a
nitric oxide-mediated mechanism. In addition, it increases
platelet-derived growth factor Beta (PDGF B), vascular
endothelial growth factor (VEGF), Epidermal growth factor
(EGF), and other factors.

APPROVED INDICATIONS

The following indications are approved uses of hyperbaric
oxygen therapy as defined by the Hyperbaric Oxygen
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Table 3. Oxygen Levels During Hyperbaric Oxygen Treatment Breathing Air (4)

ATA Chamber Pressure Chamber PO2 (mmHg) Chamber PAO2 (mmHg) Lung O2 ml/dl vol % Plasma

1 760 160 100 0.31
2 1520 319 269 0.83
2.36 1794 377 322 1.00
2.82 2143 450 400 1.24
3 2280 479 429 1.33
4 3040 638 588 1.82
5 3800 798 748 2.32
6 4560 958 908 2.81

Breathing 100% Oxygen

1 760 760 673 2.08
2 1520 1520 1433 4.44
2.36 1794 1794 1707 5.29
2.82 2143 2143 2056 5.80
3 2280 2280 2193 6.80
4 3040 100% oxygen is not used above 3ATA to minimize the risk of oxygen toxicity.
5 3800
6 4560



Therapy Committee of the Undersea and Hyperbaric
Medical Society (Table 1). Most of these indications are
also covered by Medicare and many are covered by major
insurance companies. The indications include air or gas
embolism, decompression illness, carbon monoxide poi-
sioning, Clostridial myositis and myonecrosis (gas gang-
rene), crush injury, compartment syndrome and other
acute traumatic ischemias, decompression sickness, pro-
blem wounds, exceptional blood loss anemia, intracranial
abscess, necrotizing soft tissue infections, refractory osteo-
myelitis, delayed radiation injury, compromised skin grafts
and flaps, and thermal burns. Many of these indications will
be specifically discussed in the following sections.

HYPERBARIC CHAMBER BASICS

Hyperbaric oxygen therapy is a feature offered in many
hospitals, medical centers, and in specialty situations
such as diver rescue stations and oil rigs. Over 500
hyperbaric chambers exist in the United States alone.
When a patient is refered for one of the listed emergent
or nonemergent indications to undergo hyperbaric oxygen
therapy, a complete workup of the patient should be
performed if possible prior to hyperbaric oxygen therapy.
Emergency situations may necessitate an abbreviated
exam. The patient should wear only cotton medical-cen-
ter-provided clothing to prevent static electricity, which
could cause a spark and a fire. All foreign appliances
should be removed, including hearing aids, lighters,
and jewelry. Internal appliances such as pacemakers
are usually safe under hyperbaric conditions. The patient
will then be premedicated with a benzodiazapine such as
valium if needed for anxiety. Hyperbaric oxygen therapy
can be administered through monoplace or multiplace
chambers. Monoplace chambers accommodate a single
patient within a pressurized environment of 100% oxygen
(Fig. 1). These chambers are often constructed as acrylic
cylinders with steel ends and can withstand pressures of
up to 3 ATA. Multiplace chambers are usually constructed
of steel and can withstand pressures up to 6 ATA (Fig. 2).
They can accommodate two or more people and often have
the capacity to treat ventilated or critically ill patients.
Some are even large enough to accommodate operating
teams, and the 100% oxygen is delivered to the patient via
face mask, hood, or endotrachial tube. Depending on the
indication, patients will require from 1 to 60 treatments.
Most commonly, treatments are delivered to the patient
for 60–90 min at 2.8–3.0 ATA five days a week for the
protocol duration.

CONTRAINDICATIONS

Six absolute contraindications exist to hyperbaric oxygen
therapy.

1. Untreated pneumothorax – An untreated pneu-
mothorax can be converted to a tension pneu-
mothorax with administration of HBO.

2. History of spontaneous pneumothorax.

3. Bleomycin – History of the chemotherapy agent
Bleomycin, which can cause pneumonitis, especially
if the patient is exposed to HBO.

4. Doxyrubicin.

5. Disulfiram – (antibuse) Blocks production of super-
oxide dismutase, which protects the patient from
oxygen toxicity.

6. Cisplatin/Carboplatin – An anticancer agent that
interferes with DNA synthesis.

7. Mefanide (Sulfamyelon) – It is a topical ointment for
burns and wounds that is a carbonic anhydrase
inhibitor and increases the risk of seizure during
HBO therapy.

The relative considerations and contraindications are
many. In these patients, the hyperbaric physician should
consider each patient individually, including their history
of thoracic surgery, seizure disorder, obstructive lung dis-
ease, congestive heart failure, pulmonary lesions on X-ray
or CT scan, seizure disorder, upper respiratory infections
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(due to risk of barotraumas to the ears), acute viral infec-
tions, uncontrolled high fever (as it increases CNS sensi-
tivity to oxygen), reconstructive ear surgery, congenital
spherocytosis, history of optic neuritis, recent retinal
repair, claustrophobia, acidosis, nicotine, alcohol, and
many others.

AIR EMBOLISM

Air embolism is a medical emergency. In the diving com-
munity, it is the main cause of death following diving
accidents. Early diagnosis followed by definitive treat-
ment are critical in determining the eventual outcome.
Treatment is based on compression of the air bubbles by
Boyle’s law as well as oxygenation of ischemic tissues and
treatment of ischemia reperfusion injury with hyperbaric
oxygen. Air embolism can occur in the hospital setting
by introduction of air into the systemic circulation by
central venous and arterial catheters and other invasive
procedures. Interestingly, the first report of a death from
air embolism was from France in 1821. The patient was
undergoing surgery on his clavicle when the surgeon
noted a hissing sound in the area of operation and the
patient yelled ‘‘my blood is falling into my heart- I’m
dead’’ (11). The patient likely died of a venous air embo-

lism obstructing the systemic circulation. Air entry in
the systemic circulation occurs following violation of
the systemic circulation by any number of mechanisms
(Table 4), which can be either by introduction of air into
the arterial circulation, as in a lung biopsy, chest trauma,
and pulmonary overpressure (diving), or into venous cir-
culation, as in air introduction via central venous cathe-
ters, liver transplantation, and neurosurgery. Venous air
emboli are more common, whereas arterial emboli are tend
to be more serious. Physiologically, the air bubble forms or is
introduced into the circulation. The lung usually serves as
an excellent filter for air emboli, and can protect the embo-
lism from traveling to the brain. This protective filter may be
bypassed by a patent foramen ovale. Approximately 30% of
patients have a foramen ovale that is patent by probe. The
lung as a filter may be overwhelmed by large quantities of
air. The bubble can then lodge in the smaller arteries of the
brain causing obstruction. An air embolism is immediately
identified as a foreign body, and platelets are activated,
which leads to an inflammatory cascade. Hypoxia then
develops distal to the obstruction with associated swelling.
The embolism is eventually absorbed by the body, but the
fibrin deposition at the embolism site may prevent return of
blood flow. In order to diagnose an air embolism, it needs to
have a high index of suspicion. If air embolism is suspected,
the patient should receive a number of immediate measures,
including ACLS or ATLS protocols. The patient should be
placed on the left side and one should consider draining air
from the right atrium with a central venous catheter. Air in
the heart can cause a machinery murmur. 100% oxygen
should be administered via a face mask or endotrachial tube,
and the patient should be hydrated to preserve intravas-
cular volume. Per Dalton’s law, administration of high
oxygen will cause nitrogen to diffuse out of the air bubble
and shrink in size. Dalton’s law states that total pressure of
a mixture of gases is equal to the sum of the pressures of
each gas. Each gas acts as if it alone were present. Dalton’s
law is stated as P(t) ¼ P1 þ P2 þ P3. The inspired 100%
oxygen will also maximize oxygenation of the tissues as
much as possible under normal atmospheric pressure. Next,
the patient should be emergently treated with hyperbaric
oxygen. If a chamber is available that can provide compres-
sion to 6 ATA with air or a mixture of 50% nitrogen and 50%
air, treatment should immediately be performed following
the U.S. Navy protocol (Fig. 3).
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Table 4. Arterial and Venous Air Embolism Etiology

Etiology of Air Embolism

Arterial Air Embolism Venous Air Embolism
Pulmonary Overpressure Central Venous Catheters
Open Lung Biobsy Infusion Pumps
Arterial Catheter Neurosurgery
Angiography Laparoscopy
Surgery Liver Transplantation
Penetrating Chest Trauma Neurosurgery
Pneumothorax Pelvic Surgery

Trendelenburg Position
Cardiopulmonary Bypass Necrotizing Enterocolitis
Dialysis Lumbar Spine Spine Surgery
Autotransfusion Air Contrast Salpingogram
Neonatal Respiratory

Distress Syndrome
Umbilical Venous Catheters

Paradoxical, Patent
Foramen Ovale

Figure 3. U.S. Navy decompression treatment.



DECOMPRESSION ILLNESS

By definition, decompression illness (DCI), also called
bends or caisson disease, occurs when gas bubbles exit
in the blood or body tissues. At depth, more gas can
dissolve in the tissues than in the blood. When the diver
ascends too quickly, the gas comes out of solution and
forms bubbles in the tissues and in the blood, much like
popping a soda can and releasing its pressure causes the
carbon dioxide bubbles to come out of the solution. In
1994, Diver’s Alert Network (DAN) recorded 1164 diving-
related injuries and 97 diving-related deaths, many
related to DCI (12). The severity of DCI depends on the
volume and location of gas bubbles. The range of symp-
toms is from vague constitutional complaints or limb pain
to cardiopulmonary arrest and coma, the pathophysiology
of which is explained by Henry’s law. As previously
explained, Henry’s law is p ¼ Kc, where p is the partial
pressure of the gas 1, c is its molar concentration, and K is
the Henry’s law constant, which is temperature-depen-
dent. Thus, simply stated, more inert gas can be dissolved
in a liquid at higher atmospheric pressure and, conver-
sely, less under lower atmospheric pressure, which occurs
on decompression when gas must be removed from tis-
sues, and rapid decompression leads to bubble formation.
Using the Henry’s law equation, one can calculate the
estimated amount of nitrogen a diver must clear from the
bloodstream (about 5 L) in rising from 100 ft to the sur-
face. The amout would be approximately 750 ml nitrogen
assuming room temperature, which is a significant
volume of nitrogen that must be eliminated from the
divers bloodstream. The onset of symptoms is usually
rapid and 75% of patients experience symptoms within
1 h of decompression and 90% within 12 h of decompres-
sion (13). A small number of patients may present even
later, particularly if they have flown in commercial air-
craft after diving and not followed the recommendation of
the major diving organizations not to fly within 24 hours
of one’s last dive. Interestingly, up to 10% of the inert gas
that is absorbed in the tissues is released as bubbles after
the diver’s decompression (14). Patients experience symp-
toms depending on the location and concentration of the

bubbles (see Table 5). Bubbles forming in or near joints
cause the joint pain of a classical ‘‘bend.’’ These muscu-
loskeletal effects are called type 1 DCS. When these
effects occur in the spinal cord or brain, numbness,
paralysis, and disorders of higher cerebral function may
result. If large numbers of bubbles enter the venous
bloodstream, congestive symptoms in the lung and circu-
latory shock can then occur. These pulmonary and neu-
rologic effects are termed type 2 DCS. Treatment should
involve immediate administration of 100% oxygen, which
facilitates nitrogen washout by the previously explained
principles of Dalton’s law. Rehydration as well as
advanced cardiac or trauma life-support protocols should
be followed by transfer to a hyperbaric facility emer-
gently. The patient should be treated with hyperbaric
oxygen following U.S. Navy guidelines (Fig. 3), even if
the inspired oxygen and rehydration alone have improved
the patient’s signs and symptoms because tiny bubbles
may be left that can cause tissue necrosis. Hyperbaric
oxygen shrinks the size of the mostly nitrogen-filled bub-
bles by the principles of Boyle’s law, and the increased
pressure also increases the partial pressure of the gas by
Dalton’s law, hastening complete elimination of the bubble
(Table 2). If the U.S. Navy (Fig. 3) recompression regimen
fails to lead to symptom resolution, the Diver’s Alert
Network or a medical expert on DCI should be contacted,
and one of a number of recompression tables may be
followed.

PROBLEM WOUNDS

The management of problem wounds should always
include infection control, debridement, aggressive wound
care, and correction of perfusion and oxygenation defi-
ciencies. When an oxygenation deficiency of the wound is
found, in the face of nonreconstructable vascular disease,
hyperbaric oxygen should be considered as an adjunctive
therapy. An increase in tissue oxygen tension by HBO
therapy enhances wound healing by increasing neutro-
phil bactericidal capacity, inhibiting toxin formation in
and even killing some anaerobes, encouraging fibroblast
activity, and promoting angiogenesis (15). In normal phy-
siology, the oxygen gradient across a wound is essential to
stimulate these components of healing. Oxygen consump-
tion is relatively low in wounds, and microvasculature
damage and peripheral vasoconstriction increase diffu-
sion distances. Partial pressure via Dalton’s law is the
driving force of diffusion. Hyperbaric oxygen creates a
steep tissue oxygenation gradient, providing a stronger
stimulus than lactate or moderate hypoxia, to initiate and
facilitate wound healing (16,17). These stimulated factors
are thought to include platelet-derived growth factor B
(PDGF-B), Vascular endothelial growth factor (VEGF),
Epidermal growth factor, and others. Several clinical
studies support the use of hyperbaric oxygen to promote
wound healing. Perhaps the studies involving diabetic
lower extremity wounds have been most informative.
Several studies have shown an increased number of
healed wounds, decreased wound size, and decreased
rates of amputation among patients receiving hyperbaric
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Table 5. Signs and Symptoms of Decompression Illness

Symptoms of
Decompression Illness

Signs of
Decompression Illness

Unusual fatigue Blotchy skin rash
Skin itching Paralysis, muscle weakness
Pain in joints/

muscles of arms,
legs or torso

Difficulty urinating

Dizziness Confusion, personality
changes, bizarre behavior

Vertigo Amnesia,
Ringing in the ears, (Tinnitus) Staggering
Numbness, tingling

and paralysis
Coughing up bloody,

frothy sputum
Shortness of breath (Dyspnea) Collapse or unconsciousness

Tremors



oxygen therapy as an adjunctive treatment (18,19). Bar-
oni et al. reported in a controlled study that a significant
number of subjects receiving HBO went on to heal their
wounds and fewer required amputation when compared
with subjects not receiving HBO (20). In another study
involving 151 diabetic patients with wounds of the lower
extremity, Oriani et al. showed that 130 of these patients
completely healed their wounds with adjunctive HBO
(21). When compared with conventionally treated
wounds, HBO-treated patients had an accelerated rate
of healing, reduced rate of amputation, and an increased
rate of completely healed wounds on a long-term basis
(21). Transcutaneous Oxymetry (TcPO2) is currently the
best tool available to evaluate tissue hypoxia and to select
patients appropriate for HBO therapy. It can also be used
to monitor progress during hyperbaric oxygen therapy.
TcPO2 measurements should be taken with the patient
breathing room air. A value of greater than 50 mmHg
around the wound site indicates that the wound has
adequate oxygenation and hyperbaric oxygen is not likely
to improve healing. Values below 40 at the wound site
should be considered for HBO therapy. Patients with
marginal TcPO2 should be further tested while breathing
100% oxygen. TcPO2 values of greater than 100 while
breathing 100% oxygen is an indicator that they are likely
to respond to HBO therapy. If this challenge TcPO2 is less
than 100, they still may benefit if the tested TcPO2 at the
wound site is greater than 200 mmHg while they are
breathing 100% oxygen at 2.0 ATA in the hyperbaric
chamber (22). A TcPO2 value of less than 30 around a
wound that does not exhibit this response, which indicates
vascular compromise and the patient should be consid-
ered for revascularization if possible. Of note, 96% of limbs
with TcPO2 values below 30 mmHg had abnormal arter-
iograms. It is also important to follow TcPO2 values
weekly, and diabetic patients may have normal or falsely
elevated noninvasive Doppler studies and a low TcPO2,
implying satisfactory perfusion and inadequate oxygena-
tion of the wound and, as such, may pose a diagnostic
delimma. The diabetic patient with normal noninvasive
Doppler and low TcPO2 will respond best to HBO. HBO
therapy should be reserved for those diabetic wounds not
responding to traditional management of debridement,
antibiotics, and general wound care, including vascular
reconstruction. The use of HBO therapy is necessary in
only 15–20% of these patients. HBO therapy increases
wound oxygen tension, enhancing host antibacterial
mechanisms and promoting wound healing and is
reserved for wounds in which the primary etiologies are
tissue hypoxia or infection (13). Treatments are delivered
at 2.0–2.4 atmospheres for 90–120 min once or twice daily.
When serious infections are present, patients are typi-
cally hospitalized and given IV antibiotics and hyperbaric
treatments twice daily five days a week. The TcPO2 values
should be checked weekly because hyperbaric oxygen
facilitates angiogenesis by a nitric oxide and vascular
endothelial growth factor Beta (VEGF-B). When the room
air TcPO2 is greater than 40 mmHg, the hyperbaric oxy-
gen therapy can safely be discontinued. HBO is an adju-
vant treatment; therefore, diabetic control, debridement,
and aggressive wound treatment are given first priority.

When the wound bed has adequate granulation tissue,
application of grafts can shorten morbidity, hospital stay,
and health-care costs. The underlying problem in failure
of a wound to heal is usually hypoxia and infection.
Hyperbaric oxygen treatments in selected patients can
facilitate healing by increasing tissue oxygen tension,
thus providing the wound with a more favorable environ-
ment for healing. Therefore, hyperbaric oxygen therapy
can be an important component to any comprehensive
wound care program.

COMPROMISED FLAPS AND GRAFTS

Skin grafts and flaps with adequate blood supply do not
require HBO. Hyperbaric oxygen therapy is extremely
useful in situations where the skin grafts or flaps suffer
from compromised microcirculation or hypoxia.

Flaps

The benefits of HBO on flaps develop from a systemic
elevation in oxygen tension (23–25). In addition, HBO
therapy prevents neutrophil adherence and subsequent
vasoconstriction following ischemia. Too often, a compro-
mised flap is allowed to progress over the days following
surgery until visible signs of necrosis obviate the use of
HBO, because delayed treatment with HBO cannot revive
dead tissue. The resulting disappointment, as well as the
associated patient dissatisfaction, can be avoided by rapid
diagnosis of the flap problem and early involvement of the
hyperbaric physician. The keys to successful treatment of
compromised flaps with HBO are accurate diagnosis of the
specific flap problem and appropriate and expedient initia-
tion of hyperbaric oxygen treatment. Awareness of the
different etiologies of flap compromise is necessary to plan
for effective HBO treatment. A random flap with distal
necrosis is completely different from a free flap with total
venous occlusion. Proper classification of flaps, different
etiologies of flap compromise, and understanding of how
HBO is thought to effect ischemia reperfusion injury
defines which patients will benefit from HBO. Flap classi-
fication is based on an assessment of blood supply, tissue
composition, and method of movement. Each of these
elements must be evaluated, but it is blood supply that
is most important. The blood supply to the flap is either
axial, based on a named vessel, or random, based on the
subdermal plexus. Commonly, flap compromise occurs
when the surgeon tries to mobilize tissue outside the
defined arterial supply, when there is a pedicle problem
exists, or when free flaps are exposed to prolonged ische-
mia. The tissue composition of a flap may include skin,
subcutaneous tissue, fascia, muscle, bone, other tissues, or
a combination of these. Flap composition is very important
because different tissue types have different tolerances to
ischemia. For instance, a myocutaneous flap will be more
susceptible to ischemia than a fasciocutaneous flap,
because muscle is much more sensitive to ischemic injury
than fascia and skin (26). In those circumstances where a
prolonged primary ischemia or any secondary ischemia
resulting from vessel thrombosis and revision anastomosis
exists, the flaps will undergo ischemia reperfusion injury.
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Whentreatingcompromisedflaps,amultimodalityapproach
should be initiated. This approach should include the use
of vasodilators if arterial vasospasm is suspected, removal
of sutures if tension or compression are suspected, dextran
and pentoxifylline for rheological purposes, medicinal and
chemical leeching for venous congestion, and the early
use of hyperbaric oxygen if blood flow can be documented.
The use of HBO therapy is appropriate only when the
flap problem has been defined, documented perfusion of
theflapexists, appropriatesurgical salvagemeasures have
been first considered, and HBO therapy can be performed
in an expedient manner. Specifically with respect to free
flaps, extended primary ischemia time greater than 2 h
or any secondary ischemia time may result in partial or
total flap necrosis. This injury is usually reversible if
recognized early and treated expeditiously. Essentially,
it is ischemia reperfusion injury. Numerous research
studies support the use of HBO in the salvage of compro-
mised free tissue transfers (27,28). A rat free-flap model
showed similar improvement in flap survival (27). A clin-
ical study evaluated free-flap salvage in the face of pro-
longed primary or any secondary ischemia (28). Salvage
was significantly better in the HBO treatment group vs.
controls, but only if initiated within 24 h. Free flaps com-
promised by prolonged primary or secondary ischemia
have responded favorably to HBO treatment with com-
plete salvage, in most cases, if HBO is started early. The
treatment regimen is 2.0–2.4 ATA, 90 min q 8 h x 24 h, then
q 8–12 h x 48 h (29). Treatment duration is based on clinical
evaluation.

Grafts

Skingraftsareanatomically different fromflaps in thatskin
grafts lack an inherent blood supply. Skin grafts are com-
posed of avascular tissue that depends entirely on the reci-
pient bed for oxygenation. HBO is useful in preparing the
recipientbedand inpromotinghealthygranulationtissue to
support split-thickness skin grafts. One controlled study
showed a significant improvement in skin graft survival
from 17% to 64% with the addition of HBO treatment.
Although literature exists to support the use of HBO for
composite grafts, a study by the University of Mississippi
Medical Center found no significant effect of HBO on rat-ear
composite grafts larger than 1 cm (30,31) Further research
is needed to better understand the effects of HBO on
composite graft survival. The rational for use of HBO in
crush injury, compartment syndrome, frostbite, and other
traumatic ischemias is similar to those for compromised
flaps as they are all cases of ischemia and ischemia reper-
fusion injury.

CRUSH INJURY, COMPARTMENT SYNDROME, AND
OTHER ACUTE TRAUMATIC ISCHEMIAS

These conditions are trauma-related situations in which
the underlying pathophysiology is that of ischemia reper-
fusion (IR) injury. Ischemia times of greater than 4 h
willresult in some degree of permanent necrosis. The
physiologic basis of IR injury has become better under-

stood in recent years. Most of the animal research centers
around the production of oxygen-free radicals. Although
the endothelial xanthine oxidase pathway has received
much attention in the literature (32), more recent evi-
dence supports the fact that neutrophils are a more
important source of oxygen-free radicals via membrane
NADPH oxidase and degranulation. Also, neutrophil
adhesion is felt to cause ischemia reperfusion IR-asso-
ciated vasoconstriction.

A perceived paradox exists related to HBO for IR injury.
The less-informed observer often does not understand why
HBO improves reperfusion injury and might think HBO
instead increases free radical formation. (An oxygen-free
radical is an oxygen molecules with an unpaired electron
in its outer shell.) During ischemia, ATP is ultimately
degraded to hypoxanthine and xanthine, which are anae-
robic metabolites. With reperfusion, oxygenated blood is
reintroduced into the ischemic tissue, and the hypox-
anthine and xanthine plus oxygen creates oxygen-free
radicals. Superoxide and hydroxyl oxygen-free radicals
are formed, which can cause extensive tissue damage.
The authors believe that the major mediator of damage
is, in fact, neutrophil adherence to postcapillary venules
significant and progressive vasoconstriction occurs in
arterioles adjacent to leukocyte-damaged venules. Neutro-
phil adherence and vasoconstriction lead to a low flow state
in the microcirculation and then vessel thrombosis, which
is the endpoint of IR injury. The leukocyte-damaged venule
is thought to be responsible for the arterial vasoactive
response. HBO inhibits neutrophil adherence to the
endothelial cells and thereby inhibits the ultimate throm-
bosis of microvessels, but the complete mechanism is still
poorly understood, but is thought to involve the elevation
in nitric oxide mediated by an increase in nitric oxide
syntase (33). Free radical formation is not felt to be wor-
sened with HBO as fewer adherent neutrophils actually
exist to contribute to the neutrophil oxygen-free radical-
generating system.

Treatment with hyperbaric oxygen in the face of IR
injury carried the concern that that providing extra oxy-
gen would increase free radical production and tissue
damage. This query has been resolved by studies that
have shown that HBO actually antagonizes the ill effects
of IR injury in a variety of tissues (33–35). One of the first
studies evaluating HBO and IR injury showed that HBO,
immediately upon reperfusion, significantly improved
skin flap survival following 8 h of global ischemia in a
rat axial skin flap model with increased microvascular
blood flow during reperfusion. Free-flap survival
improves with HBO treatment during reperfusion even
following ischemia times of up to 24 h (36). Hyperbaric
oxygen administered during and up to 1 h following 4 h
global ischemia significantly reduced neutrophil endothe-
lial adherence in venules and also blocked the progressive
arteriolar vasoconstriction associated with reperfusion
injury (37). HBO inhibited in vitro beta-2-integrin
(CD18)-induced neutrophil adherence function, but did
not alter other important neutrophil functions such as
oxidative burst or stimulus-induced chemotaxis and
migration. This latter finding is very important, because
HBO, through its action on the CD18 adhesion molecule,
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blocks the neutrophil adherence associated with IR injury
without interfering with other neutrophil functions that
would increase the risk of infectious complications. Initi-
ally, the focus in acute ischemia caused by trauma should
be restoration of blood supply. The authors, therefore,
recommend HBO therapy for all patients with muscle
ischemia time greater than 4 h and skin ischemia time
greater than 8 h. The major effects of IR injury are felt to
occur within the first 4–7 h of reperfusion. 2 ATA hyper-
baric oxygen increases the tissue oxygen tension 1000%.
Treatment protocol is 2.0–2.5 ATA for 60 min, q 8 h x 24 h,
then q 8–12 h x 48 h with clinical re-evaluation. If pro-
gressive signs of ischemic injury are still present, the
treatment is continued at 2.0 ATA, q 12 h for 2–3 more
days. Usually, 72 h of treatment is adequate as long as the
first treatment is initiated within 4 h of surgery.

RADIATION TISSUE DAMAGE AND
OSTEORADIONECROSIS

1.2 million cases of invasive cancer are diagnosed yearly,
half of which will receive radiation therapy and 5% of
which will have serious radiation complications, which
represents 30,000 cases per year of serious radiation
sequellae (38). HBO is also well studied for its use in
treating osteoradionecrosis in conjunction with adequate
debridement of necrotic bone. Carl et al. also reported
success is applying HBO to 32 women with radiation
injury following lumpectomy and radiation compared
with controls (39). Feldmeier and his colleagues reviewed
the literature and found no evidence to support the poten-
tiation of malignant cells or the engancement of cancer
growth (40). The treatment protocol is 2.5 ATA for 90 min
daily for 20–50 treatments. HBO can also be used as a
radiosensitizer and are as much as three times
more sensitive to radiation kisses than are hypoxic cells
(41).

REFRACTORY OSTEOMYELITIS

Chronic refractory osteomyelitis (CROM) is infection of
the medullary and cortical portions of the bone that
persists or recurs following treatment with debridement
and antibiotics. The principles of treatment are fairly
simple. First, the dead bone is debrided and bone cultures
should be taken along with administration of appropriate
antibiotics. Next, the interface or cicatrix, which sepa-
rates the compromised bone from adequate blood supply,
is removed. Finally, hypoxia in the wound must be cor-
rected, which may be accomplished by HBO. The treat-
ment protocol is 2.0 ATA for 90 min daily for 20–60
treatments. Note that CROM and refractory osteomyelitis
require the longest treatment protocols. HBO is believed
to oxygenate hypoxic/ischemic tissues, augment host anti-
microbial responses, augment osteoclastic activity, and
induce osteogenesis in normal and infected bone and
antibiotic synergism.

ACUTE THERMAL BURNS

HBO is approved by the USMS but it is not covered by
Medicare.Gruberdemonstratedin1970thattheareaaround
and under a third-degree burn was hypoxic and could only be
raised by oxygen at increased pressure (42). HBO has been
found to prevent extension, reduce edema, increase healing
rates, and decrease total cost in several randomized studies
(43,44). HBO is also thought to decrease the rate of burn
sepsis based on several early studies. The controversy, in
part,surroundscurrentguidelines forearlydebridementand
grafting of burns. Once excised, a burn no longer exists and
HBO will not be helpful. In case burns are not easily amen-
able to excision such as flash burns to the face or groin, HBO
may be helpful to prevent extension of the burn and to aid
healing. Treatment must be started within 24 h. The recom-
mended regimen is 2.0 ATA for 90 min every 8 h on the first
day, then every 12 hours for 5 or 6 days.

ACUTE EXCEPTIONAL BLOOD LOSS ANEMIA

Hyperbaric oxygen for treatment of acute blood loss anemia
is reserved for those patients whose anemia is not immedi-
ately treatable for practical, disease process, or religious
reasons, which may include warm antibody hemolytic dis-
ease, Jehova’s Witnesses, those with rare blood types, and
those who refuse transfusion for other personal reasons. As
explained in the physiology section, HBO dramatically
increases the amount of solublized oxygen the blood can
carry. In fact, Boerema showed, in 1955, that pigs could be
exsanguinated to four-tenths of one gram of hemoglobin per
deciliter and be maintained in a hyperbaric environment of
3 ATA without hypoxia. The goal in HBO therapy for these
conditions is to improve the oxygen depth with the daily or
twice daily HBO treatments until the anemia can be
improved. In between the treatments, the patients should
be maintained a lower FIO2 of inspired oxygen if possible to
help reduce oxygen toxicity.

CARBON MONOXIDE POISONING

In 1966, Wada first used HBO to treat survivors of coal mine
disasters with carbon monoxide poisoning and burns. The
modern-day sources of carbon monoxide include automobile
exhaust, home heaters, portable generators, propane
engines, charcoal burners and camp stoves, and methylene
chloride paint strippers. The initial treatment for carbon
monoxide poisoning is 100% oxygen. The administration
of 100% oxygen via a nonrebreather mask facilitates the
dissociation of CO from hemoglobin to approximately 1.5
h. Hyperbaric oxygen delivered at 2.8–3.0 ATA reduced
the halflife of CO-bound hemoglobin further to 23 min. In
addition, patients who had one hyperbaric treatment for
CO poisoning had 46% neuropsychiatric sequelae at dis-
charge and 50% at one month versus two HBO treatments
at 2.8–3.0 ATA having 13% at discharge and 18% at one
month. The current recommendation is 3.0 ATA for 90
min with air breaks delivered every 8 h for a total of 3
treatments (called theWeaver protocol). Some authors
still feel one treatment may be adequate (45).
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CYANIDE POISONING

Hydrocyanide gas or HCN is formed when any number of
substances burns, including furniture, asphalt, paper, car-
peting (nylon), lighting baths (acrylic), plastic(polystyrene),
and insulation (melamine resins). The antidote for cyanide
poisoning begins with breathing 100% oxygen, ATLS pro-
tocols, and administration of IV sodium thiosulphate and is
continued with a slow infusion of sodium nitrate and simul-
taneous HBO therapy if it is available. The sodium nitrate
creates methemoglobin, which can impair the oxygen-carry-
ing capacity of hemoglobin. HBO increases the amount of
oxygen dissolved in plasma and may offer a direct benefit.
The treatment regimin is 3.0 ATA with 30/10 airbreaks.

HYPERBARIC CHAMBER FACILITY DESIGN
AND SAFETY

Over 500 hyperbaric facilities exist in the United States,
and the number of hyperbaric chambers is steadily increas-
ing worldwide. Hyperbaric chambers are classified as
either monoplace or multiplace. They differ functionally
in that the monoplace chamber instills oxygen into the
entire chamber environment, whereas in a multiplace
chamber, patients breathe 100% oxygen via a breathing
mask or oxygen hood and exhaled gases are vented outside
the chamber. Monoplace chambers are constructed either
as an acrylic cylinder with metal ends or are primarily
constructed of metal. Most commonly, the monoplace
chambers are formed from an acrylic cylinder from 20 to
40 inches in diameter with tie rods connecting it to end
caps. The opening is a rotating lock or a cam action lever
closure. Separate oxygen and air sources provide the oxy-
gen sources and air for air breaks during therapy. An
oxygen vent must be exhausted outside the building.
The through ports on the HBO chamber door allow passage
of specially made intravenous monitoring devices and
ventilators. The larger diameter monoplace chambers
are more comfortable; however, they require more oxygen
and can be heavier and more expensive to install. The
acrylic chambers can provide a maximum of 3 ATA pres-
sure. Alternatively, some monoplace chambers are con-
structed mostly of steel with acrylic view ports, which
can accommodate pressures of up to 6 ATA and are often
used in special situations such as offshore rigs where a
compact chamber is needed to treat decompression illness
required in U.S. Navy Table 5. Multiplace chambers are
much larger and are designed to provide treatment to
multiple people or to manage complex conditions. Some
can even house operating rooms with special precautions.
They are typically made of steel with acrylic view ports
and are designed for operation up to 6 ATA or 165 feet of
sea water. The gauges are reported in feet of sea water on
these multiplace chambers to facilitate the use of dive
tables for staff or patients. These multiplace chambers
are, therefore, best-suited to treat deep water decom-
pression illness. These chambers can accommodate from
2 to 20 people and have variable configurations including
horizontal cylinders, spherical shapes, and rectangular
chambers.

The primary professional hyperbaric medicine societies
in the United States are the Undersea and Hyperbaric
Medical Society (UHMS) and the American College of
Hyperbaric Medicine. The UHMS has developed a clinical
hyperbaric medicine facility accreditation program. This
program can be accessed via the UHMS website at http://
www.uhms.org, and it was designed to assure that clinical
facilities are:

1. Staffed with well-trained specialists;

2. Using high quality equipment that is properly
installed, maintained, and operated to the highest
possible safety standards;

3. Providing high quality care;

4. Maintaining proper documentation of informed con-
sent, treatment protocols, physician participation,
training, and so on (46).

Safety Elements for Equipment and Facilities

TheAmerican SocietyofMechanical Engineers (ASME)and
the Pressure Vessel for Human Occupancy Committee
(PVHO) define the design and fabrication guidelines for
hyperbaric chambers. Although not required in all states
or worldwide, it is accepted as the international standard
(46). Next, the National Fire Protection Association (NFPA)
has established a safety standard for hyperbaric facilities.
The publication, NFPA 99, Safety Standard for Health Care
Facilities, Hyperbaric Facilities, Chapter 20 explains the
details of and criteria for equipment associated with a
hyperbaric chamber facility. The requirements include fire
abatement systems, air quality, and electrical require-
ments. These requirements apply to any hyperbaric cham-
ber placed within a health-care facility. Each site must have
a safety director. It is important to have only cotton clothing
and to avoid any sources of sparks or static electricity given
the 100% oxygen (Fig. 2). In addition to these guidelines,
hyperbaric chambers are pressure vessels and, as such, are
subject to boiler and pressure vessel laws. They are also
medical devices and, in the United States, are also subject to
FDArules forclass IImedicaldevices.Achamber isrequired
to have a clearance from the FDA before the device can be
legally marketed or distributed, which is often called a 510 k
clearance, denoting the form onwhich the clearancemust be
submitted. To check on whether a device has received clear-
ance in the United States, one must contact the manufac-
turer or the Food and Drug Administration (FDA) most
easily via their website, http://www.fda.gov/scripts/cdrh/
cfdocds/cfpmn/dsearch.cfm.

Facilities must develop defined safety protocols and
emergency plans that are available through both the
Undersea and Hyperbaric Medicine Society (UHMS) and
the American College of Hyperbaric Medicine (ACHM).

FRONTIERS AND INVESTIGATIONAL USES

The use of hyperbaric oxygen therapy has, at times, been
surrounded with controversy and spurious claims from
improving athletic performance to slowing the aging
process. It is essential that the hyperbaric medicine
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physician, staff, and potential patients understand and
follow the principles of evidence-based practice, which
means prescribing HBO therapy for the conditions proven
to benefit from such treatment. The UHMS website, at
www.UHMS. org, and AHCM are good resources for addi-
tional information as are numerous publications on hyper-
baric medicine such as the hyperbaric medicine textbook
available through the UHMS website. Investigational uses
for hyperbaric oxygen therapy include carbon tetrachloride
poisoning, hydrogen sulfide poisioning, sickle cell crisis,
spinal cord injury, closed head injury, cerebral palsy, pur-
pura fulminans, intraabdominal and intracranial abscess,
mesenteric thrombosis, retinal artery occlusion, cystoid
macular edema, bell’s palsy, leprosy, lyme disease, stroke
and traumatic brain injury, and brown recluse spider bite.
Some of the many investigational uses for HBO therapy may
have merit, but these must be rigorously studied using well-
designed trials. As the field of hyperbaric medicine con-
tinues to advance, so will our understanding of the complex
physiologic effects of delivering oxygen under pressure.
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INTRODUCTION

Hyperbaric oxygen (HBO) is simply the delivery of mole-
cular oxygen in very high dosage. Even though experience

has shown HBO to be very useful in a number of conditions,
the exact mechanism of action at the molecular level is not
fully understood. Studies done by Thom et al. (1) demon-
strated that elevated oxygen tensions stimulated neuronal
nitric oxide synthase (NOS1) and increased steady-state
nitric oxide concentration in their microelectrode-
implanted rodents. Buras et al. (2) in their studies with
human umbilical vein endothelial cells (HUVEC) and
bovine aortic endothelial cells (BAEC) showed that hyper-
baric oxygen (HBO) down-regulated intracellular adhesion
molecule 1 (ICAM 1) expression via the induction of
endothelial nitric oxide synthase (NOS3), which proved
beneficial in treating ischemia reperfusion injuries. Other
studies talk about interactions between nitric oxide and
oxygen species and their role in various disease states.
Clearly, interest in HBO is growing.

Boerema (3) introduced hospital use of the hyperbaric
chamber in the late 1950s in Holland, simply to maintain a
semblance of normoxia in patients undergoing cardiac
surgery. Heart–lung machines had not yet been invented,
and the use of the chamber made certain kinds of cardiac
surgery possible for the first time. Boerema felt that if
enough oxygen could be driven physically into solution in
the tissues, which he termed ‘‘drenching’’, the circulation to
the brain could be interrupted longer than 3–4 min. It also
rendered surgery on many pediatric patients less risky. For
example, if the normal arterial pO2 in a patient with
Tetralogy of Fallot was 38 mmHg, placing him in the
chamber might raise it to 94 mmHg. Operating on the
patient under hyperbaric conditions posed much less risk
of ventricular fibrillation when the heart or great vessels
were manipulated.

This idea caught on quickly, and soon large surgical
hyperbaric chambers were built in Glasgow, New York, Los
Angeles, Chicago, Minneapolis, and at Boston Children’s
Hospital. By the early 1960s, however, heart–lung
machines became more common, and the need to do sur-
gery in the hyperbaric chamber diminished substantially.
Many large surgical chambers were left to gather dust or
were dismantled, as hospital floor space is always at a
premium. During this time the surgeons, who had been
doing most of the research, left the field. Of the nondiving
conditions, only carbon monoxide poisoning and gas gang-
rene seemed to be likely candidates for hyperbaric oxygen
treatment based on credible research.

In 1969, however, a double-blind controlled study on the
use of hyperbaric oxygen in senility was published in The
New England Journal of Medicine. Results seemed pro-
mising, and this initiated the propagation of hyperbaric
quackery. The original investigators made no sweeping
claims for the research, but simply felt that the area
merited further investigation. Eventually, further
research showed that the results of the study reported in
the New England Journal article were a statistical anom-
aly and could not be reproduced. However, hyperbaric
enthusiasts seized upon the earlier report, and senility
began to be treated in hyperbaric chambers, along with
a host of other diseases. Most of these were not in medical
centers. Fly-by-night ‘‘clinics’’ suddenly appeared claiming
to cure anything and everything. Patients were treated for
skin wrinkles, loss of sexual vigor, and a host of other
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maladies. As there were few investigators doing good
research in the area at that time, the field fell into dis-
repute.

Fortunately, a few legitimate investigators persisted in
their work, looking at the effects of hyperbaric oxygen in
greater detail. Soon it became clear that under hyperbaric
conditions oxygen had some unusual effects. The Undersea
and Hyperbaric Medical Society created a committee to
investigate the field. After careful study, the committee
laid down guidelines for what should be reimbursed by
third-party payers and what conditions should be consid-
ered investigational. Their report appeared in 1977 and
was adopted as a source document for Blue Cross/Blue
Shield (4). About the same time, Jefferson C. Davis of the
United States Air Force School of Aerospace Medicine
edited the first textbook in hyperbaric medicine (5). It
was only then that a firm scientific basis was reestablished
for the field, leading to increased acceptance by the medical
community. The number of chambers operating in hospi-
tals has risen dramatically from only 37 in 1977 to > 500
today. The Undersea and Hyperbaric Medical Society
(www.UHMS.org) and the American College of Hyperbaric
Medicine (www.ACHM.org) have taken responsibility for
setting standards in this field and for encouraging addi-
tional research. At this time, � 13 clinical disorders have
been approved for hyperbaric treatment. They include air
or gas embolism, carbon monoxide poisoning, clostridial
myonecrosis, crush injury or compartment syndrome,
decompression sickness, problem wounds, severe blood loss
anemia, necrotizing soft tissue infections, osteomyelitis,
radiation tissue damage, skin grafts or flaps, thermal
burns and brain abscess.

Remember that hyperbaric oxygen was introduced
initially into hospitals in order to simply maintain nor-
moxia or near-normoxia in patients undergoing surgery.
It was only later, and quite serendipitously that research-
ers discovered that oxygen under increased atmospheric
pressure gained some of the attributes of a pharmacologic
agent. Oxygen begins to act like a drug when given at
pressures of 2 atm or greater. For example, oxygen under
pressure can terminate lipid peroxidation in vivo (6), it
can enhance the bacteriocidal capabilities of the normal
leukocyte (7,8), and it can stimulate the growth of new
capillaries in chronically ischemic tissue, such as in the
diabetic foot, or in tissue that has undergone heavy radia-
tion. It can reduce intracranial pressure on the order of
50% within seconds of its initiation, and this effect is
additive to that of hypocapnia (9–11). HBOT can increase
the flexibility of red cells, augmenting the effects of pen-
toxifylline (12). It can decrease edema formation by a
factor of 50% in postischemic muscle and prevent sec-
ond-degree burn from advancing to full-thickness injury
(13–15). Hyperbaric oxygen has also been shown to hasten
functional recovery of traumatized peripheral nerves by
almost 30% following repair. Many of these discoveries
have been made only in the last decade.

In a number of these areas, we are beginning to under-
stand the basic mechanisms of action, but overall very
little is understood at the molecular level. It is anticipated
that studies involving nitric oxide synthase will provide
insight regarding the elusive molecular mechanistic

explanation. Also, many contributions to our understand-
ing have come from advances made in the biochemistry of
normal wound healing. We understand that normal oxy-
gen pressures are 80–90-mmHg arterially, that oxygen
enters our tissues from the capillaries, and that at this
interface carbon dioxide (CO2) is removed. Under hyper-
baric conditions, all of this changes. At a chamber pres-
sure of 2.4 atm (ATA), the arterial oxygen pressure (pO2)
reaches � 1500 mmHg, immediately saturating the red
blood cells (RBCs). Upon reaching the tissues, these RBCs
never unload their oxygen. At this high partial pressure of
gas, oxygen diffuses into the tissues directly from the
plasma. Returning to the heart, the RBCs are bathed in
plasma with a pO2 of 150–200 mmHg. Tissue oxygen
requirements are completely derived from the plasma.
In theory, one might think that this condition could prove
fatal, as red cells no longer can carry CO2 away from the
tissues. However, we are fortunate that CO2 is 50 times
more soluble in plasma than are oxygen and nitrogen, and
the body has a very capable buffering system which
overcomes the loss of the Haldane effect, which is the
increase in CO2 carrying capacity of deoxygenated red
cells (16).

Another factor to be considered is the actual part of the
circulatory system that overcomes the loss of the Haldane
effect. Traditionally, we think of this exchange occurring in
the capillaries. Under very high pressures, however, com-
puter modeling has shown that nitrogen exchange under
pressure (as in deep sea divers) is probably complete by the
time the blood reaches the arteriolar level. Whether this is
true when hyperbaric oxygen is breathed has not yet been
determined. The rate of metabolism under hyperbaric
conditions appears to be unchanged, and the amount of
CO2 produced appears to be about the same as when
breathing air. It would be interesting to know just at what
level oxygen exchange is accomplished in the tissues, as
this might have practical implications when treating peo-
ple with severe capillary disease.

Oxygen can be toxic under pressure. Pulmonary toxi-
city and lung damage can be seen at oxygen pressures
> 0.6 atm during chronic exposure. Central nervous sys-
tem (CNS) toxicity can manifest as generalized seizure
activity when oxygen is breathed at pressures of 3 atm or
greater. The CNS toxicity was first observed by Paul Bert
in 1878, and is termed the ‘‘Paul Bert Effect’’ (17). Despite
years of research into this phenomenon, the exact under-
lying or molecular cause of the seizure has not yet been
discovered. There is a generalized vasoconstriction that
occurs when oxygen is breathed at high pressure, redu-
cing blood flow to muscle, heart, and brain by a factor of
� 20%, as a defense against toxic quantities of oxygen.
The exact mechanism responsible for this phenomenon is
not fully understood.

Central nervous system oxygen toxicity was evaluated
by the Royal Navy. The purpose of this research was to
determine the time until convulsion so that combat swim-
mers would know their endurance limits under various
conditions. Volunteer research subjects swam in a test
tank using closed-circuit oxygen rigs until convulsion
occurred and thus established safe oxygen tolerance
boundaries.
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Also related to the effect of oxygen, the ‘‘off ’’ phenom-
enon (18) was first described by Donald in 1942. He
observed that seizures sometimes occurred when the cham-
ber pressure was reduced or when a diver surfaced and
oxygen breathing under pressure was suddenly termi-
nated. Lambertsen (19) provided a description of this type
of seizure activity:

The convulsion is usually but not always preceded by the
occurrence of localized muscular twitching, especially
about the eyes, mouth and forehead. Small muscles of
the hands may also be involved, and incoordination of
diaphragm activity in respiration may occur. After they
begin, these phenomena increase in severity over a period
which may vary from a few minutes to nearly an hour, with
essentially clear consciousness being retained. Eventually
an abrupt spread of excitation occurs and the rigid tonic
phase of the convulsion begins. Respiration ceases at this
point and does not begin again until the intermittent
muscular contractions return. The tonic phase lasts for
about 30 seconds and is accompanied by an abrupt loss of
consciousness. It is followed by vigorous clonic contractions
of the muscle groups of the head and neck, trunk and limbs.
As the incoordinated motor activity stops, respiration can
proceed normally.

Within the wound healing community, current doc-
trine holds that a tissue pO2 of 30–40 mmHg is necessary
for adequate wound healing (20,21). Below 30 mmHg,
fibroblasts are unable to replicate or produce collagen.
Additionally, when the pO2 drops < 30 mmHg, leukocytes
are unable to utilize oxidative mechanisms to kill bac-
teria. We have noted that the tissue pO2 is critical, but
that the actual quantity of oxygen consumed in wound
healing is relatively small. The amount of oxygen used to
heal a wound is only � 10% of that required for brain
metabolism.

Production of new collagen is also a requirement for
capillary ingrowth or proliferation (22). As capillaries
advance, stimulated by angiogenic growth factor, they
must be supported by an extracellular collagen matrix to
facilitate ingrowth into tissue. In the absence of new
collagen, capillary ingrowth cannot occur. This effect is
crucial in treating radionecrosis (23–25), where the tissue
is primarily hypovascular, and secondarily hypoxic and
hypocellular. It has been discovered that when collagen
production can be facilitated, new capillaries will invade
the previously irradiated area, and healing will then occur.
The tissue pO2 rises to � 80% of normal and plateaus;
however, this is sufficient for healing and will even support
bone grafting. Historically, the only means of managing
radionecrosis was to excise the radiated area and bring in
fresh tissue with its own blood supply. New collagen for-
mation and capillary ingrowth also account for the rise in
tissue pO2, which can be achieved in patients with diabetic
foot lesions.

It is now well understood that the stimulus for growth
factor production by the macrophage is hypoxia and/or
the presence of lactic acid (26,27). Wounds managed in
hyperbaric units are typically ischemic and hypoxic.
Periods of relative hypoxia, required for the stimulation

of growth factor production, exist between hyperbaric
treatments.

Surprisingly, oxygen levels remain high in tissues for
longer than one would expect following hyperbaric treat-
ment. In a study by George Hart (28) at Long Beach
Memorial Hospital, a mass spectrometer probe was
inserted in the unanesthetized thigh tissues of normal
volunteers. Muscle and subcutaneous tissue pO2 values
in study subjects remained significantly elevated for 2–3 h
following hyperbaric oxygen treatment. Arterial pO2 was
also measured and found to rise immediately and signifi-
cantly under hyperbaric conditions but returned to normal
levels within a couple of minutes upon egress from the
chamber (Fig. 1). Thus, multiple daily HBO treatments can
maintain useful oxygen levels for up to 12 h/day.

Mention has been made of enhanced leukocyte killing of
bacteria under hyperbaric conditions. Jon Mader of the
University of Texas-Galveston (29) carried out a rather
simple, but elegant, experiment to demonstrate this. The
fascinating part of this study is that in the evolution of the
human body, a leukocyte has never been exposed to a
partial pressure of 150 mmHg while in tissues. This level
is impossible to attain breathing air. Nevertheless, when
one artificially raises the pO2 far beyond the leukocyte’s
normal functional parameters, it becomes even more
lethal to bacteria. This is an anomaly, as one rarely can
improve on Mother Nature. Of some interest in this
regard is that if one bites one’s tongue, one is never
concerned about possible infection, even though it is a
human bite. Similarly, hemorrhoidectomies rarely, if
ever, become infected. The reason is that the pO2 of the
tissues in and around the oral cavity are very high, and
the pO2 in hemorrhoidal veins is nearly arterial. Tom
Hunt has shown it is impossible to infect tissue that is
injected with raw staphylococci if the pO2 in the same
tissue is > 50 mmHg. Both he and David Knighton have
described oxygen as an antibiotic (30,31).

The reduction of intracranial pressure is facilitated by
vasoconstriction. Experimentally, Rockswold has shown
that mortality can be halved in victims of closed head
injury with Glasgow Coma Scales in the range of 4–6.
One of the major mechanisms here is a reduction of intra-
cranial pressure while continuing to oxygenate hypoxic
brain (32–36). Sukoff et al. (37) administered 100% O2,
1.5 ATA � 60 min every 24 h (maximum of 7 h) to severely
brain injured patients. This resulted in a 50% reduction in
mortality.

A paper published by Mathieu (38) has shown that the
flexibility index of red cells can be changed from 23.2 to 11.3
within 15 hyperbaric treatments. This increase in flexibil-
ity can prove quite useful in people with narrowed capil-
laries. However, whether this phenomenon plateaus at 15
treatments, its duration and underlying mechanism are
still unknown.

Nylander et al. (39) demonstrated that following com-
plete occlusion of the blood flow to rat leg for 3 h, post-
ischemic edema could be reduced by 50% if the animals are
promptly treated with hyperbaric oxygen. He also demon-
strated that the mechanism for this was preservation of
adenosine triphosphate (ATP) in the cells, which provides
the energy for the cells to maintain their osmolarity. Cianci
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(40,41). Yamaguchi, and others have underscored the
importance of ATP in preventing edema in burn. Treat-
ment twice daily has shown to be more efficacious than
treatment once a day.

Zamboni (42) and Gingrass, working at the University
of Southern Illinois, have shown the effects of hyperbaric
oxygen on speeding functional return in peripheral nerve
repair and grafting. At 6 weeks, there is a 28% improve-
ment of function in the affected leg of these rats.

Niezgoda (43) performed a randomized and double-
blinded study in human volunteers investigating the effect
of hyperbaric oxygen in a controlled burn wound model. He
demonstrated statistically significant decreases in edema
formation and wound exudate in the hyperbaric oxygen
treated group.

Finally, the mechanism for the effects of hyperbaric
oxygen in carbon monoxide poisoning (44,45) is now better
understood. Traditionally, it was felt that the mere pre-
sence of carboxyhemoglobin blocked transport of oxygen to
the tissues. However, studies by Goldbaum et al. (46) at the
Armed Forces Institute of Pathology in 1975 lead us to
different conclusions. Impairment of cytochrome A3 oxi-
dase and lipid peroxidation occurring following a reperfu-
sion injury are now suggested as the primary pathways in
the pathophysiology causing fatality. Stephen Thom (47–
50) at the University of Pennsylvania pioneered research
in this area. It appears that as carbon monoxide levels fall,
the products of lipid peroxidation rise, indicating that
brain damage is occurring only during the resuscitative
phase, thus becoming reperfusion injury. Thom demon-
strated that a period of hypotension (even though it may
only be a matter of seconds) is enough to initiate lipid
peroxidation. Oxygen at 1 atm has no effect on halting the
process. However, oxygen at 3 atm terminates lipid per-
oxidation. Patients who have been treated acutely with
hyperbaric oxygen rarely exhibit signs of delayed dete-
rioration, reported in 30–40% of severe cases treated only
with normobaric oxygen. The probable mechanism for this

is the ability of hyperbaric oxygen at three ATA to termi-
nate lipid peroxidation.

Finally, in many ways it seems paradoxical that oxygen
at high pressure, which intuitively would seem to provide
more substrate for free-radical formation, still benefits
tissues from crush injury and postischemic states. But
ironically, it is precisely this hyperbaric environment that
promotes certain so-called reactive oxygen species with
inherent protective qualities (51). More studies are cer-
tainly needed to investigate the underlying pharmacologic
benefits afforded by hyperbaric oxygen. We have only just
begun to explore and utilize a treatment modality whose
time has come.
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Figure 1. Arterial, muscle and subcuta-
neous pO2 after HBO treatment.
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INTRODUCTION

Interstitial hyperthermia or thermal therapy is a mini-
mally invasive method for the treatment of cancer. Radio
frequency (RF), microwave, laser light, or ultrasound
energy is delivered through one or more thin needle devices
inserted directly into the tumor.

Interstitial devices have the significant advantage
over external devices of being able to deliver thermal
energy directly into the target region, thereby avoiding
depositing energy into intervening nontarget tissue.
Their main disadvantage is that the needle devices
employed often deposit energy over only a small volume.
This can make it challenging to deliver an adequate
thermal dose to large target regions. This problem was
highlighted in an early radiation therapy oncology group
(RTOG) phase III trial in which only 1 out of 86 patients
was deemed to have received an adequate thermal treat-
ment (1).

These early challenges in interstitial hyperthermia
have been addressed, to some extent, through the devel-
opment of improved heating devices and more detailed
monitoring of applicator placement and dose delivery.
Quality assurance guidelines have been developed by
the RTOG to raise the quality of heating (2). The guide-
lines recommend pretreatment planning and equipment
checks, the implantation of considerations and documen-
tation, the use of thermometry, and the development of
safety procedures. Treatment procedures have also been
improved through the use of more detailed thermometry,
especially using magnetic resonance imaging approaches
(3,4).

THERMAL DOSE AND HEAT TRANSFER

The goal of interstitial thermal therapy is to deliver a
prescribed dose to a target volume. Thermal dose is defined
as equivalent minutes at 43 8C, or TD. The units of TD are
minutes, which represents the time tissue would need
to be maintained at a constant temperature of 43 8C to
have the same effect as the particular time–temperature
history that the tissue was exposed to. The thermal dose
after & minutes of heating can be calculated if the time–

temperature history is known (5),

TDðtÞ ¼
Z t

0
R43�TðtÞdt where

R ¼
0:25 for T � 43 �C

0:5 for T> 43 �C

ð1Þ
ð2Þ

�

The dose prescribed for treatment depends on whether the
heating is being used as an adjuvant to radiation or sys-
temic therapy, or whether it is being used as a stand-alone
treatment to coagulate tissue. For the former use, the dose
prescribed is typically 10–60 min (Eq. 1) and for the latter it
is usually prescribed to be > 240 min (Eq. 2). This is
because temperatures employed for adjuvant treatment
(usually referred to as hyperthermia) are in the 40–
45 8C range. For stand-alone coagulation (usually referred
to as thermal therapy or thermal ablation), temperatures
in the range of 55–90 8C are used.

The temperature (T) produced in tissue depends on the
heat deposition by the applicator, heat conduction, and
blood flow according to

rc
@T

@t
�r 
 ðkrTÞ þ v 
 rT ¼ Q

where r is the tissue mass density,r is the heat capacity of
the tissue, k is the thermal conductivity of the tissue, v is
the blood velocity profile, and Q is the heat absorbed per
unit volume. Detailed knowledge of the blood velocity
profile at the capillary level is generally unknown, and
even if it were known the calculations would require
impractically large computational resources. While several
models have been proposed to calculate heat transfer due to
perfusion, the Pennes bioheat transfer equation is most
often employed (6)

rc
@T

@t
�r 
 ðkrTÞ þwcbðT � TbÞ ¼ Q

where w is blood mass perfusion rate, cb is the blood heat
capacity, and Tb is the temperature of the blood entering
the treatment field, and v is the velocity field of any
convective flow (e.g., as the blood in large vessels). This
equation can be used to predict the temperature in tissue,
and therefore plan thermal therapy or hyperthermia treat-
ments if the perfusion rate is known. Penne’s equation does
not accurately predict for the effect of large blood vessels
that must be modeled individually.

ELECTROMAGNETIC HEATING

The heat absorbed (or deposited) in tissue is often described
in terms of the power per unit mass. It is called the specific
absorption rate or SAR. For electromagnetic devices heat is
deposited by the motion of charges or ions. The movement
of charge depends on the electric field produced by the
applicator in tissue. In microwave and RF hyperthermia,
the applicators are driven by sinusoidally time-varying
signals. In this case, the electric field can be written in
phasor form E such that the electric field is given by,
EðtÞ ¼ RðEe jvtÞ, where R(x) is the real part of the complex
vector x, and v is the angular frequency of the driving
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signal. The SAR is then

SAR ¼ Q

r
¼ s

2r
ðE 
E�Þ

where s is the electrical conductivity of the tissue.
The calculation of the electric field E is based on

Maxwell’s equations. For microwave devices, these equa-
tions are combined to produce the Helmholtz vector wave
equation

r�r�E� k2E ¼ 0

where k is the complex-valued wavenumber given by
k2 ¼ v2me� jvms and m is the magnetic permeability
of the medium, which for tissue is the same as the
free-space value, and e is the electrical permittivity of
the medium. The divergence free condition, r
E ¼ 0,
may have to also be explicitly imposed if the solution
technique does not inherently do this.

For RF devices, the frequency is sufficiently low that the
displacement currents can be ignored. In this case, it is
usually simpler to determine the scalar electric potential V
and from this derive the electric field, E ¼ � rV. The
electric potential obeys a Poisson-type equation

�r 
 ðkrVÞ ¼ 0

For models of both microwave and RF devices, the
governing Helmholtz or Poisson equation is imposed in a
domain with a known electric field or electric potential
specified as a boundary condition to represent the power
source. Another condition that is often imposed on the
surface of metals is that the tangential component of the
electric field is zero, n̂�E ¼ 0.

The solution of the governing equations with appropri-
ate boundary conditions is impossible for all but the sim-
plest geometries. For most practical cases, numerical
methods and computational tools are required. The finite
difference time domain (FDTD) method (7), the finite ele-
ment (FE) method (8,9), and the volume surface integral
equation (VSIE) method (10) are the most commonly uti-
lized methods for solving the governing equations in elec-
tromagnetic hyperthermia and thermal therapy. In the
FDTD method, the domain is discretized into rectangular
elements. The accuracy of a FDTD solution depends on the
size of the mesh spacing. Smaller elements produce more
accurate solutions, but also require more memory to store
the system of equations. Since the grids are rectangular,
their nonconformation to curved tissue boundaries pro-
duces a stair-casing effect. Therefore, a large number of
elements are required to model such geometries accurately.
Unlike the FDTD method, the FE method uses tetrahedral
meshes in the domain and the VSIE method uses triangular
meshes on domain surfaces. Tetrahedral and triangular
meshes are more suitable than regular finite difference
grids for three-dimensional (3D) modeling since they do
not have the stair casing effect at tissue boundaries.

RADIO FREQUENCY DEVICES

In RF, thermal therapy tissue is heated by electrical resis-
tive (or J) heating. The heating devices, or applicators, are

inserted interstitially to produce currents in the tissue. The
currents typically oscillate sinusoidally in the kilohertz or
low megahertz frequency range. As a result, this modality
is often referred to as radio frequency or RF heating. There
devices have an advantage over other interstitial devices in
their simplicity and low cost. They can operate at low
frequency, and therefore do not require complex power
generators. The RF probes, due their simplicity, tend to
have the smallest diameter of all the types of interstitial
heating probes. The RF heating technique has been exten-
sively reviewed by others (11–15).

There are several designs of RF interstitial devices,
which may be categorized into three groups. The simplest
design consists of a single electrode at a probe tip (often
referred to as a needle electrode) (9,16–20). The current
flows between a single electrode at the end of an applicator
and a large ground plate placed at a distal site. Since the
current flows between a small electrode and a large plate,
the currents are concentrated near the electrodes resulting
in SAR patterns that are localized to the electrodes as
illustrated in Fig. 1.

With these single electrode probes the coagulation dia-
meter is usually limited to � 1.6 cm. Therefore several
probes are needed to cover a larger area (21), or a single
probe can be inserted into several locations, sequentially,
during a treatment.

Since it is desirable to avoid the insertion of multiple
interstitial probes, single probes that release multiple
electrodes outward from the probe tip have been designed
to produce large coagulation volumes. Two examples of
these are the Boston Scientific (Watertown, MA; formerly
Radio Therapeutics Corporation, Mountain View, CA) RF
3000 system in which 10–12 tines are deployed from a
cannula to form an umbrella shape (Fig. 2) and the RITA
Medical Systems (Mountain View, CA) Starburst probes
with up to 9 tines. In some configurations, some of the tines
in the Starburst probes are replaced with dedicated ther-
mocouples while others are hollow electrodes through
which saline can be infused into the target region to
enhance heating. These multielectrode probes are able to
produce coagulation regions with diameters up to 7 cm,
although complete coverage of a large region can be diffi-
cult in high blood flow organs, such as the kidney (22).

The negative RTOG phase III trial, in which only 1 out
of 86 patients was deemed to have received an adequate
thermal dose (1) illustrated the need to not only increase
the target volume coverage, but also to control the heating.
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Figure 1. The heating in RF devices is caused by current flow.
Since the current flows from the heating electrode to the ground
pad, there is a high current density near the electrode due to its
small size compared to the ground pad. This results in heating that
is localized to the heating electrode.



Control is needed to enable the conformation of the heating
to irregularly shaped target volumes while avoiding nearby
organs at risk and to compensate for heterogeneous cooling
by the vasculature (23). Partial control can be achieved by
appropriate positioning of the probes and the adjustment
their power. Further control along the direction of the
probe is also needed (24,25) and multielectrode current
source (MECS) applicators have been developed to provide
this capability (26). The MECS applicators contain several
electrodes placed along their length with the amplitude
and phase of each electrode independently controlled. In
the most common configuration, the electrodes are capaci-
tively coupled (insulated) with the tissue. The electric fields
induced by the electrodes produce currents in the tissue
that cause heating. Since the electrodes are capacitively
coupled, the probes can be inserted into brachytherapy
catheters, for example, making it feasible to add interstitial
heating as a simultaneous adjuvant to brachytherapy
(interstitial radiation therapy). The electric field (and
hence current) may be induced between electrodes on
the same probe or on separate probes, or it may be induced
between the probe electrodes and a grounding plane.

MICROWAVE DEVICES

Microwave applicators can produce larger coagulation
regions than RF applicators due to their radiative nature.
However, the construction of the power generator and
matching circuitry makes these devices more complex,
and therefore more expensive. Due to this, microwave
interstitial hyperthermia has been used less often in the
clinic than RF interstitial hyperthermia.

Ryan et al. reviewed and compared several types of
microwave interstitial applicators (27) and several excel-
lent reviews of microwave interstitial thermal therapy
exist (28–32). The two most commonly used devices are
the dipole antenna and the helical antenna. The dipole
antenna is the simplest form of microwave interstitial
antenna (7,8,33). It is usually constructed from a coaxial
cable with the outer conductor removed from an end
section (typically 1 or 2 cm in length) to expose the inner
conductor (Fig. 3). A power generator feeds a sinusoidally
oscillating signal into the cable at one of the ISM fre-
quency bands between 400 MHz and 3 GHz. The inner- and

outer-conductor electrodes at the tip of the coaxial cable
act as an antenna that produces microwaves that radiate
out into the tissue. Tissue is an attenuating medium that
absorbs microwaves, and this absorbed energy is converted
into heat in the tissue.

The radiative or active length of a typical dipole inter-
stitial device is 1–3 cm. The devices produce a coagulation
region that is ellipsoidal shaped with a large axis of up to
3 cm along the length of the antenna and a small axis of
up to 2 cm diameter. The drawback of the dipole appli-
cator is that the region of highest SAR, or hot spot, is
located at the point at which the outer conductor is cut
away. Therefore, the tips of these antennas have to be
inserted past the center of the target region, and this can
be a problem if the target region is located adjacent to a
critical structure.

A further problem with dipole antennas is that the SAR
patterns are sensitive to the depth to which the antenna is
inserted into tissue (8). A second common microwave
applicator design, referred to as a helical antenna (34–
36), has been designed to make the applicator insensitive to
its insertion depth. In this applicator, one electrode is
wrapped in a helix pattern around an exposed coaxial cable
(Fig. 4). The antennas are also designed to extend the
heating pattern along the applicator and toward the tip
of the antenna compared to the dipole antenna. The SAR
pattern from a BSD Medical (Salt Lake City, UT) helical
antenna is shown in (Fig. 5). The antenna was operating at
915 MHz. The measurement was performed using the
thermographic imaging technique (37) and demonstrates
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Figure 2. A Boston Scientific (Watertown, MA; formerly Radio Therapeutics Corporation,
Mountain View, CA) insterstital RF probe with 10 tines that are deployed from the cannulus
after insertion into a target region. The deployed tines produce a coagulation zone that is larger than
the zone that can be produced by a single electrode probe. The top probe is shown with the tines
undeployed (ready for insertion) and the bottom probe shows the probe with the tines deployed (as
they would be after insertion).

Figure 3. A schematic representation of a microwave interstitial
dipole antenna applicator. The outer conductor of a coaxial cable is
stripped away to produce a radiating section.



that the heating extends along the length of the helix and
that the hot spot is close to the tip of the applicator.

Interstitial microwave applicators have the advantage
over RF applicators in the ability to use arrays of applica-
tors to dynamically steer the SAR pattern (33). For large
target volumes, several applicators can be inserted. The
heating pattern can then be adjusted by not only adjusting
the power to each applicator, but also by adjusting the
relative phase of the signal to each applicator. The phase
can be adjusted such that the microwaves produced by
the applicators interfere constructively in regions that
require heating and interfere destructively in regions that
should be spared. The predetermination of the phase
required for each applicator can be calculated during treat-
ment planning. This is a challenging calculation for appli-
cations in which tissue is electrically heterogeneous or
the placement of the applicators cannot be accurately
predicted. In these cases real-time monitoring of the treat-
ment is required and a manual or computer run feedback
control is used to set the phase of the applicators to produce
the desired heating profile.

The size of the coagulation volume is limited by the
maximum temperature in the treatment field. Since the
maximum temperature is usually located at the applicator,
it is possible to increase the coagulation volume by cooling
adjacent to the applicator. Using this technique, the cross-

section area of a coagulation volume has been noted to
increase by a factor of 2.5 in one study (38) and the
coagulation volume diameter was found to increase from
1.2 to 2.4 cm (39). In microwave heating, the cooling is
usually done by passing water or air through the catheter
containing the antenna (29,38,40). In RF heating, cooling
water is passed inside the electrode to cool the tissue near
the electrode (41,42).

In RF heating, it is also possible to increase the coagula-
tion volume by saline injection from the lumen of the
electrode (43). Since saline is electrically conductive, inject-
ing it into the tumor increases the electrical conductivity of
the tumor, and hence the SAR in the tumor. This technique
has not gained popularity due to the inability of control the
flow of saline in the tumor, resulting in irregular and
unpredictable coagulation regions being produced.

CLINICAL STUDIES WITH MICROWAVE AND RF DEVICES

Interstitial microwave and RF heating systems have been
widely used to clinically treat a variety of tumors in phase I
(34,44–47), phase II (18,32,44–49) and phase III trials
(1,50). The RF systems have been used to treat a large
range of sites, including brain (45), head and neck (1),
breast (1), myocardium (51), lung (14), liver (11,52), pan-
creas (18), prostate (48), and kidney (44,53). Microwave
systems have also been used to treat a large range of sites,
including liver (4), prostate (both carcinoma and benign
hyperplasia) (29,36), head and neck (1,32,49), brain
(34,50), breast (1), and other pelvic areas (1). The heat
treatments are used alone (29,36), or combined with exter-
nal beam radiation (54), interstitial radiotherapy (brachy-
therapy) (1,32,46), and/or chemotherapy (17). The heat
treatments are used alone (29,36), or combined with exter-
nal beam radiation (29,36,48,54,55), combined with external
beam radiation (54) or interstitial radiotherapy (brachyther-
apy) (1,32,46,48,55), and with chemotherapy (17).

The interstitial hyperthermia treatments are usually
administered under ultrasound, CT or MR guidance. Dur-
ing the treatment the hyperechoginicity of microbubbles
that can be produced at sufficiently high temperatures can
provide some real-time ultrasound feedback of the treat-
ment. Posttreatment evaluation can be performed using
contrast enhanced ultrasound, CT or MR. The vasculature
in the coagulated volume is destroyed and the destroyed
volume can be identified as an unenhanced region in the
image (41,56,57).

LASER DEVICES

First described in 1983 by Bown (58), Interstitial Laser
Photocoagulation (ILP) [sometimes referred to as Laser
Induced Thermal Therapy (LITT)] involves the use visible
or near infra-red (IR) light delivered through fibre optic
cables to heat tissue for therapeutic purposes. The ILP has
been investigated as an experimental treatment for a
variety of solid tumors including liver, breast, stomach,
pancreas, kidney, lung, and bone (59). The tissue tempera-
ture is raised causing coagulation of the target volume.
Similar to the microwave and RF cases, the production of
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Figure 4. Shown here is a BSD Medical (Salt Lake City, UT)
helical microwave applicator. The inner conductor of a coaxial
cable is extended backward in a helical pattern around the
dielectric insulator. There is no connection between the helical
section and the outer conductor.

Figure 5. The normalized SAR pattern along the coronal plane of
a BSD Medical (Salt Lake City, UT) helical applicator operating at
915 MHz. The image was provided courtesy of Claire McCann.



heat in a local volume of tissue results from the amount of
absorbed laser energy, S(r). In biomedical treatments, such
as LITT, it is the total absorbed laser energy that typically
determines the therapeutic outcome. It is equal to the
product of the local fluence rate, f(r) which is the total
photon power over all directions that pass through a point
area of space, and the absorbing characteristics, ma(r) of the
tissue (60):

SðrÞ ¼ maðrÞfðrÞ

The absorbed optical energy deposition pattern is governed
by the absorption and scattering characteristics of the
tissue. An absorption event causes the interacting mole-
cule to enter a vibrational–rotational state that results in a
transfer of energy to surrounding molecules that manifests
as a local increase in temperature (61). Absorption occurs
due to interactions with native molecules called chromo-
phores with examples including melanin, hemoglobin, and
water. In a given tissue, the concentration weighted sum of
the absorption of different chromophores leads to its bulk
macroscopic absorption. Scattering refers to a directional
change in light propagation and likely results from differ-
ences in the index of refraction in the various cellular
components, such as the between cell membranes and
the extracellular space. Here the scattering is assumed
to be elastic with no change in energy occurring during the
interaction. The statistical quantities that govern light
interactions are the scattering coefficient, ma(cm�1) and
absorption coefficient, ma(cm�1) and are defined, respec-
tively, as the probability of scattering or absorption per
average distance traveled (also known as the mean free
path). In the case of scattering, consideration is given to the
probability of scatter in a particular direction. An addi-
tional parameter known as the anisotropy factor, g, quan-
tifies this directionality by integrating the average cosine
of the scattering probability over all directions. When
g ¼ 0, scattering is isotropic. However, in the case of
biological tissues g typically lies within the range of 0.7
and 0.99 meaning that scattering typically occurs in the
forward direction. The reduced scattering coefficient,
m0s ¼ msð1� gÞ, allows light scattering to be approximated
as isotropic although scattering events are actually in the
forward direction. The inverse of the reduced scattering
coefficient is, therefore, the average distance that light
travels before it changes direction from its original direc-
tion of propagation (62).

In theory, Maxwell’s equations could be used to calcu-
late the scattering and absorption of the EM vector fields
due to the underlying tissue components (63). In this case,
the tissue microstructure could be modeled as random
perturbations, e1(r) in the dielectric constant around a
mean value, e0(r), with the total dielectric constant, e(r),
given by the sum of these quantities. However, in practice,
due to the complex and random composition of tissue, a
complete and accurate description of e(r) has yet to be
realized. Instead a more commonly used solution is to
consider light as a stream of neutral particles or photons
with individual quanta of energy that propagate elastically
throughout the medium. This formalism is governed by
radiative transport theory (64), and assumes light to be

monochromatic while ignoring its conventional wave char-
acteristics, such as polarization, diffraction, interference,
and fluorescence. Although incomplete, the photon model
has been shown to be consistent with experimental mea-
surements in turbid media (65).

A commonly employed model of photon propagation is
the Monte Carlo (MC) method (66), which utilizes prob-
ability distributions to simulate the propagation of thou-
sands to millions of individual photon packets based on the
optical properties of tissue to arrive at a statistical repre-
sentation of the overall light distribution. The MC is amen-
able to heterogeneous and arbitrary geometries and does
not suffer from the limiting assumptions of analytical
solutions. However, its primary disadvantage is the
requirement of long computational times, on the order of
hours to days, to achieve reasonable statistics. Regardless,
with the increasing speed of modern computers, the Monte
Carlo method remains a viable option for photon simula-
tions. The reader is referred to an excellent review by
Roggan and Muller (67) for the implementation of the
MC model for treatment planning of LITT.

Alternatively, one may employ formal solutions to the
governing equations for photon transport. The energy flow
of photons in a scattering and absorbing medium is
described by the radiative transfer equation (RTE) (64).
The RTE is an integro differential equation that describes
the energy conservation of photons within an infinitesi-
mally small volume that result from losses due to absorp-
tion and scattering as well as gains arising from photons
scattered from other directions and from the laser source.
Analytical solutions to the RTE are difficult to obtain.
Hence, various approximations have been proposed to
convert the RTE to a more mathematically tractable and
practical form. A standard technique, called the Pn approx-
imation, expands the radiance and source as a finite series
of spherical harmonics to nth order. The P1 approximation
is the simplest of these expansions and in the steady state
is also known as the diffusion approximation (63,64):

r2fð r
* Þ � ma

D
ð r
* Þfð r

* Þ ¼ � 1

D
Sð r

* Þ

Here fð r*Þ is the photon fluence rate, while D is the photon
diffusion coefficient given by

D ¼ 1

3½m0s þ ma�

The primary assumption of the diffusion equation, that is
linear flux anisotropy, is only accurate when the scattering
properties of the medium are much larger than the absorp-
tion properties and at locations > 1/m0s from the source. A
number of analytical solutions to the diffusion equation
exist for simple but practical geometries. The solution for a
point source in an infinite homogeneous medium is given
by (63)

fð r
* Þ ¼ Poeð�meff rÞ

4pr

This solution is particularly useful as, assuming an
infinite medium, it may be integrated numerically to pro-
vide the light distribution of cylindrical or extended source
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of arbitrary geometries. However, it is well known that
tissue optical properties often change from their native
state after undergoing thermal coagulation. This results in
heterogeneities in optical properties that effect the overall
light distribution (68). In such cases, analytical solutions
are available only for the simplest geometries and numerical
methods such as the finite element (69), finite difference
(70), and boundary element method (71) must be employed.
A thorough discussion of these methods was given in the
preceding section for microwaves and their implementation
in the case of photon propagation is the same.

Initially, bare tipped optical fibers were used to deliver
laser light to the tumor. High temperatures immediately
adjacent to the fiber tip cause the tissue to char and form a
zone of carbonization. The charred fiber then acts as a point
heat source and the temperature of the fiber increases
significantly leading to vacuolization of the surrounding
tissue. The volume of coagulation around the fiber grows
until thermal equilibrium is reached at the edges of the
lesion. Here, the conduction of heat from the fiber is
balanced by the tissue’s ability to remove energy through
blood flow and thermal conduction.

The size of the lesion depends on the thermal conduction
properties of the tissue, but would normally be limited to
� 2 cm in diameter. Larger tumors require multiple optical
fiber implants to enable complete coverage of the tumor
volume. For example, a 4 cm diameter tumor would
require at least eight fibers to fully coagulate the tumor.

The limitations of the bare tipped fibers have been
addressed in two ways. The first was to employ a line
source geometry instead of a point source. This can be
achieved by using a diffusing tip fiber where light gradu-
ally leaks out of the fiber over an extended distance of a few
centimeters. The second approach is to restrict the tem-
perature of the fiber to lower than the charring threshold
by controlling the power delivered to the fiber. If charring is
avoided, light can propagate into the tissue resulting in
heating at a distance from the fiber and a broader SAR
pattern. These two approaches can be combined to achieve
greater lesion volumes from single fibers. Heisterkamp et
al. (72) demonstrated an almost doubling of the coagulated
volume from 4.32 cm3 (bare tipped) to 8.16 cm3 (tempera-
ture restricted diffusing tip) using such an approach.

The other major factor that affects the lesion size is the
wavelength of the light used. Somewhat counterintui-
tively, light that is less absorbed by tissue, results in
greater lesion sizes. This is because the light can penetrate
further into the tissue, and therefore directly heat at
greater distances from the fiber. The availability of high
power sources at two specific wavelengths (810 nm as
produced by diode lasers and 1064 nm as produced by
Nd:YAG lasers) has dominated the development of inter-
stitial laser thermal therapy. Wyman et al. (73) have
shown that 1064 nm light can enable the creation of
greater lesion sizes due to its greater penetration. How-
ever, Nd:YAG lasers are large, generally immobile and
inconvenient and so many have adopted 810 nm as the
wavelength of choice due to the availability of compact and
inexpensive sources. More recently 980 nm lasers have
been employed to combine mobility with greater light
penetration (74,75).

Differences between Nd:YAG and Diode lasers are only
realized if charring is avoided. Once charring and carbo-
nization has occurred the fiber acts as a point or line heat
source. There is no further light propagation into the tissue
and subsequent heating has no wavelength dependency.
In order to exploit the penetration of light into the tissue,
the fiber tip temperature must be controlled to avoid
charring. Achieving such control is somewhat challenging
asthetemperatureof thetipcanriseveryquickly inapositive
feedback loop. As charring begins, the rate of temperature
rise increases that causes an increasing rate of charring.
Robust, automatic feedback control mechanisms are neces-
sary to ensure controlled heating and lesion formation.

INTERSTITIAL ULTRASOUND

The possibility of developing interstitial ultrasound
devices for hyperthermia applications was proposed by
Hynynen in 1992 (76). The initial studies examined various
design parameters including the choice of ultrasound fre-
quency, electric and acoustic power, and catheter cooling.
As Hynynen showed (76), thin interstitial ultrasound
applicators were likely capable of heating perfused tissue
to therapeutic temperatures.

Ultrasound is a high frequency longitudinal pressure
wave that can pass relatively easily through soft tissue.
Consequently, it has been useful as an energy source for
diagnostic imaging where focussed ultrasound radiators
are used to produce high resolution images of soft tissue
abnormalities. During transmission through tissue energy
is lost due to absorption and to a much lesser extent to
scattering. The absorption is caused by friction as the
pressure wave causes relative motion of the tissue compo-
nents. These frictional forces cause heating that can be
significant if the incident ultrasound power is high enough.
The absorption, a is frequency dependent where

a ¼ a f m

and a and m are coefficients that are variable between
tissues although m is � 1.5 for most soft tissues. Rapidly
increasing absorption with frequency is the main reason
that the penetration of diagnostic imaging is limited at
very high ultrasound frequencies. Higher penetration is
also the reason that relatively low ultrasound frequencies
are used for ultrasound heating. Typically, frequencies in
the range 0.5–2 MHz have been used in external focused
ultrasound heating applications. However, this becomes
problematic for interstitial devices that are small and
resonate at high ultrasound frequencies.

Interstitial ultrasound applicators have since been
developed and are usually designed as thin tubular radia-
tors. The radiator consists of a piezoelectric material that
will resonate acoustically at a frequency f determined by
the wall diameter d:

f ¼ v

2d

where v is the speed of sound in the piezoelectric material
(e. g., 4000 m
s�1 in the piezoelectric material PZT 4A). For
interstitial applicators, thin radiators are required. A wall
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thickness of 0.2 mm, for example, would translate into an
operating frequency of � 10 MHz (76). The SAR for a
cylindrical applicator is dependent on its dimensions and
the frequency of operation as given by

SAR ¼ 2a fI0
r

r0

� �
e�2m f ðr�r0Þ

wherea is the ultrasound absorption coefficient in tissue, I0

is the intensity of ultrasound at the applicator surface, r0 is
the radius of the applicator, r is the distance from the
centre of the applicator to the point of interest and m is the
attenuation coefficient of ultrasound that includes absorp-
tion and scattering. Skinner et al. (77) have calculated and
compared the SAR of ultrasound, laser, and microwave
applicators assuming a simple cyclindrical radiation pat-
tern for each. The SAR of all these applicators is dominated
by the thin cylindrical geometry so that despite the larger
penetration depth of ultrasound, only slightly larger dia-
meter lesions can be produced. In order to overcome the
limiting geometry, new interstitial ultrasound applicators
have been developed that take advantage of the focusing
ability of ultrasound (78) or that employs acoustic match-
ing that can result in efficient transmission at multiple
frequencies (79).

The development of interstitial ultrasound applicators
is still at the preclinical stage (80,81) although larger,
intracavitary applicators are being applied in the treat-
ment of prostate cancer using a transrectal technique (82).
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INTRODUCTION

Systemic hyperthermia is deliberate heating of the whole
body to achieve an elevated core temperature for thera-
peutic purposes. Other terms used are whole-body
hyperthermia, systemic or whole body thermal therapy,
and hyperpyrexia. The goal of systemic hyperthermia is to
reproduce the beneficial effects of fever. Typically, core
body temperatures of 41–42 8C are induced for 1–2 h, or
alternatively 39–40 8C for 4–8 h. Systemic hyperthermia,
by virtue of application to the whole body, aims to alleviate
systemic disease conditions, in contrast to local or regional
hyperthermia that treats only a specific tissue, limb, or
body region.

HISTORICAL BACKGROUND

The use of heat to treat disease goes back to ancient times.
Application of fire to cure a breast tumor is recorded in an
ancient Egyptian papyrus, and the therapeutic value of
elevated body temperature in the form of fever was appre-
ciated by ancient Greek physicians. Hippocrates wrote,
‘‘What medicines do not heal, the lance will; what the
lance does not heal, fire will,’’ while Parmenides stated,

‘‘Give me a chance to create a fever and I will cure any
disease.’’ In the first century AD, Rufus (also written as
Refus or Ruphos) of Ephesus advocated fever therapy for
a variety of diseases. Hot baths were considered thera-
peutic in ancient Egypt, Greece, Rome, China, and India
as they still are in many aboriginal cultures today, along
with burying diseased individuals in hot sand or mud.
Hot baths and saunas are an integral part of health
traditions throughout the Orient, in Indian Ayurvedic
medicine, as well as in Eastern European and Scandina-
vian countries. Following several earlier anecdotal
reports, several nineteenth century German physicians
observed regression or cure of sarcoma in patients who
suffered prolonged, high fevers due to infectious diseases.
This led to efforts to induce infectious fevers in cancer
patients, for example, by applying soiled bandages or the
blood of malaria patients to wounds. The late nineteenth
century New York physician, William Coley, achieved
cancer cures by administration of erysipelas and other
bacterial endotoxins, now known as Coley’s toxins, and
attempted to create standardized preparations of these
pyrogens (1). At around the same time, treatment of
syphilis by placing the patient in a stove-heated room,
or a heat box, became commonplace. Successful hyperther-
mic treatment of other sexually transmitted diseases, such
as gonorrhea, and neurological conditions, such as chorea
minor, dementia paralytica, and multiple sclerosis along
with arthritis, and asthma were widely reported. Interest-
ingly, it was noted by Italian physicians that upon comple-
tion of the draining of the Pontine Swamps near Rome by
Mussolini in the 1930s, not only was malaria eradicated,
but the prevalence of cancer in the area was the same as in
the rest of Italy, whereas earlier the whole malaria-
infected region was noted for its absence of cancer. It
was concluded that the frequent fever attacks common
in malaria stimulated the immune system to prevent the
development of cancers.

The science of hyperthermia became grounded in the
first few decades of the twentieth century when some of the
biological effects of elevated body temperature were eluci-
dated and attempts were made to understand and control
the therapeutic application of heat. Numerous devices
were developed to produce elevated temperatures of the
body, by a variety of physical means. After a shift in focus to
local and regional hyperthermia, there is now a resurgence
of interest in systemic hyperthermia for treatment of cancer,
as well as other systemic diseases. Whole-body hyperther-
mia treatment is now carried out at several university
centers in the United States, and Europe (Table 1), where
controlled clinical trials are being carried out. Numerous
private clinics, principally in North America, Germany,
Austria, Eastern Europe, Japan, and China also perform
systemic hyperthermia, mostly as part of holistic, alterna-
tive, treatment regimens.

PHYSICS OF SYSTEMIC HYPERTHERMIA

As shown schematically in Fig. 1, in order to achieve body
temperature elevation, there must be greater deposition
of heat energy in the body than heat energy lost from
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conduction, convection, radiation and evaporation, that is,

Q0depDt>Q0lossDt ð1Þ

where Q0 ¼ DQ/Dt represents the change in heat energy,
Q (measured in Joules or calories), over a time period
Dt. Net heat energy deposition in a volume element DV
of tissue of density rtis results in an increase in tem-
perature DT dependent on the specific heat of the tissue,
ctis,

Q0dep

DV
�

Q0loss

DV

 !
Dt ¼ ðrtisDVÞctisDT

DT ¼ ðQ0dep �Q0lossÞ 

Dt

rtisctis
ð2Þ

Heat deposition is the sum of the absorbed power den-
sity, Pabs, from external sources and heat generated by
metabolism, Qmet,

DQ0dep

DV
¼ Pabsðx; y; z; tÞ þ

DQ0met

DV
ðx; y; z; tÞ ð3Þ

If the air temperature is higher than the body surface
temperature, heat is absorbed from air surrounding the
body by the skin, as well as during respiration. Power
deposition in tissue from external electromagnetic fields
depends on the coupling of the radiation field (micro-
wave, RF, ultrasound, visible or IR light) with tissue.
The body’s metabolic rate depends on the amount of
muscular activity, the temperature, pressure and
humidity of the environment, and the size of the body.
Metabolic rate increases nonlinearly with core body
temperature, in part due to the exponential increase
of the rate of chemical reactions with temperature
(Arrhenius equation). An empirical relationship between

basal metabolic rate and core temperature has been
determined as

Basal MR ¼ 85� 1:07ðTcoreÞ

0:5
ð4Þ

whichcanbeexploited tomaintainelevatedbodytemperatures
(2). At room temperature a human body produces � 84 W,
which increases to �162 W at a core temperature of 41.8 8C.

Heat losses from the body are often termed sensible
(convective, conductive, radiative) and insensible (evapora-
tive, latent). The primary mode of heat loss from the body is
by radiation, as described by the Stefan–Boltzmann law,

Q0rad

DV
¼ eskinsAskinðTskin � TsÞ4 ð5Þ

where Q0rad/DV is the power radiated, eskin is the emissivity
of the skin (radiating material), s is Stefan’s con-
stant ¼ 5.6703 � 10�8 W
m�2/K, Askin is the skin surface
area, Tskin is the temperature of the skin (radiator), and Ts

is the temperature of the surroundings (e.g., air, water,
wax). Human skin is a near perfect radiator in the IR, with
an emissivity of 0.97. At room temperature, >50% of the
heat generated by metabolism is lost by radiation; a clothed
adult loses some 50 W at room temperature. This increases
to�66% at a core temperature of 41.8 8C, as is targeted in a
number of systemic hyperthermia protocols, when the skin
temperature rises to 39–40 8C (3).

Direct transfer of body heat to the molecules around the
body (typically air) occurs by conduction, or molecular
agitation within a material without any motion of the
material as a whole, which is described by Fourier’s law,

DQ0cond

DV
¼ kAskin

DT

Dx
ð6Þ

where DQcond is the heat energy transferred per unit
volume in time Dt, k is the thermal conductivity (W
mK�1)
of the material surrounding the body (air, water), and DT is
the temperature difference across thickness Dx of the
material. Air is a poor thermal conductor, therefore heat
loss by conduction is relatively low. On the other hand,
water has a thermal conductivity 20 times that of air at
0 8C, increasing further with temperature, therefore dur-
ing hyperthermia it is important that any water in contact
with the skin is not at a lower temperature. The relative
thermal conductivity of body tissues is important in deter-
mining thermal conduction within the body from external
sources of heat. For example, fat is a relative thermal
insulator with a thermal conductivity one third of that of
most other tissues, therefore fat bodies are slower to heat.

Convective heat transfer involves material movement
and occurs principally via blood moving heat to, or from,
the skin and other tissues, and air currents (respiratory
and environmental) moving warm air to or from the body.
Equation 7 is written for the blood,

DQ0conv

DV
¼ rbcb½wbðx; y; z;TÞ 
 ðT � TbÞ þUbðx; y; z;TÞ 
 rT�

ð7Þ

where wb is the specific capillary blood flow rate, Ub is the
specific blood flow through other vessels. In the context of
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Figure 1. Schematic of heat balance mechanisms in the human
body. Body temperature is determined by the balance of metabolic
heat production plus heating from external sources, and heat
losses by radiation, evaporation, convection, and conduction.



systemic hyperthermia, where a patient is in a closed
chamber, environmental air currents can be minimized.
Heat loss by respiration, however, can amount to almost
10% of metabolic heat generation.

Another route of heat loss from the body is evaporation
of perspiration from the skin. Because of the very large
heat of vaporization of water, cooling of the blood in skin
capillaries occurs due to evaporation of sweat. Evaporation
from exhaled moisture also results in cooling of the sur-
rounding air.

DQ0evap

DV
¼ mw

Lv

Dt
ð8Þ

where mw is the mass of the water and Lv is the latent heat
of vaporization (2.4 � 106 J
kg�1 at 34 8C). In hot condi-
tions with maximal rates of evaporation, heat loss through
evaporation of sweat can be as much as 1100 W. Heat loss
in the lungs is �10 W.

Combining the heat generation and heat loss terms
leads to a general heat transfer equation, an extension
of the classic Pennes bioheat transfer equation.

DQ0met

DV
þ Pabs

� ��

�
DQ0rad

DV
þ
DQ0cond

DV
þ DQ0conv

DV
þ
DQ0resp

DV
þ
DQ0evap

DV

� ��

¼ rtisctisDT ð9Þ()

into which the expressions given in Eqs. 2–8 may be sub-
stituted. Precise solution of this equation for temperature
distribution is complex and requires a number of simplifying
assumptions which have generated significant controversy
in bioheat transfer circles. Modeling of temperature distri-
butions within a body subjected to hyperthermia is also
complex because of the heterogeneity of thermal character-
istics between and within tissue, the directionality of power
application, and the dynamic nature of thermoregulation by
human body. Nonetheless, the factors governing systemic
heating of the body can be appreciated.

INDUCTION OF SYSTEMIC HYPERTHERMIA

Apart from the induction of biological fever by pathogens or
toxins, all methods of hyperthermia involve transfer of
heat into the body from an external energy source. The
required net power to raise the temperature of a 70 kg
human from 37 to 41.8 8C (2) is 400 W (5.7 mW). While the
heat absorption from these sources is highly nonuniform,
distribution of thermal energy by the vascular system
quickly results in a uniform distribution of temperature.
Indeed, systemic hyperthermia is the only way to achieve
uniform heating of tissues. Because physiological thermo-
regulation mechanisms such as vasodilation and perspira-
tion counteract attempts to increase core body temperature,
careful attention must be paid to optimizing the physical
conditions for heating such that there is efficient deposition
of heat energy in the body and, even more importantly,
minimization of heat losses. Wrapping the body in reflective
blankets, foil, or plastic film to reduce radiative and eva-
porative losses, or keeping the surrounding air moist to

minimize losses by perspiration are key techniques for
achieving a sustained increase in body temperature.

Noninvasive methods of heating include immersing the
body in hot water or wax, wrapping the body in a blanket or
suit through which heated water is pumped, placing the
patient on a heated water mattress, surrounding the body
with hot air, irradiating with IR energy, and applying RF
or microwave electromagnetic energy. These techniques
may be applied singly or in combination. For example, the
Pomp–Siemens cabinet used until recently throughout
Europe, as well as in the United States, a modification
of a device originally developed by Siemens in the 1930s,
has the patient lying on a heated water mattress under
which an inductive loop generates an RF field, all inside a
chamber through which hot air is circulated. The Russian
Yakhta-5 system applies a high frequency (13.56 MHz)
electromagnetic field through a water-filled mattress to
permit whole body heating up to 43.5 8C and simultaneous
deep local hyperthermia through additional applicators pro-
viding 40.6 MHz electromagnetic radiation. The majority of
whole-body hyperthermia systems currently in clinical use
employ IR radiation to achieve systemic heating. Invasive
approaches to systemic hyperthermia are extracorporeal
heating of blood, removed from the body via an arteriovenous
shunt, prior to returning it to the circulation, as well as
peritoneal irrigationwithheatedfluid (4).A useful schematic
summary of whole-body hyperthermia induction techniques
along with references is provided by van der Zee (5).

All of these approaches involve a period of steady
temperature increase, followed by a plateau or equilibrium
phase where the target temperature is maintained for any-
where from 30 min to several hours, and finally a cool-down
phase. Depending on the method of hyperthermia induction,
the patient may be anesthetized, consciously sedated, admi-
nistered analgesia, or not given any kind of medication at
all. An epidural block is sometimes given to induce or
increase vasodilation. During radiant heat induction, the
temperature of the skin and superficial tissues (including
tumors) is higher than the core (rectal) temperature
whereas during the plateau (maintenance) phase, the
skin–superficial tissue temperature drops below the core
temperature. As already described, heat losses due to phy-
siological mechanisms limit the rate of heating that can be
achieved. When insulation of the patient with plastic foil
was added to hot air heating, the heating time to 41.8 8C was
decreased from 230 to 150 min (65%), and further to 110 min
(48%) by addition of a warm water perfused mattress (5).
The homogeneity of the temperature distribution was also
significantly increased by the addition of insulation and the
water mattress. Noninvasive systemic hyperthermia meth-
odologies typically produce heating rates of 1–10 8C
h�1

with 2–3 8C
h�1 being most common. More rapid heating
can be achieved by the invasive techniques, at the expense of
greater risk of infection and morbidity.

COMMERCIALLY AVAILABLE WHOLE-BODY
HYPERTHERMIA SYSTEMS

A number of commercially available devices have resulted
from the development of these initially experimental
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systems. The Siemens–Pomp system has already been men-
tioned, but is no longer commercially available. Similarly,
neither the radiant heat chamber developed by Robins (3),
and marketed as the Aquatherm system, nor the similar
Enthermics Medical Systems RHS-7500 radiant heat
device, both producing far IR radiation (IR C) in a moist
air chamber, are currently being sold, though they are
still in use in several centers. A close relative is the
Iratherm2000 radiant heat chamber originally developed
by von Ardenne and co-workers (6). In this device, water-
filtered infrared radiators at 2400 8C emit their energy from
above and below the patient bed, producing near-IR (IR A)
radiation that penetrates deeper into tissue than far IR
radiation, causing direct heating of the subcutaneous capil-
lary bed. Thermal isolation is ensured by reflective foils
placed around the patient. However, note that significant
evaporative heat loss through perspiration can be a problem
with this system. Also with a significant market share is the
Heckel HT 2000 radiant heat device in which patients lie on
a bed enclosed within a soft-sided rectangular tent whose
inner walls are coated with reflective aluminum foil that
ensures that the short wavelength infrared A and B radia-
tion emitted by four radiators within the chamber uniformly
bathes the body surface. Once the target temperature is
reached, the chamber walls are collapsed to wrap around the
body, thereby preventing radiative and evaporative heat
loss, and permitting maintenance of the elevated tempera-
ture, as shown in Fig. 2.

Another radiant heat device, used mainly in Germany,
is the HOT-OncoTherm WBH-2000 whole-body hyperther-
mia unit which is a chamber that encloses all but the
patient’s head. Special light-emitting diode (LED) radia-
tors deliver computer-generated, alloy-filtered IR A wave-
lengths that penetrate the skin to deliver heat to the
capillary bed. The manufacturer claims that these wave-
lengths also preferentially stimulate the immune system.
Recently, Energy Technology, Inc. of China has released
the ET-SPACE whole-body hyperthermia system, which

produces IR A radiation in a small patient chamber into
which warm liquid is infused to help increase the air
humidity and thereby reduce perspiration losses. A num-
ber of low cost, far infrared, or dry, saunas are being sold
to private clinics, health clubs, and even individuals for
treatment of arthritis, fibromyalgia, detoxification, and
weight loss. Examples are the Smarty Hyperthermic
Chamber, the TheraSauna, the Physiotherm, and the
Biotherm Sauna Dome. Table 2 summarizes features of
these commercially available whole-body hyperthermia
devices.

BIOLOGICAL EFFECTS OF SYSTEMIC HYPERTHERMIA

An understanding of the biological effects of systemic
hyperthermia is critical to both its successful induction
and to its therapeutic efficacy. Systemic responses to body
heating, if not counteracted, undermine efforts to raise
body temperature, while cellular effects underlie both
the rationale for the use of hyperthermia to treat specific
diseases, and the toxicities resulting from treatment.
Although improved technology has allowed easier and
more effective induction of systemic hyperthermia, most
of the recent clinical advances are due to better under-
standing and exploitation of specific biological phenomena.

Physiological Effects of Elevated Body Temperature

The sympathetic nervous system attempts to keep all parts
of the body at a constant temperature, tightly controlled by
a central temperature ‘set point’ in the preoptic–anterior
hypothalamus and a variety of feedback mechanisms. The
thermostat has a circadian rhythm and is occasionally
reset, for example, during fever induced by infectious
agents and endotoxins, but not in endogenously induced
hyperthermia. Occasionally, it breaks down completely as
in malignant hyperthermia or some neurological disorders
affecting the hypothalamus. Ordinarily, when core body
temperature rises, the blood vessels initially dilate, heart
rate rises, and blood flow increases in an effort to transport
heat to the body surface where it is lost by radiation,
conduction, and convection. Heart rate increases on average
by 11.7 beats
min�1
 8C�1 and typically remains elevated for
several hours after normal body temperature is regained.
Systolic blood pressure increases to drive the blood flow, but
diastolic pressure decreases due to the decreased resistance
of dilated vessels, thus there is an increase in cardiac
output. Heart rate and blood pressure must therefore be
monitored during systemic hyperthermia, and whole-body
hyperthermia is contraindicated in most patients with
cardiac conditions. Interestingly, hyperthermia increases
cardiac tolerance to ischemia/reperfusion injury probably
due to activation of manganese superoxide dismutase
(Mn-SOD) and involvement of cytokines.

Respiration rate also increases and breathing becomes
shallower. Perspiration results in evaporation of sweat
from the skin and consequent cooling, while the respiration
rate increases in order to increase cooling by evaporation of
moisture from expired air. Weight loss occurs despite fluid
intake. There is a decrease in urinary output and the urine
has a high specific gravity, concentrating urates and

46 HYPERTHERMIA, SYSTEMIC

Figure 2. Heckel HT-2000 radiant heat whole body hyperthermia
system. Unit at the University of Texas Medical School at Houston.
Patient is in the heat maintenance phase of treatment, wrapped in
the thermal blankets which form the sides of the chamber during
active heating.
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phosphates. In endogenously induced hyperthermia, but
not in fever, glomerular filtration, as evidenced by the
creatinine clearance, decreases with increasing tempera-
ture. As already mentioned, metabolic rate increases non-
linearly with temperature, which leads to an increase in
blood sugar, decreased serum potassium levels, and
increased lactic acid production. All the above normal
physiological effects may be enhanced or counteracted by
anesthesia or sedation, as well as by disease states such as
cancer because of drugs used in treatment or intrinsic
pathophysiological consequences of the disease.

At �42.5 8C, the normal thermocompensatory mechan-
isms break down and the body displays the symptoms of
advanced heat stroke, namely, lack of sweating, rapid
heart beat, Cheyne–Stokes breathing, central nervous
system disfunction, and loss of consciousness. Ultimately,
breathing ceases despite the continuation of a heart beat.

Cellular Thermal Damage

When temperature is increased by a few degrees Celcious,
there is increased efficiency of enzyme reactions (Arrhe-
nius equation), leading to increased metabolic rates, but at
temperatures > 40 8C molecular conformation changes
occur that lead to destabilization of macromolecules and
multimolecular structures, for example, to the side chains
of amino acids in proteins, which in turn inhibit enzyme
action. Small heat shock proteins (HSP) interact with the
unfolding proteins to stabilize them and prevent their
aggregation and precipitation. Eventually, however, at
�42 8C, complete denaturation of proteins begins that
totally disrupts many molecular processes, including deox-
yribonucleic acid (DNA) repair. Thus systemic hyperther-
mia can have significant effects when paired with drugs
that cause DNA damage (e.g., for chemotherapy of cancer).

Membranes are known to be extremely sensitive to
heat stress because of their complex molecular composi-
tion of lipids and proteins. At a certain temperature, lipids
change from the tightly packed gel phase to the less
tightly packed liquid crystalline phase, and permeability
of the cell membrane (membrane fluidity) increases. As
temperature increases further, the conformation of proteins
also becomes affected, eventually resulting in disorderly
rearrangement of the lipid bilayer structure and receptor
inactivation or loss. Temperature changes of �5 8C are
necessary to cause measurable changes in normal cell
membrane permeability. Heat-induced cell membrane per-
meability can be exploited to increase drug delivery, for
example, transdermally, or into tumor cells. Increased vas-
cular permeability due to thermal increase of endothelial
gap size also aids drug delivery into tumors. At higher
temperatures, heat damage to membranes can cause cell
death, but it will also interfere with therapeutic approaches
that depend on membrane integrity (e.g., receptor targeted
drug delivery, antibodies, etc.). Irreversible disruption of
cytoplasmic microtubule organization and eventual disag-
gregation, as well as disruption of actin stress fibers and
vimentin filaments, occur at high temperatures (43–45 8C)
above those used in whole-body hyperthermia, but these
cytoskeletal effects are of concern with loco-regional hyper-
thermia.

A variety of effects in the cell nucleus also occur at high
temperatures (>41 8C) including damage to the nuclear
membrane, increases in nuclear protein content, changes
in the structure of nucleoli, inhibition of DNA synthesis
and chromosomal damage in S-phase. These changes in
nuclear structure compromise nuclear function and may
cause cell death, though they are unlikely to be significant
at the temperatures achieved in systemic hyperthermia.
Disaggregation of the spindle apparatus of mitotic cells
may be responsible for the high thermal sensitivity of cells
in mitosis, as well as in S phase. Hyperthermic inactivation
of polymerase b, an enzyme primarily involved in DNA
repair, is sensitized by anesthetics and may have a role to
play in the enhancement of the effects of ionizing radiation
by systemic hyperthermia, as well as in augmenting the
cytotoxic effect of drugs that cause DNA damage.

Metabolic Effects

Moderate increases in temperature lead to increased cel-
lular reaction rates, which may be seen as increased oxy-
gen consumption and glucose turnover. In consequence,
cells may become deprived of nutrients, the intracellular
ATP concentration falls, accumulation of acid metabolites
increases pH, and thermal sensitivity increases. Such
conditions are found in tumors and may contribute to their
sensitivity to heat. Further acidifying tumor cells during
hyperthermic treatment seems a promising approach as is
discussed further below. At high temperatures, the citric
acid cycle may be damaged leading to other acidic meta-
bolites. Increased plasma acetate has been measured fol-
lowing clinical whole-body hyperthermia treatments,
which reduces both release of fatty acids from adipose
tissue into plasma and subsequent lipid oxidation.

Endocrine Function

Increases in plasma levels of an array of hormones have
been noted after whole-body hyperthermia. Increased
ACTH levels appear to be accompanied by increased levels
of circulating endorphins. This may explain the sense of
well-being felt by many patients after systemic hyperther-
mia treatment, and the palliative effect of hyperthermia
treatments for cancer. Increased secretion of somatotropic
hormone after systemic hyperthermia has also been mea-
sured (7).

Thermal Tolerance

Thermal tolerance is a temporary state of thermal resis-
tance, common to virtually all mammalian cells, which
develops after a prolonged exposure to moderate tempera-
tures (40–42 8C), or a brief heat shock followed by incuba-
tion at 37 8C, and also certain chemicals. The decay of
thermotolerance occurs exponentially and depends on the
treatment time, the temperature, and the proliferative
status of the cells. Several days are usually required for
baseline levels of heat sensitivity to be regained, which has
important implications for fractionated therapy. When pH
is lowered, less thermal tolerance develops, and its decay is
slower. Thus the long periods at moderate temperature
achieved by clinical systemic hyperthermia systems should
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induce thermal resistance in normal cells, while the acidic
parts of tumors should be relatively unaffected. This has
not, however, been studied clinically. The mechanisms
involved in the induction of thermotolerance are not well
understood, but there is mounting evidence that heat shock
proteins are involved.

Step-Down Sensitization

Another distinct phenomenon is step-down sensitization in
which an exposure of cells to temperatures >43 8C results
in increased sensitivity to subsequent temperatures of
42 8C or lower. This can be important clinically for local
and regional hyperthermia if there are marked variations
in temperature during the course of treatment, the mag-
nitude of the effect depending on the magnitude of the
temperature change. It has been suggested that this phe-
nomenon could be exploited clinically by administering a
short, high temperature treatment prior to a prolonged
treatment at a lower temperature, thereby reducing pain
and discomfort. Since temperatures >43 8C cannot be tol-
erated systemically, a local heat boost would be required to
takeadvantageof this effect for whole bodyhyperthermia. So
far, there is no evidence that tumor cells are differently
sensitized by step-down heating than normal cells.

Effect of Hyperthermia on Tumors

It was initially thought that tumor cells have intrinsically
higher heat sensitivity than normal cells, but this is not
universally true. Although some neoplastic cells are more
sensitive to heat than their normal counterparts, this
appears to be the case at temperatures higher than those
used in systemic hyperthermia. Tumors in vivo, on the
other hand, often do have a higher thermal sensitivity than
normal tissues because of abnormal vasculature (reduced
blood flow), anaerobic metabolism (acidosis), and nutrient
depletion. Due to their tortuous and poorly constructed
vasculature, tumors have poor perfusion, thus heat dis-
sipation by convection is reduced. At high temperatures
(43 8C and up) this means that tumors become a heat
reservoir with a consequent rise in temperature, which
if maintained for too long damages the microcirculation
and further impairs convective heat loss. Also increased
fibrinogen deposition at damaged sites in the vascular wall
leads to clusion of tumor microvessels. Significant heating
of the tumor cells results, which may be directly cytotoxic.
Additionally, the impaired blood flow brings about acidosis,
increased hypoxia and energy depletion all of which
increase the heat sensitivity of tumor cells (8). At lower
temperatures, typical of those achieved in whole-body
hyperthermia, blood flow increases (9) though the mechan-
ism is not well understood. For these reasons, along with
the historical evidence for antitumor effects of fever and the
metastatic nature of malignant disease, cancer has become
the main focus of systemic hyperthermia.

Systemic hyperthermia results in increased delivery of
drugs to tumor sites because of increased systemic blood
flow. It can also increase blood vessel permeability by
increasing the effective pore size between the loosely bound
endothelial cells forming tumor microvessels, permitting
larger molecules, such as nanoparticles and gene therapy
vectors, to pass into the interstitium (10). Figure 3 shows
increased uptake of 210 nm liposomes in rat breast tumors
after 1 h of 41.5 8C whole-body hyperthermia. Heat may
also be toxic to endothelial cells, resulting in a transient
normalization of vascular architecture and improvement
in blood flow (11). Another barrier to drug delivery is the
high interstitial pressure of many tumors. Since whole-
body hyperthermia, even at fever-range temperatures,
causes cell death (apoptosis and necrosis) within tumors
it reduces the oncotic pressure allowing greater penetration
of large molecules. Table 3 summarizes the interactions of
systemic hyperthermia which facilitate nanoparticle deliv-
ery to tumors.
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Figure 3. Increase in tumor uptake of large liposomes after 1 h
of 41.5 8C whole-body hyperthermia. Systemic heat treatment
increased the effective pore size from �210 to 240 nm. Because
of the large pore size in MTLn3 tumors, 100 nm (average diameter)
liposomes were able to pass into the tumor equally well at normal
and elevated temperatures. The increased effective pore size due
to hyperthermia allowed larger 200 nm liposomes, which were
partially blocked at normal temperatures, to pass more effectively
into the tumor.

Table 3. Whole-Body Hyperthermia Facilitates Nanoparticle Therapy

Heat Interaction Therapeutic Effect

" Blood flow " Nanoparticle delivery to tumor
" In endothelial gap size " Nanoparticles in interstitium
" Endothelial cell apoptosis/necrosis ! transient normalization of vasculature " Nanoparticles in interstitium
" Tumor cell apoptosis/necrosis # oncotic pressure " Nanoparticles in interstitium
Temperature-dependent " in permeability of liposome bilayer " And synchronization of drug release
Cellular and molecular effects in tumor " Drug in tumor cell " drug efficacy
Direct interactions with drug " Drug efficacy



Whole-Body Hyperthermia and the Immune System

An increase in ambient temperature can serve as a natural
trigger to the immune system and it appears that the thermal
microenvironment plays a critical role in regulating events in
the immune response. The early work of Coley on cancer
therapy with infectious pyrogens implicated fever-induced
immune stimulation as the mediator of tumor responses (1).
While there have been numerous in vitro studies of the effect
of temperature on components of the immune system, indi-
cating that the thermal milieu regulates T lymphocytes,
natural killer (NK) cells, and dendritic cells (DC), in vivo
examinations of the immune effects of systemic hyperther-
mia are relatively few. Initial animal model studies con-
cluded that whole-body hyperthermia resulted in
immunosuppression, but high temperatures were used,
tumors were mostly immunogenic, and immune response
was merely inferred from the incidence of metastatic spread
rather than from measurement of specific markers of
immune system activation. The majority of in vivo studies
in animals provide evidence of a nonspecific host reaction
in response to hyperthermia in which both T and B
lymphocytes, as well as macrophages, are involved (12).
Although NK cells are intrinsically more sensitive in vitro
to heat than B and T cells, their activation by systemic
hyperthermia has been observed. Microwave induced
whole-body hyperthermia of unrestrained, unanesthe-
tized mice at 39.5–40 8C for 30 min, three or six times
weekly, resulted in increased NK cell activity and reduced
pulmonary metastasis in tumor-bearing mice, but none in
normal mice (13). Evidence for hyperthermia-induced
human tumor lysis by IL-2 stimulated NK cells activated
by HSP72 expression also exists (14). Increased numbers
of lymphocyte-like cells, macrophages, and granulocytes
are observed in the tumor vasculature and in the tumor
stroma of xenografts and syngeneic tumors in mice imme-
diately following a mild hyperthermia exposure for 6–8 h.
In the SCID mouse/human tumor system tumor cell
apoptosis seen following treatment was due largely to
the activity of NK cells. The investigators hypothesize
heat dilatation of blood vessels and increased vessel per-
meability may also give immune effector cells greater
access to the interior of tumors (15). In balb/C mice,
fever-range whole-body hyperthermia increased lympho-
cyte trafficking, resulting in early responsiveness to anti-
gen challenge (16). Thus systemic hyperthermia may be
an effective, nontoxic adjuvant to immunotherapy.

A recent clinical study examined the effect of whole-
body hyperthermia combined with chemotherapy on the
expression up to 48 h later of a broad range of activation
markers on peripheral blood lymphocytes, as well as serum
cytokines and intracellular cytokine levels in T cells, and
the capacity of these cells to proliferate. Immediately after
treatment with 60 min of 41.8 8C WBH as an adjunct to
chemotherapy, a drastic but transient, increase in periph-
eral NK cells and CD56þ cytotoxic T lymphocytes was
observed in the patients’ peripheral blood. The number
of T cells then briefly dropped below baseline levels, a
phenomeonon that has also been observed by others (17).
A marked, but short-lived, increase in the patients’ serum
levels of interleukin-6 (IL-6) was also noted. Significantly

increased serum levels of tumor necrosis factor-alpha
(TNF-alpha) were found at 0, 3, 5 and 24 h posttreatment.
Further immunological consequences of the treatment
consisted of an increase in the percentage of peripheral
cytotoxic T lymphocytes expressing CD56, reaching a max-
imum at 48 h post-WBH. Furthermore, the percentage of
CD4+ T cells expressing the T cell activation marker CD69
increased nearly twofold over time, reaching its maximum
at 48 h. Since similar changes were not observed in
patients receiving chemotherapy alone, this study pro-
vided strong evidence for prolonged activation of human
T cells induced by whole-body hyperthermia combined with
chemotherapy (18).

Activation of monocytes has been observed following hot
water bath immersion such that response to endotoxin
stimulation is enhanced with concomitant release of
TNF-a. Macrophage activation and subsequent lysosomal
exocytosis were observed in the case of a patient treated for
liver metastases by hyperthermia. Lysosomal exocytosis
induced by heat may be an important basic reaction of the
body against bacteria, viruses, and tumor growth and was
proposed as a new mechanism of thermally induced tumor
cell death mediated by an immune reaction (19).

Several investigators have suggested that the immune
changes seen during in vivo whole-body hyperthermia are
mediated by elevations in the plasma concentrations of
either catecholamines, growth hormone, or beta-endorphins.
In volunteers immersed in a heated water bath, neither
recruitment of NK cells to the blood, nor the percentages
or concentrations of any other subpopulations of blood mono-
nuclear cells were altered by hormone blockade. However,
somatostatin partly abolished the hyperthermia induced
increase in neutrophil number. Based on these data and
previous results showing that growth hormone infusion
increases the concentration of neutrophils in the blood, it
was suggested that growth hormone is at least partly
responsible for hyperthermia induced neutrophil increase.
A similar study suggested that hyperthermic induction
of T lymphocytes and NK cells is due to increased secre-
tion of somatotropic hormone (7).

The peripheral blood level of prostaglandin E2 (PGE2),
which may act as an angiogenic switch, transforming a
localized tumor into an invasive one by stimulating new
blood vessel growth, and which also has an immunosup-
pressive effect, is elevated in patients with tumors com-
pared to healthy control subjects. In a clinical study of
cancer patients receiving 1–2 h of 41.8–42.5 8C whole-body
hyperthermia, or extracorporeal hyperthermia, blood
levels of PGE2 decreased markedly after treatment and
correlated with tumor response (20).

In addition to their role as protectors of unfolding
proteins, extracellular heat shock proteins (HSP) can act
simultaneously as a source of antigen due to their ability to
chaperone peptides and as a maturation signal for dendri-
tic cells, thereby inducing dendritic cells to cross-present
antigens to CD8þ T cells (21). Heat shock proteins can also
act independently from associated peptides, stimulating
the innate immune system by eliciting potent proinflam-
matory responses in innate immune cells. The heat shock
response also inhibits cyclooxygenase-2 gene expression at
the transcriptional level by preventing the activation of
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nuclear factor-kappaB (NFkB) (22). Thermal upregulation
of HSPs (HSP70 and HSP110) is strongest in lymphoid
tissues and may relate to the enhanced immune responses
that are observed during febrile temperatures. It has been
proposed that local necrosis induced by hyperthermic
treatment induces the release of HSPs, followed by uptake,
processing and presentation of associated peptides by den-
dritic cells. By acting as chaperones and as a signal for
dendritic cell maturation, HSP70 might efficiently prime
circulating T cells. Therefore, upregulating HSP70 and
causing local necrosis in tumor tissue by hyperthermia
offers great potential as a new approach to directly activate
the immune system, as well as to enhance other immu-
notherapies (23,24).

CLINICAL TOXICITIES OF WHOLE-BODY HYPERTHERMIA
TREATMENT

At fever-range temperatures, adverse effects of systemic
hyperthermia treatment are minimal however, at higher
temperatures they can be significant, even fatal. On the
other hand, the teratogenic effects (birth defects, still
births, spontaneous abortions) and 8Cular damage (catar-
act induction) resulting from electromagnetic fields used in
local hyperthermia are not seen in systemic hyperthermia.
The transient cardiorespiratory effects of elevated tem-
perature can, however, lead to severe toxicity. Elevated
heart rate, especially at high temperatures may result in
arrythmias or ischemic heart failure, consequently
patients have to be very carefully screened with regard
to their cardiac status. Beta blockade has generally been
found to be deleterious although infusion of esmolol has
been safely carried out (25). Pulmonary hypertension and
edema due to capillary leak may also be seen, but like the
cardiac effects, these return to baseline a few hours after
treatment. Increased serum hepatic enzymes have been
noted, but these may be cancer related. All these toxicities
are less prevalent or less severe with radiant heat systems,
particularly at lower temperatures, and when light con-
scious sedation is used rather than general anesthesia. For
example, decreased platelet count, decreased plasma fibri-
nogen, and other factors leading to increased blood clotting
have been noted, particularly in extra-corporeal hyper-
thermia, but also with other methods of heating carried
out under inhalation-administered anesthesia drugs.
On the other hand, with whole-body hyperthermia under
conscious sedation there is no evidence of platelet
drops (26) and animal studies even show platelet stimula-
tion providing protection against radiation induced
thrombocytopenia.

Since systemic hyperthermia is almost never used as a
single treatment modality, it is important to recognize that
whole-body hyperthermia combined with radiation and
chemotherapy can enhance some of the toxicities asso-
ciated with these modalities. For example, the cardiotoxi-
city of doxorubicin and both the renal toxicity and
hematological toxicity of platinum agents may increase
under hyperthermia (27), while the muscle and peripheral
nervous system effects of radiation and some drugs can also
be enhanced (28). Bone marrow suppression is the limiting

toxicity of many chemotherapy drugs but there is little data
to suggest that whole body hyperthermia exacerbates this
effect. On the contrary, the synergy of hyperthermia with
several chemotherapy agents may mean that lower doses
can be used, resulting in less toxicity. For example, sys-
temic hyperthermia combined with carboplatin achieves
therapeutic results without elevation of myelosuppression
and responses have occurred at lower than normal doses
(29). Pressure sores can easily develop at elevated
temperatures thus care must be taken not only in patient
placement and support, but also with application of mon-
itoring devices. If heat dissipation is locally impaired, for
example, at pressure points, hot spots occur that can lead to
burns. This is rarely a problem with fever-range whole-
body hyperthermia, but in anesthetized patients under-
going high heat regimens burns are not uncommon.

Following systemic hyperthermia treatments, malaise
and lethargy are almost universally experienced although
these may be counteracted by pain relief and a sense of
well-being due to released endorphins. However, the faster
the target temperature is reached, the less the exhaustion
(6), thus attention to minimizing heat dissipation during
the heat-up phase and using efficient heating devices, such
as those that generate heat by several mechanisms (e.g.,
radiant heat and EM fields), add a regional heat boost, or
produce near-IR radiation that is preferentially absorbed,
is advantageous to patient well being. Fever after treat-
ment in the absence of infectious disease is not uncommon
and may be associated with an inflammatory response to
tumor regression. Nausea and vomiting during the first
couple of days after treatment are also common. Outbreaks
of herpes simplex (cold sores) in susceptible individuals
have also been noted, but are easily resolved with acyclovir.

THERMAL DOSE

The definition of dose for systemic hyperthermia is proble-
matic. An applied dose would be the amount of heat energy
generated or delivered to the body but even if it can be
measured, this quantity does not predict biological effects.
By analogy with ionizing radiation, the absorbed dose
would be amount of thermal energy absorbed per unit
mass of tissue (J
kg�1), however, this is not a quantity
that can be readily measured, or controlled, neither would
it necessarily predict biological effects. As indicated in the
previous sections, the effects of systemic hyperthermia
depend on (1) the temperature, and (2) the duration of
heating, but not on the energy required to produce the
temperature rise. This leads to the concept of time at a
given temperature as a practical measure of dose. In
reality, however, temperature is seldom constant through-
out a treatment, even in the plateau phase of systemic
hyperthermia, so time at temperature is at best a crude
measure. Nonetheless, it is the one that is used most often
clinically for whole-body hyperthermia because of its sim-
plicity. Ideally, the dose parameter should allow for com-
parison of treatments at different temperatures. Based on
the Arrhenius relationship and measured cell growth inhi-
bition curves, the heating time at a given temperature
relative to the heating time at a standard temperature or
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thermal dose equivalent (TDE), was defined empirically as,

T1 ¼ t2 
 RðT1�T2Þ ð10Þ

A discontinuity occurs in the temperature-time curves
between 42 and 43 8C for both cells in culture and heated
tissues, thus the value of R changes for temperatures above
the transition: R � 2< 42.5 8C and R � 5> 42.5 8C in vitro
while for in vivo heating studies, R ¼ 2.1 below the transi-
tion temperature and 6.4 above 42.5 8C. In practice, a finite
time is required for the body or tissue of interest to reach the
target temperature, temperature fluctuates even after the
target temperature is reached, and there is a cooling period
after heating ceases. If the temperature is measured fre-
quently throughout treatment, the temperature–time
curves can be integrated to provide the accumulated ther-
mal dose that produces an equivalent effect to that resulting
from holding the cells–tissue at a constant reference tem-
perature for a given a period of time:

t43 ¼
Zt f

ti

R43�TðtÞdt ð11Þ

where ti and tf are the initial and final times of the heating
procedure (30). This thermal isoeffect dose (TID) is usually
expressed in minutes is sometimes known as the tdm43 or
the cumulative equivalent minutes (CEM 43 8C). While a
biological factor has now been built in to the dose measure,
and the integrated TID allows for temperature variations
during heat-up and cool-down phases, it does not take into
account thermal tolerance and step-down sensitization. Nor
is it particularly relevant to clinical whole-body hyperther-
mia where multiple physical and biological effects combine
in a complex manner although for a given patient, time–
temperature profiles are generally reproducible from one
treatment to another. A further modification attempts to
take into account temperature inhomogeneity through the
measurement of temperature at multiple sites and defining
T90, namely, that temperature exceeded by 90% of the
measurements (or correspondingly 20%: T20; or 50%:
T50). The TID is then expressed as cumulative equivalent
minutes that T90 is equal to 43 8C (CEM 43 8C T90) (31).

The efficiency of adjuvant hyperthermia in enhancing
the biological effectiveness of other treatments is often
reported in terms of the thermal enhancement factor
(TEF) or thermal enhancement ratio (TER). This quantity
is defined in terms of the isoeffect dose as,

TER ¼

dose of treatment to achieve

a given endpoint

dose of treatment with heat

to achieve the same endpoint

ð12Þ

In clinical and laboratory studies, the TER is often
computed on the basis of isodose rather than isoeffect,
for example, in the case of hyperthermia plus drug
induced arrest of tumor growth, TER ¼ TGDHT/TGTRT,
where TGDHT is the tumor growth delay due to
hyperthermia plus chemotherapy, and TGTRT is the
tumor growth delay resulting from chemotherapy at room
temperature. Similarly, the enhancing effect of hyperther-

mia on radiation treatment may be expressed through
TER ¼ D0HT/D0RT or TER ¼ LD50HT/LD50RT, where D0
is the time required to reduce survival to 1/e of its initial
value, and LD50 is the lethal dose to 50% of cells.

TEMPERATURE MEASUREMENT

Since systemic hyperthermia achieves a uniform tempera-
ture distribution, except for possible partial sanctuary sites,
thermometry for systemic hyperthermia is much less chal-
lenging than for regional or intracavitary hyperthermia, but
it is still important to prevent adverse effects, especially
burns. Also, convection can induce steep thermal gradients,
especially around major blood vessels, so that careful place-
ment of temperature probes is required. Most practitioners
of whole-body hyperthermia measure temperature in sev-
eral locations, typically the rectum, the esophagus, and at
several skin sites. During heat-up, the esophageal tempera-
ture is usually 1–2 8C higher than the rectal temperature,
but during plateau phase it drops to 0.5–1.5 8C below the
rectal temperature. Continuous and accurate temperature
measurement is particularly important when temperatures
>418C are to be achieved, as critical, life-threatening
changes can occur in minutes or even seconds and over
changes in temperature of as little as 0.1–0.2 8C because of
the nonlinear response to temperature. For moderate tem-
perature systemic hyperthermia, temperature measure-
ment to within 0.1 8C is usually adequate, but a precision
of 0.01 8C is desirable when heating to >41 8C and also
allows determination of the specific absorption rate from the
slope of the temperature versus time curve. The tempera-
ture measuring device must be insensitive to all other
influences, such as ambient temperature, moisture, nearby
electromagnetic fields, and so on and satisfying this criter-
ion can be difficult. Frequent calibration of thermometers in
the working range of temperatures is important since some
thermometers appear fine at 30 8C, but drift substantially at
40 8C and above. Stringent quality control of any thermo-
metry system is required to monitor accuracy, precision,
stability, and response time.

Table 4 summarizes the different types of thermometer
probes available for internal and external body tempera-
ture measurements, and their relative merits and disad-
vantages for systemic hyperthermia. Thermistors are most
often used for standard temperature monitoring sites while
thermocouples are used for tumor or other intra-tissue
measurements. Recently, noninvasive methods of tem-
perature measurement have been developed that are
beginning to see application in hyperthermia. Thermogra-
phy provides a two-dimensional (2D) map of surface tem-
perature by measurement of infrared emission from the
body, though deep-seated hot structures may be visualized
because of heat carried by blood flow from the interior heat
source to the skin. It is useful to detect skin hotspots and
therefore in burn prevention. Since temperature-induced
changes in the mechanical properties of tissue lead to
altered ultrasound propagation velocity, mapping of ultra-
sound velocity can also provide a visual map of tempera-
ture. Tomographic reconstruction of 2D or 3D temperature
is theoretically possible, but it is difficult in practice
because of the heterogeneity of tissue characteristics. A
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number of magnetic resonance (MR) techniques have been
used for thermal mapping and BSD Medical and SIEMENS
Medical Systems have collaborated to develop a hybrid
hyperthermia/MRI system, although it is not a whole-body
hyperthermia machine. Currently, the most widely
accepted MR technique is the proton resonance frequency
(PRF) method that exploits the temperature dependence of
the chemical shift of water. Unlike the value of the water
spin-lattice relaxation time or the molecular diffusion
coefficient, both of which have been used for MRI tempera-
ture measurements, the thermal coefficient relating tem-
perature to the water chemical shift has been shown to be
essentially independent of tissue type and physiological
changes induced by temperature (32). Recently an inter-
leaved gradient echo–echo planar imaging (iGE-EPI)
method for rapid, multiplanar temperature imaging was
introduced that provided increased temperature contrast-
to-noise and lipid suppression without compromising spa-
tio-temporal resolution (33).

CLINICAL EXPERIENCE

Cancer

Systemic hyperthermia has been used mostly for treatment
of cancer because of its potential to treat metastatic dis-
ease. Initial treatments aimed to produce direct killing of
tumor cells based on the premise, now understood not to be
universally true, that cancer cells are more susceptible to
elevated temperatures than normal cells, and the higher
the temperature the greater the tumor cell kill. Maximally
tolerated temperatures of 41.5–42 8C were therefore main-
tained for 1–2 h as the sole treatment. Response rates were,
however, disappointing. Tumor regressions were observed
in less than half the cases, no tumor cures were achieved,
and remissions were of short duration. It became apparent
that the heterogeneity of cell populations within tumors,
along with micro-environmental factors, such as blood/
nutrient supply, pH, and oxygen tension prevent the ther-
motoxic results achieved in the laboratory. Consequently,
the focus of research on systemic hyperthermia shifted to
using hyperthermia as an adjunct to other cancer thera-
pies, principally chemotherapy and radiotherapy. It is
important to note that because of the experimental status
of systemic hyperthermia treatment for cancer, almost all
clinical trials, summarized in Table 5, have been performed
on patients with advanced disease for whom whole-body
hyperthermia, either as a sole therapy, or as an adjunct, is
a treatment of last resort. In these cases, any response
whatsoever is often remarkable. Nonetheless, a number of
hyperthermia centers in Europe have discontinued sys-
temic hyperthermia because the high temperature proto-
cols required intensive patient care and led to unacceptable
toxicities, especially in light of the efficacy and reduced
toxicities of newer generation chemotherapies. Large, ran-
domized, multicenter, Phase III trials are, however, needed
to firmly establish the benefits of systemic hyperthermia in
conjunction with chemotherapy and radiation. Also, vali-
dation and optimization of fever-range temperature proto-
cols are much needed.

Systemic Hyperthermia and Chemotherapy. The bene-
ficial interaction of hyperthermia with several classes of
chemotherapy agents, acting via several mechanisms as
summarized in Table 6, has spurred a variety of thermo-
chemotherapy regimens and several clinical trials of sys-
temic hyperthermia and chemotherapy are ongoing. While
the results have been mixed, elevated response rates were
recorded in the treatment of sarcoma when systemic
hyperthermia was combined with doxorubicin and cyclo-
phosphamide (54) or BCNU (34). Systemic hyperthermia is
the only way to heat the lung uniformly, and impressive
response rates and increased durations of response have
been achieved in both small cell and nonsmall cell lung
cancer treated with the combination of whole body
hyperthermia at 41 8C for 1 h with adriamycin, cyclopho-
sphamide, and vincristine (ACO protocol) (34). Neuroendo-
crine tumors also appear to have increased sensitivity to
systemic hyperthermia and multidrug chemotherapy (51).

Optimal combination of whole-body hyperthermia with
chemotherapy requires an understanding of the mechan-
isms of interaction of heat with individual drugs or drugs in
combination. Preclinical data is consistent with the concept
that the timing of chemotherapy during whole-body
hyperthermia should affect therapeutic index. For exam-
ple, Fig. 4 shows the effect on tumor cures in mammary
carcinoma bearing rats of 6 h of 40 8C whole-body
hyperthermia administered with, or 24 or 48 h after gem-
citabine. A synergistic response was obtained when
hyperthermia was begun with gemcitabine administration
or 48 h later. The effect of gemcitabine was completely
negated, however, when hyperthermia was administered
24 h after the start of heating, perhaps due to cell cycle
effects. With cisplatin, the greatest therapeutic index is
achieved if the drug is given 24 h before the start of whole-
body hyperthermia, thereby preventing thermal augmen-
tation of cisplatin induced nephrotoxicity (55). In a clinical
investigation of multiple cycles of radiant heat whole-body
hyperthermia combined with carboplatin, Ifosfamide, eto-
poside, and granulocyte colony stimulating factor, it was
found that toxicity was minimized when carboplatin was

56 HYPERTHERMIA, SYSTEMIC

0.0

1.0

2.0

3.0

4.0

5.0

GEM+WBH schedule

T
E

R
 fo

r 
tu

m
o

r 
cu

re
s

GEM+WBH(0) GEM+WBH(+24) GEM+WBH(+48)

  GEM+WBH(0 h)  GEM+WBH(+24 h)  GEM+WBH(+48 h)

0.06

2.98
3.57

Figure 4. Schedule dependence of fever range whole-body
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was given at the same time as gemcitabine administration or 48 h
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of cures droppedtoalmostzero, wellbelow thenumber achieved with
gemcitabine alone.



given during the plateau phase of WBH, 10 min after target
temperature was reached (56).

A major rationale for whole-body hyperthermia in can-
cer treatment is the ability to treat metastases, but this is
actually a controversial issue. There have been no clinical
studies specifically designed to study the effect of systemic
hyperthermia on either the efficacy against metastatic
disease or prevention of development of metastases.
Increased survival in advanced malignancies is often inter-
preted to mean a reduction in metastatic disease, but direct
measurement of the incidence and response of metastases
is rare. Based on some animal studies, it has been sug-
gested that systemic hyperthermia could actually promote
the metastatic spread of tumor cells, but this has not been
confirmed. One clinical study found an increase of tumor
cells in blood 24 h after 41.8 8C WBH, but there was no

evidence that this caused metastatic spread of disease (57).
Several animal experiments do support the efficacy of
whole-body hyperthermia against metastases. In mouse
models of lung cancer and melanoma, the number of lung
metastases was scored after repeated systemic microwave
heating. It was found that the number of lung metastases
was significantly reduced, and NK-cell activity was higher,
in treated animals. The authors hypothesized that WBH
interferes with the spread of organ metastases, possibly
through a mechanism involving NK cells (13). Another
study of mouse Lewis lung carcinoma in which the animals
were treated with 60 min of systemic hyperthermia at
42 8C, demonstrated a reduction in the number and
percentage of large metastases (>3 mm) on day 20 post-
tumor implantation. Addition of radiation led to a reduc-
tion to 50% of control of the number of lung metastases as
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Table 6. Chemotherapy Agents Used with Whole-Body Hyperthermia

Class of Agent
Likely Mechanism
of Heat Interaction

Drugs Used with
WBH in Clinical Studies

Investigator
Referencesa

Alkylating agents Impaired DNA repair Cyclophosphamide (CTX) Parks, 1983 (4)
Improved pharmacokinetics Engelhardt, 1988 (34)

Dacarbazine (DTIC) Lange, 1983 (35)
Melphalan (L-PAM) Robins, 1997 (36)
Ifosfamide (IFO) Engelhardt, 1988 (34)

Issels, 1990 (37)
Westermann, 2003 (38)

Nitrosoureas Impaired DNA repair BCNU Parks, 1983 (4)
Improved pharmacokinetics Bull, 1992 (39)

Me-CCNU Bull, 1992 (39)
Platinum agents Impaired DNA repair Cisplatin (CDDP) Parks, 1983 (4)

Altered plasma protein binding Herman, 1982 (40)
Engelhardt, 1990 (41)
Robins, 1993 (42)
Douwes, 2004 (43)

Carboplatin (CBDCA) Westermann, 2003 (38)
Hegewisch-Becker, 2002 (44)
Hegewisch-Becker, 2003 (45)
Douwes, 2004 (43)
Richel, 2004 (46)
Strobl, 2004 (47)

Oxaliplatin Elias, 2004 (48)
Hegewisch-Becker, 2002 (44)

Anthracyline antibiotics Impaired DNA repair Adriamycin Engelhardt, 1990 (41)
Enzyme activation Bull, 2002 (49)

Bleomycin Herman, 1982 (40)
Antimetabolites Increased drug transport 5-FU Lange, 1983 (35)

Cell cycle arrest Larkin, 1979 (50)
Impaired DNA repair Bull, 2002 (49)

Hegewisch-Becker, 2002 (44)
Gemcitabine Bull, 2004 (51)

Antiproliferatives Impaired DNA repair Etoposide (VP-16) Barlogie, 1979 (52)
Issels, 1990 (37)
Westermann, 2003 (42)

Topoisomerase inhibitors Impaired DNA repair Irinotecan (CPT-11) Hegewisch-Becker, 2003 (45)
Elias, 2004 (48)

Taxanes Microtubule disruption Paclitacel Strobl, 2004 (49)
Apoptosis Docetaxel Strobl, 2004 (49)

Biological response
modifiers

Increased anti-viral and
antiproliferative activity

Interferon Robins, 1989 (53)

Bull, 2002, 2004 (34,49)

aReferences prior to 1980, or not in English, are not provided in the Bibliography at the end of this article.



well as the percent of large metastases on day 20 (58). In a
breast cancer ocult metastasis model in rats, 6 h of 40 8C
whole-body hyperthermia combined with daily, low dose,
metronomic irinotecan resulted in delayed onset, and
reduced incidence, of axillary lymph node metastases com-
pared to control in rats, as did treatment with 40 8C WBH
alone. The combination therapy also reduced axillary
metastasis volume. Interestingly, none of the therapies
significantly affected inguinal lymph node metastases,
but lung metastases were decreased in both the combina-
tion therapy and WBH alone groups. Rats treated with
fever-range whole-body hyperthermia and metronomic
irinotecan also survived significantly longer (36%) than
control animals (59).

Systemic Hyperthermia and Radiotherapy. The augmen-
tation of ionizing radiation induced tumor kill by
hyperthermia is well documented for local hyperthermia
and has led to numerous protocols combining whole-body
hyperthermia with radiation therapy (60,61). Hyperther-
mia is complementary to radiation in several regards:
ionizing radiation acts predominantly in the M and G1

phases of the cell cycle while hyperthermia acts largely
in S phase; radiation is most effective in alkaline tissues
whereas hyperthermic cytotoxicity is enhanced under
acidic conditions; radiation is not effective in hypoxic
regions yet hyperthermia is most toxic to hypoxic cells.
Thus when hyperthermia is combined with radiotherapy,
both the hypoxic, low pH core of the tumor is treated as well
as the relatively well perfused outer layers of the tumor.
Furthermore, because of its vascular effects, hyperthermia
enhances tumor oxygenation thus potentiating radiation
cell kill. Hyperthermia also increases the production of oxy-
gen radicals by radiation, and reduces the repair of DNA
damage caused by ionizing radiation. Thus hyperthermia
and radiotherapy together often have a synergistic effect,
and this combination is now well accepted for treatment of a
number of tumors.

Fever-Range WBH. Like systemic hyperthermia alone,
combined modality treatments were initially aimed to
achieve maximally tolerated temperatures. Such regi-
mens, however, carry significant risk to the patient,
require general anesthesia, and necessitate experienced,
specialist personnel to provide careful monitoring of vital
signs and patient care during the treatment. More
recently, it has been appreciated that lower core body
temperatures (39–40 8C) maintained for a longer time
(4–8 h), much like fever, can indirectly result in tumor
regression through effects on tumor vasculature, the
immune response, and waste removal (detoxification).
The optimum duration and frequency of mild hyperther-
mia treatment has, however, not yet been determined.
Protocols range from single treatments of 4–6 h, or similar
long duration treatments given once during each cycle of
chemotherapy, to daily treatments of only 1 h. Several
studies of mild, fever-range, whole-body hyperthermia
with chemotherapy have demonstrated efficacy against a
broad range of cancers (34,17) and clinical trials are cur-
rently being conducted at the University of Texas Health
Science Center at Houston, Roswell Park Cancer Institute,

New York, and by the German Interdisciplinary Working
Group on Hyperthermia (62).

Systemic Hyperthermia and Metabolic Therapy.
Increased rates of metabolic reactions lead to rapid turn-
over of metabolites, causing cellular energy depletion,
acidosis, and consequent metabolic disregulation. Tumors,
which have increased metabolic rates [glucose, adenomine
triphosphate (ATP)] compared to normal cells, may be
particularly sensitive to thermally induced energy deple-
tion and this has been exploited in the Cancer Multistep
Therapy developed by von Ardenne, which is a combined
hyperthermia–chemotherapy–metabolic therapy approach
to cancer (63). The core of this approach is systemic
hyperthermia at 40–42 8C, sometimes with added local
hyperthermia to achieve high temperatures within the
tumor. A 10% solution of glucose is infused into the patient
to achieve a high accumulation of lactic acid within the
tumor that cannot be cleared because of sluggish blood flow
and confers an increased sensitivity to heat to the tumor
cells. Administration of oxygen increases the arterial oxy-
gen pressure and stimulates lysozymal cytolysis. Finally
low dose chemotherapy is added.

Palliation. Pain relief is reported by many patients
receiving systemic hyperthermia treatment, whether with
chemotherapy or radiation. Indeed, almost all patients
undergoing thermoradiotherapy report pain relief.
Immediate pain relief following treatment is likely to stem
from an increased level of circulating b-endorphins, while
longer term pain relief may be due to increased blood flow,
direct neurological action, and disease resolution, for
example, tumor regression in cancer patients, or detoxifi-
cation. Meaningful improvements in quality of life typi-
cally result from such pain relief. Localized infrared
therapy using lamps radiating at 2–25 mm is used for
the treatment and relief of pain in numerous medical
institutes in China and Japan.

Diseases Other than Cancer. Therapeutic use of heat
lamps emitting IR radiation is commonplace throughout
the Orient for rheumatic, neurological and musculoskele-
tal conditions, as well as skin diseases, wound healing, and
burns. The improvements reported appear to be largely
due to increased blood flow bringing nutrients to areas of
ischemia or blood vessel damage, and removing waste
products. Scientific reports of these treatments are, how-
ever, difficult to find. Application of heat via hot baths or
ultrasound has long been standard in physical therapy for
arthritis and musculoskeletal conditions, though ice packs
are also used to counter inflammatory responses. Heat
decreases stiffness in tendons and ligaments, relaxes the
muscles, decreases muscle spasm, and lessens pain. Unfor-
tunately, few clinical trials of efficacy have been performed,
and methodological differences or lack of rigor in the
studies hinder comparisons (64). A clinical trial in
Japan reported a supposedly successful solution for seven
out of seven cases of rheumatoid arthritis treated with
whole-body IR therapy, and it is reported that the King of
Belgium was cured of his rheumatoid arthritis in three
months due IR treatments. Systemic hyperthermia with
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whole-body radiant heat units is being carried out in
clinical centers as well as many private clinics in Germany
for the purpose of alleviating rheumatoid arthritis. It has
been proposed that the induction of TNF receptors by WBH
may induce a remission in patients with active rheumatoid
arthritis. The use of heat packs has long been standard to
relieve the pain of fibromyalgia. Again, the therapeutic
effect is believed to be due to increased circulation flushing
out toxins and speeding the healing process. Whole-body
hyperthermia treatment for fibromyalgia and chronic fati-
gue syndrome (CFS) is to be found in a number of private
clinics. Hyperthermia increases the number and activity of
white blood cells, stimulating the depressed immune sys-
tem of the CFS patient.

Because of its immune stimulating effects, whole-body
hyperthermia is a strong candidate for treatment of chronic
progressive viral infections, such as HIV and hepatitis C. A
clinical trial at the University Medical Center Utrecht, The
Netherlands has evaluated extracorporeal heating to induce
systemic hyperthermia of 41.8 8C for 120 min under propo-
fol anesthesia for treatment of hepatitis C (65). Human
immunodeficiency virus (HIV)-infected T cells are more
sensitive to heat than healthy lymphocytes, and suscept-
ibility increases when the cells are presensitized by expo-
sure to tumor necrosis factor. Thus, induction of whole-body
hyperthermia or hyperthermia specifically limited to tissues
having a high viral load is a potential antiviral therapy for
acquired immunodeficiency syndrome (AIDS). An Italian
study has found treatment of AIDS with beta-carotene and
hyperthermia to be synergistic, preventing progression of
early disease and also increasing the survival time in
patients with severe AIDS. A single treatment of low flow
extracorporeal hyperthermia was found effective against
AIDS associated Kaposi’s sarcoma, though there was sig-
nificant toxicity. Core temperature was raised to 42 8C and
held for 1 h with extracorporeal perfusion and ex vivo
blood heating to 49 8C. Complete or partial regressions
were seen in 20/29 of those treated at 30 days post-treat-
ment, with regressions persisting in 14/29 of those treated
at 120 days post-treatment. At 360 days, 4/29 maintained
tumor regressions with 1 patient being in complete remis-
sion still at 26 months (66).

THE FUTURE OF SYSTEMIC HYPERTHERMIA

While there is a resurgence of interest in systemic
hyperthermia, this modality has not yet been adopted as
a mainstream therapy, and optimal clinical trials have
not yet been carried out. Well-designed, well-controlled,
multicenter clinical trials need to be conducted. In order to
unequivocally demonstrate the utility of whole-body hyper-
thermia inthetreatmentofcanceraswellasotherdiseases, it
will be important to accrue a sufficiently large number of
patients who do not have end-stage disease. Thanks to the
commercial availability of systemic hyperthermia systems,
the variability between induction techniques at different
institutions can be removed. Newer instrumentation, parti-
cularlynear-IR radiantheatdevices,alongwithtreatmentat
lower temperatures (fever-range thermal therapy) should
lead to significantly reduced toxicity. Better exploitation of

the narrow window of effective temperatures within which
the cellular effects of heat can be exploited yet damage
remains minimal, and improved understanding of the biolo-
gical interactions invivoof systemicheatwithchemotherapy
and radiation will be essential to optimize therapy.

The effects of systemic hyperthermia on tumor blood
flow and vascular permeability have the potential to
increase delivery of various small molecules, nanoparticles,
and gene therapy vectors to tumors. Ferromagnetic nano-
particles can be heated by external magnetic fields and offer
the potential for internal hyperthermia, both locally and
systemically. Thermally sensitive liposomes that release
their contents at designated temperatures are also of inter-
est. The ability of systemic hyperthermia to aid in systemic
delivery of gene therapy vectors (the holy grail of gene
therapy) and enhance transfection of cells with therapeutic
gene plasmids is under investigation in several laboratories
(67,68), and shows potential along with targeted gene ther-
apy via the heat shock response. For example, Fig. 5 shows a
fourfold hyperthermic increase of therapeutic gene delivery
to tumor when plasmid DNA was injected intravenously
into mammary carcinoma bearing rats immediately after 6
h of whole-body hyperthermia at 40 8C. Thus systemic
hyperthermia is likely to see increasing application as an
enhancer of drug delivery.

There is a great deal of interest in the immunological
consequences of whole-body hyperthermia, and as they
become better understood, the combination of systemic
hyperthermia with specific immunotherapies will undoubt-
edly be pioneered, not just for cancer but also, by analogy
with fever, in a broad range of diseases.

SUMMARY

Systemic hyperthermia is founded on solid physical and
biological principles and shows promise in the treatment
of a number of diseases. Modern whole-body hyperther-
mia devices use IR-A radiation sources together with
effective heat loss techniques to achieve a controlled,
uniform temperature distribution throughout the body
with minimal patient toxicity. A shift in paradigm has
occurred away from achieving direct cell killing with short
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bouts of maximally tolerated temperatures, to inducing
indirect curative effects through longer duration treatments
at lower temperatures, and synergy with other modalities,
such as radiotherapy. Better understanding of the interac-
tions of elevated temperature with metabolic and genetic
pathways will allow thermally driven targeted therapies.
Of particular promise is the use of systemic hyperthermia
as an immune system stimulator and adjunct to immu-
notherapy. Application of systemic hyperthermia to nano-
particle delivery and gene therapy is emerging. Whole-body
hyperthermia is moving from being dubbed an alternative
therapy to becoming a standard treatment and clinical
hyperthermia centers are to be found all over the world.

Useful Websites

http://www.ncbi.nlm.nih.
gov/books/bv.fcgi?rid=hstat6.
section.40680

Techniques and
Devices Used
to Produce
Hyperthermia

http://www.ncbi.nlm.nih.gov/
books/bv.fcgi?rid=cmed.
section.7813

Physics and
Physiology of
Heating

http://www.duke.edu/~dr3/
hyperthermia_general.
html

Clinical Hyperthermia
Background

http://www.eurekah.com/isbn.
php?isbn=1-58706-
248-8&bookid=143
&catid=50

Online book:
Locoregional
Radiofrequency-perfusional
and Whole Body
Hyperthermia in
Cancer Treatment:
New Clinical Aspects,
E.F. Baronzio and
A. Gramaglia (eds.),
Eurekah Bioscience
Database

http://www.esho.info/
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European Society for
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INTRODUCTION

The use of elevated temperature as a form of medical
treatment has been fairly ubiquitous across cultures
throughout the course of time. The earliest record of heat
for therapeutic use was found in an Egyptian surgical
papyrus dated to 3000 BC (1). Hippocrates, considered
by many to be the father of medicine, used heat to treat
breast cancer. He based his practice of medicine on an
ancient Greek ideology that advises using heat after trials
of surgery and medications have failed (2). German phy-
sicians in the 1800s noted cases where cancer patients had
developed high fevers secondary to infections that resulted
in a miraculous disappearance of their tumors (3). These
observations provided inspiration for the development of
several techniques that attempted to induce hyperthermia.
One such popular method entailed wrapping a patient’s
body in plastic and then dipping him in hot wax. Another
popular technique involved removing a portion of the
patient’s blood, heating it, and then transfusing the warmed
blood back to the patient’s body, thereby creating systemic
hyperthermia (4). These treatments had varied success
rates, often culminating in fatality, and were subsequently
discarded. Thus, the interest in hyperthermia lessened in
the face of more conventional cancer treatments (e.g., che-
motherapy and radiation). The current revival of interest in
hyperthermia has resulted from a combination of clinicians
searching for a therapeutic mode other than chemotherapy
and radiation, in tandem with several preliminary rando-
mized clinical trials in a small selected group of patients that
have shown marked improvement in disease states with the
use of either hyperthermia alone or particularly as an
adjuvant to other more traditional modalities.

Traditionally, conventional hyperthermia has been
defined as a therapeutic elevation of whole body temperature
or target tissue while maintaining low enough temperatures
to avoid tissue coagulation (3). This definition of hyperther-
mia can be broadened to include the therapeutic elevation of
temperature to cause tissue destruction and coagulation,
such as that implemented in HIFU (high intensity focus
ultrasound) procedures. Classically, microwaves, radio fre-
quency (RF), electromagnetic radiations, or ultrasounds have
been used to heat tissue to 40–44 8C (5). This article compares
and contrasts electromagnetic waves to ultrasonic waves as a
heating modality, explain the physics behind ultrasound
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generation, and explores the thermal and mechanical bio-
physics involved with ultrasound delivery to tissue. Then, the
medical fields that are currently benefitting from conven-
tional ultrasound hyperthermia and HIFU are considered,
and finally some of the many applicators involved with
thermal ultrasound delivery are evaluated.

ULTRASOUND VERSUS ELECTROMAGNETIC RADIATION

Electromagnetic waves were often used in various applica-
tions of conventional hyperthermia treatments. However,
ultrasound has emerged as a better option because of its
shorter wavelength and lower energy absorption rate,
which make it easier to control and to localize the area
that is being heated. For example, for a half-power pene-
tration depth of 4 cm, the ultrasound wavelength in tissues
(e.g., muscle) is 1 mm; however, electromagnetic wave-
length required for the same transmission is 500 mm.
Focusing energy into a volume smaller than a wavelength
is generally not possible. Using 500 mm (�40 MHz) of
electromagnetic waves to heat a tumor that is situated
4 cm below the skin with proportions of 6 cm in diameter in
the upper abdomen results in a temperature elevation of
the entire abdomen including the spleen, liver, and all
major vessels. More than one-half of the body’s cardiac
output circulates through the abdominal area, and this
widespread heating results in a systemic elevation of tem-
perature, thereby limiting the use of electromagnetic
radiation for tumors in the body cavity (3). Electromagnetic
waves are currently limited to regional hyperthermia and
treating very superficial tumors (6). Conversely, ultra-
sound that has a wavelength of 1 mm can be focused within
the area of the tumor, thus allowing less energy to be
radiated to other areas of the body, resulting in less
damage to surrounding healthy tissue. The current fabri-
cation technology allows for practical applicator dimen-
sions and multiple transducer configurations that makes
it possible to control and shape a wide variety of ultrasound
beams. The use of focused transducers or electronically
phased arrays allow for better localization and tempera-
ture control of the target tissue (7). In contrast to these
positive attributes, high acoustic absorption at bone–soft
tissue interface and reflection from gas surfaces may make
certain therapeutic scenarios difficult.

GENERATION AND PROPAGATION OF ULTRASOUND

Ultrasonic Transducers

In order to generate ultrasonic waves for tissue warming, a
transducer containing piezoelectric crystals is required.
Piezoelectric crystals are found in Nature or can be artifi-
cially grown. Quartz and synthetic ferroelectric ceramics
(e.g., lead metanobiate, lead zirconate, and titanates of
barium) all have strong piezoelectric properties (8). The
ceramic most commonly used in the fabrication of ultra-
sound transducers is synthetic plumbium zirconium
titante (PZT). Transducers are manufactured by applying
an external voltage to these ferroelectric materials to
orient their internal dipole structure. They are then cooled
to permanently maintain their dipole orientation. Finally,

they are cut into any desired shape, such as spherical bowls
for focused ultrasonic fields (3,8). Ultrasound transducers
have electrodes attached to the front and back for applica-
tion and detection of electrical fields. With the application
of an alternating electrical field parallel to the surface of
piezoelectric material, the crystals will contract and
vibrate for a short time with their resonant frequency.
The frequency at which the transducer is able to vibrate
is indirectly proportional to its thickness; higher frequen-
cies are a result of thinner transducers, lower frequencies a
result of thicker transducers (8).

Piezoelectric crystals are able to contract or expand
when an electrical field is applied to them because dipoles
within the crystal lattice will realign themselves as a result
of attractive and repulsive forces causing a change in
physical dimension of the material in the order of nan-
ometers (electrostriction or reverse piezoelectric effect).
When echos are received, the ultrasound waves will com-
press and expand the crystals (8). This mechanical stress
causes the dipoles to realign on the crystal surface creating
a net charge (piezoelectric effect) (Fig. 1).

Transducers function optimally when there is broad
bandwidth in the frequency domain and short impulse
response in the time domain. Also, when there is little
electroacoustical conversion inefficiency, and little mis-
match between the electrical impedances of the generator
and the transducer (3,9). A transducer’s ability to transmit
energy is dependent on the characteristics of acoustic impe-
dances and its contact medium. Both the density of the
material and propagation velocity of ultrasound waves will
determine its impedance. When both impedances match,
then less energy is lost through reflection back into the
transducer. For example, at the interface between air and
the transducer, most of the energy will be reflected back to
the transducer and will travel to the opposite direction
because air has �16 times less impedance than the trans-
ducer. If the transducer is a half wavelength in thickness,
the reflected wave arrives at the opposite surface in phase
with the direction of its motion and can then be transmitted
into the medium. Since the efficiency at which a transducer
transmits energy has a direct relationship to the degree of
impedance match, efficiency can be increased significantly
by adding an impedance matching layer of a quarter wave-
length thickness, subsequently making the characteristic
impedance equal to the geometric average of those of the
transducer and the loading medium (3,8).

RADIATION FIELD OF ULTRASONIC TRANSDUCERS

The radiation field of an ultrasonic transducer depends on its
physical properties and the transmission characteristics of
the medium through which it will pass. Conventional planar
transducers create a nonfocused field, whereas some mod-
ifications to the same transducer can create a focused field.

NONFOCUSED FIELDS

Planar Transducers

Ultrasonic waves that are radiated from the transducer
surface can be described as a tightly packed array of
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separate point sources of sound energy (Fig. 2a). Each of
these points emits a spherical wavelet (Fig. 3). These
waves interact both constructively and destructively
creating a diffraction pattern. Any point in the medium
is a compilation of all the sources that reach that target at
that period of time. This diffraction pattern can be calcu-
lated using Huygen’s principle. Two separate transducers
whose emission fields interact in the same media are
subject to the same laws of construction and destruction.
Planar transducers operating in continuous wave mode
are shown in (Fig. 2). In the Fresnel zone or the near field,
the beam energy distribution is collimated, which is a
result of the many destructive and constructive inter-
actions of the spherical wavelets (Figs. 2c and 3). The

beam path is a function of the dimension of the active
part of the transducer surface, thus the beam diameter
that is converging at the end of the near field is appro-
ximately one-half of the size of transducer diameter.
The intensity and pressure amplitudes fluctuate greatly
at small distances from the surface transducer (Fig. 2b).
As the distance from the transducer surface increases,
the beam path diverges (Fig. 2c and 3). In large diameter,
high frequency transducers, there is less beam diver-
gence in the far field. After a certain distance from the
transducer surface, the intensity stabilizes; however,
intensity along the axis deteriorates along with beam
divergence (Fig. 2b). Circular, square, and rectangular
transducers have similar fields; albeit, circular trans-
ducers have more pronounced fluctuations of intensity
in the near field (3,8).
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Figure 3. Ultrasonic waves that are radiated from the trans-
ducer surface are described as a tightly packed array of separate
point sources. Each of these points radiates a spherical wavelet
(Huygen’s principle). These spherical wavelets will interact con-
structively and destructively. In the near field, these interactions
result in a convergentbeam pattern. In the far field, the beam pattern
diverges. (Published with permission from Ref. 8).

Figure 2. A planar transducer operating in a continuous wave
mode. (a) The envelope containing almost all of the ultrasonic
energy. (b) The relative intensity of the ultrasonic beam along a
central axis. The intensity across the field fluctuates greatly at
small distances from the surface of the transducer. At greater
distances along the central axis the intensity distribution across
the field stabilizes and deteriorates with beam divergence. (c) Ring
diagrams illustrating the energy distribution at positions
indicated in (b). In the near field, the ring beam pattern is
collimated, but at greater distances from the transducer surface
the beam diverges. (Published with permission from Ref. 3).

Figure 1. A piezoelectric compound consists of aligned molecular
dipoles. (a) At equilibrium, the dipoles are arranged in a
configuration that results in a neutral net charge. When the
piezoelectric compound is mechanically stressed (e.g., an
ultrasound wave) the element changes its physical dimensions. At
peak pressure amplitudes, the element will contract. When no stress
is placed upon the element it is in equilibrium. At peak rarefaction,
the element will expand. This realignment of dipoles results in the
production of a net positive or negative surface charge. (b) When an
electrical field is applied to the piezoelectric element the dipoles can
be realigned in response to attractive or repulsion forces. This
rearrangement results in either expansion or contraction of the
element. In the absence of an applied electrical field the element
is in equilibrium and has a neutral net charge. (Published with the
permission from Ref. 8).



FOCUSED FIELDS

Single-Element Transducers

When an ultrasonic wave travels through different media,
the laws of geometric optics can be applied. Ultrasonic
waves can be reflected, refracted, and scattered. When
there is a high degree of impedance mismatch between
the generator and transducer, ultrasonic waves will be
reflected back into the transducer. The angle of reflection
is equal to the angle of impedance, much like that of a
mirror. Single element transducers can be focused by using
a curved acoustic lens or a curved piezoelectric element (8).
When an ultrasonic wave goes through two media with
different propagation velocities there is a certain degree of
refraction. Ultrasonic propagation through water is
1500 m�s�1. In order to focus the ultrasound field, a lens
of plastic (e.g., polystyrene), which has a higher propagation
velocity, is placed between the transducer and the water
media; these converging lenses are then concave to the
water media and at plane with the transducer interface.
In an unfocused transducer, the focal length is directly
proportional to the transducer frequency and diameter. In
a focused single element transducer, the focal distance is
brought closer to the transducer surface. The focal distance
is defined as the distance between the transducer surface
and the portion of the beam that is narrowest. The focal
zone, which is the area of best lateral resolution, is defined
as the area at which the width of the beam is less than two
times the width at the focal distance (3,8) (Fig. 4). The
focal zone is dependent on the aperture and the wave-
length of the ultrasound. The focal area through which
84% of the ultrasound passes is two to four wavelengths in
hyperthermia systems. With ultrasonic transducers, the
intensity distribution dimensions are a function of fre-
quency and aperture. Therefore, the larger the aperture,
the shorter the focal region, the higher the frequency and
the smaller the diameter of the beam (Fig. 5). Ceramic
curved bowl-shaped transducers, while more efficient
than a lens, do not have the versatility of a lens. Once
a ceramic bowl is fabricated, the focal length is set. Lenses
can be interchanged creating a variety of focal lengths
with one transducer (8).

Multielement Transducers

Linear array transducers contain 256–512 narrow piezo-
electric elements. They produce a beam by firing a portion
of the total number of elements as a group. If a single
element were fired the beam pattern would be divergent in
the near field. By firing a group of elements, it is possible to
focus and converge the beam. All the individual beams
interact both constructively and destructively to produce a
collimated beam. A phase array transducer is composed of
64–128 elements. The ultrasound beam can be steered and
focused without moving the transducer by electrically
activating the separate elements on the transducer surface
at slightly different times (8).
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Figure 5. The intensity distribution in the focus of an ultrasound
transducer. The diameter and the length are a function of
frequency. The lower the frequency, the larger the diameter,
and the smaller the aperture, the longer the focal region.
(Published with permission from Ref. 3).

Curved element Focal zone

Figure 4. The focal zone is the area of optimal lateral resolution.
The use of a curved element or an acoustic lens allows the focal
distance to be brought closer to the transducer surface. The use of
a curved element decreases the beam diameter at the focal
distance and increases the angle of beam divergence far field.
The focal zone, which is the are of best lateral resolution, is
defined as the area at which the width of the beam is less than
two times the width at the focal distance. (Published with
permission from Ref. 8).



PROPAGATION OF ULTRASOUND IN BIOLOGICAL
TISSUES

The journey of an ultrasound wave through human tissue
is sometimes arduous. As the waves propagate through
different biological media, they are subject to reflection,
refraction, scattering, and absorption (8). When there is a
difference in acoustic impedance between the boundaries of
two tissues, reflection occurs (Table 1). There is 100%
reflection at the air–skin interface. However, if a coupling
medium (e.g., gel) is used, reflection is reduced to 0.1%.
When the beam is not perpendicular to tissue boundary,
the transmitted ultrasound energy undergoes a change in
direction at the boundary; this directional change is termed
refraction. As waves propagate through tissue they must
overcome internal friction resulting in a loss of energy. The
mechanical energy that is lost is converted to heat, which is
termed absorption. At higher frequencies, ultrasonic waves
move quicker, thus forcing the molecules to move against
each other creating friction. The more these molecules
move, the more energy is consumed or absorbed, and
subsequently will be converted to heat. The speed at which
the ultrasonic wave travels is dependent on the arrange-
ment of the molecules. If they are densely arranged, they
will collide sooner when they are exposed to a stimulus, and
will lose energy quickly and at shorter distances. Ultra-
sonic waves can travel through the skin without much
absorption until they reach tissues with high collagen
content, (e.g., bone, periosteum, ligaments, capsules, fas-
cia, and tendons). Ultrasonic waves travel through most
solid tissues at a speed of 1500–1600 m�s�1. Its velocity in
fat and postmenopausal breast tissue may be as low as
1450 m�s�1 and the lens of the eye �1600 m�s�1. As a
general rule, ultrasonic waves move through soft tissue
with relatively little reflection or refraction (3,8) (Table 2).

Ultrasonic speed through bone is �4080 m�s�1. Bone
easily absorbs ultrasonic energy and reflects it to tissues
that are located at the bone–tissue interface. Since bone
absorbs ultrasonic energy so readily, it heats up very
quickly, consequently making it harder to control tempera-
ture. Thus, bone and its immediate surrounding tissue
were once considered problematic for therapeutic use of
ultrasonic hyperthermia (3,8). Nevertheless, in a recent
study, Moros et al. noted that the presence of underlying

bone in superficial unfocused ultrasound hyperthermia
could actually be exploited to induce more uniform and
enhanced temperature distributions in superficial target
volumes. In particular, they have shown that the presence
of bone in superficial target volumes enhances temperature
elevation not only by additional direct power deposition
from acoustic reflection, but also from thermal diffusion
from the underlying bone (10).

The intensity at which an ultrasonic beam is trans-
mitted has an effect on target tissue temperature. Intensity
is defined as the amount of power per unit area. Doubling
the amount of power used will result in quadrupling the
intensity. Ultrasonic waves will lose intensity as they
propagate further into the tissue. The attenuation coeffi-
cient is the relative intensity loss per centimeter of travel in
a given medium (Table 3). Beam divergence, absorption,
and scattering will also cause a loss in intensity of the
propagating beam. The absorption coefficient of the tissue
being exposed to us determines the target temperature
that tissue will reach. The absorption coefficient is depen-
dent on the density of the tissue and will linearly increase
at higher frequencies. The absorption coefficient in soft
tissue is 4–10 times lower than that of bone, and therefore
bone heats more quickly (3). At short exposure times (e.g.,
< 0.1 s), temperature and intensity are directly propor-
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Table 3. Attenuation Coefficients for Selected Tissues at
1 MHz.a

Tissue
Composition

Attenuation Coefficient
1 MHz beam, dB�cm�1

Water 0.0002
Blood 0.18
Soft tissues 0.3–0.8
Brain 0.3–0.5
Liver 0.4–0.7
Fat 0.5–1.8
Smooth muscle 0.2–0.6
Tendon 0.9–1.1
Bone, cortical 13–26
Lung 40

aPublished with permission from Ref. 8.

Table 1. Acoustic Impedancea

Tissue Z, rayls

Air 0.0004 � 106

Lung 0.18 � 106

Fat 1.34 � 106

water 1.48 � 106

Kidney 1.63 � 106

Blood 1.65 � 106

Liver 1.65 � 106

Muscle 1.71 � 106

Skull bone 7.8 � 106

aMeasured in rayls. z ¼ pc (z ¼ impedance,

p ¼ sound pressure, c ¼ speed of sound), for

air, water, and selected tissues. (Published

with permission from Ref. (8).

Table 2. Density and Speed of Sound in Tissues and
Materials for Medical Ultrasound.a

Material Density, kg�m�3 c, m�s�1 c, mm�s�1

Air 1.2 330 0.33
Lung 300 600 0.60
Fat 924 1450 1.45
water 1000 1480 1.48
Soft tissue 1050 1540 1.54
Kidney 1041 1565 1.57
Blood 1058 1560 1.56
Liver 1061 1555 1.55
Muscle 1068 1600 1.60
Skull bone 1912 4080 4.08
PZTb 7500 4000 4.00

aPublished with permission from Ref. 8.
bPZT, lead cisconate .inanate



tional. However, as the time intervals increase, other
factors in addition to intensity, (e.g., blood perfusion), must
be considered. An approximate estimate of the ultrasonic
energy requirements for heating a target volume to ther-
apeutic temperature depends on assessing thermophysical
properties of that tissue, intensity of the ultrasound beam,
ultrasonic absorption coefficient, and additional factors
(e.g., blood circulation to target tissue) (3,8,11). The ther-
mal index is defined as the ratio of acoustic power created
by the transducer to raise the target area by 1 8C. This is
calculated by using an algorithm that takes into account
the ultrasonic frequency, beam area, and the acoustic
power output of the transducer (8).

Ultrasonic waves act on tissues thermally and mechani-
cally. Mechanical effects on tissues via ultrasound include
acoustic torque, acoustic streaming, radiation force, stable
cavitation, and unstable cavitation (11). Any object situ-
ated within an acoustic field will be subject to acoustic
pressure and acoustic force. Acoustic pressure in a stand-
ing wave field is inversely proportional to velocity. Acoustic
torque results from variations in the acoustic field, which
can be described as a time-independent twisting action.
Acoustic torque causes a rotational movement of cells and
intracellular organelles in the medium. Acoustic streaming
describes the movement of fluid in an ultrasonic field. The
compression phase of an ultrasonic wave deforms tissue
molecules. Radiation force affects gas bubbles that are in
the tissue fluids. Negative pressure induces the bubbles
originally dissolved in the medium to fall out of solution.
With positive and negative pressure wave fluctuations,
these bubbles expand and contract without reaching cri-
tical size (stable cavitation). Unstable cavitation occurs
when bubbles collapse violently under pressure after grow-
ing to critical size due to excessive energy accumulation.
This implosion produces large, brief local pressure and
temperature release, as well as causing the release of free
radicals. Organs that are air-filled, (e.g., the lungs or
intestines), are subject to greater chance of unstable cavi-
tation. Unstable cavitation is somewhat random, and as
such it may lead to uncontrollable tissue destruction (8,11).
Bubble growth can be limited by low intensity, high fre-
quency, and pulsed ultrasound. Higher frequency means
shorter cycle duration so time for bubble growth is regu-
lated. Pulsed ultrasound restricts the number of successive
growth cycles and allows the bubble to regain its initial size
during the off period. The mechanical index estimates the
possibility of cavitation occurrence. The mechanical index
is directly proportional to peak rarefaction pressure, and
inversely proportional to the square root of the ultrasound
frequency (8).

MEDICAL APPLICATIONS OF CONVENTIONAL
HYPERTHERMIA

Ultrasound as a heating modality has been used in
several different medical fields. It is used in treating
sprains, bursitis, joint inflammation, cardiac ablations,
and in gynecology. However, the main area conventional
hyperthermia is currently used is in oncology. The use of
conventional hyperthermia as an oncologic treatment is

supported by a plethora of studies that demonstrate that
heat on cell lines and on animal tumor transplant models
can result in tumor regression; however, it is rarely used
alone because its efficacy is greatly potentiated in com-
bination with radiation or chemotherapy. Conventional
hyperthermia treatments elevate target tissue tempera-
tures to 42–46 8C (12). Treatment times are usually
between 30 and 60 min. Treatment applications are
administered once or twice a week and are applied in
conjunction with or not long after radiation. In all of the
recent phase III trials, a sequential delivery scheme was
used. This means that radiation and hyperthermia were
administered separately, with radiation preceding
hyperthermia treatments (13). Tumoricidal effects in
vivo are achieved at temperatures between 40 and
44 8C (5). Large tumors often have an inadequate blood
supply and resultantly, have difficulty meeting their
requirements for oxygen and nutrients. This situation
creates a hypoxic environment that is low in pH (2–3)
(3,5,14). When tumor cells are heated to therapeutic
temperatures, their cellular metabolic processes are
accelerated, thereby further increasing the demands
for oxygen and nutrients in an already depleted envir-
onment. Most tumor cells are unable to reproduce in this
hostile environment, resulting in termination of tumor
growth and shrinkage of the tumor (5,15). In tempera-
tures > 40 8C, protein denaturation has been observed as
the main mechanism of cellular death. Widespread pro-
tein denaturation results in structural changes in the
cytoskeleton and the cell membrane, and in enzymes that
are necessary for deoxyribonucleic acid (DNA) synthesis,
cellular division, and cellular repair (5). Hyperthermic
efficacy is a function of temperature and exposure time.
To quantify, at temperatures > 42.5– 43 8C, the exposure
time can be halved with each 1 8 temperature increase to
give an equivalent cell kill (5,16). Healthy tissues remain
undamaged at temperatures of 44 8C for a 1 h duration
(5,17). The exceptions are central nervous tissues, which
suffer irreversible damage after being exposed to heat at
temperatures ranging from 42 to 42.5 8C for >40–60 min
(5,18). Peripheral nervous tissue that has been treated
for > 30 min at 44 8C or an equivalent dose results in
temporary functional loss that is reversed in 4 weeks
(5,19). Therefore, since a small difference in temperature
produces a large difference in the amount of cells killed,
it is important to be able to have good control on the site
and duration of heat delivery to reduce the damage to
surrounding healthy tissue.

RADIATION COUPLED WITH CONVENTIONAL
HYPERTHERMIA

While hyperthermia independently has been found to have
antitumor effects, its efficacy is greatly potentiated when
coupled with radiation. Cells that are in a low pH hypoxic
environments, those that are in the S or M phases of cell
division, and those that are malnourished are relatively
resistant to radiation (5,7). Hyperthermia increases
radiation damage and prevents cellular repair of damaged
DNA (5,16). Hyperthermia increases blood perfusion via
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vasodilation which results in increased oxygenation, thus
allowing increased radiosensitivity (5,7,16). Response
rates with hyperthermia alone are �15%, with radiother-
apy�35%, with combined radiotherapy, and hyperthermia
�70% (20). There have been many U.S. and European
clinical trials that support substantial improvement in
patients who have been treated with a combination of
radiation and hyperthermia. Examples of some recent
trials include randomized multiinstitutional phase III
trials for treating melanoma (20,21), glioblastoma multi-
forme (20,22), chest wall recurrence of breast cancer
(20,23), head and neck cancer (20,24,25), head and neck
in superficial measurable tumors (20,26,27), in various
recurrent persistent tumors (20,28), cervical cancer (29),
uterine cancer (30) and in locally advanced pelvic tumors
(20,31) (Table 4). Trial success rates were very dependent
on the uniformity of temperature delivery. In the past,
trials had often provided mediocre results because
temperatures were �1–1.5 8C too low and consequently
not able achieve adequate tumoricidal levels (7). It is often
difficult to uniformly heat larger tumor (3,7). When radia-
tion and hyperthermia are used simultaneously excellent
radiation delivery is achieved, often resulting in tumor
regression; however, its delivery is equally as toxic to
healthy cells that necessitate the need for a very precise
delivery system.

CHEMOTHERAPY IN CONJUNCTION WITH
CONVENTIONAL HYPERTHERMIA

Chemotherapeutic efficacy is enhanced by hyperthermia
(5,20,34,35) (Table 5). As areas are heated, perfusion is
increased, thus allowing an increase in drug concentra-
tions in areas of the tumor that are poorly vascularized,
increased intracellular drug uptake, and enhanced DNA
damage. Drugs (e.g., mitomycin C, nitrosureas, cisplatin,
doxorubicin, and mitoxantrone) are subject to less drug
resistance when used with heat. The synergistic effect of
chemotherapy and hyperthermia was demonstrated in
virtually all cell lines treated at temperatures >40 8C for
alkylating drugs, nitroureas, and platin analogs dependent
on exposure time and temperature. Chemotherapeutic
agents can be revved up 1.2–10 times with the addition
of heat (5). In vivo, experiments showed improvement
when doxorubicin and mitoxantrone were combined with
hyperthermia. However, antimetabolites vinblastine, vin-
cristine, and etoposide did not show improvement with the
addition of hyperthermia. In animal studies, increased
toxicities were seen in skin (cyclophosphamide, bleomycin),
heart (doxorubicin), kidney (cisplatin, with a core tempera-
ture >41 8C), urinary tract (carmustine, with core tem-
peratures >41 8C), and bone marrow (alkylating agents
and nitroureas) (5,34). Lethal toxicity was enhanced when
systemic hyperthermia was applied in combination with
cyclophosphamide, methyl-CCNU, and carmustine (5). The
success of hyperthermia and chemotherapy combinations
depends on the temperature increase in the organs for
which the drug is used and its subsequent toxicity, all of
which are can be influenced by the accuracy of the heating
device and the operator.

MODES OF CONVENTIONAL HYPERTHERMIA
APPLICATION

Externally Applied Techniques

In the past, single planar transducers were used to apply
local heat. A disk shaped piezoelectric transducer (range
from 0.3–6.0 MHz in frequency and up to 16 cm in dia-
meter) is mounted above a chamber of cooled degassed
water. This device has a coupling chamber which allows
water to circulate (3) (Fig. 6). It is coupled to the body via a
plastic or latex membrane. Unfortunately, these types of
devices are unable to achieve homogenous therapeutic
thermal levels. The reason is that this system uses an
unfocused energy source. When an unfocused energy
source is applied to the skin, the intensity and the tem-
perature will be the highest at the contact point and will
subsequently lose intensity as it travels deeper into the
tissue. However, by cooling the skin, the ‘‘hot spot’’ is
shifted to the subcutaneous fatty tissue that is poorly
vascularized. Fat is an insulator and as a result much
energy is conserved rather than lost. Furthermore, cooling
the skin will produce vasoconstriction which conserves
even more heat and facilitates the heating of deeper tissues
(3) (Figs. 7, 8a and b). However, even with this strategy
adequate temperatures could not be reached. The reason
for this is that large tumors often consist of three zones, a
central necrotic core, an intermediate zone that is normally
perfused, and a marginal zone that has a greater number of
vessels due to proliferation induced angiogenesis. Due to
the abundance of vasculature on the marginal surface,
much heat is dissipated to the surrounding tissue. The
relatively avascular center will heat to a higher tempera-
ture than the marginal or intermediate zone because there
is little dissipation of heat, creating hot spots (Fig. 9) (7,54).
Thus, it is not possible to therapeutically heat a tumor with
a single planar source. This theory is substantiated by a
significant number of clinical trials (7,55–61). Most trials
reported that patients had some difficulty with dose-
limiting pain, extensive central tumor necrosis, blistering,
and ulceration (7). Conversely, a focused ultrasound source
localizes energy within the tumor volume while sparing the
surrounding tissue (Fig. 10). The use of a focused beam
allows for homogenous heating and higher intensity which
allows the generation of greater temperatures within the
target area. Attenuation and beam divergence cause rapid
deterioration of intensity beyond the focal zone (3) (Fig. 11
a and b). Focused ultrasound sources overcome some of the
limitations of planar heating. Focusing allows for control-
ling the amount of heat that is delivered to the poorly
perfused areas thus limiting hot spots and some of the side
effects. For a heating system to be successful clinically on a
large scale, it must account for geometric and dimensional
variations of target tissue, possess the ability to heat the
sites that need it, and avoid side effects and complications
as much as possible (3).

Technological advances in hyperthermia devices have
paved the way for better therapeutic options. The use of
mosaics or separately controlled transducers allowed bet-
ter spatial and temperature control to target bulky irre-
gularly shaped tumors. The multielement planar
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ultrasound applicators met these demands and are capable
of treating tumors at depths up to 8 cm. The multisector
applicator allows for heating to the edge of the aperture
and the acoustic beams are nondiverging in the near field,

thus allowing large tumor heating with lateral measure-
ments of 15 � 15 cm. Each of these 16 sectors can be varied
from 0 to 100% power to uniformly heat across the tumor. If
an area of the tumor is too difficult to treat, more energy
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Table 4. Hyperthermia and Radiation Clinical Trials

Reference/
name of
trial Tumor Entity (stage) Type of Trial

No. of
Patients

Type of
Hyperthermia

Results of
Control Arm
(RT only)a

Results of
Hyperthermia
Arm (RTþHT)a

Significance
of Results
( p<0.05)

(26,32)
RTOG

Head and neck
(superficial measurable

tumor)

Prospective
randomized
multicenter

106 Superficial
(915 MHz

microwave)

34% CR 34% CR �

(25) Head and neck untreated
locoregional tumor

Prospective
randomized

65 Superficial
(27-12 MHz
microwave)

32% DR 55% CR þ

19% DFS at
1.5 years

33% DFS
at 1.5 years

þ

(24,33) Head and neck
(N3locoregional tumor)

Prospective
randomized

41 Superficial
(280 MHz

microwave)

41% CR 83% CR þ

24% LRFS 68% LRFS þ
0% OS at

5 years
53% OS at

5 years
þ

(21) ESHO-3 Melanoma (skin
metastases or recurrent

skin lesions)

Prospective
randomized
Multicenter

70 Superficial
(various

techniques)

35% CR 62% CR þ

28% LRFS at
5 years

46% LRFS at
5 years

þ

(23) MRC/
ESHO-5

Breast cancer (local
recurrences or inoperable

primary lesions)

Randomized
multicenter

306 Superficial
(various

techniques)

41% CR 59% CR þ

ca. 30% LRFS ca. 50% LRFS þ
ca. 40% AS

at 2 years
ca. 40% AS at

2 years
�

(31) Rectal cancer Prospective
randomized
multicenter

143 Deep regional
HT (various
techniques)

15% CR 21% CR �

22% OS at
3 years

13% OS at
3 years

�

Bladder cancer 101 51% CR 73% CR þ
22% OS at

3 years
28% OS at

3 years
�

Cervical cancer 114 57% CR 83% CR þ
27% OS at

3 years
51% OS at

3 years
þ

(28) Various (recurrent or
progressive lesions)

Prospective
randomized
multicenter

174 Interstitial HT
(300-2450 MHz

microwave
or RF)

54% CR 57% CR �

34% OS at
2 years

35% OS at
2 years

(25) Gioblastoma
(postoperative)

Prospective
randomized

79 Interstitial HT 15% OS at
2 years

31% OS at
2 years

þ

(29) Stage IIIB
uterine cervix

Prospective
randomized

40 Deep regional
HT

50% CR 80% CR þ

45% CR at
3 years

79.7% CR at
3 years

(27) Superficial tumors Prospective
randomized

122 EM 42.3% CR 66.1% CR þ

(30) Uterine cervical Prospective
randomized
multicenter

110 RF 68.5% CR 73.2% CR þ

aAS ¼ actuarial survival; CR ¼ complete remission; DFS ¼ disease free survival; HT ¼ hyperthermia; LRFS ¼ local relapse free survival; OS ¼ overall

survival; RF ¼ radio frequency electric currents; RT ¼ radiotherapy. (Published with permission from Ref 20).
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Table 5. Hyperthermia and Chemotherapy Clinical Trials

Reference Tumor Entity
Type of
Trial

No. of
Patients

Type of
Hyperthermiaa

Type of
Chemotherapya Resultsa

(36) Oesophagus
cancer

(preoperative)

Phase II 32 localHT/
Endoluminal MW

CDDP þ Bleo þ
Cyc

8 CR/13 PR
(65% RR)

(37) Oesophagus
cancer

(preoperative)

Phase III 20 localHT/
Endoradiotherm

CDDP þ Bleo 1 CR/5 PR/4 MR
(50% RR);

FHR (41.2%)
20 Control CDDP þ Bleo 0CR/5 PR/0 MR

(25% RR);
FHR (18.8%)

(38) Stomach cancer Phase II 33 RHT/thermotron Mitomycin þ 5FU 3 CR þ 10 PR
(39% RR)

pancreatic cancer 22 8 MHz Mitomycin þ 5FU 3 CR þ 5 PR
(36% RR)

(39) Pancreatic cancer Phase II 77 RHT 13.5 MHz Mitomycin þ 5FU þ/
- immunostimulation

27..3% survival
at 1 year

(40,41) Sarcomas
(pretreated with
chemotherapy)

Phase II
(RHT 86)

38 RHT/BSD 1000
60-110 MHz

VP16 þ IFO 6 pCR þ 4PR þ 4FHR
(37% RR)

Follow-up 65 VP16 þ IFO 9pCR þ 4PR þ 8FHR
(32% RR)

(42,43) High risk soft
tissue sarcomas

Phase II
(RHT 91)

59 RHT/BSD 2000
80-110 MHz

VP16 þ IFO þ ADR ICR/6pCR þ 8PR þ 13 MR
(47%)

OS: 46% at 5 years
(44) High risk soft

tissue sarcoma
Phase III

(EORTC
62961)

112 RHT/BSD 2000
80-110 MHz

(randomized)

VP16 þ IFO þ ADR (08/00)

(45) Soft tissue
sarcoma

Phase II 55 ILP with HT TNF þ IFN þ L-PAM 10CR/35PR (82% RR)

(46) Sarcoma/
teratomas

(metastatic)

Phase I/II 19 WBH IFO þ CBDCA 6PR (32% RR)

(47) Sarcoma
(metastatic)

Phase II 12 WBH IFO þ CBDCA þ VP16 7PR (58% RR)

(48) Refractory
cancers

(advanced or
metastatic)

Phase I 16 WBH
(Aquatherm)

L-PAM
(dose-escalation)

ICR/2PR (19% PR)

(49) Pediatric
sarcomas

Phase II 34 RHT/BSD 2000
80-110 MHz

V16 þ IFO þ CBDCA 12 NED
(‘best response’)/
7 CR Duration:

7-64 months
(50) Pediatric

nontesticular
germ cell
tumours

Phase II 10 RHT/BSD 2000
80-110 MHz

CDDP þ VP16 þ IFO
(¼PEI)

5CR þ 2PR
(70% RR) Six
patients alive

without evidence
of tumour

(10-33 months)
(51) Cervical cancer

(recurrences)
Phase II 23 RHT/array-system

70 MHz
CDDP (weekly) 2pCR/ICR þ 9PR

(52% RR)
(52) Rectal cancer Phase II 27 Intraoperative IHP Mitomycin C 3 LR

(Dukes C
preoperative)

35 Control Mitomycin C 13LR

(53) Metastatic Sarcoma Phase II 108 whole body
Hyperthermia

IFO/CBDCA/VP16 68% success at 1 year

aP ¼ intraoperitoneal hyperthermic perfusion; WBH ¼ whole body hyperthermia; 5FU ¼ 5-flurouracil; VP16 ¼ etoposide; IFO ¼ ifosfamide;

ADR ¼ Adriamycin ¼ Doxorubin; CDDP ¼ Cisplatin; CBDCA ¼ Carboplatin; Bleo ¼ Bleomycin; L-PAM ¼ Melphan; TNF ¼ tumor necrosis factor alpha;

IFN ¼ interferon gamma; p ¼ pathohistological; RR ¼ response rate; CR ¼ complete remission; PR ¼ partial remission; MR ¼ minor response;

FHR ¼ favorable histological response >75%; LR ¼ local recurrence; NED ¼ no evidence of disease.(Published with permission from Ref. 20).



can be directed to just that target segment. The tempera-
tures can be adjusted in relation to variations in tempe-
rature distribution due to blood flow, variations in target
tissue morphology, and based on the patient’s comfort
level. These devices have the ability to contour the energy
field to match the tumor outline. These systems generally
have two frequencies: 1 MHz (used to heat 3–6 cm) and
3.4 MHz (used for more superficial 2–3 cm) (7,62). Exam-
ples of heating temperatures for different ultrasound
hyperthermia devices are shown (Table 6). These planar
array systems have been adapted to allow for thermoradia-
tion in conjunction with an external beam radiation (7). An
extended bolus configuration with an internal reflecting
system was created to direct the ultrasound energy into
desired tissue. This configuration allows the ultrasound
transducer to be outside the radiation beam thus prevent-
ing potential interference of the two (7,70).

Another approach to achieving greater spatial control is
to use a larger variety of small transducers in a nonplanar
geometric configuration. This approach has been used in

treating intact breast with cancer (7,71). The patient lies
prone while the breast is immersed within the water filled
cylindrical applicator (Fig. 12). The cylindrical applicator is
composed of eight rings (each ring is 25 cm in diameter by
1.6 cm in height), with up to 48 transducers (1.5 �1.5 cm
plane transducers), which are interspersed around the
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Figure 9. Temperature distribution in a subcutaneous tumor
by plane wave transducer. The temperature at the necrotic zone is
higher than in the surrounding tissues. (Published with permission
from Ref. 3).

Plane
wave

energy

Tissue Tumor

Figure 7. The pattern of ultrasound delivery via plane wave
radiation targeting a tumor that is located deep within the
tissue. (Published with permission from Ref. 3).
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Figure 8. (a) Ultrasound intensity is greatest at the surface.
Intensity will deteriorate exponentially due to attenuation as the
depth from the surface increases. Published with the permission of
(3). (b) Since temperature and intensity are directly proportional,
temperature will decrease exponentially as depth increases. Cooling
the skin will cause the ‘‘hot spot’’ to shift to the poorly perfused fatty
tissue. (Published with permission from Ref. 3).
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Figure 6. A cross-sectional diagram of a single planar element
hyperthermia applicator. The chamber between the latex mem-
brane and the piezoelectric element contains cooled degassed water.
During local hyperthermia treatment an ultrasonic conducing gel is
applied to the target site that is then coupled to the latex membrane.
(Published with permission from Ref. 3).



ring. The frequency ranges from 1.8 to 2.3 and 4.3–
4.8 MHz. The driving frequency and the power can be
individually selected within each ring, which allows for
better spatial and temperature control. This technique has
not yet reached widespread clinical use (7).

The Scanning Ultrasound Reflector Linear Array Sys-
tem (SURLAS), which may soon be implemented in clinical
practice allows for 3D power distribution while applying
simultaneous external hyperthermia in conjunction with
radiation to superficial areas (7,13,72–77). (Fig. 13). The
SURLAS applicator consists of two parallel opposed ultra-
sound linear arrays that aim their sound waves to a
V-shaped ultrasound reflector that further organizes and
spreads the energy over the scanned target site (7,13). The
two arrays operate at different frequencies (1.9 and 4.9).
This allows for control of penetration depth through the
exploitation of intensity modulation of the two beams (13).
The applicator housing this transducer and the tempera-
ture regulated water bolus are placed on the patient. This
system allows both the radiation and the ultrasonic waves
to enter the patient’s body concurrently. During the scan-
ning interval, power levels and frequencies in each trans-
ducer can be individually regulated, thus allowing for good
control over depth penetration and lateral heating (7).
This system can treat superficial tumors that are
15 � 15 cm in area and with distal margins up to 3 cm
deep (13). However, scan times must be limited to <20 s to
avoid transient temperature variations >1 8C (7,73).

Large superficial tumors ranging from 3 to 4 cm deep
20 � 20 cm in surface area have been successfully treated
with mechanically scanned planar transducers with 2D

motion (7,63) (Fig. 14). This approach can be used in
treating tumors in the chest region, which often have a
heterogenous thickness and are situated close to bone.
Once an ultrasound is launched into tissue, it cannot leave
the body; consequently, it will just ‘‘bounce’’ around until it
is completely absorbed. If the ultrasound is absorbed by
bone or nerves, neuropathies and bone necrosis can occur.
Mechanically scanned planar transducer frequencies can
range from 1 to 6 MHz. Accurate spatial control has been
achieved by controlling the operating frequency and
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Figure 11. (a) With the use of a focused field, higher intensities
can be achieved in target tissue at a greater depth. (Published with
permission from Ref. (3)). (b) Since temperature and intensity are
directly proportional greater temperatures can also be attained in
target tissue at greater depths. (Published with permission from
Ref. 3).

Figure 10. Pattern of radiation with a focused ultrasound beam.
The contoured beam localizes the tumor within the focal area while
sparing the surrounding tissue (Published with permission from
Ref. 3).

Table 6. Examples of Clinical Temperature and Response Rates of Certain Hyperthermia Systemsa

Device Reference
Number

of Patients
Maximum

Temperature, 8C
Minimum

Temperature, 8C
Average

Temperature, 8C

Complete
Response
Rate, %

Partial
Response
Rate, %

Scanned ultrasound (63) 5 45.9 41.1
(64) 149 34 36
(65) 72 44.4 40.0 22 40
(66) 17 43.1 39.9 24 70
(67) 15 44 40.4 42.3

Multielement ultrasound (68) 147 42.7 38.5 40.4
Transrectal ultrasound (69) 14 43.2 40.5 42.2

aPublished with permission from Ref. 7.



applied power levels, as a function of location, to account
for variations of tumor thickness. Separate transducers,
which are driven at different frequencies or by time multi-
plexing the driving frequency of a given transducer
between its fundamental and odd harmonic frequencies,
are able to create a situation that allows control over
penetration depth (7). The penetration depth, as well as
the temperature distribution resulting as a function of
depth, can be controlled online during the scanning by
regulating the frequency amplitude. In the clinical setting,
all these biophysical properties must be coupled with the
patient’s ability to tolerate the treatment to create a func-
tional algorithm (7,63).

Scanned focus ultrasound systems (SFUs) provide the
most flexibility for clinical applications (7,64–67,78,79).
These systems provide the greatest possibility of overcom-
ing the challenges of tissue heating. The SFUs systems
generally use four to six 1 MHz spherically focused trans-
ducers each overlapped so that a common focal zone of
3 mm o.d. to treat deep tissue. This focal zone is mechani-
cally scanned in circular or octagonal patterns within the
tumor at rates of 20–100 mm�s�1. In order to guarantee
that there is a consistency in temperature, scan cycles must
be shorter than 10 s. During scanned focused ultrasound
hyperthermia treatments, temperature distributions can
be controlled by utilizing the measured temperatures to
vary the power output as a function of the location. The
resolution is determined by a variety of thermometry

points, scanning, and computer control speed (7). The
regulation of temperature can be controlled by the clinician
or the computer (7,80).

External applicator systems for hyperthermia have now
been developed that use electrically phased focused trans-
ducer arrays. The advantages of using an electrically
phased focused transducer array is that it allows for better
synthesis of complex beam patterns and the ability to
electronically focus and steer. The 3D complex beam-form-
ing techniques result in higher scanning speeds, smaller
applicators, and better reliability due to more static parts
(7). Examples of electrically phased focused transducer
arrays include concentric ring arrays (7,81), sector-vortex
phased arrays (7,82), spherical and cylindrical arrays
(7,83,84), and tapered phased arrays (7,85).

Intracavitary Techniques

Conventional ultrasonic hyperthermia can be used for
intracavitary applications. This modality can be used to
treat tumors that are situated deep within the body or
with those that situated close to a body cavity. Clinically,
prostrate cancer and benign prostate hyperplasia are the
best suited for this treatment (7). The transrectal appli-
cator consists of one-half cylindrical transducer segments
10–20 mm o.d. � 10 mm long. It is sectored for better
angular control with frequency range of 1.0–1.6 MHz.
The transducers are housed in a plastic head; also, a
temperature regulated degassed water within an extend-
able bolus is attached (7,86–88) (Fig. 15). The heating
energy is emitted radially from the length of each trans-
ducer segment, and the power is applied along the length of
the applicator. This technique is able to heat tissues that
are 3–4 cm deep from the cavity wall. The temperature
controlled water bolus maintains a safe temperature for
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frequency=1.0–1.6 MHz

Figure 15. A nonfocused multielement applicator with
longitudinal and angular power deposition abilities. This device
is used in the treatment of the prostate cancer or BPH. (Published
with permission from Ref. 7).

Linear accelerator

Scanning reflector

Low-frequency
transducer array

Tumor

High-frequency
transducer array

Radiation beam

Figure 13. A schematic diagram of a multielement low profile
scanning reflector system. (Published with permission from Ref. 7).
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Figure 14. A schematic diagram of mechanically scanned
ultrasound system for superficial hyperthermia. (Published with
permission from Ref. 7).
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Figure 12. A schematic diagram of an intraoperative multielement
transducer system with a circumferential transducer array and
reflector configuration. (Published with permission from Ref. 7).



the rectal mucosa. Improved versions of this applicator
have added four sectors on each tubular section for
16 channels total. These devices are being fabricated to
be compatible with MRI guide protocols (7,89).

Interstitial Techniques

Interstitial techniques are used for treating deep-seated
and/or large tumors that are not amenable for surgical
resection. Heating sources are implanted into the tumor,
thus focusing the energy directly to the site. Interstitial
radiation is a standard practice in the treatment of tumors,
therefore incorporating adjuvant heat is a logical progres-
sion to maximizing treatment. There are three basic designs
of interstitial ultrasonic applicators: catheter cooled and
direct coupled that consists of tubular piezoceramic trans-
ducers, and acoustic waveguide antennas (7) (Figs.16a–c).

Multielement ultrasound applicators with catheter
cooling use piezoceramic tubular transducers (1.0–1.5 mm
o.d. � 10–20 mm long, with frequency ranging from 7 to
10 MHz) have circulating coolant channels incorporated
within the support structures to allow the applicator to
be sealed in place within closed end implant catheters
(13–14 gauge) (7) (Fig. 16a). These catheters are able to
improve control of radial penetration of heat. In addition, it
has the ability to control longitudinal power deposition
along the length of the applicator (7,90–94). The power to
each tubular transducer can be adjusted to control tissue
temperature along the length of the catheter. The length
and the number of transducers can be selected depending on
the desired temperature and longitudinal resolution. This
feature is very valuable in that it allows adjustability to

tumor geometry variations, blood perfusion variations, and
the variation within the tumor tissue. Another advantage
of this device is that, unlike microwaves and RF hyperther-
mia, the power deposition pattern is not limited by the
length of insertion or whether other catheters are within
the implant. These catheters are more challenging than
others for the operator to use skillfully because it is com-
plicated to control both the electronics and the water cooling.
Also, small transducers are less reliable. However, it is this
complexity that allows for great plasticity in therapeutic
temperature distributions (7).

Direct coupled applicators are used to deliver thermo-
brachy therapy via remote after- loading radiation sources
(Fig. 16b). Larger applicator size limits these catheters to
few clinical treatments. The implant catheter consists of
the transducer and an acoustically compatible housing,
which is biologically and electrically insulated. The
implant catheter usually ranges from 2.2 to 2.5 mm in
diameter. The inner lumen is formed from a catheter that
is compatible with standard brachytherapy and commer-
cial after loaders. The transducers have sensors that are
able to monitor tissue temperature. In order to conserve
size, a water cooling mechanism was not included as part of
the catheter. This device is less efficient because transdu-
cer self-heating increases the wall temperature and thus
reduces radial heating. Therefore, the thermal penetration
is sensitive to acoustic frequency (7,95,96). Some studies
have shown that integrating an air cooling system to this
catheter will allow for better heating penetration (7,95).

The acoustic wave-guide antenna has a minimally inva-
sive 16–24 gauge stainless steel needle that is coupled by a
conical tapered velocity transformer to a piezoceramic disk
transducer (1.3 cm o.d. operating at 1 MHz) (7,99)
(Fig. 16c). The length of the radiating tip can be changed
by adjusting the length of the plastic sleeve by 1–1.5 cm.
The needle diameter size minutely fluctuates due to
Raleigh surface waves propagating from the wave-guide
generating flexural vibrations of the needle portion. Acous-
tic patterns that have been measured demonstrate peaks
and nodes in adjacent tissue along the radiating aperture.
The temperature of the tissue that is radiated matches the
temperature of the radiating antennae. The disadvantages
of this system are that the power output is potentially
limited for larger or more perfused tumors, and it is
difficult to control the longitudinal power deposition (7).
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Figure 17. Schematic of HIFU. (a) Illustrates a formation of a
single lesion. (b) Illustrates a confluent array of lesions required
for a therapeutic effect. (Published with permission from Ref. 98).
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A Brief History of HIFU

Using HIFU as an extracorporeal technique of creating
coagulative necrosis was first conceptualized in 1942 by
Drs. Lynn and Putnam (12,98,99) (Fig. 17a). In 1954, Dr.
William Fry was the first to use HIFU to destroy central
nervous tissue in the brains of cats and monkeys
(12,98,100,101). Later, Frank Fry treated patients with
Parkinson’s disease and neuromata (12,98,102). Through-
out the 1950s and 1960s, HIFU research continued,
although it was often plagued with limited success due
to lack of technology (103–106). In 1956, Dr. Burov sug-
gested that HIFU can be implemented in the treatment of
cancer (12,98,107). Since then, the popularity of HIFU has
gradually increased with the advent of better devices and
with the success of its use in vitro and in vivo experi-
mental trials. In current literature, HIFU is categorized
as a high temperature hyperthermia because higher tem-
peratures than those used in conventional hyperthermia
are required to achieve therapeutic goals.

BASIC PRINCIPLES OF HIFU

The concept of HIFU is similar to that of using a magnify-
ing glass to focus the sun’s beams to set fire to some dry
leaves. Only the leaves that are in focus will be set on fire,
the surrounding ones will be spared (12,98). Likewise, if an
ultrasonic beam with sufficient energy is tightly focused, it
can be used to elevate temperatures within a target tissue
resulting in cell death and coagulative necrosis while
sparing the skin and surrounding tissues (98,108)
(Fig. 18). Histologically, there is a sharp demarcation
between the necrotic tissue that was radiated with HIFU
and the healthy surrounding tissue. In the liver, 2 h after
exposure, the cells look normal, however, approximately a
10 cell wide rim of glycogen poor cells can be found. After
48 h, the entire area that was radiated will be dead (109).

During HIFU procedures, tissue temperature >56 8C
are used because at that temperature irreversible cell

death through coagulative necrosis occurs. The main
mechanism used is coagulative necrosis via thermal
adsorption (110). The other mechanism is cavitation
induced damage that is caused by both thermal and
mechanical properties of the ultrasound wave (110,111).
However, recent studies have been investigating the use of
cavitation to enhance the level of ablation and to reduce
exposure times. It has been proposed that a focused ultra-
sound protocol that induces gas bubbles at the focus will
enhance the ultrasound absorption and ultimately create
larger lesions (110,112). Individual HIFU exposure times
can be as little as 1–3 s, while larger volumes may require
up to 30–60 s. Individual lesions can be linearly complied to
create a clinically relevant lesion (Fig. 17 b). Since indi-
vidual exposure time is quick, issues (e.g., the cooling
effects of blood perfusion) can be considered negligible
(7,98,113,114). Therefore, energy transfer and tempera-
ture elevation in tissue is considered proportional to acous-
tic field energy (100). The lesions are cigar-shaped or
ellipsoid with the long axis parallel to the ultrasonic beam
(12,98). In order to ablate tissue transducer frequency
must be between 0.5 and 10 MHz. The higher the fre-
quency, the narrower and shallower the lesion will be.
The wavelength ranges from 3 to 0.25 mm. The size of
the focal point is determined by the wavelength. Thus, the
transverse diameter of the focus is limited to one wave-
length and the axial diameter is eight times that wave-
length. As a result of this, all generators create a focal size
that is 10 � 1 mm. The shape of the lesion is determined by
the acoustic properties of the tissue, ultrasound intensity
in conjunction with exposure time, and transducer geome-
try (12). Lesion size is determined by power density at the
focus, pulse duration, and the number of pulses. In order to
create a well-demarcated lesion the intensity must be
>100 W�cm�2, thus being able to reach temperatures that
are >65 8C in <5 s (11). Focal peak intensities generally
range between 300 and 2000 W�cm�2 (7). The ultrasonic
waves used in HIFU are generated by piezoelectric ele-
ments. In order to achieve high intensity focus ultrasound
that is able to ablate tissues three techniques have been
found to focus the ultrasound beam: (1). spherical arrange-
ment of piezoelements (Fig. 19), (2) combination of a plane
transducer with an acoustic lens (Fig. 20), (3). cylindrical
piezoelementstogetherwithaparabolicreflector (11) (Fig.21).

CURRENT EXTRACORPOREAL DEVICES, INTRACAVITARY
DEVICES, AND IMAGING

While there are many devices that are used in experimen-
tal trials, few of those are currently used in widespread
clinical practice. The two main categories of HIFU devices
are extracorporeal and transrectal. Extracorporeal devices
have been implemented in experimental trials in many
medical fields. Extracorporeal devices use larger transdu-
cers, lower frequencies, and longer focal lengths than
intracavitary devices (97).

An important factor in clinical application of these
devices is the ability to monitor treatment accurately.
In current practice, this is accomplished either by using
real-time ultrasound (116–118) or MRI (119–122). When
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Figure 18. Image of coagulation and liquefied necrosis created
with HIFU in an ex vivo porcine kidney. (Published with permission
from Ref. 108).



MR is used to guide HIFU treatments, sublesioning ultra-
sound exposures are used to identify the target region, local
rise in temperatures are used to confirm the position of the
ultrasound focus and then higher intensity therapeutic
exposures are used for treatment. Currently, several
groups are using ultrasound surgery systems that utilize
MRI to map temperature elevations online during HIFU
procedures (110,120–122). This technique has been used to
treat breast tumors and uterine fibroids, and these treat-
ments are in the process of being used clinically in several
countries (110,123–125). The MR can effectively use tem-
perature data to determine the parameter of thermal tissue
damage (110) and is limited in that it is costly, has lower
spin resolution, and because of its technology for producing
MR compatible ultrasound equipment required for HIFU is
lagging.

When ultrasound is used as a guide, the diagnostic
transducer is arranged confocally with the therapeutic
transducer and their relationship is fixed. The position

of the therapeutic focus can be reliably identified on the
diagnostic image. The extent of treatment can be moni-
tored by recording post-treatment gray scale changes on
the diagnostic image (98). Ultrasound as a guide is advan-
tageous in that it is less expensive and is more readily
accessible, it has faster treatment times, compact sized
equipment, and provides a good correlation between
observed ultrasound changes and the region of necrosis
in the tissue. The disadvantage of using ultrasound as a
guide is that image quality is not optimal (98,110,126).
Furthermore, ultrasound waves are obstructed by bone
and air-filled viscera.

MEDICAL APPLICATIONS OF HIFU

Liver Cancer

While hepatocellular carcinoma is frequently encountered in
clinical practice, hepatic metastasis from other primary
sources is much more common. Currently, the only definite
treatment choice for hepatic metastases is surgery, however,
5 year survival rates are only 25–30%. Arterial embolization
is another emerging technique. Therefore, the desire to find a
noninvasive technique is preeminent (98). The Chongqing
HAIFU device has been used for a couple of years in China to
treat a variety of tumors, however, adequate data has not yet
been collected (98,127,128) (Fig. 22). The JC-HIFU system
(HAIFU Technology Company, Chongquing, PR China) uses
an extracorporeal transducer that operates at 0.8–1.6 MHz,
the aperture 12–15 cm, focal length 9–15 cm. It operates at
Isp of 5–15 kW�cm�2. A diagnostic ultrasound probe
(3.5 MHz) is aligned along the same axis as the therapeutic
transducer. Both the treatment and diagnostic transducers
are placed in a reservoir of degassed water in the center of the
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treatment table. The degassed water provides acoustic cou-
pling between the patient and the transducer. Horizontal
movement of the transducer is possible along three orthogo-
nal axes of the bed because it is facilitated by the cylindrical
gantry at one end of the table. All movement is controlled by
the adjacent computer terminals (128). In a recent clinical
trial carried out in Churchill Hospital in Oxford, England in
conjunction with Chongqing University of Medical Sciences
in Chongqing China, 11 patients with liver metastases were
treated with the JC-HIFU device. While it is not possible to
have a good statistical analysis with such a small subject pool,
some general observations were made about the safety of this
device. Of the 11 patients treated, 7 out of 11 patients
complained of transient pain and 3 out of 11 complained of
superficial burns. Out of the 7 patients that experienced pain,
oral analgesia brought relief to 6. Burn sites were treated
with ice-packs and aloe gel. Two of the three burn sites were
only millimeters across. One of the burns was 2 � 3 cm and
had healed by the 2 week follow-up period. It appears that
from a safety standpoint the JC-HIFU is a feasible treatment
option for hepatic metastases, however, larger trials will be
needed to determine the true efficacy of the treatment (128).

Another study by Wu et al looked at 55 patients with
hepatocellular carcinoma with cirrhosis. Tumor size ran-
ged 4–14 cm in size with an average size of 8.14 cm.
Patients were classified according to progression of disease:
15 patients had stage II, 16 had stage IIIA, and 24 had
stage IIIC. All patients were treated with an extracorpor-
eal HIFU device similar to the one previously mentioned
for the treatment of liver metastases. The average number
of treatment applications was 1.69. There were no serious
side effects. Imaging following HIFU treatment evaluated
for the absence of tumor vascular supply and shrinkage of
treated lesions. Serum alpha-fetoprotein returned to normal
in 34% of patients. At 6 months, 86.1% of the patients were
still alive, at 12 months 61.5% of the patients were still alive,
and at 18 months 35.3% of the patients were still alive. The
survival rates were the highest in patients who were stage

II. Therefore, this study demonstrated that HIFU is a safe
option in the treatment of hepatocellular carcinoma (129).

Prostate Cancer

Prostate cancer is one of the common types of cancer in
males, and it is frequently the cause of cancer-related
death (130). Since physicians are able to detect prostate
cancer early, there has been an increase in the number of
patients needing treatment. Radical prostatectomy is the
treatment of choice in patients who have organ-confined
disease and a life expectancy of >10 years. Radical pros-
tectectomy offers excellent results 5 and 10 years after the
operation, although there is still risk of morbidity asso-
ciated with the operation, thus precipitating the need for
a noninvasive procedure. Currently, brachytherapy, cryo-
surgery, 3D conformal radiotherapy, and laparoscopic
radical prostatectomy have been implemented with good
results (130,131). However, if a cure is not achieved, these
treatments cannot be repeated and there is high risk of
morbidity associated with salvage radical prostatectomy,
thus necessitating the need for another treatment option.
In 1995, Madersbacher reported that they were able to
destroy the entire tumor within the prostate (98,132). Early
reports showed success rates of controlling local tumors at
50% at 8 months and then approaching 90% in later studies
(98,133,134). In the later years, as clinicians gained more
experience and as technology has improved, treatment of
the entire gland was performed (98,135,136).

A recent report was published that looked at 5 year
results with transrectal high intensity focused ultrasound
in the treatment of localized prostate cancer. One hundred
and forty six patients were treated with Ablatherm device
(EDAP, Lyon, France). The tablespoon-shaped intracavi-
tary applicator contains both a 7.5 MHz retractable ultra-
sound scanner for diagnosis and a piezoelectric therapeutic
transducer that can be driven at frequencies of 2.25–
3.0 MHz. The computer-controlled treatment head is able
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Figure 22. A Hifu System that is used both clinically and experimentally in the treatment of liver
metastates. (Published with permission from Ref. 128).



to move three dimensionally. The applicator can be rotated
45 8 in the rectal ampulla. A cooling device that consists of
a balloon containing degassed coupling fluid surrounds the
treatment head. Energy can be released from the balloon
rectal interface thereby maintaining rectal temperatures
<15 8C. Out of 137 patients 6 reported symptomatic UTI, 2
reported chronic pelvic pain, 16 reported infravesicular
obstruction, 8 reported grade1 stress incontinence, and 1
reported rectourethral fistula. The success rate of the
Ablatherm system is between 56 and 73% (131).

Another study that was published by Uchida et al.
performed 28 HIFU treatments on 20 patients to treat
localized prostate carcinoma (T1b-2NOMO). A modified
Sonoblate 200 HIFU device (Focus Surgery, Indianapolis
Ind.) was used in this study. Sonoblate 200 uses a 4 MHz
PZT transducer for both imaging and treatment. Each
pulse delivery ablates a volume of 2 � 2 � 10 mm3 in a
single beam with 2.5 and 4.5 cm focal length probes. Probes
with focal lengths of 3.0, 3.5, 4.0 cm can be used in a split-
beam conformation to create lesion sizes of 3 � 3 � 10 mm3.
A cooling device maintains rectal temperatures at <22 8C.
In this study, there was a 100% success rate. The UTI-like
symptoms were common in the first 2 weeks post-HIFU, but
were easily remedied with alpha-blockers and painkillers.
One patient had a rectourethral fistula after a second HIFU
treatment. Of 10 patients who were still able to attain
tumescence prior to the procedure, 3 reported postoperative
impotence. It is hypothesized that the reason the Sonoblate
200 is getting superior results to the Ablatherm system is
that the treatable focal length is longer in the Sonoblate
system. This allows the Sonoblate 200 to treat prostates
<50 mL, whereas the Ablatherm can only treat prostates
that are <30 mL. However, a controlled prospective study
is needed to evaluate the potential reasons for this dif-
ference in efficacy (130).

Gynecology

The most common pelvic tumor in women of reproductive
age is fibroids. The current surgical options available to
manage fibroids are either hysterectomy or myomectomy.
Hysterectomy is often not a viable option for women who
wish to have children. Myomectomies often result in 50%
tumor recurrence in 5 years. Hormone therapy results in
temporary reduction in tumor size by 35–65% (115). There-
fore, there is a need for a permanent, noninvasive techni-
que to manage fibroids. A device was developed for treating
uterine fibroids. The prototypic device aligns a commercial
abdominal diagnostic ultrasound transducer with a ther-
apeutic ultrasound intracavitary probe (Fig. 23). This
device was constructed to accommodate the specific con-
straints of the female pelvic anatomy. The transducer
contains a 3.5 MHz PZT-8 crystal, 25.4 mm in diameter
bonded by an aluminum lens to focus the ultrasound beam.
A water-filled latex condom is used for acoustic coupling of
the transducer and also has the potential for transducer
and tissue cooling. Ergonomics testing in humans demon-
strated clear visualization of the HIFU transducer in rela-
tion to the uterus, thereby demonstrating a potential for
HIFU to treat fibroids from the cervix to the fundus
through the width of the uterus. However, this device

needs to be tested in treating the uterus in large animal
models prior to beginning human trials (115). Extracorpor-
eal devices have been used in a small clinical phase I trials,
but the results are still pending (98,137).

Breast Cancer

Every year >1 million new cases of breast cancer are
diagnosed. Breast cancer is the most common malignancy
in women (138,139). In the past, the only options available
to women were radical and modified radical mastectomy
that included dissection of the axillary lymph nodes. More
recently, breast conservation surgery in conjunction with
radiotherapy, chemotherapy, and hormone therapy has
gained popularity in early stages of breast cancer. How-
ever, the change in approach toward a less radical surgery,
while being better for a woman’s body image, has not really
increased long-term survival rates in breast cancer
patients (138,140). Other options, such as cryoablation
and laser frequency have been studied as minimally inva-
sive approaches, however, these techniques are limited in
that they require percutaneous access and that they are
only able to treat small masses. In a recent study by Wu et
al., (65) women with breast cancer (T1-2, N0-2, M0) verified
with biopsy were studied. Patients were divided into a
control group that had a modified radical mastectomy,
and a group that had extracorporeal HIFU followed by a
radical mastectomy. The HIFU system used is the same
one described earlier in the treatment of liver malignan-
cies, the JC-HIFU therapeutic system. The therapeutic
U.S. beam was produced by a 12 cm in diameter PZT-4
ceramic transducer with a focal length of 90 mm that was
driven at a frequency of 1.6 MHz. The ellipsoid focal region
dimensions were 3.3 mm along the beam axis, and 1.1 mm
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inside the vagina. (Published with permission from Ref. 115).



along the transverse axis. A real-time imaging U.S. device,
the AU3 (Esaote, Genoa, Italy) was used at frequencies of
3.5–5.0 MHz. The diagnostic transducer is placed in the
center of the therapeutic transducer. Real-time imaging
can accomplish three separate tasks. It can locate the
tumor that needs to be treated, it can guide the deposition
of U.S. energy into the tumor, and it can provide real-time
assessment of the coagulation necrosis during therapy.
The results demonstrated that there were no severe side
effects. Those that were reported included mild local pain,
warmth, and a sensation of heaviness in the affected
breast. However, only 4 of the 23 HIFU patients had
significant pain to require a 3–5 day course of oral analge-
sics. Only one patient had a minor skin burn. Pathologic
examination of the breast tissue revealed complete coagu-
lative necrosis, and the tumor vasculature was damaged.
The immunohistological staining revealed that no expres-
sion PCNA, MMP-9, and CD44v6 was found, indicating
that the tumor cells had lost their ability to proliferate,
invade, and metastasize. Therefore, this study demon-
strated the safety and efficacy of HIFU in the treatment
of breast cancer (138).

Neurology

Recently, there have been some published studies that
propose using large array ultrasound transducers to over-
come distortions caused by the skull (110). The goal has
been to be able to create an array that can focus to destroy
target tissue while preserving surrounding tissue. A 320
element array has been used to focus ultrasound through10
human skulls. This approach is completely noninvasive.
This technique is modeled after a layered wave vector-
frequency domain-model and uses a hemisphere-shaped
transducer to propagate ultrasound through the skull
using CT scans as a guide (110,141,142). The ability to
focus energy has implications that are not limited to just
tumor treatment. It has been shown that focused ultra-
sound can selectively and consistently open the blood brain
barrier (BBB) (110).

Another neurological area that may benefit from HIFU
is in the treatment of nerve spasticity and pain. Spasti-
city, which is signified by uncontrollable muscle contrac-
tions, is difficult to treat. In a recent study, HIFU was
used to treat and suppress the sciatic nerve complex of
rabbits in vivo. An image-guided HIFU device including a
3.2 MHz spherically curved therapeutic transducer and
an ultrasound diagnostic device were used. A focal inten-
sity of 1480–1850 W/CM2 was used to create a complete
conduction block in the 22 nerve complexes. Treatment
times averaged 36 s. Gross histological examination
revealed blanched nerve complex with lesion dimensions
of 2.8 cm3. Further histological examination revealed the
probable cause of nerve block as axonal demyelination
and necrosis of Schwann cells. This study illustrates the
potential that HIFU may have in the treatment of nerve
spasticity (143).

Cardiovascular System

The role of ultrasound in cardiology has been instrumental
to the increasing knowledge of the cardiovascular system.

Diagnostic ultrasound technology has led to a greater
understanding of the anatomy and physiology of the
human heart and vascular systems. Over the years, in
addition to diagnostic use, the role of ultrasound has been
expanded to the therapeutic realm. Both conventional
ultrasound and HIFU modalities have been used with
varied success in many cardiovascular therapeutic appli-
cations. These applications range from harvesting the
internal mammary artery for coronary artery bypass sur-
gery to ablation of cardiac arrhythmias. An ultrasonically
activated (vibrating up to 55,000 Hz) harmonic scalpel
(Ethicon Endosurgery, Cincinnati, OH) produces low heat
(<100 8C) thereby effectively coagulating and dividing the
tissue and has a wide range of applications in cardiothor-
acic surgery (144). By using a 1 MHz phased array trans-
ducer with an acoustic intensity of 1630 W�cm�2 or 22547
W�cm�2 one can successfully create precise defects ranging
from 3 to 4 mm in diameter ex vivo in porcine valve leaflet,
canine pericardium, human newborn atrial septum, and
right atrial appendage (145). Cardiac arrhythmia is one
area where significant work has been done using ultrasonic
hyperthermia for therapeutic purposes. Strickberger et al.
demonstrated an extracorporeal HIFU ablation of the
atrioventricular junction of beating canine heart after
thoracotomy (146). Their experimental system consisted
of a polyvinyl membrane covering the heart and lungs. The
thoracic cavity was filled with degassed water serving as a
coupling medium. A 7.0 MHz diagnostic 2D ultrasound
(Diasonics VST Master Series, Diasonics/Vingmed Ultra-
sound Inc) attached to a spherically focused single piezo-
electric element therapeutic ultrasound transducer
(1.4 MHz frequency; 1.1 � 8.3 mm focal length and
63.5 cm focal zone) with the maximum intensity of
2.8 kW�cm�2 was applied during the diastole for 30 s to
achieve complete AV nodal junctional block (Fig. 24a–c).
Experience with HIFU application is very preliminary and
has not been tried for AV nodal ablation in humans yet.

Ultrasound had also been used clinically in the treat-
ment of atrial fibrillation (AF), which is the most common
arrhythmia affecting 0.5–2.5% of the population globally.
Over the last decade, ablation procedures by isolating the
pulmonary veins and eliminating electrical triggers from
the atria has become a popular and effective mode of
therapy for AF. Traditionally, RF energy has been used
as an energy source for ablation. Radio frequency catheter
ablation of AF requires good tissue contact, multiple
lesions, significant experience and manual skills with long
procedure time. Complications related to RF application in
AF ablation include pulmonary vein stenosis, atrioesopha-
geal fistula, left atrial rupture due catheter perforation or
inappropriate amount of power. The limitations of the
existing RF technology could be overcome with the use
of HIFU balloon systems (147).

Our group performed the initial work on pulmonary
vein isolation in humans using a through-the-balloon cir-
cumferential ultrasound (conventional-unfocused) abla-
tion system for treatment of recurrent atrial fibrillation
(148). Fifteen patients with drug refractory atrial fibrilla-
tion underwent a PVI using a novel transballoon ultra-
sound ablation catheter (Atronix, Inc) (Fig. 25a–c). The
ablation system was composed of a 0.035 in. diameter
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Figure 24. (a) Schematic of the experimental HIFU apparatus. The therapeutic ultrasound
transducer is mounted 63.5 mm from the target (X). A polyvinyl chloride membrane covers the
heart and the lungs. Degassed water flows in and out of the thoracic cavity at a rate of 600 mL�min�1.
Combined diagnostic/ablation transducers are placed into degassed water. (Published with
permission from Ref. 146). (b) ECG and Echocardiogram of a canine heart. Prior to ablation of the
AV node. (c) After ablation of the AV node using HIFU, the ECG shows complete AV block and the echo
image depicts an increased density of the ablated tissue. (Published with permission from Ref. 146).



luminal catheter with a distal balloon (2.2 cm at maximum
diameter) housing a centrally located ultrasound trans-
ducer (8 MHz). The ultrasound ablation system was
advanced over a guide wire (0.035 in., 0.088 cm) to the
intended pulmonary vein. The ablation performance and
tissue temperature are monitored by thermocouples on the
balloon and the therapeutic transducer. The ablation
time was 2 min with an additional minute to deflate the
balloon. The energy was delivered perpendicularly to the
surface of the balloon and ablation at the funnel portion of
the pulmonary vein (antrum) could not be achieved with
the original design. Additionally, other anatomical char-
acteristics of the target sites like ostial diameter larger
than the balloon size, inability to reach the right inferior or
other pulmonary vein ostia, ostial instability, early branch-
ing of the vein, and eccentric position of the ultrasound
transducer in the vein made it difficult to deliver energy
effectively (Fig. 26). These technical limitations have been
addressed in some of the newer balloon systems where the
energy delivery could be accomplished in a divergent
angle enabling ablation around the antrum with the tip
of the balloon sitting at the pulmonary vein ostium. Early
animal studies on HIFU mediated AF ablation have
shown promising results with an experimental device that
focuses ultrasonic energy via a parabolic balloon, using
gas or fluid as a reflector (ProRhythm INC.) (Fig. 25c–e).
(149,150).

Since 2003�60 patients were treated using this system.
With improved catheter design the success rate of AF
ablation has increased from �50 up to 80% without evi-
dence of pulmonary vein stenosis. These preliminary
human study results need to be confirmed in larger series.
Since there are no large clinical trials on AF ablation with
this technology, it is still somewhat premature to predict if
HIFU is the complete answer. This device is expected to be
released in Europe in 2005 (149,150).

Attempts have been made to harness HIFU for trans-
myocardial revascularization (TMR) to improve blood sup-
ply to damaged myocardium caused by advanced heart
disease. Using a 10 cm diameter transducer operating a
frequency of 2.52 MHz, intensity of 2300 W�cm�2 and pulse
repetition period of 40 ms at 50% duty cycle, small chan-

nels were successfully created in canine myocardium (151).
This shows the potential for future application for HIFU in
TMR in a noninvasive fashion.

Other Applications of HIFU

Several branches of medicine have already begun to benefit
from the use of HIFU with the prospect of many more
applications in the future. Thus far the greatest influence
of HIFU has been in oncology, with other fields now explor-
ing and experimenting with HIFU to determine its poten-
tial utility. The HIFU has been proposed as a tool for
synovectomy in the treatment of rheumatoid arthritis
(RA) (98,152) and has been used to control opiate refractory
pain in pancreatic cancer patients (98,127) and internal
bleeding in organs and vessels (98,153). A hand-held HIFU
device has been successfully used to perform vasectomies
in dogs as a 1–2 min procedure (98,154).

Future Perspectives in Conventional Hyperthermia
and HIFU Use

Heat as therapeutic entity has had a rich history punctu-
ated with many successes and failures. The evolution and
integration of therapeutic hyperthermia in the clinical
setting have been the product of clinical trials, develop-
ment of new devices, and education of the medical person-
nel. Conventional hyperthermia has been used for a long
time with many energy sources such as electromagnetic,
ultrasound, and microwaves. Similarly, it has been >50
years since HIFU was first conceptualized and actualized.
Many subspecialties of medicine have benefitted from the
use of hyperthermia. Some of the limitations that were
miring conventional hyperthermia and HIFU have only
recently begun to be overcome and now these therapies can
reach a wider patient population. Both of these techniques
share similar obstacles due to the limitations that are
inherent to ultrasound. Indeed, ultrasound hyperthermia
procedures are limited in that ultrasound cannot propa-
gate through air-filled cavities (e.g., lung or bowel). Con-
sequently, lung tumors other than those that are at the
periphery are not likely to be amenable to treatment with
HIFU or conventional hyperthermia. Also, tumors that are
in close proximity to the bowel or within the bowel wall
pose an increased chance of visceral perforation with HIFU
use. In addition, other side effects such as pain, soft tissue
and bone damage, and skin burns have been reported.
Often these side effects can be minimized by varying scan
paths, altering frequency, power deposition, or the appli-
cator position (7). The success of both hyperthermia tech-
niques is determined by whether ultrasound energy can be
properly directed to the site of interest, or if therapeutic
temperatures are achieved, and if other factors can be
compensated for, such as hemodynamic changes. Other
challenges facing ultrasound hyperthermia systems
include the ability to gain control over spatial distribution
of heat, tissue temperature monitoring, and improved
diagnostic visualizations in order to better treat the tumor
site. The HIFU treatment times also need to be shortened.
Despite this, treatment times of 1 h for a 2 cm superficial
tumor using HIFU is preferable to surgical resection; con-
versely, at present the same tumor can be treated much
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Figure 25. Anatomical pulmonary vein variations and technical
limitations. (Published with permission from Refs. 148 and 149).
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Figure 26. (a) A schematic of the first ultrasound balloon system illustrating the radial delivery of
ultrasound energy that is transferred perpendicularly to the tissue. (b) 8F transballoon ultrasound
ablationcatheterwithacentral lumenthatcanaccommodatea0.035 in.guidewire.Thedistalendofthe
catheter lodges a cylindrical transducer axially with a saline-filled balloon inflated over it. (c) The
balloon is advanced over a guidewire at the ostium of the left upper pulmonary vein. An occlusive
pulmonary venogram is done to confirm that the transducer is located at the proximal portion of the
vein. Published with permission from Refs. 148 and 149. (d) A schematicof the HIFU device illustrating
a ring pattern of ultrasound transmission. The parabolic balloon focuses the ultrasound beam forward.
The HIFU catheter is able to create lesions in the antrum away from the lumen of the pulmonary veins
thus reducing the likelihood of pulmonary vein stenosis. (e) The HIFU catheter at the ostium of the
pulmonary vein.



more quickly with radiofrequency ablation. However, in
large tumors longer treatment times are justified because
there are very low mortality and morbidity rates associated
with the use of HIFU (98).

The benefits of both conventional hyperthermia and
HIFU are limitless, but both need more testing in larger
patient populations to fully delineate their clinical role.
At present, the scarcity of available equipment, the
required technical expertise and the lack of thoroughly
trained providers, the increased complexity and difficulty
involved in using conventional hyperthermia and HIFU
when compared to other systems (e.g., electromagnetic)
have limited the widespread use of this treatment modality
(7). Issues, such as accurate delivery of focused ultrasound
to the target tissue, the ability to monitor and control
temperatures, and reasonable treatment times, have all
been improved upon and will continue to be refined with
further testing and research. Imaging modalities like
MRI and high resolution CT scan will enhance the preci-
sion of HIFU in various system applications. In the future,
HIFU could emerge as a good alternative to traditional
surgery, and conventional hyperthermia may become a
mainstay as an adjunct to chemotherapy and radiation
to ultimately improve the arsenal of methodologies avail-
able to better treat patients.
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INTRODUCTION

Early fluoroscopic systems used a phosphor-coated sheet or
screen to convert incident X-ray photons to light. The
radiologist observed the image through a lead glass pro-
tective screen. A film camera was often used to record the
image. There are two serious disadvantages to this method:
the radiologist had to be dark adapted so that image details
were hard to see and the collection solid angle of the eye or
camera lens was small. The small collection angle meant
that the X-ray exposure had to be increased by almost 100
times to have the same diagnostic quality as a conventional
radiograph. Photographing the fluoroscopic screen, photo-
fluorography, is no longer used because of the high expo-
sure to the patients. All X-ray images are noise limited by
the finite number of X-ray quanta detected and seen. A 50
keV X-ray photon can, at best, produce �1000 visible light
photons, if absorbed by the old-type phosphor. About 5–
10% of the incident X-ray photons are stopped and con-
verted to light by the fluorescent screen. The quantum
detection efficiency, (QDE) of the screen is the product of
the ability to absorb the incident X-ray photon and the
probability of emitting light. A thicker screen would absorb
more photons, but would also cause more lateral spreading
of the light and reduce the resolution of the image. The 5–
10% QDE figure is a practical compromise between resolu-
tion and sensitivity. If it is assumed that the visible light
photons are emitted isotropically, then the lens of the eye
or camera subtends only a very small fraction of this light
radiation hemisphere. A sheet of film in a radiographic
cassette has a phosphor-coated sheet on either side and can
collect light photons far more efficiently.

The invention of the image intensifier overcame these
objections. The concept of the early image intensifiers was
to use a thin, curved, glass meniscus, �15 cm diameter,
coated on the convex side with a scintillator, originally of
the same composition as the zinc:cadmium sulfide fluoro-
scopic phosphor plates, and a photoemitter on the concave
surface. Light produced by the scintillator did not have far
to travel to excite the photoemitter. This assembly was
placed in a vacuum tube and the photoelectrons were
accelerated toward an output viewing screen where a small
and very bright image was produced. Because the photo-
emitter was in close optical contact with the scintillator,
the collection angle was very large so that a higher radia-
tion exposure was not needed and the image at the viewing
screen was bright enough so that dark adaptation was

obviated and fine details could be seen. An optical viewer
comprising an objective lens and relay lens, similar in
design to a submarine periscope, was used to observe
the image.

Modern image intensifiers use an epitaxially grown
scintillator of CsI with the photoemitter deposited directly
on the surface of that layer. Because the epitaxial layer can
be made much thicker than the powdery deposit of the
older type scintillator for the same resolution, the new
image intensifiers require less exposure–image than con-
ventional radiographs. The thicker layer has a higher QDE
than the fluoroscopic screens (Fig. 1).

Many modern image intensifiers use a thin curved steel
window on which the scintillator and photoemitter are
deposited. This geometry eliminates the X-ray scatter
produced by the glass window of the older tubes and
improves image contrast. Larger tubes up to 35 cm sensor
diameter have been made with variable magnification or
zoom capability. The window of thin steel is the flash with a
coating of aluminum or other metal and etched to create a
domain structure, similar to the domains seen in the zinc
coating of galvanized steel. The domains here are very
small, � 100 mm diameter. Cesium iodide is then vapor
deposited on this surface and forms epitaxially (i.e., crystal
growth follows the orientation of the metallic substrate),
and grows as a collection of optically isolated fibers. This
scintillator can be made quite thick with little light spread-
ing. The greater thickness means higher quantum effi-
ciency (i.e., a measure of the fraction of incident X-ray
photons converted to light photons), when compared to
conventional phosphor plate scintillators. A thin layer of
silver and antimony is vapor deposited on top of the scin-
tillator and the final sensitization is accomplished by
depositing cesium from heated tubes or reservoirs after
assembly in the vacuum tube. The AgCs:Sb photoemitter
on the surface of the scintillator is similar to the photo-
cathode of a photomultiplier (PMT), tube.

Figure 1. In the image intensifier, X rays strike the input
phosphor screen, thus generating light. Light stimulates the
photocathode to emit electrons, which are accelerated through
25 kV to strike the output phosphor screen. Brightness gain is
due to both geometric gain and electronic gain.

87



The vacuum tube uses a series of metal cylinders between
the photoemitter and the output phosphor. The photoemit-
ter, cylinders, and output phosphor are connected to voltage
sources to create shaped electric fields. The field potential at
any point affects an electron beam in the same way that the
index of refraction of a glass lens affects a beam of light.
These cylinders and their potentials form electrostatic
lenses to focus the photoelectrons to produce the small
and bright image on the output phosphor. Like optical lens
elements, the metal cylinders can make compound electro-
static lenses so that focal length can be varied to change the
size of the output image: variable zoom.

The brightness gain of an image intensifier is a measure
that compares the brightness of the image at the small
output screen to that of the older fluoroscopic screens. This
gain is a result of the added energy imparted to the
photoelectrons, the higher probability of stopping an inci-
dent X-ray photon, and the effect of compressing the large
input area signal to the small area of the output screen. The
older term, brightness gain, has been replaced by conver-
sion efficiency. This term is defined as the output lumi-
nance in candela�m�2 for an input exposure rate of
1 mR�s�1 or 10 mGy�s�1. If assumed it is that a single
50 keV input X-ray photon has a 50% probability of inter-
acting with the input scintillator and producing light (i.e.,
QDE is 50%) and produces 2000 visible light photons, of
which � 1000 reach the photoemitter. About 100 of these
will produce electrons that will be accelerated by the
electric field across the tube and strike the output phosphor
as 25 keV electrons. Each 25 keV photoelectron has about
a 10% probability of converting its energy into 2.2 eV
visible light photons. The QDE, quantum detection effi-
ciency, of the image intensifier is assumed to be 50%
because of the thicker CsI scintillator.

An input exposure rate in the diagnostic range produces
�200,000 X-ray photons�mm�2�s�1, converts to 100,000
light photons/X-ray photon. In the visible range, �1010

photons/mm2 have a light intensity of 1 candela/m2. Sub-
stituting in the above, a 1 mR (10 mGy) input would pro-
duce �1 candela�m�2 for an output screen the same size as
the input scintillator. This is >200 times brighter than the
older fluoroscopic screens. Because the output screen area
of an image intensifier is 25 mm diameter for an input
screen of diameter of 220 mm, the same number of output
light photons are emitted from a smaller area resulting in
an additional gain factor of �75. This yields a total bright-
ness gain of >15,000 over the old fluoroscopic screen!

A fluoroscopic television system is used for dynamic
studies, to enable the viewer to see how a contrast agent
is swallowed, how blood flows, to locate objects for a surgi-
cal procedure, and so on. During the study, an image record
(formerly a film record) could be made for later examina-
tion using a video recorder or computer. A rapid succession
of images could be recorded and then viewed to find the few
images revealing the particular problem, for example, how
a heart valve functioned or to diagnose an eroded region in
the esophagus as the contrast medium sped by. Or a single
image could be made to show the problem for later correc-
tion.

A fast optical lens optically collimates the small output
image of the image intensifier. Collimation, in this case,

means that the optical object is at the focal plane of the
collimating lens and its image is focused on an infinite
distance away. Any optical device with its own objective
lens, such as a TV or film camera, could be aimed through
the collimating lens and its image size would be the original
intensified image size times the ratio of (objective focal
length)/(collimator focal length). The lenses could be sepa-
rated by several centimeters before image vignetting
occurs. A beam splitting mirror can be interposed on the
collimator and the objective lenses so that image light is
simultaneously apportioned between a TV and film cam-
era. A small mirror or prism and lens could sample the light
and form an image over a small hole in the cover of a PMT
tube. The hole would permit only light from the center of
the image to reach the PMT. The output of the PMT is used
to control the X-ray tube current to maintain constant
image brightness for continuous viewing or for automatic
exposure control of one or a sequence of recorded images.
This automatic brightness stabilizer scheme is similar
in concept to automatic exposure control of most digital
cameras.

The quality of an X-ray image is a compromise between
exposure to the patient and the noise or ‘‘graininess’’ of the
image. Most images are made using the ALARA principal
(As Low As Reasonably Achievable). For any given X-ray
exposure, there are a finite number of X-ray photons
incident on the patient and then, through the patient,
incident on the image sensor. The statistics of photons–
area follow the Poisson distribution, so that the variance
(noise) is the square root of the average number of photons
in a pixel (picture element). To produce a second image
having twice the linear resolution (detail) as the first
requires four times the exposure. Because the eye averages
exposure time >0.2 s, to record an equivalent image in 0.02
s requires an exposure rate 10 times greater. X-ray expo-
sure requirements are determined by the by the X-ray
absorption of the patient, diagnostic needs and are differ-
ent for continuous viewing (real-time fluoroscopy), a
sequence of images (video or motion pictures), or single
images for later diagnoses.

Before the rapid growth and improvement of digital
cameras and computer technologies, still and motion pic-
ture film cameras were the only practical means to record
images. Because of differences of integrating capability of
the eye and detail required of the recorded film images, the
X-ray beam current, pulse width (exposure time/image),
and so on, the ratio of transmission/reflection of the beam
splitting mirror, and other operating parameters, must, be
adjusted to obtain the required image quality for each
image application requirement while minimizing total
exposure to the patient.

Most modern systems use charge-coupled image sensors
with a high dynamic range and pulse the X-ray beam
current to the required level while digitally recording video
images. Computer display of selected images or a dynamic
sequence of images has largely displaced motion picture
film techniques. Video tape recorders are used in simple
systems. The automatic brightness control–automatic
exposure control of the digital system uses signals from
selected image areas derived from the computer image to
optimize image quality in the region of interest.
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INTRODUCTION

Historically, external radiation treatment of deep-seated
malignancies was performed using ortho-voltage equip-
ment. The radiological characteristics of these beams
caused maximum dose deposition to occur on the skin of
the patient. At that time, skin damage was the limiting
factor for dose delivery to the tumor. When the skin turned
red due to radiation damage (erythema), the physician had
to find another area or portal through which to deliver
radiation. The portal was then defined by its orientation
and the surface of skin it irradiated.

Nowadays, the treatment is performed with higher
photon energies that permit a skin-sparing effect (i.e.,
the dose at the skin is lower than that deposited a few
centimeters deeper) due to the absence of electronic equili-
brium. The historic name ‘‘portal’’ still denotes a radio-
therapy treatment beam oriented for entry within a
patient. Physicians verify whether the treatment is correct
using megavoltage treatment beams (4–20 MV photons) as
an imaging tool. A transmission image, obtained much like
a diagnostic transmission image, provides information
describing the patient anatomy and gives clues on the
beam orientation and positioning, but also on the extent
and shape of the treated area (or portal field). As such,
portal imaging is the most direct manner to confirm accu-
racy of treatment delivery.

Traditional portal verification is done using radio-
graphic films, much like the classical diagnostic films.
Films are positioned at the beam exit side of the irradiated
patient. Portal image analysis involves comparison with a
simulation image that is typically obtained using diagnos-

tic quality X rays (60–120 kV photons). The simulation
image serves as the reference image, showing anatomical
information clearly and delineating the intended treat-
ment field. Comparison of the simulation image with the
portal image is complicated due to the inherent poor qual-
ity obtained when imaging using high energy photons (1).
The whole procedure of patient positioning, artifact remov-
ing, imaging processing, and evaluation using film repre-
sents a significant fraction of the total treatment time. This
procedure increases the workload per patient, and as a
result, the number of images taken is minimized due to
economic concerns rather than concerns for efficiency or
treatment quality. Indeed, studies have demonstrated that
weekly portal image verification, which is the current
clinical standard, does not guarantee accurate treatment
setup for a population of patients (2).

Portal imaging differs considerably from diagnostic
transmission imaging. The main difference is the photon
energies used to generate the images. In diagnostic ima-
ging, photons having energies ranging from 50 to 120 kV
interact in patients primarily via the photoelectric effect.
The cross-section for these interactions is highly dependent
on the atomic number of the medium in which they tra-
verse: A higher atomic number increases the probability of
interaction. The average atomic number of bony anatomy
is higher than that of soft-tissue, yielding good contrast for
the bony anatomy. At treatment energies (1–10 MeV) the
predominant photon interaction is Compton scattering.
The cross-section for this interaction is largely dependent
on the media density, and the resulting image will show the
largest contrast when large differences in density are
present. In practice, this means that differences in soft
tissues will contribute most to the visible signal.

These considerations imply that the dynamic range of
an electronic portal imaging detector (EPID) is used to
obtain information on soft-tissue variations (3), divergence
effects (4), scatter contributions (5), field-edge information,
and in the case of fluoroscopic imagers: vignetting and
glare. With the exception of field-edge information, all of
these factors are nonlocalized and tend to change gradually
within an image. Not only are these features slowly vary-
ing, but they also have a large contrast-to-noise ratio (CNR)
compared to the clinically important bone–soft-tissue con-
trast.

The EPIDs permit the same tasks as film-based ima-
ging, but increase the efficiency and provide added value by
using digital imaging techniques. The EPIDs are devices
that electronically capture the photon energy fluence
transmitted through a patient irradiated during treat-
ment, and allow direct digitization of the image. This image
is then immediately available for visualization on a com-
puter screen and electronic storage. When the treatment
verification process uses EPIDs, departmental efficiency is
increased and quality is improved at the same cost as when
using film-based imaging.

Proposals to generate electronic images started in the
beginning of the 1980s mainly through the work of Bailey
et al. (6), who used systems based on video techniques. This
seminal work was then further developed toward more
clinically applicable systems by Shalev and co-workers
(7), Leong (8), Munro et al. (9), and Visser et al. (10). All
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of these systems were the basis for the first generation of
commercially available EPIDs. They all combined an ana-
log camera with a fluorescent screen generating the optical
coupling using a mirror system. Wong et al. (11) replaced
the mirror system with optical fibers (one for each pixel).
The technology developed further, and is described below
in greater detail.

PHYSICAL ASPECTS OF ELECTRONIC PORTAL IMAGING
TECHNOLOGY

Camera-Based Detectors

The initial experience using EPIDs was obtained using
camera-based systems. Again similar to film-based portal
imaging, the camera-based systems measured the photon
energy fluence exiting the patient. However, phosphores-
cent and fluorescent screens replaced the film, and a mirror
was oriented at an angle of 458 to reflect the screen toward
a video camera. Subsequently, the image was digitized.
Because of the intrinsically low-detector efficiency, bulky
detector size, and poor image quality, this technology has
now become outdated in comparison with more sophisti-
cated technologies.

The low-detector efficiency was due to many limitations
in the signal path from screen to computer. Screen con-
version efficiency was not ideal when using Gd2O2S. In
addition, <0.1% of the light emitted reached the video
camera, due to the poor light collection efficiency of the
video camera lens. This low rate of signal collection was
subsequently impacted by competing electronic noise from
the camera in close proximity to the operating linear
accelerator (linac). Also, image acquisition typically
required a full treatment fraction as compared to the
technique using partial fraction irradiation that is com-
monly used for radiographic portal imaging. Due to the
camera-based system detector orientation, rigid position-
ing of the large mirror was crucial. Changes in linac gantry
rotation could cause apparent changes in patient position-
ing due to physical sag of the camera and mirror mounting
system. Furthermore, image quality was suboptimal due to

the large lenses required to focus the light signal to the
video camera. Degradation of spatial resolution, field uni-
formity, signal-to-noise (SNR), and field flatness all con-
tributed to minimizing the utility of this detector type.

LIQUID IONIZATION CHAMBERS

The liquid ionization chamber (LIC) is based on a design
proposed by Wickman (12), who proposed to use liquid as
an ionization medium to increase the efficiency of ioniza-
tion chambers. Indeed, the introduction of isooctane
increased the signal level by over a factor of 10, but also
deleteriously increased the recombination of the electrons
due to their low mobility. A first prototype was built by
Meertens et al. (13) using two printed circuit boards with
perpendicular electrode strips. This resulted in a 30 � 30
matrix of ionization chambers, and was further refined by
van Herk et al. (14) to include 128 � 128 and finally
256 � 256 matrices.

To obtain an image, the matrix is scanned row by row, by
successively switching high voltage to different row elec-
trodes and measuring all column electrodes. The ionization
chamber polarizing voltage is typically 300 V, which is
comparable to the voltage applied over a regular mega-
voltage ionization chamber. The typical current produced
by the chamber is of the order of 100 pA. Due to the high
voltage switching there is a limit on the speed with which
the image may be obtained.

In most of the commercially available imagers, �1 s is
required to readout the complete matrix. Figure 1 shows a
schematic diagram of a EPID. The LIC is efficient in that it
is able to obtain information constantly in between read-
outs. The low recombination rate (a ’ 4.510�16 m3/s) of the
ions in the liquid makes that the signal accumulates during
radiation and provides an averaging effect.

Multiple Detector Combinations

An alternative way to obtain two-dimensional (2D) trans-
mission images is to use a line detector much like the ones
found in computer–tomography devices. They consist of a
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Figure 1. Implanted gold seeds, imaged using a
flat-panel portal imager.
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line of point detectors, which usually contain a phosphor-
escent material and an optical light detector (15). Alter-
natively, Lam et al. (16) constructed a device containing
256 silicon diodes. The line of detectors is scanned through
the field in a mechanical fashion. However, this approach is
time intensive and not appropriate for clinical techniques
such as respiratory gated radiotherapy for treatment of
lung cancer where the exiting photon energy fluence is of a
dynamic nature.

Flat Panel Technology

The advance of flat-panel displays, where the use of
amorphous silicon created surfaces that locally behaved
as a crystalline material, allowed for lithography of inte-
grated circuits. The same thin-film technology (TFT) was
used to generate photodiode circuits detecting optical
light. The TFT is deposited on a glass substrate of �1
mm thick as is shown in Fig. 2. One of the major advan-

tages of these circuits is that they are highly radiation
resistant and can be placed directly in a radiation beam.
As with computer integrated circuit chip technology, the
TFT EPID can be etched with a resolution of a few
micrometers, permitting construction of a large detector
matrix. As the photodiodes only detect visible light, a
phosphorescent screen is used to perform the conversion
much as for camera-based EPIDs. The TFT EPID is non-
conducting during the radiation. To read out the TFT, a
voltage bias is applied to allow collected charge to flow
between the photodiode and an external amplifier. An
amplifier records this charge, which is proportional to
the light intensity. The TFT EPID array has a maximum
readout rate of 25 Hz. In comparison to the camera-based
EPID system, the large TFT detectors are designed to
be in direct contact with the conversion screen, thus
eliminating the poor optical coupling and efficiency intrin-
sic to the camera-based systems.
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The resolution and efficiency of flat-panel imagers are
theoretically superior to those from camera-based and LIC
EPIDs. Research performed by Munro et al. (17) indicates
that the amorphous silicon imager is X-ray quantum lim-
ited, and that the resolution is limited by the spread of the
optical photons in the imager. The increase in quality and
the compact size of TFT EPIDs means that they may be
easily installed onto a linac using a robotic arm. Conse-
quently, TFT EPIDs are now the only type of detectors
commercially available. Efforts are underway to replace
the current conversion screens, which usually are Gd2O2S
phosphors, with CsI, which can be grown as single crystals
the size of a pixel. The optical light is then trapped in a
manner similar to an optical fiber, and therefore optical
spread is eliminated, as shown in Fig. 3.

Figure 4 shows pelvic images taken with a camera-
based detector, LIC, and flat-panel imager.

EPID APPLICATIONS

Replacement of Radiographic Film

Just as is common in radiology departments, electronic
acquisition and management of imaging data is quickly
becoming standard practice. Because of the fast pace of
detector evolution in the past decade, EPID technology is
facilitating hospital-wide imaging digitization. However,
to understand why widespread implementation of EPID
systems has not yet occurred, it is important to perform a
brief cost analysis.

Compared to radiographic film-based portal imaging,
up-front capital expenditures for EPID systems are
about a factor of 5 larger (e.g., $25,000 vs. 125,000).
However, on-going costs associated with an EPID sys-
tem as compared to a radiographic film-based portal
imaging program are much less. For example, regular
purchasing of film and maintenance of a film processor
(including silver harvesting) is not required with an
EPID program. This cost-analysis makes EPID highly
competitive given the digital direction facing modern
health care.

With direct image digitization comes the ability to
transmit data as required for telemedicine. Furthermore,
imaging data storage and retrieval, as required for radi-

ology picture archiving and communication systems
(PACS), has additional advantages over conventional
radiographic film storage. In radiation oncology depart-
ments, it is now commonplace for record-and-verify sys-
tems to be coupled to an electronic patient charting system.
By storing the EPID images in this domain, many of the
concerns for patient record keeping, retrieval, and preser-
vation of treatment confidentiality are overcome.

Improvement of Patient Positioning

The original purpose of portal imaging is to reduce the
incidence and extent of errors made during radiation treat-
ment. The type of errors can be categorized as gross errors
and stochastic errors. Examples of such errors are shown in
Fig. 5. The gross errors occur only once and when detected
can be removed from the treatment after one fraction.
Stochastic errors contain a random component, which
implies that the error changes from day to day. Errors
and QA-problems can also introduce a systematic compo-
nent hidden by the random component, which can only be
corrected for if it’s extent is known.

To reduce stochastic errors, there are two general meth-
odologies, on- or off-line corrections. The most straightfor-
ward methodology uses on-line correction where an image
is obtained in ‘‘localization mode’’ where minimal dose to
the patient is applied. If a discrepancy is observed in the
patient setup, and if this discrepancy is larger than a
predetermined threshold or action level, efforts are taken
to eliminate the error by changing the patient position or
changing the treatment configuration. The aforementioned
threshold is based on the precision to which position can be
determined and with which the patient setup correction
can be applied. Given the digital nature of EPID images, it
is possible to increase the accuracy using computerized
algorithms to objectively measure patient positioning with
respect to the treatment field (18–21). This approach has
not been widely adopted, mainly due to the perceived labor
intensity and some medico-legal aspects. However, this
may change with the advent of other on-line repositioning
techniques (cf. ultrasound-based repositioning) and
increased process automation.

Weekly port-filming is the standard procedure in the QA
of external beam radiation therapy, which generally
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Figure 3. Illustration of EPID conversion screens used to trap optical light. Fig. 3a shows a regular
Gd2O2S-screen with optical spread, while Fig. 3b shows a CsI screen which limits optical spread and
increases detector resolution.



implies that a sample of 4 positions is taken out of a 20
fraction treatment. Errors are corrected after the first
image. An interesting study by Valicente et al. (2), showed
that this practice is suboptimal. The use of EPIDs allows us
to obtain images in a more economical way. Most off-line
correction strategies assume that the distribution formed
by all consecutive errors is a normal distribution charac-
terized by the mean error and the standard deviation
calculated as in

Mean:

hxi ¼ 1

N

XN

i¼1

xi ð1Þ

Standard Deviation:

s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

ðN � 1Þ
XN

i¼1

ðhxi � xiÞ2
vuut
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Figure 4. A comparison of pelvic images taken with three different types of EPIDs: 4a) a camera-
based system, 4b) a liquid ionization chamber system, and 4c) a amorphous silicon (a-Si:H) flat panel
imaging system.



Figure 5. Examples of setup errors. Reference images on the right are digitally reconstructed
radiographs with the correct setup. On the left are the measured portal images. (a) Faulty collimator
angle. (b) Wrong blocking used. (c) Wrong MLC file. (d) Patient positioning error.
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Figure 5. (Continued)
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By repeated sampling of the distribution (e.g., taking port
films), the strategy estimates the value of hxi as close as
possible and corrects for the error, which will reduce the
systematic error in the treatment. Several groups have
studied the implications of this strategy and its variations.
The most successful approach seems to be the following
strategy: The set-up variations are recorded and averaged.
This is compared to an action level that depends on how
many samples have been taken already (the level shrinks
as the the amount of information on the systematic error
increases). These studies showed that systematic errors
could be reduced to �2 mm (22).

Organ Motion

One of the major reasons for use of EPIDs is the fact that
the patients anatomy and position vary from those used for
treatment planning purposes. The factors involving this
variation are

� Patient movement.

� Patient positioning inaccuracies.

� Organ motion.

Any of these factors will influence the actual dose dis-
tribution to be different from that obtained using treat-
ment planning. It is straightforward to correct for the first
two problems using portal imaging as the patients position
is typically well-characterized using bony anatomy. An
excellent compilation on the incidence, extent, and reper-
cussions of organ movement was performed by Langen and
Jones (23). Efforts to incorporate organ movement during
radiotherapy treatment planning involves enlarging the
target to be treated. Sophisticated algorithms that calcu-
late the extent of these enlargements were developed
independently by Stroom et al. (24) and by van Herk
et al. (25). The general framework for this enlargement
is given in ICRU 50 and ICRU 60 (26,27). In these reports
the gross target volume (GTV) is defined as the volume
containing demonstrated tumor. A margin is added to the
GTV to account for suspected microscopic tumor involve-
ment, and is defined as the clinical target volume (CTV).
Finally, the planning target volume (PTV) is defined by the
CTV and an additional margin to allow for geometrical
variations such as patient movement, positioning errors,
and organ motion. The margins added to GTV and CTV can
substantially increase the PTV since the margins are
applied in three dimensions. Because of volume effects of
radiation therapy, there is a tendency to minimize the PTV
by increasing the precision of the treatment. As explained
above, EPIDs are able to minimize uncertainties caused by
patient motion and positioning errors using off- or on-line
correction strategies.

Except in a few cases like in lung or where air pockets
are present (24,28), the target is virtually indiscernible
using X rays. To solve this problem, other modalities, like
CT (29) and ultrasound (30,31), have been used to deter-
mine the position of the organ. The EPIDs can also be
used to image the position of organs if radioopaque
markers are implanted. The markers need to be of high
density and migration needs to be limited. The efficacy

and feasibility of using markers with EPIDs was studied
by Balter et al. (32), application of the use of markers
have been extensively studied by Pouliot and co-workers
(33). The use of markers is becoming more popular and
EPID systems are being augmented with software to
detect markers as well as perform the requisite posi-
tional calculations.

Quality Assurance and In Vivo Dosimetry

In 2001, Task Group No. 58 of the American Association of
Physicists in Medicine Radiation Therapy Committee
issued a protocol to define the standard-of-care for per-
forming EPID QA on a daily, monthly, and annual basis
(34). In this protocol, a quality assurance program is
proposed where daily checks of EPID system perfor-
mance, image quality, and safety interlocks are performed
by a radiation therapy technologist. In addition to review-
ing results and independently performing checks con-
ducted by the technologist, a medical physicist should
conduct the following checks on a monthly basis: perform
constancy check of SNR, resolution, and localization;
inspect images for artifacts; do a mechanical inspection
of all EPID components; and maintain the computer
system. The annual QA tasks are also performed by the
medical physicist, and include all of the above tasks plus a
full check of the EPID geometric localization accuracy. By
performing these QA tasks, the radiotherapy department
may be reasonably assured of a reliable EPID system for
clinical use.

The QA tests typically utilize a vendor-supplied phan-
tom designed to facilitate evaluation of the aforementioned
tasks. Since clinical linacs are typically dual energy (e.g., 6
and 15 MV) in design, tests are applied to both photon
energies. As expected, the lower photon energy will demon-
strate improved image quality (e.g., SNR and spatial reso-
lution). Since many EPID systems utilize sophisticated
computer software utilities, testing of this software in a
realistic setting is an integral component of the EPID
quality management program. As can be expected with
tests that are subjective in nature, it is recommended that
multiple users be employed to evaluate the subjective
criteria so as to minimize user bias.

In addition to the aforementioned advantages, an EPID
system permits unique opportunities of radiotherapy treat-
ment QA. Treatment fields are typically blocked with beam
modifiers to account for irregularities in patient shape.
These beam modifiers include compensating materials
when minor changes are required, or beam wedges when
gross changes are required. Because modern linacs have
features like dynamic wedges and dynamic multileaf col-
limators, the nonintegral approach that EPIDs offer over
radiographic film (i.e., the ability to obtain several images
at different stages during a dynamic process) permits
continued high-quality QA. Due to the electronic nature
of EPID measurement of the photon energy fluence exiting
a patient, one can perform exit dosimetry and quantitative
comparisons with treatment planning intentions (35).
However, these efforts are currently research driven,
and widespread clinical implementation may not be
expected for a few years.
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INTRODUCTION

Diagnostics as a whole represent a large, well-established,
and continually expanding market. Methods for the selec-
tive determination of analytes in biological fluids, such as
blood and urine, are important. When a foreign substance
(antigen) invades the human body, the immune system
produces antibodies that interact with the antigen. Such a
recognizing process involves the formation of an immuno-
complex based on interactions between the immunospe-
cies. The recognition is specific for the antibody-antigen
system and, thus, for the measurement of antigen concen-
tration (1,2). This determination is of importance for diag-
nosis because the antigens can be viruses, bacteria that are
involved in many human illnesses, such as cancer and
AIDS. The analytes detected and measured have also
included many other medical diagnostic molecules such
as hormones, clinical disease biomarkers, drugs, and envir-
onment pollutants such as pesticides. Antibody diversity is
so great that virtually any biomolecule can be recognized
(3). The range of analyte concentrations encountered is
extremely large, from greater than 10�3 M for species such
as glucose and cholesterol and to less than 10�12 M for
certain drugs and hormones (4). It is for the detection of
these low level analytes that the application of immuno-
logical techniques is essential.

An immunoassay is a multistep diagnostic test based on
the recognition and binding of the analyte by the antibody.
Most immunoassay techniques are based on the separation
of free and bound immunospecies (5). In these techniques,
one of the immunoagents (antibody or antigen) is immobi-
lized on a solid phase. The solid phase facilitates the separa-
tion and washing steps required to differentiate bound and
free fractions of the label. Quantification of a bound immu-
noagent is conducted by using labels covalently bound to the
immunoagent with specific properties suitable for detec-
tion. The most common labels are radioactive markers,
enzymes, and fluorescent labels. For many of the noniso-
topic labels, the reagents have been designed such that
binding of labeled antigen to antibody in some way mod-
ulates the activity of the label, resulting in a homogenous
immunoassay without the need for a separation step. The
most familiar type of enzyme immunoassay in clinical
analysis is known as enzyme-linked immunosorbent assay
(ELISA) (6). Different schemes of enzyme immunoassay
exist, and, in clinical laboratory practice, the most popular
are the ‘‘Sandwich’’ method for large analytes, and compe-

titive binding immunoassay methods for the determination
‘‘haptens’’ (low molecular weight analytes).

The advent of biosensor technology, with the possibility
of direct monitoring of immunoreactions, provides oppor-
tunity to gain new insight into antigen-antibody reaction
kinetics and create rapid assay devices with wider applica-
tions. A biosensor is composed of (1) a biochemical receptor,
which uses biosubstances such as enzymes, antibodies, or
microbes to detect an analyte, (2) a transducer, which
transforms changes in physical or chemical value accom-
panying the reaction into a measurable response, most
often in the form of electrical signal (7–9). The term immu-
nosensor is used when antibodies are immobilized to recog-
nize their appropriate antigens (or vice versa) (10).
Immunosensors possess several unique features, such as
compact size, simplicity of use, one-step reagentless ana-
lysis, and absence of radioactivity, which make them
attractive alternatives to conventional immunoassay tech-
niques. Immunosensors can be divided, in principle, into
two categories: nonlabeled and labeled (11). Nonlabeled or
direct-acting immunosensors are designed in a way that
the immunocomplex (i.e., the antibody-antigen complex) is
directly determined by measuring physical changes
induced by the formation of the complex. In contrast,
labeled or indirect-sensing immunosensors have incorpo-
rated a sensitively detectable label. The immunocomplex is
thus entirely determined through measurement of the
label. In order to determine an antigen, the corresponding
antibody is immobilized on the membrane matrix, which is
held on an amperometric-or potentiometric-sensing trans-
ducer used to measure the rate of the enzymatic reaction
(12–14).

Of the electrochemical technologies for biosensors, the
Ion-Sensitive Field Effect Transistor (ISFET) has been
the center of special attention as a transducer. ISFETs
were introduced by Bergveld in 1970 (15), and were the
first type of this class of sensor in which a chemically
sensitive layer was integrated with solid-state electronics.
A field effect transistor (FET) can be considered as a
charge-sensitive device (i.e., any change in the excess
interfacial charge at the outer insulator surface will be
mirrored by an equal and opposite charge change in the
inversion layer of the FET). By excluding the gate metal in
a FET and using a pH-sensitive gate insulator, a pH-
sensitive FET was constructed (16,17). After the invention
of the ISFET, many different types of FET-based sensors
have been presented. The application of enzymes as the
selecting agent in ISFET-based sensing systems leads to
the development of highly sensitive sensors. Such enzyme-
modified ISFETs (EnFETs) can, in principle, be con-
structed with any enzyme that produces a change in pH
on conversion of the concerning substrate (18). By combin-
ing the ISFET with a membrane that contains a biological
substance, like an antibody, the sensor can detect a specific
antigen (19). The ISFET immunosensors or Immunologi-
cally sensitive FETs (IMFETs) have several advantages
over the conventional enzyme immunoassay. The ISFET
could be mass-produced by an integrated circuits (IC)
process, which makes it very small and economical. An
electric circuit can be integrated on the same chip. The
biosensor platform finds many applications in various
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fields, such as medical diagnostics, fermentation process
control, and environmental monitoring.

THEORY

In order to understand the operation of the IMFET, one
must trace its origins back to the ISFET or ChemFET
(Fig.1). The latter devices have been described in depth
elsewhere (20–22). A packaged ISFET is shown in
Fig. 2 (23). ISFETs and ChemFETs have, in turn, evolved
from the Metal Oxide Semiconductor Field Effect Transis-
tor (MOSFET), currently the most popular active device in
the entire semiconductor industry. It is a unipolar device,
where the current is given by the flow of majority carriers,
either holes in PMOS type or electrons in NMOS type. The
operation of the MOSFET can be considered as a resistor
controlled by the status of a gate region, so-called MIS
structure. It is a sandwich consisting of a stacked-gate

metal layer, an insulator (typically silicon oxide), and a
semiconductor. Assume a low-level doped p-type (NMOS
device). Three different states of charge distribution can
occur, depending on the voltage Vg , applied between the
metal and a semiconductor. A negative value of Vg causes
positive holes to accumulate at the semiconductor-
insulator interface. A positive value of Vg of a low magni-
tude leads to the ‘‘depletion’’ condition in which mobile
holes are driven away from the interface, resulting in a
negative charge of low density due to the presence of
immobile acceptor atoms. Finally, if the Vg exceeds a
certain threshold voltage (Vth), electrons accumulate at
the semiconductor-insulator interface at a density greater
that the hole density, a situation opposite to that normally
found with p-type semiconductors. This depletion of mobile
charge carriers followed by surface inversion is known as
the ‘‘field effect.’’ It forms an electrically conductive chan-
nel between two other terminals, a source and a drain (see
Figure 1a). The drain current Id through the transistor is a
functions of drain and gate voltage. Without surface inver-
sion (i.e., Vg < Vth,) the drain current is negligible, because
the drain-to-substrate PN junction is reverse biased.

The MOSFET and its descendants are charge-controlled
devices. In analytical applications (e.g., ISFETs, Chem-
FETs, and IMFETs), the change in charge density is
brought about by adsorption of one or more species present
in the solution onto the FET structure. In the ISFET, the
gate metal is replaced with a conventional reference elec-
trode (Ag/AgCl or Hg/Hg2Cl2), a solution containing an
ionic species of interest, and an electroactive material
(membrane) capable of selective ion exchange with the
analyte (Fig. 1b), which is an example of a nonpolarizable
interface, that is, reversible charge transfer occurs
between the solution and the membrane. The analyte
generates a Nernst potential at the membrane-solution
interface, which then modulates the drain current analo-
gous to the manner in which changing the externally
applied voltage does for the MOSFET.
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Figure 1. The hierarchy of field effect transistor. a. MOSFET. b.
ISFET. c. IMFET.

Figure 2. Photomicrograph of an ISFET device packaged on PCB
(23).



Direct-Acting (Label-Free) IMFET

The structure of the direct-acting IMFET is similar to that
of the ISFET, except that the solution-membrane interface
is polarized rather than unpolarized. If the solution-mem-
brane interface of the ISFET is ideally polarized (i.e.,
charge cannot cross the interface), then the ISFET can
measure the adsorption of charged species at the interface
as shown below. As antibodies, antigens, and proteins are
generally electrically charged molecules, the polarized
ISFET could be used to monitor their nonspecific adsorp-
tion at the solution-membrane interface. To render the
polarized ISFET selective for a given antigen and thus
create the so-called IMFET, the specific antibody for that
antigen has to be immobilized on the surface of the ISFET
(see Fig. 1c). The adsorption of this antigen would then be
specifically enhanced over other molecules in the solution
and the signal measured by the ISFET would be mostly due
to the adsorption of that particular antigen. The ISFET
interacts with the analyte through an ion-exchange
mechanism, whereas the IMFET interaction is based on
the antigen-antibody reaction.

This design for the measurement of the adsorption of
charged molecules is practicable only if charge cannot cross
the interface, which, thus, acts as an ideal capacitor. As
will be seen, failure to achieve a perfectly polarizable
interface has a detrimental effect on the specificity of
the IMFET. Few reports exist on direct-acting IMFETs;
a brief analysis on the work of Janata research group will
be presented here (24–26). The capacitance of a polarized
interface is described by electrical double-layer theory and
is usually modeled as a series combination of two capaci-
tors, CG and CH, where CG is the capacitance of the diffuse
Gouy–Chapman part of the double layer and CH is the
capacitance of the Helmholtz part of the double layer (27).
The total capacitance, Cdl, is therefore

1=Cdl ¼ 1=CG þ 1=CH (1)

The electrical circuit through the gate of an ISFET with an
ideally polarized interface can be modeled, therefore, as a
series combination of CG, CH, and C0, as drawn in Fig. 3,
where C0 is the capacitance of the insulator. A gate voltage
VG is applied through a reference electrode between the
solution and the semiconductor. The process of adsorption
of charged molecules can be modeled as the transfer of a

quantity of charge from the solution to the surface of the
transistor as would occur if the switch were closed for a
short time period allowing the current source to transfer
the charge. As adsorption occurs, the charge on each plate
of the capacitors will change to accommodate the new
charge balance. The charge change on capacitor C0 is
the quantity of interest as it represents the charge in
the inversion layer of the FET, Qi, and will affect the drain
current of the transistor, which can be directly measured.
If a quantity of charge, Qads, is transferred by the adsorp-
tion of charged molecules, then the charge change on C0,
Qi, can be represented by

Qi ¼ QadsfC0=ðC0 þ CdlÞg (2)

Hence, only a fraction of the adsorbed charge will be
mirrored in the transistor. When adsorption occurs,
because electroneutrality must be observed in the system,
an equal quantity of the opposite charge must either enter
the inversion layer of the FET or enter the double layer
from the solution. Equation 2 predicts that part of the
image charge will come from the solution as ions entering
the double layer with the adsorbing molecules. This frac-
tion of charge, which is mirrored in the inversion layer of
the FET, will be defined as b, and it is defined as

b ¼ Qi=Qads ¼ C0=ðC0 þ CdlÞ (3)

According to this model, only 0.3% of the charge on the
adsorbing molecules will be mirrored in the inversion layer
of the FET. The authors conservatively estimated b to be
10�4. Considering the Id current as a function of the
potential at the solution-membrane interface, it is clear
that a relationship between the adsorbed charge and inter-
facial potential, FSol-mem, is necessary to describe the che-
mical response of the IMFET. This potential is merely the
charge change induced in the inversion layer divided by the
insulator capacitance:

FSol�mem ¼ Qi=C0 ¼ bQads=C0 (4)

Substitution of this expression in to Equations 5 and 6
yields the response equations for the polarized ISFET. The
authors derived the following expressions for the polarized
ChemFET relating to Qi to the observed parameter, the
drain current (Id):

Id ¼
mnWC0

L
Vg � Vt � Er � fsol�mem �

Vd

2

� �
Vd

Vd <Vdsat (5)

and

Id ¼
mnWC0

2L
ðVg � Vt � Er � fsol�memÞ2 Vd >Vdsat (6)

where W is the width of the source-drain conducting
channel, mn is the effective electron mobility in the
channel, C0 isthe capacitance per unit area of the gate
insulator, L is the channel length, Vd is the drain-to-
source voltage, Vg is the applied gate voltage, Vt is the
threshold voltage (for surface inversion), and Er is the
potential of the reference electrode.

The antibody-antigen binding reaction in its
simplest form can be expressed in terms of the following
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biomolecular reaction:

Abþ Ag@AbAg

where Ab is the antibody, Ag is the antigen, and AbAg is the
complex. The reaction is characterized by the equilibrium
constant K,

K ¼ ½AbAg	=½Ab	½Ag	 (7)

The total charge change at the interface due to the binding,
Qi, can be shown to be

Qi ¼ bQads ¼ bzF
K½Ag	½S	
1þ ½Ag	 (8)

where z is the ionic charge of the antigen and [S] is the
surface concentration of binding sites (the surface concen-
tration of immobilized antibodies before binding). Substi-
tution of this expression into Equation 4 yields

FSol�mem ¼
bzFK½Ag	½S	
C0ð1þ ½Ag	Þ (9)

From Equation 9, the limit and range of the detection for
the IMFET can be predicted. Assume that the equilibrium
constant is in typical range from 105 to 109 (28), which gives
a value of b ¼ 10�4. If the antibodies are immobilized with
a surface concentration of 1 molecule per 10 nm2 and the
charge on an antigen is five electronic charges of an anti-
body, the IMFET’s detection limit would be in the range of
10�7 � 10�11M of concentration antibody concentration.
The antigen concentration that gives 90% surface coverage
can similarly be calculated to be in the range of
10�4 � 10�8 M. Similar equations can be derived for the
case where the antigen is immobilized at the interface
rather than the antibody. However, it has been argued
by many researchers that a static measurement concerning
the presence of a protein layer on an electrode is difficult,
because the charged groups are, of course, neutralized by
surrounding counter ions (29). In order to avoid interfer-
ence from other charged species present in the solution, the
substrate for immobilization should preferably be inert
and nonionic (24–30), which in aqueous solutions implies
a hydrophobic surface (31). Ideal conditions that are
required in this coherence are a truly capacitive interface
at which the immunological binding sites can be immobi-
lized, a nearly complete antibody coverage, highly charged
antigens, and a low ionic strength.

Schasfoort et al. (32) extensively studied the require-
ments for the construction of IMFET, which would oper-
ate on the direct potentiometric sensing of protein
charges. The charge redistribution around immobilized
proteins at the insulator-solution interface can be
described by the double-layer theory (33). On adsorption,
the diffuse layer of counter ions around the protein
charges may overlap with the diffuse layer of the electro-
lyte-insulator interface. The thickness of diffuse-charge
layers is described by the Debye theory (34) and defined by
the distance where the electrostatic field has dropped to 1/
e of its initial value:

k�1 ¼ e0ekT

2q2I

� �1=2

where k�1 is the Debye length, q the elementary change, k
Boltzmann’s constant, T absolute temperature, e0 the
permittivity of vacuum, e the dielectric constant, and I ¼
1=2

P
ciz

2
i represents the ionic strength in which ci is the

concentration of ion i with valency z (for 1-1 salt, I can be
replaced by c).

It can be seen from the equation that the Debye length is
strongly dependent on the ionic strength of the solution;
more precisely, the Debye length is inversely proportional
to the square root of the ionic strength. Therefore, one can
expect that the chance of overlapping of the double layers of
the substrate-solution interface and the adsorbed proteins
can be substantial only if low electrolyte concentrations are
used, owing to the dimensions of the proteins (Fig. 4). In a
physiological salt solution, the Debye length is limited to
ca. 0.8 nm. It is obvious that only charge density changes
that occur within the order of a Debye length of the ISFET
surface can be detected. With the macromolecules, such as
protein, the dimensions are much larger (about 10 nm)
than those of the double layer of the electrolyte-insulator
interface, which means that, in such a case, most of the
protein charge will be at a distance greater than the Debye
length from the surface. If, moreover, on top of a monolayer
of antibody molecules a second layer on antigens in
coupled, it is obvious that the chance of overlap of the
diffuse layers of antigens with electrolyte-substrate inter-
face will decrease even more. At high ionic strength, the
additional charges of the antigen are nearly always located
far outside the diffuse layer at the ISFET surface and pure
electrostatic detection of these antigenic charges, there-
fore, is impossible. In addition, a theoretical approach is
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Figure 4. Schematic representation of the potential distribution
in a direct-acting IMFET. K�1 is the Debye length; dAb, dimension
of macromolecule (e.g., antibody).



given based on the Donnan equilibrium description, which
provides an insight into the potential and ion distribution
in the protein layer on the IMFET (32). It is shown that the
Donnan potential and the internal pH shift, induced by the
protein charges, compensate each other to a greater extent.
If the ISFET shows Nernstian behavior, it can be concluded
that a direct detection of protein charge is impossible. In
order to construct an IMFET, a reference FET or ISFET
with a low sensitivity would satisfy the detection of the
partially compensated Donnan potential in the presence of
an adsorbed protein layer. However, the application of such
as IMFET is limited to samples with low ionic strength.

An alternative, indirect approach is proposed by Schas-
foort et al. (35,36) for the detection of an immunological
reaction taking place in a membrane, which covers the gate
area of an ISFET (Figs. 5a and 5b). The protein layer on the
gate is exposed to pulse-wise increases in electrolyte con-
centration.Asaresult, ionswilldiffuse into theprotein layer
and, because of a different mobility of anions and cations,
transients in potential will occur at the protein-membrane
solution interface. The ISFET, being a voltage-sensitive
device, is suitable for the measurement of these transients.
As the mobility of ions is a function of the charge density in
the protein membrane, changes in the charge density will
influence the size and direction of the transients. By expos-
ing the ISFETtoapH gradientanda continuousseriesof ion
concentration pulses, the isolectric point of the protein layer
can be detected and, thus, changes as the result of an
immunological reaction. When a membrane separates two

compartments with different electrolyte concentrations, a
potential gradient can be measured. The different diffusion
rates of anions and cations through the membrane set up a
static membrane potential, which can be expressed by the
Nernst–Planck equation (33):

fm ¼
RT

F
:U:In

a2

a1
U ¼ Dþ �D�

Dþ þD�

where fm ¼ the membrane potential, RT and F have their
common meaning, U ¼ the ratio of the diffusion coefficients
(Dþ and D�) of cations and anions, and a1 and a2 are the
electrolyte activities in the respective compartments. The
ion-step method is further developed by Schasfoort and
Eijsma (37), and a detailed theoretical understanding of
the ion-step response has been presented by Eijiki et al. (38).
Recently, an impedance spectroscopy method was used
tocharacterize immobilized protein layers on the gate of
an ISFET and to detect an antigen-antibody recognition
event (39).

Indirect-Sensing IMFET

Although the ion-step method is an indirect way of mea-
suring antigen-antibody reaction that occurs on the gate
region of an ISFET, it does not involve any reagents that
enhance or amplify the signal intensity. Many approaches
to transduction of the antibody-antigen combining event
are indirect. They are based on the ability of an enzyme
label to produce electroactive substances within a short
span of time. Antibody or antigen is immobilized on the
gate area of pH-FET. In the competitive binding assay, the
sample antigen competes with enzyme-labeled antigen for
the antibody-binding sites on the membrane. The mem-
brane is then washed, and the probe is placed in a solution
containing the substrate for the enzyme. IMFETs based on
the sandwich assay are applicable for measuring large
antigens that are capable of binding two different antibo-
dies. Such sensors use an antibody that binds analyte-
antigen, which then binds an enzyme-labeled second anti-
body. After removal of the nonspecifically adsorbed label,
the probe is placed into the substrate-containing solution,
and the extent of the enzymatic reaction is monitored
electrochemically. Gate voltage is supplied by reference
electrode, such as Ag/AgCl or a Hg/Hg2Cl2 electrode, that is
immersed in a sample solution. It is, however, difficult to
make a small conventional electrode, which prevented the
IMFET from being miniaturized as a whole. When a noble
metal, such as platinum or gold, is used as a reference
electrode, the potential between the metal electrode and
sample solution fluctuates. The fluctuation makes stable
measurement impossible. A method to cancel the fluctua-
tion using a reference ISFET (REFET) is reported. A com-
bination of two kinds of ISFET is used, one of which detects a
specific substance whereas the other (REFET) does not
detect it (Fig. 6). Thus, measuring the differential output
betweenthetwoISFETscancancel thepotentialfluctuation
in the sample solution and drift due ISFET (40–42).

Most of the indirect-sensing IMFET studies are carried
out using urease-conjugated antibodies. Urea is used as a
substrate. The immunosensor uses a reaction wherein urea
is hydrolyzed by the urease-labeled second antibody. The
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Figure 5. An ion-step arrangement: an ISFET exposed to an
increased electrolyte concentration. Transient potential can
bemeasured, developing from transient transport of ions across
the membrane, which is caused by stepwise changes in
electrolyte concentration. The ISFET response f as a result of
the stepwise changes in electrolyte concentration (C1–C2).



reaction is

H2NCONH2 þ 2H2OþHþ! 2NHþ4 þHCO�3

According to the reaction, the pH value in the membrane
becomes high. On the other hand, on the ISFET surface
with inactive antibody membrane, the above reaction does
not occur and pH remains constant. Hence, by measuring
the differential output between two ISFETs, only pH
changes due to urea hydrolysis are detected. In some cases,
the authors used antibodies conjugated with the glucose
oxidase. These sensors use oxidation of glucose by glucose
oxidase. In the reaction, gluconic acid is produced and the
pH value in the glucose oxidase immobilized membrane
becomes low. To achieve a high sensitivity of horseradish
peroxidase (HRP) detection, various substrates, either
alone or in combination, are tested and the result is shown
in Fig. 7.

PRACTICE

Direct-Acting IMFET

The rationale for attempting to combine the fields of
immunology and electrochemistry in the design of analy-
tical devices is that such a system should be sensitive due to
the characteristics of the electrochemical detector while
exhibiting the specificity inherent in the antigen-antibody
reaction. The ideal situation would be to detect the binding
of immunoreagents directly at an electrode, for example, by
changes in surface potential, which could be truly
described as an immunosensor (43,44). Much more effort
has been committed to develop transducers, which rely on
direct detection of antigen by the antibody immobilized on
its surfaces (or vice versa). In 1975, Janata immobilized a
sugar-binding protein Concanavalin A on a PVC-coated
platinum electrode and studied its responses in the pre-
sence of sugar (30). The potential of the electrode with
respect to an Ag/AgCl electrode changed owing to adsorp-
tion of the charged macromolecule. Although the system
reported was not based on an immunochemical reaction,
the finding of a potentiometric response stimulated further
investigations in this field. Direct potentiometric sensing of
antigen human choriogonadotropin (hCG) with an anti-
hCG antibody sensitized titanium wire resulted in 5 mV
shifts with respect to a saturated calomel electrode (45).
The change in potential was explained by a simple charge
transfer model.

In 1978, Schenck first proposed a concept of direct
immunosensing by an ISFET (46,47). He suggested using
FET with, on the gate region, a layer of antibody specific to
a particular antigen. Replacement of electrolyte solution
with another electrolyte solution-containing antigen
should alter the charge of the protein surface layer due
to the antigen-antibody reaction, thus affecting the charge
concentration in the inversion layer of the transistor. The
corresponding change in the drain current would then
provide a measure of the antigenic protein concentration
in the replacement solution. Many research groups have
tried to realize the proposed concept of Schenck, but the
results obtained are meager (48,49). Collins and Janata
immobilized a PVC membrane containing cardiolipin anti-
gen onto the gate of a previously encapsulated ChemFET
(50). They demonstrated that the solution-membrane
interface was somewhere between a polarized and a non-
polarized interface, based on the measured membrane
exchange current density. The measured potential was
therefore a mixed potential deriving out of the permeation
of Naþ and Cl� ions into and out of the membrane. The
change in potential following specific binding of antibody to
the membrane was due primarily to a perturbation of the
mixed potential, rather than to the adsorbed charge from
the antibody itself. Therefore, the device could not be
considered selective for the immunoreactive species of
interest. Besides, Janata reported that it is impossible to
construct an IMFET without having an ideal polarized
solution-insulator interface. He proclaimed all of his ear-
lier results as artifacts (51). In spite of these practical
difficulties, Gotoh et al. (52) published results obtained
with an IMFET sensitive to Human serum albumin (HSA).
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Figure 6. Differential measurement setup for an IMFET.
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A 2 mV shift was detected with HSA containing polyvinyl-
butyral membrane deposited on an ISFET after reaction
with its antibody. It appears that experimental results
obtained with direct detection of protein on solid-state
electrode or similar devices are, so far, limited to second-
order effects. Nevertheless, a real theoretical explanation
is absent. Therefore, until more experimental evidence is
available, the true value of direct-acting IMFET concept
remains to be established.

Schasfoort et al. (36) proposed an alternative approach to
overcome the above-described difficulties of a direct detec-
tion of immunological reaction with ISFET. By stepwise
changing the electrolyte concentration of the sample solu-
tion, a transient diffusion of ions through the membrane-
protein layer occurs, resulting in a transient membrane
potential, which can be measured by the ISFET. A flow-
through system was used to carry out the experiments as
schematically drawn in Fig. 8. The pH of the electrolyte can
be changed by using a gradient vessel. When the solution
flows under hydrodynamic pressure out of vessel 1, the pH
will change through mixing with a solution of different pH
from vessel 2. By opening the value for a few seconds, the
ISFET can be exposed to a higher salt concentration. The
step change in join concentration was completed within
50 ms. After 2 s the valve was closed and the membrane
can gain equilibrate with the buffer flowing out of vessel 1.
In order to exchange the electrolyte concentration rapidly,
the volume between the valve and the ISFET was kept
small. ISFETs with a polystyrene-agarose membrane were
incubated with 10�5 M HSA for 3 h. The ISFET response
was measured as a function of the pH, and the inversion
point was determined to be pI ¼ 3.72 �0.05. Subsequently,

the ISFETs were incubated in different concentrations of
anti-HSA antibodies solution ranging from 0.06 to 64 mM.
The anti-HSA antibody was able to change the inversion
point of the HSA-coated membrane from 3.70 to 5.55. The
above experiments clearly demonstrated that the net
charge density in a protein layer deposited on an ISFET
could be determined by exposing the membrane to a step-
wise change in electrolyte concentration while measuring
ISFET current change. The transient membrane potential
observed is a result of the different mobilities of the positive
and negative ions present in the protein layer. It is also
observed that characteristic inversion points and slope are a
function of the protein concentration and type of protein.
Also isolectric points could be detected from the membrane
potentials as a function of the pH. This detection of the
isoelectric point of a protein complex is the basis for the
development of an IMFET. An immunological reaction
results in a change of the fixed-charge density in the mem-
brane, which can be explained by a shift of the protein
isoelectric point due to the immunological reaction.

The ion-step method was originally designed to measure
immunoreaction via the change in charge density, which
occurs in an antibody-loaded membrane, deposited on an
ISFET, upon reaction with a charged antigen. The efficacy
of ion-step method for the quantification of a non-charged
antigen was demonstrated using progesterone as the model
analyte (53). Progesterone is an uncharged molecule,
hence, it cannot be detected directly by using the ion-step
method. A competitive method was devised using a charged
progesterone-lysozyme conjugate. To prepare the ISFETs
for ion-step measurement, a membrane support was
created by depositing a 1:1 mixture of polystyrene beads
and agarose on the gate. The ISFETs were then cooled to
4 8C and the solvent was slowly evaporated, leaving a
porous membrane with a thickness of approximately 4
mm. The ISFET was then heated to 55 8C for 1 h to
immobilize the membrane onto the gate. The ISFET was
placed in the flow-through system (see Fig. 8) and a mono-
clonal antibody specific to progesterone was incubated on
the membrane (0.5 mg/ml, 4 8C for 20 h). A competitive
assay method was used to detect progesterone levels, and
the detection limit was approximately 10�8 M of proges-
terone in the sample solution. Recently, Besselink et al.
(54) described an amino bead-covered ISFET technology
for the immobilization of antibodies. HSA was immobilized
onto the amino bead-coated ISFET, by covalent cross-link-
ing method, and the anti-HSA antibodies were quantitated
using the ion-step method. The antibody concentration was
detected within 15 min, with yields up to 17 mV (Fig. 9).

Indirect-Sensing IMFET

The indirect-sensing IMFET concept emerged during the
early 1990s in order to overcome the difficulties met with
the direct-acting IMFET devices (55). Colapicchioni et al.
(56) immobilized IgG using protein A onto the gate area of
an ISFET. The efficacy of the IMFET was demonstrated
using Human IgG and atrazine antibodies captured using
protein A. As the atrazine is a small molecule (hapten),
which does not induce an immunoresponse as such, it was
linked to a carrier protein. Bovine Serum Albumin (BSA)
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Figure 8. Outline of an Ion-step flow through system.



was conjugated to ametryn sulfoxide, which has structural
similarity with atrazine, and the ametryn-BSA conjugate
was injected into rabbit to raise antibodies. A sandwich
assay format was used to detect Human IgG and a compe-
titive assay format was used to quantitate atrazine con-
centration. The antigen-antibody reaction was monitored
by the addition antihuman IgG-GOD conjugate and
ametryn-GOD, respectively. Glucose was used as the sub-
strate and the pH variation was detected by the ISFET.
The sensitivity of the assay was 0.1 mg/ml and 1 ppb for
human IgG and atrazine, respectively. An ISFET-based
immunosensor was demonstrated for the detection of bac-
terial (Clostridium thermocellum) cells. The analysis
included the reaction of antibacterial antibodies with cells
in suspension or after covalent immobilization of cells on
porous photoactivated membranes and, subsequently, the
revelation of bound antibodies by the conjugate of protein A
and HRP and the quantitation of enzyme activity with
ISFET. The sensitivity of the sensor was within a range
of 104–107 cells per ml (57). Selvanaygam et al. (23)
reported ISFET-based immunosensors for the qunatitation
of b-Bungarotoxin (b-BuTx), a potent presynaptic neuro-
toxin from the venom of Bungarus multicinctus. A murine
monoclonal antibody (mAb 15) specific to b-BuTx was
immobilized on the gate area, and the antigen-antibody
reaction was monitored by the addition of urease-conju-
gated rabbit anti-b-BuTx antibodies. The sensor detected
toxin level as low as 15.6 ng/ml. The efficacy of the sensor
for the determination of b-BuTx from B. multicinctus
venom was demonstrated in the mouse model.

An immunological Helicobacter pylori urease analyzer
(HPUA), based on solid-phase tip coated with a monoclonal
antibody specific to H. pylori’s urease and ISFET, was
reported by Sekiguchi et al. (58). A solid-phase tip,
with an inner diameter of 0.55 mm, coated with the mono-
clonal antibody, was incubated for 15 min at room tem-
perature in an endoscopically collected gastric mucus
sample. The activity of urease captured on the inner sur-
face of the solid-phase tip was measured by coupling it with
an ISFET in a measuring cell containing urea solution. The
pH change of urea solution after 55 s of the enzymatic

reaction inside the tip was measured by withdrawing 1.1 ml
of solution toward the upstream of the tip, where the
measuring ISFET was installed. One cycle of measurement
was completed in 17.5 s, and the sensitivity of system was
0.2 m IU/ml. The calibration curve for the quantitation of
urease is shown in Fig. 10. Clinical studies were carried out
with 119 patients (75 males and 44 females with an aver-
age age of 51, ranging from 13 to 79) who underwent
gatroduodenoscopy and judged necessary to evaluate the
infection of H. pylori and urea breath test (UBT) was used
as a gold standard. Thirty-three of the UBT positive 36
patients were positive, and 81 of UBT negative 83 patients
were negative by HPUA resulting in the 92% sensitivity
and 98% specificity.

An IMFET for the detection of HIV-specific antibodies
based on a combination of ELISA principle and ISFET flow
injection analysis setup was presented by Aberl et al. (59).
The active sensing components consist of a reaction car-
tridge containing a carrier with the immobilized receptor
layer and an ISFET sensor mounted in a flow-through cell.
A flow cell was constructed using two ISFET sensors on
one in a two-channel configuration (Fig. 11). The liquid
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headspace on top of the ISFET sensors was reduced to
about 1 ml, and the dead volume of the whole sensor cell
was 7ml. The detection principle was realized according to
the sandwich ELISA procedure using urease as a pH
shifting marker enzyme. Antigen molecules (p24 or
gp120) were immobilized on cellulose nitrate membranes
mounted in a special flow-by cartridge or the inner surface
of Borosilicate glass capillary tubing. After blocking the
unspecific binding sites, the antigen was reacted with
specific serum in different dilution or nonspecific serum
as a negative control. In comparison with conventional
ELISA, the ISFET-FIA ELISA showed a slight lower sen-
sitivity. The antibodies were detected in a serum diluted
more than 1:12,000 in ELISA, whereas the sensitivity of
the ISFET– FIA ELISA was between a 1:1000 and a
1:10,000 dilution. Glass as a support material showed
highly reproducible test results when compared with cel-
lulose nitrate membrane.

Tsuruta et al. (60) reported a fully automated ISFET-
based ELISA system using a pipette tip as a solid phase and
urease as a detecting enzyme. The inner wall of the end
part of a pipette tip was used as a solid phase, and the
urease activity of the conjugate, captured after a two-step
immunoreaction, was measured by coupling the pipette
tip with the ISFET in a pH measuring cell (Fig. 12). A two-
step sandwich assay procedure was used for the quantita-
tion of AFP, CEA, HBsAg, and HBsAb, and a two-step
competition assay was used for HBcAb, and second-
antibody configuration was used for HTLV-1 Ab. After
final incubation in conjugate solution, the pipette tip
was washed and it was introduced into the pH measuring
cell in order to couple it with ISFET. At the same time,
feeding of the substrate solution was stopped, to read the
pH change for 20 s. The output (source potential) of the
ISFET was read and stored in the CPU during the above-
mentioned 20s at 0.1 s intervals. The maximum changing
rate of the source potential (DV/Dt, mV/s) was calculated
from these 200 data points. The total assay time was 21 min
as the sum of 5, 10, 5 and 1 min for preheating of sample,
First immunoreaction, Second immunoreaction, and pH
measurements, respectively. The assay speed was 60 sam-
ples/h. Assay performance, such as within run CVs,
between run CVs, detection limits, and correlation with
the conventional ELISA kits, were satisfactory for all of six

analytes. The detection limit for CEA, 0.09mg/l was com-
parable to better than those reported for the most advanced
chemiluminescent ELISA system (0.086 mg/l).

Polymerase chain reaction (PCR) has proven to be of
great importance in clinical diagnosis (61). Usually, the
PCR products have been detected by staining with ethidium
bromide in qualitative methods, and fluorescent dyes in
real-time quantitation. Although electrophoresis has the
advantage of giving information on the molecular size of
PCR products, it is not well-suited to mass screening or
automation. On the other hand, real-time monitoring is
well-suited for mass screening and automation but is expen-
sive. One of the most promising methods for automatizing
the detection system of PCR products is ELISA. An ISFET-
based ELISA was used to quantitate PCR products (62).
Double-stranded PCR products with digoxigenin and biotin
at both terminals were obtained by using digoxigenin-and
biotin-labeled primers. The PCR products were detected by
atwo-stepsandwichELISA.Oneml of thesolutionafterPCR
was introduced into the end part of the solid-phase pipette
tip coated with antidigoxigenin antibody. Biotin-labeled
PCR products captured at the solid phase were detected
with avidin-urease conjugate, and the enzyme activity was
measured by the ISFET in a pH measuring cell containing
urea solution. The detection limit of the system was deter-
mined using a known amount of purified PCR product
labeled with digoxigenin and biotin, and it was found that
10 amol of the labeled DNA in 1ml sample. The assay was
used to detect HTLV-1 provirus gene integrated in the
genome of human MT-Cell, and it was found that 100 pg
of the genomic DNA was specifically detectable after 35
cycles of PCR. The apparent dynamic range for detection of
MT-1 DNA was from 100 pg to 100 ng.

One of the most important targets in molecular biology
is the quantitation of mRNA related to special disease by
RT-PCR. The accuracy of quantitative RT-PCR has been
remarkably improved by the introduction of competitive
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RT-PCR, in which a synthetic RNA is used as an internal
standard (63). Tsuruta et al. (64) developed a ISFET-
ELISA method for the qantitatiion of mRNA in clinical
samples. In this method, a fixed amount of a synthetic
RNA, pRSET RNA, was added as internal standard to the
solution of target RNA (IL-1b) after reverse transcription,
PCR was carried out using digoxigenin-labeled sense pri-
mer and biotin-labeled antisense primer for IL-1b, and
FITC-labeled sense primer and a biotin-labeled antisense
primer for pRSET. The double-stranded PCR products of
IL-1b and pRSET were captured by two solid-phase pipette
tips, one coated with antidigoxigenin antibody and another
with anti-FITC antibody, respectively, and sandwiched by
an avidin-urease conjugate, whose activity was measured
with ISFET. The ratio of the signal intensity for IL-1b to
that for pRSET was used to quantitate the concentration of
IL-1b. A calibration curve was obtained using a known
amount of AW109 RNA as an external standard in place of
IL-1b m RNA. It was found that 102–106 copies of IL-1b
mRNA were measurable by the present method. Expres-
sion levels of IL-1b mRNA in clinical samples, such as
monocytes of peripheral blood or synovial cells from
patients with RA or OA, were determined.

Practical Limitations

In this section, we shall address some practical problems
that have been limiting factors in the commercial applica-
tion of IMFETs. The widespread use of IMFETs for appli-
cations ranging from medical diagnosis to industrial
process control or environmental monitoring has not actu-
ally happened. The underlying reasons for this situation
fall into two main categories, those that are inherent to the
transistor, such as material, encapsulation, and reference
electrode, and those problems common to its application as
an immunosensor function, such as, antibody immobiliza-
tion, stability, and durability. The pH sensing properties
and drift behavior of the ISFET is the main limiting factor
in the commercial breakthrough of ISFET. After the inven-
tion of the ISFET, initially the only gate material used was
SiO2. Although SiO2 showed pH, sensitivity of 20 to 40 mV/
pH, the thermally grown gate oxide loses its isolation
property within a few hours of immersion in a solution.
In order to isolate this gate oxide from the solution, another
isolating layer, such as Si3N4, Al2O3, or Ta2O5, has to be
placed on top of this gate oxide. A layer of Si3N4 on top of
SiO2 showed 45–50 mV/pH, and other layers, such as Al203

and Ta2O5, showed even higher pH sensitivity, 53–57 mV/
pH and 55–59 mV/pH, respectively (65). Drift rate for Si3N4

is reported as 1 mV/h and for Al2O3 and Ta2O5 0.1–0.2 mV/
h after 1000 min of operation at pH 7.0. In most of the work
on IMFETs published so far, these three gate materials,
Si3N4, Al2O3, and Ta2O5, have been used. IMFETs are also
sensitive to light and temperature (66).

The pH-sensitive ISFETs can be fabricated by means of
standard MOS technology, except for the metallization
step. However, after dicing the wafers into single chips,
the substrate becomes exposed at the edges of the senor.
Encapsulation and packaging are two final processing
steps that determine reliability and durability (lifetime)
of the IMFETs. In order to achieve high quality sensors, all

electrical components have to be isolated from their sur-
roundings. Several reports exist on the encapsulation and
packaging of ISFET devices for pH application (21). The
simplest method of isolating these sides is encapsulation
with epoxy-type resins. The most important ISFET char-
acteristics, such as stability, accuracy, and durability, also
pertain to the reference electrode. One of the major hurdles
in IMFETs is the lack of a solid-state reference electrode.
The small IMFETs have to be combined with a conven-
tional KCl-solution-filled reference electrode. In order to
achieve miniaturized IMFET, it is important to miniatur-
ize the reference electrode. In general, two approaches
have been followed: reference FETs (REFETs), which are
used in an ISFET/REFET/quasi-reference electrode setup,
and miniaturized conventional reference electrodes. In the
first approach, attempts have been made to cover the
ISFET surface with a pH-insensitive layer or to render
the surface pH insensitive by chemical modification. In the
second approach, the structure of a conventional electrode
(mostly Ag/AgCl type) is miniaturized partially or comple-
tely on a silicon wafer. Its potential is a function of con-
centration of chloride ions. They are supplied either from
an internal electrolyte reservoir formed by an anisotropic
etching in the silicon wafer or by adding chloride ions into
the test solution.

Some of the technological factors such as pH sensitivity
and drift can now be overcome with the existing technol-
ogy. A hurdle peculiar to direct-acting IMFET is the need to
provide a thin but fully insulating layer (membrane)
between the antigen or antibody coating and the semicon-
ductor surface. Such a membrane must be thin enough to
allow a small charge redistribution occurring as a result of
analyte (antigen-antibody) binding to exert a detectable
change in electrical field. Conversely, it must also provide
adequate insulation to prevent dissipation of the field by
leakage of ions. Even assuming that the ideal insulating
membrane can be developed, a further hurdle may need to
be overcome. Surface charges and hydrogen binding sites of
proteins cause a counter-ion shell (double-layer) and struc-
tured water shells to surround the molecules; these regions
of structured charge will inevitably contribute to the elec-
trical field affecting the FET gate. Pending these break-
throughs, the development of direct-acting IMFETs
appears to be stagnant.

The immobilization methods used for immunosensors
include a variety of adsorption, entrapment, cross-linking,
and covalent methods. In general, a covalent immobiliza-
tion method consisting of silanization step and subsequent
coupling procedure via glutaraldehyde has been used to
immobilize antibodies onto the gate region (67,68). How-
ever, no methodical investigation about antibody stability,
storage, and lifetime exists. Reproducible regeneration of
the sensing area is one of the major problems met with
IMFETs that have been used for continual monitoring or
repeat usage. The need for renewal of the sensing surface
derives from the high affinity constants derived from the
strong antigen-antibody reaction. Two different strategies
have been used to achieve the renewal of the sensing sur-
face, breakage of the antigen-antibody bond and reusing the
immunologic reagent immobilized on the solid phase. A
second alternative is the elimination of antigen-antibody
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complex from the solid support and immobilization of fresh
immunologic material. Dissociation of antigen from anti-
body is usually carried out in low pH and high ionic strength
solutions. Protein A was chemically immobilized onto the
gate surface by using a polysiloxane layer of [3-(2-ami-
noethyl)aminopropyl]trimethoxysilane (APTES) and
cross-linking agent such as glutaraldehyde. Reversibility
of the linkage between Protein A and antibodies in order to
restore the device for the next measurement was studied by
breaking the antibody-antigen complex formed on Protein A
using a variety of reagents. Glycine buffer pH 2 and 3 and
MgCl2 3.5 M were found to be more effective when compared
with other tested reagents due to high ionic strength (55).
Selvanayagam et al. (23) studied the reusability of an
ISFET sensor by removing the antibody membrane from
the gate area. The regenerated devices tested were reported
to function normally five times, although a considerable
amount of time was required for the regeneration process.
Recently, IMFET using magnetic particle and integrated to
flow injection system has been described to overcome the
problem of regeneration (69,70). The immunological mate-
rial was immobilized on the surface of magnetic particles
and were transported by a flow system, and were retained
on the gate area of the ISFET by a magnetic field produced
by a magnet (Fig. 13). The regeneration of immunologic
materials was achieved by releasing the magnetic field,
thus freeing those particles that were washed by the flow
system, and new magnetic particles were injected and
retained on the surface of transducer by reacting the mag-
netic field. A fresh and reproducible surface was thus pro-
duced, ready for the next analytical cycle.

The main barrier to the successful introduction of
IMFETs for clinical testing is undoubtedly the high per-
formance and automation level of the machines that
already exist in centralized laboratories. They have been
developed specifically for use with either immunoassay or
clinical chemistry. Immunoassay performance is continu-
ally being optimized and assay times have been reduced
over the past few years. Depending on the parameter, the
assay time can be as low as 6 min and the majority of the
larger machines could carry out between 100 to 200 testes
per hour. IMFETs must be compared with these methods
with respect to assay time, sensitivity, and cost. The need
for in-built calibration has been frequently encountered in
sophisticated quantitative IMFETs. Although feasible and
acceptable in laboratory-based instrumentation, it remains

a major problem in small disposable IMFET devices. To
facilitate the increased use of IMFETs, one should look for
real tests and standards that prototypes can meet, based on
current diagnostic needs and perceived future develop-
ment. The progress of IMFET beyond the experimental
laboratory level is mainly dependent on how skillfully its
development and marketing are combined with parameter
selection.

FUTURE DIRECTIONS

A key consideration in antibody immobilization to the gate
area is to maintain, reproducibly, the highest possible
binding activity after immobilization while conserving
the amount of antibody used. However, many aspects, both
fundamental and more applied, require in-depth study
before IMFETs can become successful commercial device,
including improved control of biomolecule immobilization
and novel immobilization strategies; enhancement of bio-
molecule stability and retention of activity in vitro; and the
ability to reproduce the high signal-to-noise ratios obtained
in simple test solutions in ‘‘real’’ samples such as blood or
water. The IMFETs tends to respond nonspecifically to any
molecule bound to the surface; hence, it affects the mea-
surement parameter to some extent. The specificity of
analyte detection, therefore, relies entirely on achieving
high ratios of specific to nonspecific binding, which, in the
context of low concentrations of analyte in blood, can
represent a formidable problem. Reduction of nonspecific
binding is another area that will continue to be of major
importance. The ability to immobilize ordered antibodies
will maximize antigen binding to a given surface while
reducing the availability of nonbinding site sections of the
immobilized antibody, or uncovered surface areas, which
can promote nonspecific interaction with other components
in the sample. The potential advantages of using Fab
fragments rather than more complex intact antibodies
(such as IgG) could be explored.

IMFETs, similar to immunoassays, involve multistep
procedures, including washing steps, incubation periods,
and quite complex signal generation protocols. It is likely
that research efforts into a novel signal amplification
system, without the normally associated complications
of multi-reagents or multistep protocol will be of increas-
ing importance. The irreversibility of antigen-antibody
interaction presents a major challenge in designing
IMFETs for continual monitoring or repeated usage.
Treatment of an antibody-antigen complex with a mildly
denaturing medium for a short time interval has shown
some promise in regenerating sensor surfaces. Develop-
ment of enhanced denaturation conditions, which opti-
mize dissociation of antigen while minimizing irreversible
loss of antibody structural integrity, may be possible in
the near future. The use of catalytic antibodies in immu-
nosensors has been proposed. The ability of catalytic
antibodies to catalyze the hydrolysis of phenyl acetate
with the formation of acetic acid allows integration of pH-
sensitive microelectrodes to give a potentiometric immu-
nosensing system (71). The advantage of catalytic anti-
bodies over normal antibodies is that reversibility of
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response is readily achieved, because bound antigen
reacts to form a product with a low affinity for the anti-
body, resulting in dissociation. As the binding event is
followed immediately by a catalytic reaction and release of
the reaction products, the molecular recognition site is
regenerated with each molecular reaction; as a conse-
quence, catalytic antibodies can be used to create rever-
sible IMFETs for continuous monitoring of analyte
concentrations. Improvements in sensitivity and cross-
reactivity are likely to be achieved as a result of the
increasing interest in this field of research.

CONCLUSION

Although the ISFET concept has existed for over 30 years,
its practical applications such as the IMFETs are still
emerging very slowly. The relatively slow rate of progress
of IMFET technology from inception to fully functional
commercial devices for these applications is a reflection of
technology-related and market factors. In general, two
approaches have been followed in the past to realize
IMFETs. In the first approach, antigen-antibody reaction
on an immonbilized membrane was monitored without
any addition of labels. The second approach takes the
advantage of an enzyme label to indirectly monitoring
the antigen-antibody reaction using pH-sensitive FET.
The development of IMFETs that directly detect
antigen-antibody reaction is extremely challenging;
only a few examples exist, the majority of which are
without valid theoretical explanation. Although it shows
enormous promise in the early stages of development, an
effective, reliable, and analyte-selective direct-acting
IMFET sensor is yet to be constructed. The ion-step
method represents a novel measurement concept for
potentiometric detection and quantification of an
adsorbed antigen or antibody molecule in which modified
ISFETs are used. Many approaches to transduction of the
antibody-antigen combining event are indirect, necessa-
rily involving the use of reagents admixed with analyte,
and therefore cannot be seen as routes to development of
‘‘True’’ IMFETs. Nevertheless, such reagent-dependent,
indirect-sensing IMFETs may offer real commercial
advantages over the current generation direct-acting
IMFET readout technologies. The clinical diagnostic field
offers real opportunities for the exploitation of IMFET,
but because it is a highly competitive and well-established
market, those who wish to introduce new products must
carefully target their market niche. IMFETs will have to
compete with such technology on the basis of factors such
as cost, ease of use, sensitivity, operational stability,
robustness, and shelf-life.
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INTRODUCTION

Immunotherapy of cancer, infectious disease, and autoim-
mune disease has opened a new area for disease manage-
ment. This approach has developed very fast lately due to
the advances and involvements of modern technology in
molecular biology, cell biology, immunology, biochemistry,
and bioengineering. Adoptive T cell immunotherapy of
cancer involves passive administration of lymphoid cells
from one host to another, or back to itself in order to
transfer tumor immunity for cancer treatment. It was first
realized >20 years ago that adoptive immunotherapy
may be feasible to treat human malignancies. However,
the early form of this practice was quite simple. It could be
as easy as a straightforward blood cell transfer. The appar-
ent inefficiency of antitumor immune responses, and the
failure to successfully combat the disease laid the founda-
tion for current concepts of immunotherapy. It did not take
too long before it was realized that boosting the antitumor
immune response by deliberate vaccination could increase
the potential benefits of immune cell-based therapies. In
addition, activation of lymphoid cells with monoclonal
antibodies (mAb) toward the molecules involved in T cell
signaling pathways has resulted in therapeutic effector T
cells. The use of immune adjuvants coadministrated with
the cell infusion has enhanced the antitumor efficacy of the
transferred cells and has made adoptive cellular immu-
notherapy a promising strategy for cancer treatment. Stu-
dies on the trafficking of adoptively transferred cells in vivo
as well as the identification and characterization of T cell
subsets responsible for antitumor reactivity have provided
valuable insights toward the development of novel immu-
notherapeutic strategies. The adoptive immunotherapy of
established tumors with the transfer of tumor-reactive
lymphoid cells has now been shown to be highly effective
against significant tumor burdens both in animal models
and in clinical trials. This is, at least in part, due to recent
developments in this area, such as treating cancer in
special settings (e.g., in lymphopenic hosts induced by prior
conditioning); redirecting the effector cells to tumor
through genetic engineered chimerical T cell receptors
(TCRs) or by transferred tumor antigen-specific TCRs;
and the use of these strategies in combination. This article
intends to review the above developments that have made
adoptive T cell immunotherapy an attractive alternative
for cancer treatment.

INDUCTION OF TUMOR-REACTIVE PRE-EFFECTOR
T CELLS IN VIVO

Successful induction of tumor-reactive ‘‘pre-effector‘‘ cells
in a tumor-bearing host represents the first step toward the
conduct of an effective adoptive T cell immunotherapy of
cancer. This procedure provides a source of ‘‘pre-effector’’
cells for subsequent T cell activation and expansion in vitro

to generate large numbers of ‘‘effector’’ cells to be infused
back to the tumor-bearing host or cancer patient for
therapy. Due to the relative lack of immunogenicity and
potential immunosuppressive mechanisms of human
malignancies, application of tumor T cell therapy in the
clinical setting has been hampered for a long time by
difficulties to reliably isolate tumor-sensitized lymphoid
cells from the cancer-bearing host. Nevertheless, recent
observations in animal studies and clinic trials have led to
the development of strategies to induce T cell sensitization
in vivo.

Peripheral blood lymphocytes (PBL) represents a con-
venient source of pre-effector cells. However, in most cases,
particularly in the case of solid tumors, the frequency of
tumor-specific pre-effector cells in PBL is extremely low,
generally far below what is observed in response to viral
infection. Experimental studies and clinical experience
with adoptive immunotherapy have demonstrated that
tumor-draining lymph node (TDLN) cells are potentially
effective antitumor reagents. Chang et al. was the first to
evaluate vaccine-primed LN (VPLN) as a source of lym-
phoid cells that could be secondarily sensitized by in vitro
methods to generate effector cells capable of mediating
regression of established tumors upon adoptive transfer
in clinical trials (1–3). These trials included subjects with
metastatic melanoma, renal cell cancer, and head and neck
squamous cell cancers, and have resulted in prolonged,
durable, complete responses.

In murine models, it has been observed that TDLN
harbor lymphoid cells that are functionally capable of
mediating rejection of immunogenic tumors in adoptive
transfer after in vitro activation (4,5). However, both
tumor-infiltrating lymphocytes (TIL) and TDLN cells were
found to be incapable of mediating the regression of poorly
immunogenic tumors such as the B16–BL6 melanoma, a
highly invasive tumor of spontaneous origin. It was then
discovered that the subcutaneous inoculation of B16–BL6
tumor cells admixed with the bacterial adjuvant, Coryne-
bacterium parvum, resulted in reactive TDLN cells that
differentiated into therapeutic effector T cells upon activa-
tion in vitro (6,7). Upon adoptive transfer, these LN cells
successfully mediated the regression of established
tumors. In addition to the ability to mediate regression
of experimentally induced pulmonary metastases, these
activated cells were effective in the treatment of sponta-
neous visceral metastases originating from a primary
tumor, a condition that more closely approximates human
malignancy. These studies thus demonstrated that vacci-
nation of animals with irradiated tumor cells admixed with
a bacterial adjuvant was capable of inducing tumor-
reactive T cells in the draining LN.

We have applied these methods to generate vaccine-
primed LN in patients with advanced melanoma and renal
cell cancer (RCC) for therapy (3,8). Patients with RCC or
melanoma received intradermal inoculation of irradiated
autologous tumor cells admixed with Bacillus Calmette–
Guerin (BCG) as a vaccine. Seven to ten days later, drain-
ing LN were removed for in vitro activation and expansion.
Activated LN cells were then administrated intravenously
with the concomitant administration of IL-2 for immu-
notherapy with defined success (3).
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Studies demonstrated that tumor cells genetically mod-
ified with immunostimulatory genes are capable of sensi-
tizing T cells. Transfection of cytokine genes into murine
tumor cells have resulted in reduced tumorigenicity follow-
ing inoculation of the modified tumor cells into animals (9).
In these studies, animals that rejected the inoculum of
modified tumor cells also rejected a subsequent challenge
of unmodified parental tumor cells, thus demonstrating the
development of tumor immunity. We performed a clinical
study of patients with melanoma to evaluate the immuno-
biological effects of GM–CSF transduced autologous tumor
cells given as a vaccine to prime draining lymph nodes (10).
There was an increased infiltration of dendritic cells (DCs)
in the GM–CSF-secreting vaccine sites compared with the
wild type (WT) vaccine sites. This resulted in a greater
number of cells harvested from the GM–CSF–VPLNs com-
pared with the WT–VPLNs. Patients received adoptively
transferred GM–CSF–VPLN cells secondarily activated
and expanded in vitro. A complete clinical response was
observed in one of five patients. This work documented
measurable immunobiologic differences of GM–CSF-
transduced tumor cells given as a vaccine compared with
WT tumor cells.

Collectively, these observations suggested that TDLN
or VPLN cells may represent an ideal source of tumor-
reactive T cells. They also established the rationale for
developing tumor vaccines utilizing autologous tumors
admixed with bacterial adjuvant or genetically modified
with cytokine genes, which may prove useful in facilitating
the generation of immune T cells for adoptive immunother-
apy.

ACTIVATION AND POLARIZATION OF EFFECTOR
T CELLS IN VITRO

A major challenge in T cell immunotherapy of cancer is how
to activate and expand the relatively low numbers of
tumor-specific T cells obtained from the tumor-bearing
host. Previous studies demonstrated that freshly isolated
TDLN cells had defects in TCR-mediated signal transduc-
tion and were not immediately competent in adoptive
transfer models (11,12). It has therefore become a critical
prerequisite in adoptive immunotherapy to expand the pre-
effector cells into large numbers of effector cells while
augmenting their antitumor reactivity.

In vitro T cell activation using monoclonal antibodies in
the absence of antigen takes advantage of common signal
transduction pathways that are ubiquitous to T cells. This
principle has been used to expand tumor-primed T cells
contained within TDLN or VPLN. The initial efforts
involved the use of anti-CD3 mAb as a surrogate antigen
to activate tumor-primed lymphoid cells, followed by
expansion in IL-2 (12). This approach resulted primarily
in the generation of CD8þ effector cells that mediated
tumor regression in vivo. Subsequent clinical studies uti-
lizing this method to activate VPLN cells demonstrated
that this cellular therapy can result in achieving durable
tumor responses in subjects with advanced cancer (1,3). We
have extended these investigations in animal models and
with human samples by examining other mAbs that deliver

costimulatory signals in concert with anti-CD3 to activate
tumor-primed lymphoid cells. These other antibodies have
involved anti-CD28 and anti-CD137 (13–16). The results of
these investigations have indicated that costimulation can
increase the proliferation of tumor-primed lymphoid cells
and their ability to mediate tumor regression in vivo.

Several important principles in animal models that are
relevant for the treatment of human malignancies have
been identified. For example, the in vitro cytokine profiles
released by effector T cells when cocultured with tumor
cells are found to be predictive of their ability to mediate
tumor regression in vivo. Effector cells that mediate a type
1 (i.e., IFNg) and GM–CSF response to tumor antigen are
capable of eradicating tumor upon adoptive transfer. In
contrast, cells that demonstrate a type 2 profile (i.e., IL-10,
IL-4) appear suppressive, and do not mediate tumor regres-
sion (16,17). We have determined the importance of IFNg

in mediating tumor regression both in animal studies (16)
and in clinical trials (3). In a phase II adoptive cellular trial
in patients with advanced renal cell cancer, we demon-
strated that IFNg secretion and the IFNg: IL-10 ratio of
cytokine released by effector T cells in response to tumor
antigen was associated with clinical outcomes. Specifically,
activated T cells that have an increased IFNg:IL-10 ratio
correlated with tumor response (3). Although effector T
cells can be generated through antibody activation to
mediate tumor regression in animal models, clinical
responses in adoptive immunotherapy have been confined
to a minority of patients. One potential reason for these
limited responses is that antibody-activation procedures
generally stimulate T cells broadly without discriminating
between type1 and type 2 cells, presumably due to the
polyclonal expansion characteristics of antibodies directed
to the TCR common chain, for example, CD3e of the TCR/
CD3 complex or CD28. As a result, both type 1 cytokines,
such as IL-2, IFNg, and type 2 cytokines, for example,
IL-4, IL-5, and IL-10, are modulated (13,18). Therefore,
alternative protocols need to be defined that will prefer-
entially stimulate the type 1 cytokine profile to generate
more potent tumor-reactive T cells for cancer immunother-
apy. Toward this end, various in vitro strategies have been
investigated utilizing additional signaling stimuli to pro-
mote Th1/Tc1 cell proliferation and antitumor reactivity
(19,20). We reported that costimulation of TDLN cells
through newly induced 4-1BB and CD3/CD28 signaling
can significantly increase antitumor reactivity by shifting
T cell responses toward a type 1 cytokine pattern, while
concomitantly decreasing type 2 response (16). Using the
proinflammatory cytokines, we recently reported that IL-
12 and IL-18 can be used to generate potent CD4þ and
CD8þ antitumor effector cells by synergistically polarizing
antibody-activated TDLN cells toward a Th1 and Tc1
phenotype, and that the polarization effect was NF-kB
dependent (21).

The recognition and use of cell polarization strategies
during and /or post antibody activation of T cells represents
another significant change and addition to the traditional
practice of adoptive therapy. While adoptive immunother-
apy of cancer requires large numbers of therapeutic T cells
for transfer into cancer patients, the phenotype and cyto-
kine profile of these cells are crucial in determining the
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outcomes of the therapy. The use of polarizing reagents to
modulate T cell function toward the type 1 response pro-
vides a rational strategy to enhance the efficacy of cellular
therapy.

USE OF IMMUNE ADJUVANT IN CONCERT
WITH T CELL ADMINISTRATION

In the course of adoptive immunotherapy of cancer, admin-
istration of T cell growth factors accompanying T cell trans-
fer may promote T cell activation, proliferation, and tumor
killing, and therefore augment clinical outcomes for the
therapy. These growth factors, as well as other immune
modulatory reagents used in concert with T cell transfer,
function as immune adjuvants in eliciting antitumor acti-
vities in vivo. The most useful adjuvant to T cell transfer
to date has been the exogenous administration of IL-2
(1–3,22,23).

Nearly 20 years ago, Rosenberg and colleagues per-
formed a pilot protocol to investigate the feasibility and
practicality of immunotherapy of patients with advanced
cancer using TIL and recombinant IL-2 (22). The study
represents an initial attempt to use TIL plus IL-2 admin-
istration with enhanced tumoricidal capacity in the adop-
tive immunotherapy of human malignancies. Twelve
patients with melanoma, renal cell carcinoma, breast car-
cinoma, or colon carcinoma were treated with varying
doses and combinations of TIL, IL-2, and cyclophospha-
mide. Three partial responses (PR) to therapy were
observed. No toxic effects were directly attributable to
TIL infusions. However, the toxicities of therapy were
similar to those ascribed to IL-2. Indeed, the use of IL-2
has resulted in significant morbidity associated with cel-
lular therapies (3,24). Moreover, a few recent studies
showed that IL-2 may negatively regulate effector cells
through activation-induced cell death (23,25), expanding
the frequency of CD4þCD25þ T cells, or cause cell redis-
tribution secondary to Ag-induced cell death (26,27). These
studies suggest that novel reagents need to be identified to
serve as alternative immune adjuvants for adoptive T cell
therapy.

In a recent study (25), failed adoptive T cell therapy
could be reversed with low dose IL-15 administration, but
not IL-2. A related T cell growth factor, IL-15, protected T
cells against activation-induced cell death and promoted
homeostatic maintenance of memory T cells and, therefore,
may be advantageous to T cell-based cancer treatment.
Similarly, the role of IL-15 in early activation of memory
CD8þ CTLs has been described (28). In this study, memory
CD8þ T cells expressing OVA-specific TCR were trans-
ferred into IL-15-transgenic (Tg) mice, IL-15 knockout
(KO) mice, or control C57BL/6 mice followed by challenge
with recombinant Listeria monocytogenes expressing OVA
(rLM-OVA). In vivo CTL activities were significantly
higher in the IL-15 Tg mice, but lower in the IL-15 KO
mice than those in control mice at the early stage after
challenge with rLM-OVA. In vivo administration of rIL-15
conferred robust protection against reinfection via activa-
tion of the memory CD8þ T cells. In addition, IL-27 is a
novel IL-12 family member that plays a role in the early

regulation of Th1 initiation and synergizes with IL-12 in
IFNg production (29). Mechanistic studies revealed that
although a comparable proliferative response to IL-27 was
observed between STAT1-deficient and wild-type CD4þ T
cells, synergistic IFNg production by IL-27 and IL-12 was
impaired in STAT1-deficient CD4þ T cells. IL-27 also
augmented the expression of MHC class I on CD4þ T cells
in a STAT1-dependent manner (29).

Although the in vivo administration of proinflammatory
cytokines has demonstrated antitumor efficacy, their
potent antitumor activity is often achieved at the expense
of unacceptable toxicity. For example, IL-12 and IL-18
administration was found to be associated with lethal
organ damages, attributed in part to extremely high levels
of host-induced IFNg production (30). It is anticipated that
administration of low doses of proinflammatory cytokines
in the context of passively transferred TDLN cells will lead
to increased therapeutic efficacy. To this end, the adjuvant
effect of low dose cytokine administration over a long
period of time can be compared with that of a high dose
over a short period of time. These experiments should help
to determine if prolonged administration of low dose cyto-
kines can enhance the therapeutic efficacy by improving
trafficking, survival, and proliferation of the adoptively
transferred T cells.

While toxicity of traditionally used IL-2 limits its clin-
ical utility at high doses, use of novel cytokines at tolerable
low doses in conjunction with cellular therapy may provide
alternative strategies that are less toxic. If the newly
identified proinflammatory cytokines, such as IL-15 and
IL-27 prove to be useful adjuvants to T cell therapy, they
may result in more effective antitumor responses with
reduced morbidity.

TRAFFICKING AND PROLIFERATION OF EFFECTOR
T CELLS AFTER ADOPTIVE TRANSFER

Adoptive T cell therapy has been used for treatment of viral
and malignant diseases with encouraging results. How-
ever, little is known about the fate and trafficking of the
transferred effector cells. A study performed at NCI
assessed the trafficking of gp100-specific pmel-1 cells to
large, vascularized tumors that express or do not express
the target Ag (31). It was found that approximately equal
numbers of pmel-1 T cells infiltrated the Ag-positive and
-negative tumors. Massive infiltration and proliferation of
activated antitumor pmel-1 cells were observed in a variety
of peripheral tissues, including lymph nodes, liver, spleen,
and lungs, but not peripheral blood. However, T cell func-
tion, as measured by production of IFNg, release of per-
forin, and activation of caspase-3 in target cells, was
confined to Ag-expressing tumor. It was thus concluded
that adoptively transferred CD8þ T cells traffic indiscrimi-
nately and ubiquitously while mediating specific tumor
destruction.

We recently characterized the infiltration of adoptively
transferred TDLN cells in the host bearing pulmonary
metastases (21). The TDLN cells were activated with
anti-CD3/anti-CD28 followed by cell culture in IL-12 þ
IL-18 before transfer into tumor-bearing host. The TDLN
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cells were labeled with CFSE immediately before infusion.
Immunohistochemical evaluation of adoptively transferred
TDLN cells accumulating in pulmonary tumor nodules was
performed. Infused TDLN cells were observed to (1) attach
to venules, (2) mix with host leukocytes in perivenular
collections, and (3) infiltrate tumor nodules. Active migra-
tion of infused cells into pulmonary tumor nodules was
found to be correlated with significant tumor regression.
This corroborates a previous report by Plautz et al. showing
that infused TDLN cells must infiltrate pulmonary nodules
to suppress tumor growth (32).

Several other reports support the hypothesis that effi-
cient tumor regression needs the in situ accumulation of
transferred effector cells. Another study conducted at the
University of Michigan demonstrated that the infused cells
must accumulate in metastatic lesions to suppress tumor
growth, and that the process is dynamic (33). In studies
treating murine lung metastases with adoptively trans-
ferred TDLN cells, the TDLN donor cells were initially
confined to alveolar capillaries with no movement into
metastases after infusion. However, within 4 h, TDLN
cells began migrating across pulmonary postcapillary
venules and first appeared within metastases. After 24 h,
most donor cells in the lung were associated with tumor
nodules. Donor cell proliferation both within the lung and
in the lymphoid organs was detected. Importantly, T cells
that had proliferated in the lymphoid organs trafficked
back to the tumor-bearing lungs, accounting for � 50% of
the donor cells recovered from these sites. These studies
demonstrate that adoptively transferred TDLN cells
migrate directly into tumor-bearing organs and seed the
recirculating pool of lymphocytes after infusion. Cells that
have differentiated in lymphoid organs eventually migrate
into the tumor site. Additionally, in vitro-generated Melan-
A-specific CTLs were found to survive intact in vivo for
several weeks and localize preferentially to tumor (34).
Over all, these studies suggest that methods to improve
trafficking and recruitment of donor T cells to the tumor
may improve therapeutic efficacy of cellular therapy.

The availability of congenic strains of mice bearing T
cell markers that differ by epitopes that can be identified by
monoclonal antibodies allows us to track adoptively trans-
ferred cells in a semisyngeneic host. In order to perform
quantitative tracking studies of the infused cells, the con-
genic strain of B6 mouse that expresses CD45.1 can be used
to generate TDLN for transfer into CD45.2 hosts. Analysis
of the infiltrate can be performed by mechanical dissocia-
tion of the tumors in order to recover viable lymphoid
infiltrates. By FACS analysis, the number of transferred
CD4/CD8 T cells can be quantified. Proliferation of infused
cells can be assessed by labeling them with CFSE. Con-
firmed correlation between effective tumor regression and
the infiltration of infused cells to tumor should encourage
further attempts to modulate T cell trafficking by biochem-
ical controls or by genetic modification of well-identified
adhesion molecules, for example, LFA, ICAM, and selec-
tins. Furthermore, a very recent study described the reg-
ulation of T cell trafficking by sphingosine 1-phosphate
(S1P) receptor 1 (S1P1) (35). Mature T cells from S1P1
transgenic mice exhibited enhanced chemotactic response
toward S1P, and preferentially distributed to the blood

rather than secondary lymphoid organs, such as draining
lymph nodes. This work suggests that S1P1 affects
systemic trafficking of peripheral T cells, and therefore
makes the S1P/S1P1 signaling pathway a novel target for
T cell trafficking modulation.

IDENTIFICATION AND CHARACTERIZATION OF T CELL
SUBSETS RESPONSIBLE FOR ANTITUMOR REACTIVITY

The CD8þ CTLs have long been recognized as the effector
cells that mediate tumor regression. In addition, CD4þ

effector T cells and NK cells have also been identified to
directly or indirectly mediate tumor regression. We
reported that CD28 costimulation of tumor-primed lym-
phoid cells promotes the generation of potent tumor-reac-
tive effector cells, particularly CD4þ T cells. These anti-
CD3/anti-CD28 activated CD4þ TDLN cells could indepen-
dently mediate tumor regression in adoptive immunother-
apy (13,14,21).

It has to be presumed that any source of antitumor
reactive T cells derived from the tumor-bearing host, that
is, TDLN, will represent a small percentage of the total
population of retrieved cells. Therefore, a theoretically
practical approach would be the identification, isolation,
activation and expansion of subsets of T cells capable of
mediating tumor regression. In this endeavor, Shu and co-
workers found that the down-regulation of the homing
molecule L-selectin could serve as a surrogate marker for
the isolation of specific tumor-sensitized T cells (18). In
adoptive immunotherapy of established intracranial MCA
205 tumors, L-selectinlow (CD62Llow) cells displayed at least
30-fold greater therapeutic efficacy than unfractionated
cells. The L-selectinhigh cells did not demonstrate any anti-
tumor effects. These results demonstrate that the purifica-
tion of L-selectinlow cells led to the generation of immune
effector cells with unusually high therapeutic efficacy
against chemically induced tumors. After that, Plautz
et al. used advanced tumor models in a stringent compar-
ison of efficacy for the L-selectinlow subset versus the total
population of TDLN cells following culture in high dose IL-
2. L-selectinlow subset comprised 5–7% of the TDLN cells.
Adoptive transfer of activated L-selectinlow cells eliminated
14-day pulmonary metastases and cured 10-day subcuta-
neous tumors, whereas transfer of maximally tolerated
numbers of unfractionated TDLN cells was not therapeutic
(36). At the same time, it was identified that tumor-induced
L-selectinhigh cells were suppressor T cells that mediated
potent effector T cell blockade and caused failure of other-
wise curative adoptive immunotherapy (37). The treat-
ment failure using unfractionated TDLN cells was due
to cotransfer of the L-selectinhigh suppressor T cells present
in TDLN. However, the L-selectinhigh suppressor T cells
were only found in day-12 TDLN. In contrast, day-9 TDLN
and normal spleens lacked L-selectinhigh cells.

It was not long before a second surrogate marker was
identified for the isolation of tumor-specific T cells. Stool-
man et al. described that tumor-specific responses in TDLN
were concentrated in cells expressing P-selectin ligand
(Plighigh T cells) (38). This study found that the minor
subset of TDLN T cells expressing binding sites for the
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adhesion receptor P-selectin (Plighigh T cells) produced
T lymphoblasts with the most tumor-specific IFNg synth-
esis in vitro and antitumor activity following adoptive
transfer in vivo. The cultured Plighigh TDLN cells were
10- to 20-fold more active against established pulmonary
micrometastases than cultured, unfractionated TDLN, and
>30-fold more active than cultured TDLN cells depleted of
the Plighigh fraction. The Plighigh T cells expressed high
levels of CD69 and low levels of CD62L (L-selectinlow),
which agrees with the previous studies on L-selectin in
TDLN. Further supporting these observations is a recent
study indicating that recruitment of IFNg-producing cells
into the inflamed retina in vivo is preferentially regulated
by P-selectin glycoprotein ligand (39).

In a different attempt to selectively activate tumor-
sensitized T cells, superantigens were utilized in vitro to
stimulate effector cell generation in a murine model (40).
The TDLN cells stimulated with staphylococcal enterotox-
ins A (SEA), B (SEB) or C2 (SEC2) resulted in the selective
expansion of Vb3 and 11, Vb3 and 8, or Vb8.2 T cells,
respectively. Adoptive transfer studies revealed that SEB-
and SEC2-, but not SEA- stimulated cells mediated tumor-
specific regression. These results suggested that T cells
bearing Vb8 may preferentially respond to the growing
tumor than T cells bearing Vb3 or 11 elements of the T cell
receptor. Similarly, stimulating TDLN cells with different
anti-Vb mAbs instead of the pan-T cell reagent anti-CD3
mAb enabled the selective activation of Vb T cell subsets
(17). Enrichment of Vb subsets of TDLN cells revealed that
Vb8þ cells released high amounts of IFNg and GM–CSF
with minimal amount of IL-10 in response to tumor, and
mediated tumor regression in vivo. In contrast, enriched
population of Vb5þ, Vb7þ, and Vb11þ cells released low
amounts of IFNg and GM–CSF with high levels of IL-10,
and had no in vivo antitumor reactivity. In vitro depletion
of specific Vb subsets from the whole TDLN pool confirmed
that the profile of cytokine released correlated with in vivo
antitumor function. These studies indicate that functional
Vb subpopulations of effector cells express differential
antitumor reactivity, and that selective stimulation of
tumor-sensitized T cells is feasible and may represent a
more efficient method of generating therapeutic T cells for
therapy.

Application of cell subsets for successful T cell therapy
should include two approaches: identification of T cell
subsets responsible for mediating antitumor reactivity as
discussed above, and simultaneously, the elimination of
those subsets that are non-reactive or even suppressive.
Characterization of regulatory CD4þCD25þ T cell subpo-
pulation in terms of their potential suppressive effects on
anticancer effector cells would warrant further investiga-
tions in this area. A current study showed that CD8þ T cell
immunity against a tumor self-antigen is augmented by
CD4þ T helper cells, but hindered by naturally occurring
CD4þCD25þ T regulatory cells (Treg cells)(41). Adoptive
transfer of tumor-reactive CD8þ T cells plus CD4þCD25�

Th cells into CD4-deficient hosts induced autoimmunity
and regression of established melanoma. However, trans-
fer of CD4þ T cells that contained a mixture of CD4þCD25�

and CD4þCD25þ Treg cells or Treg cells alone prevented
effective adoptive immunotherapy. These findings thus

suggest that adoptive immunotherapy requires the
absence of naturally occurring CD4þCD25þ Treg cells to
be effective, and the optimal composition of a cellular agent
should be composed of CD8þ cells plus CD4þCD25� cells.

ADOPTIVE T CELL IMMUNOTHERAPY OF CANCER
IN LYMPHOPENIC HOST

Studies in the late 1970s demonstrated that the induction
of lymphopenia by sublethal total body irradiation can be
beneficial for the treatment of tumors in mice (42). Chang
et al. reported that the adoptive transfer of immune cells in
the irradiated host confers improved therapeutic effects
compared to the normal host (43). The role of lymphodeple-
tion on the efficacy of T cell therapy is incompletely under-
stood and may depend on the destruction of CD4þCD25þ

regulatory cells, interruption of homeostatic T cell regula-
tion, or abrogation of other normal tolerogenic mechan-
isms. A report by Dummer et al. indicated that the
reconstitution of the lymphopenic, sublethally irradiated
murine host with syngeneic T cells triggered an antitumor
autoimmune response that required expansion within
lymph nodes (44).

There are several different animal models of lympho-
penia that can be utilized. These include the use of whole
body irradiation (WBI), chemotherapy-induced, or geneti-
cally altered hosts (i.e., RAG1 knockout mice) that are
deficient of T and B cells. The use of various chemother-
apeutic agents to induce lymphopenia would simulate the
clinical setting. Cyclophosphamide (CTX) is an agent that
has been extensively used in murine models and is actively
used in the therapy of certain human cancers. It has been
described to eliminate tumor-induced suppressor cells in
both animal and human settings.

A few years ago, a report described a phase I study of the
adoptive transfer of cloned melanoma antigen-specific T
lymphocytes for therapy of patients with advanced mela-
noma (45). Clones were derived from peripheral blood
lymphocytes or TILs of patients. Twelve patients received
two cycles of cells. Peripheral blood samples were analyzed
for persistence of transferred cells by TCR-specific PCR.
Transferred cells reached a maximum level at 1 h after
transfer, but rapidly declined to undetectable levels by 2
weeks. The lack of clinical effectiveness of this protocol
suggested that transfer of different or additional cell types,
or that modulation of the recipient host environment was
required for successful therapy. Relevant to these studies
is the clinical experience reported by Rosenberg and co-
workers who infused tumor-reactive T cells in melanoma
patients after a nonmyeloablative conditioning regimen
(cyclophosphamide/fludarabine) (46). Conditioning with
the nonmyeloablative chemotherapy before adoptive trans-
fer of activated tumor-reactive T cells enhanced tumor
regression and increased the overall rates of objective clini-
cal responses. Six of thirteen patients demonstrated signi-
ficant clinical responses as well as autoimmune melanocyte
destruction. In a follow up of this experience in 25 patients,
the conditioning regimen was given prior to adoptive T cell
therapy as before (47). Examination of the T cell persis-
tence through analysis of the specific TCR demonstrated
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that there was a significant correlation between tumor
regression and the degree of persistence in peripheral
blood of adoptively transferred T cell clones. Transferred
cells persisted for as long as 2 months in the lymphopenic
setting induced by the conditioning regimen. In contrast,
they presented in the blood for only 2 or 3 weeks without
the prior chemotherapy. These series of studies strongly
suggest that the lymphopenic host induced by the non-
myeloablative conditioning regimen may provide a better
environment for the functioning of the transferred T cells,
and hence improve their therapeutic efficacy. Examination
of the mechanisms involved in the reconstitution of the
lymphodepleted host after adoptive T cell transfer will be
important in identifying methods to improve the efficacy of
T cell therapies for cancer.

REDIRECT EFFECTOR T CELLS TO TUMOR

As mentioned earlier, the low precursor frequency of
tumor-specific T cells in patients hampers routine isola-
tion of these cells for adoptive transfer. To overcome this
problem, ‘‘targeted adoptive immunotherapy’’ or ‘‘genetic
adoptive immunotherapy’’ has become an attractive option
for cancer treatment. This strategy can be approached in
two ways: introduction of a chimeric TCR into effector cells;
or introduction of a tumor-specific TCR into naı̈ve cells.

The T-body approach uses patient-derived lymphocytes
transfected with chimeric receptor genes constructed with
the variable domains of monoclonal antibodies or cytokines
linked to the constant regions of TCR. The rationale for this
novel approach to redirect effector cells combines the
effector functions of T lymphocytes with the ability of
antibodies or cytokines to recognize predefined surface
antigens or cytokine receptors with high specificity and
in a non-MHC restricted manner.

Eshhar et al. (48) was one of the first to describe this
approach by developing a chimeric receptor gene which
recognized trinitrophenyl (TNP). Retroviral transduction
of the anti-TNP/TCR chimeric gene into a T cell hybridoma
line resulted in gene expression. These gene modified T cells
were cytolytic and released IL-2 in response to TNP-labeled
Daudi cells, but not unlabeled cells. Also among the pioneers
in this area, Hwu et al. (49) developed a recombinant
chimeric receptor against an epitope expressed on the
majority of ovarian cancer cell lines. The TIL were trans-
duced with this chimeric gene and evaluated for immuno-
logic function. The gene modified TIL showed specific lysis of
an ovarian carcinoma cell line, but not nonovarian cell lines.
In a direct comparison, the gene modified TIL showed
greater therapeutic efficacy in vivo than the nontransduced
TIL (49). Pinthus et al. evaluated the therapeutic efficacy of
anti-erbB2 chimeric receptor-bearing human lymphocytes
on human prostate cancer xenografts in a SCID mouse
model (50). Local delivery of erbB2-specific transgenic T
cells to well-established subcutaneous and orthotopic
tumors resulted in retardation of tumor growth and pro-
longation of animal survival. In a setting of metastatic
cancer (51), anti-erbB2 chimeric receptor-modified T cells
killed breast cancer cells and secreted IFNg in an Ag-specific
manner in vitro. Treatment of established metastatic dis-

ease in lung and liver with these genetically engineered T
cells resulted in dramatic increases in survival of the xeno-
grafted mice. In another report, CD4þ cells isolated from the
peripheral blood and engrafted with a recombinant immu-
noreceptor specific for carcinoembryonic Ag (CEA) effi-
ciently lysed target cells in a MHC-independent fashion,
and the efficiency was similar to that of grafted CD8þ T cells
(52). In an attempt to further improve the therapeutic utility
of redirected T cells, T lymphocytes were transferred with
CEA-reactive chimeric receptors that incorporate both
CD28 and TCR-zeta signaling domains. T cells expressing
the single-chain variable fragment of Ig (scFv)-CD28-zeta
chimera demonstrated a far greater capacity to control the
growth of CEAþ xenogeneic and syngeneic colon carcinomas
in vivo compared with scFv-CD28 or scFv-zeta transfected T
cells. This study has illustrated the ability of a chimeric scFv
receptor capable of harnessing the signaling machinery of
both TCR-zeta and CD28 to augment T cell immunity
against tumors (53).

In addition to antibodies, cytokines could also be used to
reconstruct chimeric TCRs. The IL-13 receptor alpha2 (IL-
13Ra2) is a glioma-restricted cell-surface epitope not other-
wise detected within the central nervous system. Kahlon et
al. (54) described a novel approach for targeting glioblas-
toma multiforme (GBM) with IL-13Ra2-specific CTLs. The
chimeric TCR incorporates IL-13 for selective binding to
IL-13Ra2. This represents a new class of chimeric immu-
noreceptors that signal through an engineered immune
synapse composed of membrane-tethered cytokine (IL-13)
bound to cell-surface cytokine receptors (IL-13Ra2) on
tumors. Human IL-13-redirected CD8þ CTL transfectants
display IL-13Ra2-specific antitumor effector function
including tumor cell cytolysis and cytokine production.
In vivo, the adoptive transfer of genetically modified
CTL clones resulted in the regression of established human
glioblastoma orthotopic xenografts.

The second genetic approach to redirect T cells involves
the introduction of tumor-specific TCRs into naı̈ve cells.
Genes encoding tumor antigen-specific TCRs can be intro-
duced into primary human T cells as a potential method of
providing patients with a source of autologous tumor-reac-
tive T cells. Several tumor-associated antigens have been
identified and cloned from human tumors, such as mela-
noma, breast cancers, and RCC. The antigens have been
identified by their ability to induce T cell reactivity by their
binding to the TCR ab complex. The subsequent cloning of
functional TCR genes capable of recognizing tumor-asso-
ciated antigens offers a potential opportunity to genetically
modify naive cells that have not been previously exposed to
tumor antigen and to become competent in recognizing
tumor. Cole et al. (55) transfected the cDNA for the TCR a

and b chains of an HLA-A2 restricted, melanoma-reactive
T cell clone into the human Jurkat T cell line. The trans-
fected line was able to mediate recognition of the melanoma
antigen, MART-1, when presented by antigen-presenting
cells. This represented the first report of a naive cellular
construct designed to mediate functional tumor antigen
recognition. A recent study explored the simultaneous
generation of CD8þ and CD4þ melanoma-reactive T cells
by retroviral-mediated transfer of a TCR specific for HLA-
A2-restricted epitope of the melanoma antigen tyrosinase
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(56). The TCR-transduced normal human peripheral blood
lymphocytes secreted various cytokines when stimulated
with tyrosinase peptide-loaded antigen-presenting cells or
melanoma cells in an HLA-A2-restricted manner. Rosen-
berg and co-worker (57) isolated the a and b chains of the
TCR from a highly avid anti-gp100 CTL clone and con-
structed retroviral vectors to mediate gene transfer into
primary human lymphocytes. The biological activity of
transduced cells was confirmed by cytokine production
following coculture with stimulator cells pulsed with
gp100 peptides, but not with unrelated peptides. The abil-
ity of the TCR gene to transfer Ag recognition to engineered
lymphocytes was confirmed by HLA class I-restricted
recognition and lysis of melanoma tumor cell lines. In
addition, nonmelanoma-reactive TIL cultures developed
antimelanoma activity following anti-gp100 TCR gene
transfer. Together, these studies suggest that lymphocytes
genetically engineered to express melanoma antigen-spe-
cific TCRs may be of value in the adoptive immunotherapy
of patients with melanoma.

The HPV16 (human papilloma virus type 16) infection of
the genital tract is associated with the development of
cervical cancer in women. The HPV16-derived oncoprotein
E7 is expressed constitutively in these lesions and repre-
sents an attractive candidate for T cell mediated adoptive
immunotherapy. In a recent study, Scholten et al. reported
that HPV16E7 TCR gene transfer is feasible as an alter-
native strategy to generate human HPV16E7-specific T cells
for the treatment of patients suffering from cervical cancer
and other HPV16-induced malignancies (58). These TCR
genes specific for HPV16E7 were isolated and transferred
into peripheral blood-derived CD8þ T cells. Biological activ-
ity of the transgenic CTL clones was confirmed by lytic
activity and IFNg secretion upon antigen-specific stimula-
tion. Most importantly, the endogenously processed and
HLA-A2 presented HPV16E7 CTL epitope was recognized
by the TCR-transgenic T cells. In a separate study, ovalbu-
min (OVA)-specific CD4þ cells were successfully generated.
Chamoto et al. (59) prepared mouse antigen-specific Th1
cells from nonspecifically activated T cells after retroviral
transfer of TCR genes. These Th1 cells transduced with the
a and b genes of the I-A (d)-restricted OVA-specific TCR
produced IFNg in response to stimulation with OVA pep-
tides or A20 B lymphoma cells expressing OVA as a model
tumor antigen. The TCR-transduced Th1 cells also exhibited
cytotoxicity against tumor cells in an antigen-specific man-
ner. In addition, adoptive transfer of TCR-transduced Th1
cells exhibited potent antitumor activity in vivo.

Genetic alteration of T cells with chimeric receptor
genes or antigen-specific TCR genes confers the redirection
of effector cells to the tumor for its destruction. These
approaches may offer novel opportunities to develop immu-
nocompetent effector cellular reagents and improve the
efficacy of adoptive immunotherapy of cancer.

COMBINED THERAPY

Cancer is a disease that involves multiple gene malfunc-
tions and numerous biochemical and cellular event errors
during its development and metastasis within an indivi-

dual. Therefore, it is difficult to achieve success utilizing
adoptive T cell transfer as a monotherapy. The above-
reviewed use of vaccination to induce tumor-reactive
pre-effector in vivo; the coadministration of immune adju-
vant with T cell transfer; and the gene therapy to redirect T
cells to tumor are all among the strategies taken to elicit
and/or strengthen the efficacy of T cell therapy. Combina-
tion therapy is a very common practice during the treat-
ment of diseases. Active vaccine therapy, for example, can
be used in concert with chemotherapy, radiotherapy, or
antibody therapy. Combining a glioma tumor vaccine engi-
neered to express the membrane form of macrophage
colony-stimulating factor with a systemic antiangiogenic
drug-based therapy cured rats bearing 7 day old intracra-
nial gliomas (60). We successfully demonstrated that
local radiotherapy potentiates the therapeutic efficacy of
intratumoral dendritic cell (DC) administration (61),
and that anti-CD137 monoclonal antibody administration
augments the antitumor efficacy of DC-based vaccines
(62).

In order to enhance the efficiency of T cell therapy,
various strategies have been employed accompanying cell
transfer. These combined therapies include cell transfer in
combination with intratumoral expression of lymphotactin
(63), DC vaccination (64), or blockade of certain molecules
expressed in tumor cells, such as B7-H1 (65).

One of the major obstacles to successful adoptive T cell
therapy is the lack of efficient T cell infiltration of tumor.
Combined intratumoral lymphotactin (Lptn) gene transfer
into SP2/0 myeloma tumors and adoptive immunotherapy
with tumor specific T cells eradicated well-established
SP2/0 tumors in six of eight mice, and dramatically slowed
down tumor growth in the other two mice (63). Cell track-
ing using labeled T cells revealed that T cells infiltrated
better into the Lptn-expressing tumors than non-Lptn-
expressing ones. These data provide solid evidence of a
potent synergy between adoptive T cell therapy and Lptn
gene therapy as a result of facilitated T cell targeting.
Dendritic cells are well-known potent antigen-presenting
cells. Hwu and co-workers (64) reported that DC vaccina-
tion could improve the efficacy of adoptively transferred T
cells to induce an enhanced antitumor immune response.
Mice bearing B16 melanoma tumors expressing the gp100
tumor antigen were treated with activated T cells trans-
genic for a TCR specifically recognizing gp100, with or
without concurrent peptide-pulsed DC vaccination. Anti-
gen-specific DC vaccination induced cytokine production,
enhanced cell proliferation, and increased tumor infiltra-
tion of adoptively transferred T cells. The combination of
DC vaccination and adoptive T cell transfer led to a more
robust antitumor response than the use of each treatment
individually. This work shows that in addition to their
ability to initiate cell-mediated immune responses by
stimulating naive T cells, dendritic cells can strongly boost
the antitumor activity of activated T cells in vivo during
adoptive immunotherapy. Certain cell surface molecules,
expressed either on tumor cells or on T cells, have demon-
strated have demonstrated potential suppressive impact
on the adoptive T cell immunotherapy. For example, dur-
ing the last few years, new members of the B7 family
molecules have been identified, for example, B7-H1, which
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is constitutively expressed on 66% of freshly isolated squa-
mous cell carcinomas of the head and neck (SCCHN) (65).
When B7-H1-negative mouse SCC line, SCCVII, was trans-
fected to express B7-H1, all of the animals succumbed to
B7-H1/SCCVII tumors even after adoptive T cell immu-
notherapy. However, the infusion of B7-H1 blocking mono-
clonal antibody with activated T cells cured 60% of
animals. The data support B7-H1 blockade as a new
approach to enhance the efficacy of T cell immunotherapy.
These findings also illuminate a new potential application
for the blockade of certain ‘‘negative costimulation mole-
cules’’ on T cells, for example, CTLA-4 and programmed
death-1 (PD-1) molecules. This kind of blocking may aug-
ment the therapeutic efficacy mediated by the transferred
T cells. The blockade can be done using specific monoclonal
antibodies, soluble ligands for CTLA-4 or PD-1, or by
synthesized antagonists. In addition, effector cells can be
derived from the animals deficient in the relevant mole-
cules for preclinical investigations.

Immune tolerance of tumor-bearing host represents
another major obstacle for the successful use of adoptive
T cell immunotherapy. A recent study examined the
requirement for assistance to the low affinity tumor-spe-
cific CD8þ T cells transferred into tumor-bearing mice
(66). The TCR transgenic mice expressing a class I-
restricted hemagglutinin (HA)-specific TCR (clone 1
TCR) were generated. Upon transfer into recipient mice
in which HA is expressed at high concentrations as a
tumor-associated Ag, the clone 1 TCR CD8þ T cells exhib-
ited very weak effector function and were soon tolerized.
However, when HA-specific CD4þ helper cells were co-
transferred with clone 1 cells and the recipients were
vaccinated with influenza, clone 1 cells were found to
exert a significant level of effector function and delayed
tumor growth. This work shows that in order to optimize
the function of low avidity tumor-specific T cells after
adoptive transfer, additional measures need to be taken
to help break the host tolerance.

Effective tumor therapy requires a proinflammatory
microenvironment that permits T cells to extravasate
and to destroy the tumor. Proinflammatory environment
can be induced by various chemical, physical, and immu-
nological protocols. Greater extent of success can be
expected by combining adoptive T cell therapy with the
traditional cancer treatment methods, for example, sur-
gery, chemotherapy, and radiation therapy, as well as with
different forms of immunotherapeutic strategies, such as
vaccine, antibody, cytokines, gene therapy, and so on. The
factors to be combined can involve two or more approaches.

In summary, adoptive immunotherapy utilizing tumor-
reactive T cells offers a promising alternative approach for
the management of cancer. Through the endeavors of
clinical and basic research scientists during the last two
decades, the process of adoptive T cell therapy of cancer has
evolved from its original single-step approach into its
current multiple-step procedure. Successful T cell immu-
notherapy of cancer is the outcome of this multi-step
process that depends on successful Ag priming, numerical
amplification of low frequency Ag-specific precursors, use
of immune adjuvants, and efficient infiltration of tumors in
all metastatic sites by effector T cells. New directions in

this field include the identification and application of
tumor-reactive subpopulation of T cells, creation of a lym-
phopenic environment in the recipient host, and the redir-
ection of the effector cells toward the tumor. Development
of these latter techniques and the combined use of different
therapeutic strategies may further improve the efficacy of
the immunotherapy of human cancer employing adoptive T
cell transfer. Studies and developments of immunotherapy
for cancer should accelerate the application of this strategy
in infectious disease, autoimmune disease and other dis-
ease managements.
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INTRODUCTION

Plethysmography is a volumetric method, that is, a method
for the assessment of a volume (the Greek words plethys
and plethora mean full and fullness, respectively). Impe-
dance plethysmography is based on the measurement of
passive electrical properties of biological tissues. Those
passive electrical properties are parameters of the so-called
bioimpedance. The first publication about impedance
plethysmography by Nyboer et al. (1) dates back to 1943.
Pioneering contributions to the basic understanding of the
relations between the assessment of volumes by impedance
plethymosgraphy and the electrical properties of biological
tissue have been provided by Schwan et al. (2) already in
1955. But already by the end of the nineteenth century
Stewart had used the recording of electrical conductivity to
study transit times between different sites of the body after
injection of saline into the circulation (3). Blood flow record-

ing is one of the most relevant fields for the clinical appli-
cation of impedance plethysmography nowadays.

Impedance plethysmography is a volumetric method
that aims to assess a volume or changes of a volume.
Usually, a volume is the filling volume of a space that is
enclosed by geometric boundaries. In this case, volumetry
means the determination of the boundaries with subse-
quent assessment of the volume within the boundaries.
Those boundaries can be determined by the impedance
method if the electrical properties of the substances on
both sides of the boundaries are different.

Impedance plethysmography, however, can also be
applied to the assessment of volumes that are not lumped
compartments within geometric boundaries, for example,
it can be used for the volumetric measurement of a certain
component within a mixture. Such components may be
cells (e.g., the volume of cells in blood), tissues (e.g., the
volume of fat tissue in the body), spaces with different
composition (e.g., intra- and extracellular spaces), or the
volume of the air that is enclosed in the alveoli of lung
tissue. In that case, volumetry means the estimation of the
space that would be occupied by the respective component
if it would be concentrated in one single lumped compart-
ment. Usually, this volume is estimated as a percentage of
the whole distribution volume, for example, the volume of
cells in blood or the content of water in the whole body. The
electrical properties of the respective component must be
different from those of all other components. The volu-
metric assessment does not require a homogeneous dis-
tribution of the considered component within the given
space if the actual distribution can be taken into account,
for example, by a model. Under certain conditions, a tissue
can be identified by specific features like morphological
structure and/or chemical composition if those features are
related with its electrical properties.

The typical application of plethysmography in clinical
routine is the diagnosis of those diseases for which the
measurement of volumes or changes of volume renders
possible the interpretation of functional disorders or func-
tional parameters. The most widely and routinely applied
diagnostic examinations are concerned with:

1. Heart: Cardiac mechanical disorders by impedance
cardiography (i.e., pumping insufficiency by measur-
ing cardiac stroke volume, including heart rate and
other cardiac parameters like ejection period). This
application is discussed in another article.

2. Peripheral circulation: Vascular disorders by impe-
dance rheography (i.e., deep venous thrombosis by
impedance phlebography, and estimation of blood
flow in the brain or other peripheral vessels).

3. Lung: Ventilatory disorders by impedance pneumo-
graphy (i.e., insufficient ventilation by monitoring
the tidal volume and/or respiratory rate).

METHODOLOGY

Impedance plethysmography is a noninvasive method that
employs contacting, usually disposable electrodes, in most
cases metal-gel electrodes, for example, with Ag/AgCl for
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the metal plate. Usually, the electrodes have circular
geometry; however, other geometries might be preferable,
for example, band-like geometry for segmental measure-
ment at the extremities. It must be considered that the
metal plates of electrodes are areas with the same poten-
tial, and therefore may affect the electromagnetic field
distribution in the considered object. Electrodes with small
areas help to reduce that effect, whereas electrodes with
large areas render it possible to reach a more homogenous
current field in the measured object.

Contacting electrodes can easily be attached to the skin
or surface of the measurement object, usually by an adhe-
sive material that is already fixed to the electrode. Only in
special cases, for example, for research purposes, does the
measurement require invasive application.

Different contactless measurement modes gain increas-
ing attention, for example,

1. Microwave-based methods with antennas as appli-
cators and measurement of the scattered electromag-
netic field.

2. Methods based on exploiting the magnetic instead of
the electrical properties: inductive plethysmography
that uses coils and records the changes in the induc-
tance and magnetic susceptibility plethysmography
that employs strong magnetic fields and records the
changes in the magnetic flux, for example, by super-
conducting quantum interference devices (SQUID).

All bioimpedance-based methods are aiming at record-
ing either the effect on the applied electromagnetic field by
the measurement object or the response of the measure-
ment object to the application of the electromagnetic field.
The directly measured quantities are electrical quantities,
for example, voltages or currents. Those quantities are
actually imaging electrical coefficients, for example, con-
ductivity, permittivity, or resistivity, which are material-
specific parameters of the tissue impedance and monitor its
morphological structure and/or chemical composition.
With these material-specific parameters the geometric
boundaries are determined and used for the estimation
of the volume or volume changes. Relations between the
measured electrical parameters and the volume are
usually based on models. The employed models can be very
simple, for example, described by simple geometric bound-
aries like cylinders, spheres, or ellipsoids. More complex
3D models may be described by the finite element method
(FEM) or similar approaches, which allows simulating the
distribution of the electromagnetic field in the measured
object, that is, the current pathways and the iso-potential
planes. Sophisticated iterative optimization procedures are
employed to match the simulated values with the mea-
sured ones (4).

Electrical impedance tomography (EIT) is a direct
approach for determining the 3D geometry of those com-
partments with the same material-specific parameters in a
biological object like the human torso or an extremity. This
technique uses multiple electrodes, usually arranged in a
plane. Mapping (or imaging) of the impedance distribution
in the examined cross-sectional layer requires the solution
of the inverse or back-projection problem. Actually, the

obtained 2D image is a pseudo-3D image since the current
pathways are not constrained to the examined layer. Elec-
trical impedance tomography supplies a comparable near-
anatomic cross-sectional image comparable to those of
other CT-based procedures [e.g., X-ray CT, NMR, or ultra-
sound (US)], however, with very poor spatial resolution.
Boundaries of compartments with the same material-spe-
cific coefficients are found by segmentation. Segmented
areas with assumed thickness of the single layers are used
for volume estimation. Changes in the volume can be
assessed by comparing the volumes obtained in consecutive
images.

It is a characteristic feature of all methods that record
the electrical bioimpedance that the evoked response
depends on the strength of the local electromagnetic field.
For this reason, it has to be taken into account that the
resulting current density may be inhomogeneous in the
considered tissue volume. Causes for such nonhomogeneity
may be geometric constraints (e.g., a nonregular shape of
the considered volume); the composition of the tissue
within the considered volume that may be a mixture of
tissues with different electrical properties (e.g., blood with
low resistivity, or bone with high resistivity, as compared
with skeletal muscle). Those different tissues may electri-
cally be switched in parallel or serial order; and the size
and the location of the current-feeding electrodes. The
current density is higher in regions near to the feeding
electrodes than in distant regions. Consequently, the
regions near to the feeding electrodes give the strongest
contribution to the measured voltage.

This requires (1) careful selection of the current-feeding
site. In the tetrapolar mode also the position of the voltage-
sensing electrodes must be taken into account; and (2)
appropriate consideration of the inhomogeneous distribu-
tion of the electrical parameters within the considered
tissue volume, that is, the course of blood vessels.

Special electrode arrangements have been developed for
certain applications in order to minimize the measurement
errors. Concentric multielectrode arrangements with the
outer electrodes on a potential different from that of the
inner electrode have been proposed with the objective to
optimize the current distribution in the measured volume.

The frequency that can be used for the measurement of
the passive electrical properties of biological tissue ranges
from very low frequencies to some gigahertz. The most
popular frequency band for impedance plethysmography is
between 1 kHz and 10 MHz. This frequency band encloses
the so-called b-dispersion, which is actually a dielectric or
structural relaxation process. The b-dispersion is also
known as Maxwell–Wagner relaxation. It is characterized
by a transition in the magnitude of the electrical para-
meters with frequency. This transition is caused by the fact
that cellular membranes have high impedance below and
low impedance above that b-dispersion. For frequencies
distinctly below the b-dispersion, the current flow is
restricted to the extracellular space. For frequencies dis-
tinctly above the b-dispersion, the current can pass
through the cellular membrane. Consequently, with fre-
quencies distinctly below the b-dispersion only the volume
or volume changes of the extracellular space will be mon-
itored, whereas with frequencies distinctly above the
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b-dispersion, the total volume (i.e., both extra- and intra-
cellular space) or changes of this total volume can be
recorded. Using at least one frequency below and another
one above the b-dispersion allows determining the ratio of
extra- and intracellular spaces, and hence also fluid shifts
between these spaces.

Special applications of this approach are the monitoring
of fluid exchange processes during hemodialysis (5) and
orthostatic challenges (6), the control and management of
fluid infusion therapy, the detection of lung edema, and the
viability surveillance of organs after blood flow has been
stopped during surgery or when the organs are preserved
for transplantation (7,8). The viability surveillance is
based on the fact that oxygen deficiency with the subse-
quent lack of energy-rich substrates causes a failure of the
active transmembraneous ionic transport mechanisms
and, as a consequence, leads to an intracellular edema
(i.e., an increase of the intracellular volume). This
approach has also been investigated for graft rejection
monitoring.

The passive electrical properties are specific for each
tissue. They are mainly depending on the content of water,
the ratio of extra- and intracellular space, the concentra-
tion of electrolytes, and the shape of the cells and their
orientation in the electrical field (e.g., of the fibers of
skeletal and cardiac muscle). Table 1 shows a compilation
of typical values of resistivity of various body tissues. It
must be taken into account, however, that these values do
not represent exact figures. Exact figures need detailed
information about species, preparation of the sample, time
after excision, measurement temperature, the employed
method, and the protocol for the measurement. Compre-
hensive data compilations with the supplement of those
details are found in Refs. 9 and 10.

These tissue-specific properties can be used for special
applications, such as the analysis of the tissue composition
or for tissue characterization by Impedance Spectroscopy.
Those methods are the subject of another article and will
not be discussed here in detail. A very popular application
is the determination of total body water (11) or of whole
body composition, for example, the determination of the
percentage of body fat in order to support adequate nutri-
tion management or control of physical exercises. Such
approaches aim for the estimation of the compartmental
volume of a certain tissue (e.g., fat) that is mixed with

another tissue (e.g. fat-free tissue) in a common space (i.e.,
the body or an extremity).

FUNDAMENTALS OF BIOIMPEDANCE MEASUREMENT

The most important principle for bioimpedance measure-
ments is the adequate modeling of the passive electrical
behavior of the tissue by an equivalent electrical circuit.
The validity of simple models is restricted to narrow fre-
quency ranges (e.g., the b-dispersion) and/or to simple
geometric shapes of the biological object (e.g., cylinders
as a model for extremities). The most widely accepted
models for the bioimpedance in the frequency range around
the b- dispersion are the RC-networks shown in Fig. 1.
These models represent the spatially distributed electrical
properties by discrete components. Actually, they are only
simplified 2D models. The network shown in Fig. 1a is
mimicking the biological system and its histological struc-
ture. It represents both the extracellular and intracellular
space by the resistors Re and Ri, respectively, and the cell
membrane by the capacitor Cm. Since the current passes
twice the membrane when flowing through the cell, the two
capacitors Cm* in series with Ri can equivalently be
expressed by one single capacitor Cm in series with Ri.
This network is usually replaced by the one shown in Fig.
1b in which Rs is arranged in series with the parallel circuit
of Rp and Cp. These components have no relation with real
histological structures. The parameter Rs corresponds to
the parallel circuitry of Re and Ri as can be demonstrated
for high frequencies. The parameter Rs can be considered to
be very small as compared with Rp. In many cases, RS may
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Table 1. Compilation of Typical Values of Resistivity (V�m) of Various Body Tissuesa

Frequency

10 Hz 100 Hz 1 kHz 10 kHz 100 kHz 1 MHz 10 MHz 100 MHz

Muscle, skeletal 9.6 8.8 8.1 7.6 2.0 1.8 1.6 1.4
Muscle, heart 9.6 9.3 8.0 6.0 2.1 2.0 1.6 1.5
Liver 10.0 8.7 8.6 7.6 4.6 2.8 2.8 1.7
Kidney 1.9 1.8 1.4 1.3
Brain 6.1 6.0 5.3 3.7 1.5
Fatty tissue 23.2
Blood 1.6 1.5 1.5 1.4 0.9 0.8

aNote that those values must not be assumed to represent exact figures since they do not consider important details like species, preparation of sample, time

after excision, temperature, or the procedure and protocol for their measurement. The values are compiled from many different sources and, if necessary

transformed to resistivity.

Figure 1. RC-networks modeling tissue impedance. The model in
(a) mimicks morphological structures, whereas the model in (b)
shows the electrically equivalent, but, more usual circuitry.



even be neglected for cases of simplification, that is, the
electrical model is simply a parallel circuit of a resistor and
a capacitor (e.g., RpkCp).

When using contacting electrodes, different approaches
are possible for the measurement of the bioimpedance. The
most important feature is the number of employed electro-
des, usually two or four electrodes. More than 4 electrodes,
up to 128 electrodes, are primarily used for CT-based
impedance imaging like EIT. The two-electrode configura-
tion is called the bipolar mode, and the four-electrode
configuration is the tetrapolar mode (Fig. 2). The bipolar
mode can be compared with the usual method for impe-
dance measurement by feeding a current into the measure-
ment object and recording the voltage or vice versa. In the
tetrapolar mode, two electrodes are the feeding electrodes
(usually the outer electrodes) and the other two electrodes
are the sensing electrodes (usually the inner ones). In the
tetrapolar mode, more than two sensing electrodes can be
employed, for example, if monitoring of serial segments at
the extremities are to be achieved.

The interface between the electrode with the metallic
plate on the one side and the electrolyte on the other side is
the boundary where a current carried by electrons is
transformed into a current carried by ions. The electrolyte
may either be contained in the gel of the electrodes or be the
electrolytic fluid in the tissue. The basic process of the
charge transfer from electrons to ions is a chemical reaction
(12). The simplest model of such an interface is again an
impedance consisting of a parallel circuit with a resistor RF

(the Faraday resistance) and a capacitor CH (the Helmholtz
capacitance), i.e., RFkCH (Fig. 3b). Real electrodes show a
polarization effect that is caused by a double layer of
opposite charges at the interface, actually the Helmholtz
capacitance (Fig. 3a). Therefore, the electrode model with
RFkCH has to be supplemented with an additional voltage
source EP. The steady-state condition is reached if the
tendency of metallic ions to enter the electrolyte and leave
behind free electrons is balanced by the electrostatic vol-
tage originating from the double layer. After disturbances,
for example, by charge transfer forced by an externally
applied voltage, another equilibrium for the double-layer
voltage is reached with a time constant depending on RF

and CH. All these components may have poor stability with
time, especially in the period immediately after attaching
the electrode on the skin. For surface electrodes, it must
also be taken into account that the impedance of the skin,
especially the stratum corneum, which is the outmost

epidermal layer, can be much larger than the impedance
of the deeper tissue (e.g., skeletal muscle), which is in a
complex parallel-serial arrangement with the skin. Sweat-
ing underneath the electrode lowers the electrode-tissue
transimpedance. For the measurement of the impedance of
deeper tissues the adequate preparation of the skin by
abrasion, stripping, or puncturing at the site of the elec-
trodes might be necessary in order to diminish the tran-
simpedance. This transimpedance depends on the size of
the electrode (i.e., the contacting area) and the measure-
ment frequency, and . . . additionally on the pressure with
which the electrode is attached to the skin. For electrodes, a
typical value for the transimpedance is �100–200 V�cm2.

In the bipolar mode, the two electrode–electrolyte inter-
faces are in series with the actual bioimpedance of the
measured object. Therefore, the recorded impedance is
always the sum of at least three impedances. The impe-
dance of the biological sample cannot be calculated as an
individual quantity from the recorded impedance value.
This is the most serious shortcoming of the bipolar mode.

In the tetrapolar mode, the electrode–electrolyte inter-
face usually can be neglected if the measurement is per-
formed with a device with high input impedance (i.e., with
very low current passing across the electrode–tissue inter-
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face). A drawback of the tetrapolar mode, however, is that
the measured impedance value cannot be exactly assigned
with a certain volume of the tissue between the sensing
electrodes, even if the sensing electrodes are positioned on
a straight line connecting the two feeding electrodes. Band
electrodes that are attached at the whole circumference
(e.g., at the extremities), yield more valid results. If cir-
cular electrodes are applied and both the feeding and the
sensing electrodes are placed on the circumference of a
cross-section (e.g., around the thorax or the head), it is
nearly impossible to assign the actually measured impe-
dance value with a certain volume within that cross-section
due to the complex current field. In those cases, the mon-
itored volume consists of a serial-parallel circuitry of dif-
ferent tissue layers with different electrical properties
(e.g., skin, subcutaneous soft tissue, bone, deeper tissues).
For this reason, the result of ventilation measurements
with electrodes, either disk or band electrodes, placed on
the thorax may be affected by the higher conductivity of
extra-thoracic muscles as compared with the very low
conductivity of the rib cage, which prevents the entrance
of current into the pulmonary tissue that is actually the
object of interest. Sweating may additionally cause another
low impedance parallel circuit along the skin and, thus,
yield considerable measurement errors. The situation is
similar for the measurement of brain parameters, for
example, brain–blood flow or brain edema, with electrodes
placed on the scalp. Since the conductivity of the extra-
cranial soft tissue (e.g., skin, muscle) is much higher than
the conductivity of the bony skull, only few current path-
ways will pass through the brain.

The different instrumental approaches for measuring
the bioimpedance in the frequency range of the b-disper-
sion are the impedance bridge (e.g., an extension of the
classical Wheatstone bridge); the self-balanced active
bridge; the resonance method that is mainly a compensa-
tion method; the pulse method that is a time domain
procedure and not widely used; the voltage-current
method, based either on feeding a constant voltage (i.e.,
from a generator with low source impedance) and monitor-
ing the resulting current or on feeding a constant current
(i.e., from a generator with a sufficiently high source
impedance, �100 kV since the load impedance may be
up to 1 kV) and monitoring the resulting voltage. If
employing the bipolar mode, it would be more correct in
this case to use the term transimpedance than impedance
for the actually measured quantity between the electrodes.

For the tetrapolar configuration only the voltage-cur-
rent method is applicable. Phase angle measurements
employ an ohmic resistor in series with the measuring
object as reference. Absolute phase angle measurements
are questionable even for the bipolar configuration since
the measured phase angle always includes the phase shifts
that are caused by the two electrode–skin contacts and
depend on the actual values of the Faraday resistance and
the Helmholtz capacitance. If the Faraday resistance is
small and the Helmholtz capacitance is fairly large, the
phase shift by the electrode–skin interface may become
negligible. This is one of the advantages of electrodes with
artificially increased surfaces, for example, electrodes with
porous or fractally coated surfaces that might be obtained

by sputtering or chemical processes, as compared with
polished surfaces.

Usually, the measurement is performed with a con-
stant-voltage generator for technical reasons. The applied
feeding signal, whether voltage or current, should be sinu-
soidal with a very low distortion factor (i.e., with a low
content of harmonics) and with high stability both in
amplitude and frequency. Any modulation of the feeding
signal may provoke an additional response for this unde-
sired modulation frequency that has to be avoided with
regard to the frequency dependence of the impedance
specific variables. The voltage amplitude is in the range
of some volts, the current amplitude is in the range of some
microamps to milliamps (mA to mA). The changes in the
impedance caused by volume changes can be very small,
<0.001%. This means that very small changes in the
measured current or voltage have to be processed. Hence,
the sensitivity and stability of the input amplifier must be
very high in order to detect such small changes in the
measured signal.

Independent from the measurement method, careful
consideration of measurement errors is necessary. A main
source of measurement errors may be parasitic compo-
nents, such as stray capacitances between neighboring
wires leading to the sensing electrodes, or between wires
and their shielding, or stray capacitances between metallic
components of the measuring system and ground, which
become the more effective the higher the measuring
frequency.

The risk for undesired stimulation of the heart or per-
ipheral nerves if such electrical voltages or currents are
applied for monitoring purposes, is negligible, both with
regard to the high frequency and the low current density.
Furthermore, heating and heat-induced secondary effects
can be neglected.

However, proper attention must be paid for the selection
of the equipment and its performance data for the intended
application. Furthermore, the employed devices must be
safe even in case of technical failure. Patient-near devices
are directly connected with the patient whereby the con-
necting impedance is rather low.

CHARACTERISTICS OF BIOIMPEDANCE

The microscopic electrical properties that describe the
interaction of an electromagnetic wave with biological
tissue are the complex conductivity s� with the unit
V�1�m�1, mho�m�1, S�m�1, or 1�(V�m)�1

s�ðvÞ ¼ s0ðvÞ þ js00ðvÞ

and the complex dielectric permittivity e�with the unit F/m

e�ðvÞ ¼ e0ðvÞ � je00ðvÞ

v is radian frequency with the unit hertz. The electrical
properties are depending on the frequency with strong
dependence in the range of a dispersion.

The relation between these two quantities can be
described in accordance with Ref. 13 by

s�ðvÞ ¼ jv e�ðvÞ
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With the conduction current that is related with the basic
conductivity s0, that is, the current carried by the mobility
of ions in the extracellular space, and the polarization
current (sometimes called displacement current) that is
related with permittivity, the following equations are
obtained

s0 ¼ s0 þ v e00ðvÞ
s00 ¼ v e0ðvÞ ¼ e0 erðvÞ

where e0 is the dielectric permittivity of free space with
e0 ¼ 8.85 
 10�12 F�m�1, and er is the relative dielectric
permittivity (with er ¼ 1 for the free space and er ¼ 81 for
water in the low and medium frequency range).

Instead of the complex conductivity s�, the inverse
complex resistivity r� with the unit V�m can be used.
The resistivity is usually preferred in the context of impe-
dance plethysmography:

r�ðvÞ ¼ r0ðvÞ þ j r00ðvÞ

The complexity of these quantities considers the fact that
in the alternating current (ac) range the biological tissue
cannot adequately be described by a simple resistance (or
its inverse conductance), but needs the extension to a
complex quantity, that is, impedance or admittance. Some
authors prefer the term Admittance Plethysmography
instead of Impedance Plethysmography (14,15). The
simplest adequate model for such an impedance is repre-
sented by a resistance and a reactance. The resistance
causes the loss in power, whereas the reactance causes
the delay (or 18 phase shift) between voltage and current.
The dominating reactance of bioimpedance in the fre-
quency range of interest is capacitive and becomes more
relevant for higher frequencies. Only for very high fre-
quencies that usually are not employed for impedance
plethysmography, can the reactance be composed by both
a capacitive and an inductive component.

Bioimpedance can be described like any technical impe-
dance in different forms, for example, by its magnitude (or
modulus) Z0 and its phase angle (or argument) w, (i.e., the
delay between voltage and current):

Z ¼ Z0 e jw

or by its real part (or resistance) Re{Z} and its imaginary
part (or reactance) Im{Z}:

Z ¼ RefZg þ j ImfZg

Alternating current voltages and ac currents, too, can be
expressed as complex quantities, that is, by their magni-
tude and phase angle, or by their real and imaginary part
although this is rather unusual. The magnitude of the
impedance Z0 corresponds to the quotient of the magni-
tudes of voltage V0 and current I0, that is,

Z0 ¼ V0=I0

Appropriate modeling of the electrical properties of biolo-
gical tissue by discrete and lumped electrical components
renders possible the proper consideration of multilayer or
compartmentally composed tissues with different electrical
properties of each layer or compartment. Such tissues can

be modeled as serial, parallel, or serial–parallel equivalent
circuits in 2D presentation. More recently, the modeling
has been extended to 3D models using the FEM or compar-
able approaches.

The impedance parameters can be depicted in different
modes as a function of frequency (Fig. 4). The presentation
of the magnitude (usually in logarithmic scale with regard
to its wide range) and the phase angle against the fre-
quency over several decades, and therefore in logarithmic
scale is known as the Bode plot. A similar presentation is
used for both the real and imaginary part versus the
frequency on the x axis. This mode of presentation is
sometimes called the spectrum (e.g., modulus spectrum
and phase angle spectrum). A different form of presenta-
tion is in a plane with the real part along the x axis and the
imaginary part along the y axis, both in linear scaling, with
the frequency as parameter. This mode of presentation is
frequently called the Cole–Cole-plot (but also the Nyquist
plot, locus plot, or Wessel graph). The same modes of
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presentation are possible for the complex quantities s�, r�,
and e�.

Usually, impedance plethysmography is accomplished
employing only a single measuring frequency or a few
discrete measuring frequencies. However, impedance
spectroscopy with a multitude of measuring frequencies
is gaining interest, especially for the determination of
spatially distributed volumes. Typical examples are the
determination of body composition, tissue, or organ
vitality monitoring in combination with cellular edema
as a result of hypoxemia, and monitoring of infusion
therapy.

Certain forms of electrotherapy are also utilizing the
passive electrical properties of biological tissue. Methodol-
ogy and technology for these forms of electrotherapy, how-
ever, are not discussed here.

MODEL-BASED RELATIONS FOR VOLUME
DETERMINATION

Valid relations between the monitored electrical quantities
and the searched volumetric parameters have to be used to
calculate a quantitative result that can be expressed in
units of volume (e.g., mL or cm3). Most of these relations
are based on models. Possibly the first model for the
interpretation of bioimpedance measurements has already
been developed for a suspension of cells in a fluid by Fricke
and Morse in 1925 (16).

The simplest model-based approach for establishing an
impedance–volume relationship is a cylindrical volume
conductor of radius r0, length L, and resistivity r*. It is
assumed that this volume conductor is surrounded by soft
material with significantly higher resistivity re*  r*, so
that it must not be considered as a parallel circuit and its
actual radial extension has no impact. This volume con-
ductor may be a blood vessel (e.g., an artery or vein)
surrounded by tissue that has higher resistivity than blood.
Furthermore, it is assumed that the inflow of the volume
DV into that cylinder expands the radius homogeneously
by Dr over the total length. It is also assumed that neither
the length L nor the resistivity r� are affected by the
volume injected into the volume conductor. For didactic
simplicity, only the real part r0 of the complex resistivity r�

is considered; that is, only the real part of the impedance is
taken into account. However, despite this simplification,
the variable is understood as impedance Z. This simplifica-
tion is generally valid for frequencies much lower than the
b-dispersion, since for these frequencies the phase angle is
small (< 108). For higher frequencies, the calculation must
be performed with proper consideration of the complex
quantities.

With these assumptions the following relations for Z
and V are valid:

Z0 ¼ r0L=½pr2
0 �

V0 ¼ Lpr 2
0

From these two equations the following equation can
easily be calculated

Z0 ¼ r0L2=V0

After the inflow of the volume DV and the increase of the
radius by Dr, the following relations are valid:

Z1 ¼ Z0 � DZ ¼ r0L=½pðr0 þ DrÞ2�
V1 ¼ V0 þ DV ¼ Lpðr0 þ DrÞ2

with Z1 < Z0 and V1 > V0 for Dr > 0.
With some simple mathematical operations it can be

shown that

r0L2Z ¼ ðr0L2 þ DV ZÞ ðZ � DZÞ

If the product DV DZ Z is neglected as a product of small
quantities, the result becomes:

DV ¼ r0ðL=ZÞ2 DZ

This is the well-known Nyboer equation that relates the
volume change DV with the change in impedance DZ as a
consequence of the blood inflow into a peripheral artery,
for example, into the aorta or carotid artery with each
heart beat.

For proper application all included simplifications must
carefully be taken into account. Only mathematical sim-
plifications, but no methodological constraints have been
mentioned here. Such a constraint may be that a part of the
injected volume is already flowing out of the measured
vessel segment before the inflow of the whole volume DV
into this vessel segment has been completed. This con-
straint must especially be considered if the segment is
short and the vessel wall rather stiff.

With regard to the surrounding tissue, a more realistic
model would be an arrangement of two concentric cylin-
ders of length L with different conductivities. The inner
cylinder with radius r1 and resistivity r1’ has the impe-
dance Z1 ¼ r01L=½p r2

1�, whereas the outer cylinder with
radius r2 and resistivity r2’ has the impedance Z2 ¼
r02L=½pðr2 � r1Þ2�. Electrically both cylinders are arranged
in parallel configuration. Hence, the total impedance is
obtained by Z0 ¼ Z1Z2=ðZ1 þ Z2Þ. The inner cylinder shall
be a vessel into which blood of volume DV is pumped,
causing a homogenous dilation of the vessel radius by Dr1

and a lowering of its impedance to Z�1 ¼ Z1 � DZ1 ¼
r01L=½pðr1 þ Dr1Þ2�. Since Z2 shall not be affected, the total
impedance is Z�0 ¼ Z�1Z2=ðZ�1 þ Z2Þ. The following steps
are similar to those leading to the Nyboer equation. Since
the resulting equation and its application to measurements
are more complicated, they will not be discussed here in
detail. Even this model is actually simplified, because in
reality the tissue around the vessel will neither be a cylinder
nor have a homogeneous resistivity. This last situation may
become relevant with a vein or a bone in the vicinity of the
artery.

With regard to the constraints of the Nyboer equation,
another approach has been used that finally leads to the
Kubicek equation (17). The model-based approach starts
again with the single-vessel model of length L. However, in
contrast to the Nyboer approach the assumption is not
made that the inflow of the volume DV into the considered
vessel segment is finished before the outflow starts. Here,
the basic assumption is that the inflow is constant during
the inflow time Tinf and that the outflow starts with some
delay, however, temporal overlap of outflow with inflow
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must not be excluded. With this assumption, the change in
the intravascular volume and, hence, in the impedance, is
maximal when there is only inflow into and no outflow from
the segment. This maximal change of the impedance can be
expressed by its first time derivative [i.e., by (dZ/dt)max].
The total inflowing volume DV can then be taken into
account by multiplying (dZ/dt)max with the inflow time
Tinf. With regard to the aorta this inflow time is equivalent
with the ejection time of the left ventricle. In many cases
even the inflow time can additionally be obtained from the
impedance curve. This leads finally to the Kubicek equa-
tion:

DV ¼ r0ðL=ZÞ2Tinf ðdZ=dtÞmax

Obviously, the only relevant difference in both approaches
is the Nyboer assumption that the total volume change DV
has already been injected into the measured vessel seg-
ment before the outflow starts against the Kubicek
assumption that this volume DV is entering the measured
vessel segment with constant rate during the whole inflow
period. The Kubicek equation is more realistic for a short
vessel segment with a rather stiff wall. For such vessels,
the Nyboer equation leads to an underestimation of the
real volume change. In contrast, if the inflow is decreasing
at the end of the inflow period, for example, at the end of the
ventricular ejection period, the Kubicek equation yields an
overestimation of the volume change.

All other model-based assumptions are identical or
comparable. Both approaches consider only a single vessel
with homogeneous dilation over the total length within the
measured tissue and neglect the surrounding tissue and its
composition with regard to nonhomogeneous resistivity.
Blood resistivity is taken as constant although there is
some evidence that it depends on the flow velocity.

Although the Kubicek equation has primarily been
proposed for the monitoring of cardiac output, both equa-
tions have also been applied to the monitoring of pulsatile
peripheral blood flow. Both models, however, do not con-
sider that in the peripheral circulation a basic or nonpul-
satile blood flow may exist as well.

Different modifications have been suggested in order to
overcome relevant drawbacks. Most of these modifications
are optimized with regard to the monitored quantity, geo-
metric constraints, modes of application, or positioning and
shape of electrodes. They will not be discussed here.

No valid impedance–volume models have been proposed
for the quantitative monitoring of ventilation by the appli-
cation of impedance plethysmography. Statistical models
are used for the impedance–volume relationship regarding
body composition. Some first approaches have been sug-
gested for the volume changes due to fluid shifts.

INSTRUMENTATION AND APPLICATIONS

The typical basic equipment for impedance plethysmogra-
phy consists of the signal generator, either a constant
voltage generator or a constant current generator; the
frequency-selective measuring device, either for current
or voltage, in combination with AD conversion. The equip-
ment may be supplied with more than one signal channel

for certain applications, for example, with two channels for
simultaneous and symmetric monitoring at both extremi-
ties or one channel for each frequency in multifrequency
measurements; the signal processor, for example, for pro-
cessing the impedance quantities; the processing unit for
calculating the volumetric quantities; the monitor and/or
data recorder; multiple electrodes and shielded leads; spe-
cific auxiliary equipment, for example, venous occlusion
machine with cuff and pump.

Devices for impedance plethysmography are small,
light, usually portable, and battery powered. The devices
for patient-near application are much cheaper than com-
petitive equipment based on nuclear magnetic resonance
(NMR), X ray, or US. Also, the running costs are much
lower than for the competitive technologies, usually these
costs are mainly required by the single-use electrodes.

Peripheral Hemodynamics

The objective is the detection of deficiencies either in the
arterial or venous peripheral circulation. The application
of impedance plethysmography to peripheral vascular stu-
dies has already been in the interest of Nyboer in 1950 (18).

In the peripheral circulation, the most interesting quan-
tity is arterial blood flow or perfusion. Impedance measure-
ment is performed either in the bipolar or, more frequently,
in the tetrapolar configuration. The tetrapolar configura-
tion requires a longer segment for measurement in order to
place the sensing electrodes in proper distance from the
feeding electrodes with the nonhomogenous current field in
their vicinity. Electrodes are either of the circular or disk or
the band type. Disk electrodes can be placed directly above
the monitored vessel and therefore provide high sensitiv-
ity, but the magnitude and the reproducibility of the mea-
sured signal in repeated measurements are strongly
dependent on exact electrode placement (19–21). Band
electrodes are preferred for the measurements at extremi-
ties because they can be placed around the extremities. In
this case, the measured object is the whole segment
between the sensing electrodes including the extravascular
tissue and may include more than only one vessel. Flow can
be estimated by application of the Nyboer, the Kubicek or
any modified impedance–volume equation. Competitive
methods are utilizing ultrasound Doppler, contrast X-ray
angiography, or NMR.

Some diagnostic information about the stiffness of the
arterial vessel wall can be obtained by the impedance
method from the measurement of the pulse wave propaga-
tion velocity, usually executed at two different sites of the
same arterial pathway. The pulse that is actually recorded
with the impedance method is the intravascular volume
pulse, that is, the dilation of the vessel with each heart beat
(22). Simple formalistic models are used to relate the pulse
wave propagation velocity with the stiffness of the vessel
wall. If the intravascular blood pressure is also monitored,
then it is possible to calculate the stiffness or its inverse,
the compliance as ratio of the volume change and pressure
change DV/Dp, directly.

Another problem is the diagnosis of proximal or deep
venous thrombosis and of other obstacles for the venous
return flow to the heart from the extremities (23). One
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approach is actually a modification of the venous occlusion
plethysmography that has already been introduced in 1905
by Brodie and Russel (24). A cuff is placed around the
extremity and connected with a pump. The cuff pressure is
enhanced abruptly so that it occludes the vein and stops
venous outflow without affecting the arterial inflow. The
volume increase following venous occlusion allows estimat-
ing the arterial inflow. When the occlusion is stopped after
� 20 s, the venous outflow starts again and thereby leads
to a reduction in volume. The slope or the time constant of
this postocclusion emptying process are used to assess the
outflow resistance, for example, the hydrodynamically
obstructive impact of deep venous thrombosis, or the
venous wall tension. However, other pathological effects
must be carefully considered, for example, increased cen-
tral venous pressure. For this reason, the recording is
frequently and simultaneously performed on both extre-
mities, so that the results can be compared with each other.
The measurement is usually executed with band electro-
des. Competitive methods are ultrasound Doppler, con-
trast X-ray venography, or NMR.

A similar impedance-based approach is employed to test
the performance of the drainage system in extremities.
Changes in the hydrostatic pressure are used to shift
volume between the trunk and an extremity, for example
first by bringing down an arm before raising it above the
head. The affected volume shifts can be recorded and
render possible the assessment of the performance of the
draining system. This approach is frequently used to study
fluid shifts caused by tilting experiments, during micro-
gravity experiments, or after long periods of bedrest.

Brain Perfusion and Edema

The most important objectives are monitoring of cerebral
bloodflow and the detection of cerebral edema. First pub-
lications about rheoencephalography are dating back to
1965 (25,26).

The volume of the brain with its enclosed fluid spaces,
for example, the intravascular volume and the cerebrosp-
inal fluid volume, is kept constant by its encapsulation in
the bony skull. The expansion of the volume of one com-
partment, for example, increase of the intravascular
volume by augmented arterial blood pressure, the space-
demanding growth of a brain tumor or intracerebral bleed-
ing, can only be compensated by the diminution of the
volume of other compartments. If the space-demanding
process is of nonvascular origin, the most affected compart-
ment will be the intravascular volume. Due to the compres-
sion of blood vessels, the cerebral bloodflow and thus
metabolism will be reduced.

Impedance measurements aiming for the brain as organ
are difficult because the encapsulating bony skull has a
very high resistivity as compared with the soft extracranial
tissue of the face and the scalp. If the tetrapolar mode is
used, more than two sensing electrodes may be applied.
Different electrode arrangements have been described to
force the current pathways through the skull into the
brain, but also the application of the feeding electrodes
to the closed eyelids. However, the measurement of the
transcephalic impedance has not become a routinely

applied clinical method with the exception of neonates in
which the thickness of the bony skull is very small. Com-
petitive methods based on NMR, X ray, US, and even
photoplethysmography have gained more attention in
the recent past. Some expectations are related to the
development of contactless applications, especially for
the continuous monitoring of edema (27). This might allow
control treatment by hyperosmolaric infusion therapy.

Ventilation and Lung Performance

Impedance pneumography were among the first applica-
tions of impedance plethysmography and had already been
described by Geddes et al. in 1962 (28,29).

The objective of impedance pneumography is to record
the tidal volume under resting conditions or during exer-
cise. Additionally, the breathing rate can be obtained by
the impedance method. The principle is based on the
measurement of the transthoracic impedance that
increases during inspiration as a consequence of increasing
alveolar air filling, and decreases during expiration (30).
The conductivity of lung tissue at the end of a normal
expiration is �0.10 V�1�m�1 as compared with
0.05 V�1�m�1 at the end of normal inspiration. The appli-
cation of impedance pneumography is very simple and also
applicable for critically ill patients, since it allows contin-
uous recording without requiring a breathing tube. How-
ever, the quantitative determination of the tidal volume is
difficult and needs calibration by another spirometric
method. No realistic model-based interpretation of quan-
titative assessment is available until now. Some expecta-
tions are related with multifrequency measurement (31).

The impedance measurement can be performed with the
bi- or tetrapolar configuration. It is usually performed
separately for each side of the lung in order to detect
differences. Even with more electrodes, however, the spa-
tial resolution is too poor to allow detection of regional
inhomogeneities of alveolar air filling. For that reason, this
field is gaining growing interest for the application of EIT
(4). Also, EIT has limited spatial resolution, as compared
with other CT-based imaging procedures. Despite this
drawback, it has some potential for the detection of regio-
nal inhomogeneities in ventilation. Such an approach
would be of high relevance for diagnostic purposes and
for the efficiency control of artificial ventilation. Serious
drawbacks for EIT, however, are the costs of the equipment
and the necessity to attach up to 64 or 128 electrodes
around the thorax.

Since pulmonary edema is usually a general and not a
localized phenomenon, its monitoring might be possible by
utilizing the transthoracic impedance measurement. Mea-
surement of extravascular lung water is investigated as a
methodological approach to guide the fluid management of
patients with noncardiogenic pulmonary edema (32). The
conductivity of lung edema fluid is �1 V�1�m�1, and there-
fore is distinctly different from alveolar tissue filled with
more or less air.

The impedance coefficients of tumor tissue are different
from normal lung tissue. Hence, cancer detection might be
possible by bioimpedance measurement. But with regard to
its poor spatial resolution, the bi- or tetrapolar transthor-
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acic impedance measurement is not qualified, but EIT
might become useful for some special applications. Other
imaging procedures were superior until now, primarily due
to the higher spatial resolution as compared with EIT.

Much work has been devoted to comparing impedance
pneumography with inductive pneumography. There is
some evidence that inductive pneumography is superior
concerning ventilation monitoring in newborn infants,
especially for risk surveillance with regard to SIDS. An
interesting approach tries to utilize inductive pneumogra-
phy in combination with the evaluation of the signal mor-
phology for the monitoring of airway obstruction (33).

Intercompartmental Fluid Shifts

Intercompartmental fluid shifts occur during dialysis, for
example, hemodialysis, but also during infusion therapy
and emergence of edema. The assessment of fluid shifts,
which are actually changes of volumes, by the measure-
ment of electric variables has been an outstanding objec-
tive very early in the scientific research and medical
utilization of bioimpedance and dates back to 1951 (34).

Hemodialysis is a therapeutic procedure that is em-
ployed in patients with renal insufficiency. The therapeutic
objective is to remove water, electrolytes, urea, and other
water-soluble substances in combination with the reestab-
lishment of a normal acid–base status. In a simplified
model, the water is first removed from the intravascular
volume, (i.e., the blood plasma). This means that the
hematocrit, and thereby the viscosity of blood, is increased
cousing the work load for the heart is enhanced. Also, the
osmotic pressure of the blood is raised, whereas the hydro-
static blood pressure is lowered. Both effects contribute to
the refilling of the intravascular space by a fluid shift from
the interstitial space (i.e., the extravascular extracellular
space). This fluid shift finally causes another fluid shift
from the intracellular space into the interstitial space. The
dynamics of these fluid shifts is primarily controlled by the
hydrostatic and osmotic pressure differences between the
different spaces, but also by the substance-specific perme-
ability of the different barriers between the spaces includ-
ing the dialysis membrane. If removal of water is too fast or
changes of ions like sodium, potassium, and calcium are too
large, the hemodynamics of the patient or the excitability of
tissues like the heart or central nervous system may
become disturbed. Impedance plethysmographic methods
have some potential for the control of those fluid shifts, that
is, may help to avoid critical disequilibrium syndromes like
hypotension, headache, and vomiting. The best results of
the plethysmographic measurement are achieved if seg-
mental measurement is performed at the extremities
instead of whole body measurements (5). Figure 5 shows
a schematic presentation of such segmented body. The
forearm accounts only for �1% of body weight, but con-
tributes 25% to whole body impedance.

Infusion therapy aims mainly to filling the intravascu-
lar volume by utilizing venous access. However, depending
on the control variables (e.g., hydrostatic pressure, osmotic
pressure, and permeability of the barriers), intercompart-
mental fluid shift cannot be avoided. Consequently, part of
the infused volume will not remain in the intravascular

system and help to stabilize blood pressure, but escape to
the extravascular space.

A special objective of intravenous infusion therapy with
hyperosmolaric fluid is the removal of fluid from the extra-
vascular space in order to avoid the emergence of edemas.
In the brain, such infusion may help to lower the intra-
cranial pressure that is caused by edema.

Body Composition

Most frequently this method is called bioelectric impedance
analysis (BIA). The interest in this methodological
approach has increased with the increased interest in
healthy life style in industrialized populations since the
first reports at the end of the 1980s (35,36).

The body consists of different tissues, for example, mus-
cle, fat, bones, skin, the nervous system, and connective
tissue. All these tissues contain intra- and extravascular
spaces. The extravascular space can be subdivided into the
extracellular or interstitial space and the intracellular
space. Chemically, the body consists of water, proteins,
carbohydrates, lipids, ions, rare elements, and some other
substances. The main objective of body composition analysis
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is the assessment of total body water, of lean or fat free
tissue mass, and of fat tissue. Those measurements have
clinical relevance, but they are also gaining growing atten-
tion in the field of sports, physical fitness, wellness, nutri-
tion, and for life science in aerospace research.

The methodological approaches are different, for exam-
ple bipolar or tetrapolar mode, single-or multiple-
frequency measurement, whole body or segmental mea-
surement. In single-frequency measurements, a sinussoi-
dal current with usually < 1 mA (range 0.02–10 mA) and a
frequency with typically 50 kHz (range 20–100 kHz) is
employed. The basic assumption is that resistivity of fat
tissue is higher than that of the so-called lean tissue that
has a higher content of water. In the nonclinical field, the
determination of body composition is frequently combined
with the measurement of body weight using a scale with
two integrated electrodes in the foot platform. In that case,
however, only the two legs and the lower part of the trunk
will be included into the estimation. In more advanced
devices, additional electrodes are available in the form of
hand grips. Detailed segmental measurements are more
valid since the trunk of the body may contribute �70% to
the total body weight and up to 90% to the total body fat,
but only 5% to the measured whole body impedance. More
sophisticated equipment utilize multifrequency measure-
ment (11).

The applied statistically based predictive equations are
of the linear regression type and consider individual para-
meters like sex, age, height, and weight. They are primar-
ily used to assess the lean muscle mass, the body fat, the fat
free mass, the water content, and the body mass index. For
physically based segmental calculations, the extremities,
the body trunk, and even the head are modeled by cyclind-
ric shape with uniform cross-section over the total length.

Competitive methods include antropometric measures
like the girth, simple skin-fold measurements by mechan-
ical calipers, but also highly advanced methods, such as
NMR, X ray (dual energy X-ray absorptiometry, or nuclear
imaging), and for certain purposes even the hydrostatic
weighing in a water tank that is assumed to be the most
accurate method.

Laboratory Applications

Blood Cell Counting. The employed methodological
principle is frequently called the Coulter principle (37).
Blood cells (e.g., erythrocytes, leucocytes) are passing
through a capillary (diameter < 100 mm) filled with blood
plasma. For frequencies below the b-dispersion the impe-
dance of the cell is higher than that of the surrounding
plasma. Consequently, the passage of each cell affects the
recorded impedance. Those impedance changes are used
for cell counting. In sophisticated devices the impedance
changes are quantitatively measured and allow cell volume
estimation, which also renders possible the determination
of the cell volume distribution function (frequently called
the Price – Jones distribution function with the cell dia-
meter as variable). Since the number of leucocytes is very
small compared with that of the erythrocytes (usually
< 0.1%), leucocytes do not really disturb the counting of
erythrocytes. In contrast, however, the erythrocytes must

be destroyed before the leucocytes can be counted. This is
usually achieved by chemical hemolysis of the erythro-
cytes. Furthermore, chemical substances are utilized to
render possible the differentiation between the different
populations of leucocytes (e.g., granulocytes, monocytes,
lymphocytes).

Hematocrit. The objective is the estimation of the
intracellular volume of blood. The hematocrit is defined
as the ratio of the volume of blood cells to total blood
volume, although frequently the hematocrit is taken as a
measure for the ratio of only the volume of erythrocytes to
total blood volume. However, since the partial volume of all
other blood cells (i.e., leucocytes, platelets) is very small
compared with that of the erythrocytes, the results are not
distinctly different. Determination of the ratio between the
extracellular volume and the total blood volume is possible
by application of at least one measuring frequency below
and another one above the b-disperion. Problems that need
further consideration as possible sources of error are the
electrolytic conductivity of blood plasma, which is depen-
dent on the actual concentration of ions, and the sedimen-
tation of the cells as a consequence of their higher specific
weight that may take place during the measuring period.
The measurement requires the withdrawal of a sample of
blood from a vein or another blood vessel. Measurement of
the hematocrit can be achieved either with the impedance
or the dielectric technique (38).

Several modifications of the impedance method for the
noninvasive determination of the hematocrit have been
proposed. In one approach, impedance measurement is
performed at the finger by application of two different
frequencies (i.e., 100 kHz and 10 MHz). The hematocrit
is determined by an algorithm that uses both the pulsatile
and the baseline component of both measuring frequencies
(39). In another remarkable methodological approach, the
patient puts a finger in a temperature-stabilized bath. A
fluid with gradually increasing ionic concentration is
pumped through the bath chamber, thus leading to a
decrease in the impedance of the bath fluid. The pulsatile
volume changes of the finger are recorded by impedance
measurement in the bath chamber. These pulsatile impe-
dance fluctuations disappear only if the impedance of the
bath fluid is identical with that of the blood in the finger.
The conclusion is made from the actual impedance of the
bath fluid on the hematocrit (40).

Others

Cell Imaging. Nanotechnology-based on bioimpedance
sensing, chip devices have been described that allows us
to rapidly detect and image cells with a specific pheno-
type in a heterogeneous population of cells (41). This might
be useful for screening purposes, recognition of cell irre-
gularities, and detection of risk patients like human
immunodeficiency virus (HIV)-infected individuals. Cell
identification is made possible by administration of marker
substances. A promising measurement procedure is elec-
trochemical cyclic voltammetry. When a sinusoidal voltage
with constant amplitude and a variable frequency in the
range of some kilohertz is applied, the impedance is plotted
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in the spectrographic mode. Among other effects, volume
changes might be the dominating measured effect if the
marker binds with a receptor in the cell membrane, and
herewith affects membrane properties like its permeability
for water or ions or the transmembraneous active ion
transport mechanisms.

Inductive Plethysmography. Inductive plethysmogra-
phy is employed for respiratory monitoring, so-called
respiratory inductance plethysmography (RIP). It is based
on the measurement of the thoracic crosssection that is
enclosed by coils and includes both the rib cage and abdom-
inal compartments (42–45). In the medium frequency
range (30–500 kHz), changes in the volume are monitored
by the influenced inductance. In the higher frequency
range (�100 MHz), the inductively provoked signals (i.e.,
eddy currents depending on the alveolar air filling) are
recorded by appropriately arranged coils.

Magnetic Susceptibility Plethysmography. Magnetic sus-
ceptibility plethysmography is a contactless method. It is
based on the application of a strong magnetic field and
monitors the variation of the magnetic flux. The measure-
ment is accomplished with superconduting quantum inter-
ference device (SQUID) magnetometers. This approach
may primarily be utilized for the assessment of blood
volume changes in the thorax, but until now it is not
employed for clinical routine (46).

SUMMARY

In comparison with biomedical engineering as a recognized
discipline, the research activities in the field of bioimpedance
are much older. It can be assumed that Nikola Tesla, a former
student of physics in Graz (Austria) and the inventor of the ac
technology, already knew about the passive electrical proper-
ties of biological tissues when he demonstrated his famous
and public performances with the administration of high
voltage pulses ‘‘���I demonstrated that powerful electrical
discharges of several hundred thousand volts which at that
time were considered absolutely deadly, could be passed
through the body without inconvenience or hurtful conse-
quences’’ in the 1880s. This knowledge was utilized by
d’Arsonval since 1892 for therapeutic purposes, mainly aim-
ing for heat induction in certain parts of the body. In 1913,
Rudolf Hoerber, at that time a physiologist at the University
of Kiel (Germany), measured the electrical conductance of
frog muscle at 7 MHz and found that at this frequency the
membrane resistance is short circuited.

Since its beginning, bioimpedance remained to be a
challenge to physicists, medical doctors, and of course
engineers. The most relevant basic research was performed
in the second half of the twentieth century. The progress
that has been reached has been and is still utilized both for
diagnostic and therapeutic purposes in medicine. Impe-
dance plethysmography is one of the different fields of
bioimpedance application. If impedance plethysmography
is correctly understood, it does not only mean the determi-
nation of a solid volume with well-defined boundaries, but
also the volumetric determination of one component con-
tained in a mixture of different components.

Progress in technology has rendered possible applica-
tions that are of great interest for medicine. The most
relevant progress is in the field of signal acquisition,
including advanced electrode technology, signal proces-
sing, and model-based signal interpretation. Not all
attempts to utilize the passive electrical properties of
biological tissue for diagnostic purposes have been success-
ful. In many cases, other technologies have been shown to
be superior. But there is no doubt that the whole potential
of impedance plethysmography has not been exhausted.
New challenges in the medical field are cellular imaging
and possibly even molecular imaging. In all applications,
however, impedance plethysmography will have to prove
its validity and efficiency.
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INTRODUCTION

Impedance spectroscopy (IS), also referred to as electro-
chemical impedance spectroscopy (EIS), is a versatile
approach to investigate and characterize dielectric and
conducting properties of materials or composite samples
(1). The technique is based on measuring the impedance
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(i.e., the opposition to current flow) of a system that is being
excised with weak alternating current or voltage. The
impedance spectrum is obtained by scanning the sample
impedance over a broad range of frequencies, typically
covering several decades.

In the 1920, researchers began to investigate the impe-
dance of tissues and biological fluids, and it was early
known that different tissues exhibit distinct dielectric
properties, and that the impedance undergoes changes
during pathological conditions or after excision (2,3).

The advantage of IS is that it makes use of weak
amplitude current or voltage that ensures damage-free
examination and a minimum disturbance of the tissue.
In addition, it allows both stationary and dynamic elec-
trical properties of internal interfaces to be determined,
without adversely affecting the biological system. The
noninvasive nature of the method combined with its high
information potential makes it a valuable tool for biome-
dical research and many medical applications are currently
under investigation and development; this will be reviewed
at the end of the article.

This article starts with providing a general introduction
to the theoretical background of IS and the methodology
connected to impedance measurement. Then, the focus will
be on applications of IS, particularly devises for in vitro
monitoring of cultured cell systems that have attracted
widespread interest due to demand for noninvasive, mar-
ker-free, and cost-effective methods.

THEORY

Impedance, Z, is a complex-valued vector that describes
the ability of a conducting medium to resist flow of alter-
nating current (ac). In a typical IS experiment (Fig. 1), a
sinusoidal current I(t) signal with angular frequency v

(v ¼ 2pf ) is passed through the sample and the
resulting steady-state voltage U(t) from the excitation is

measured. According to the ac equivalent of Ohm’s law, the
impedance is given by the ratio of these two quantities

Z ¼ UðtÞ
IðtÞ (1)

The impedance measurement is conducted with use of
weak excitation signals, and in this case the voltage
response will be sinusoid at the same frequency v as the
applied current signal, but shifted in phase w. Introducing
complex notation, Eq. 1 translates into

Z ¼ U0

I0
expðiwÞ ¼ jZjexpðiwÞ (2)

with U0 and I0 being the amplitudes of the voltage and
current, respectively, and i ¼

ffiffiffiffiffiffiffi
�1
p

being the imaginary
unit. Thus, at each frequency of interest the impedance
is described by two quantities: (1) its magnitude jZj, which
is the ratio of the amplitudes of U(t) and I(t); and (2) the
phase angle w between them. The impedance is measured
over a range of frequencies between hertz and gigahertz,
dependent on the type of sample and the problem to study.

The measured impedance can be divided into its real
and imaginary components, that is, the impedance contri-
bution arising from current in-phase with the voltage and
908 out-of-phase with the voltage

R ¼ ReðZÞ ¼ jZjcosðwÞ; X ¼ ImðZÞ ¼ jZjsinðwÞ (3)

The real part is called resistance, R, and the imaginary
part is termed reactance, X. The reactive impedance is
caused by presence of storage elements for electrical
charges (e.g., capacitors in electrical circuit).

In some cases it is convenient to use the inverse quan-
tities, which are termed admittance Y ¼ 1/Z, conductance
G ¼ Re(Y), and susceptance B ¼ Im(Y), respectively. In
the linear regime (i.e., when the measured signal is pro-
portional to the amplitude of the excitation signal), these
two representation are interchangeable and contain the
same information. Thus, IS is also referred to as admit-
tance spectroscopy.

INSTRUMENTATION

The basic devices for conducting impedance measurements
consist of a sinusoid signal generator, electrodes, and a
phase-sensitive amplifier to record the voltage or current.
Commonly, a four-electrode configuration is used, with two
current injecting electrodes and two voltage recording
electrodes to eliminate the electrode–electrolyte interface
impedance. As discussed below, some applications of IS
make use of two-electrode arrangements in which the same
electrodes are used to inject current and measure the
voltage.

Since the impedance is measured by a steady-state
voltage during current injection, some time is needed when
changing the frequency before a new measurement can be
performed. Therefore, it is very time consuming if each
frequency has to be applied sequentially. Instead, it is
common to use swept sine wave generators, or spectrum
analyzers with transfer function capabilities and a
white noise source. The white noise signal consists of the
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Figure 1. Schematic of a two-electrode setup to measure the
frequency-dependent impedance of a sample that is sandwiched
between two parallel plate electrodes.



superposition of sine waves for each generated frequency,
and the system is exposed to all frequencies at the same
time. Fourier analysis is then used to extract the real and
imaginary parts of the impedance.

The electrodes used for impedance experiments are
made from biocompatible materials, such as noble metals,
which in general is found not to have deleterious effect on
biological tissue function. Electrode design is an important
and complicated issue, which depends on several factors,
including the spatial resolution required, the tissue depth,
and so on. It falls beyond the scope of this article to go
further into details. The interested readers are referred to
the book by Grimnes and Martinsen (4) for a general
discussion.

Common error sources in the measurements include
impedance drift (e.g., caused by adsorption of particles
on the electrodes or temperature variations). Ideally, the
system being measured should be in steady-state through-
out the time required to perform the measurement, but in
practice this can be difficult to achieve. Another typical
error source is caused by pick-up of electrical noise from the
electronic equipment, and special attention must be paid to
reduce the size of electric parasitics arising, for example,
from cables and switches.

DATA PRESENTATION AND ANALYSIS

The most common way to analyze the experimental data is
by fitting an equivalent circuit model to the impedance
spectrum. The model is made by a collection of electrical
elements (resistors, capacitors) that represents the elec-
trical composition in the system under study.

As a first step, it is useful to present the measured data
by plotting log jZj and w versus log f in a so-called Bode-
diagram (Fig. 2a), and by plotting ImjZj versus RejZj
named a Nyquist diagram or an impedance locus (Fig.
2b). The examples provided in Fig. 2 are made for an
electrical circuit (insert Fig. 2b). While the first way of
presenting the data shows the frequency-dependence
explicitly, the phase angle w is displayed in the latter.

The impedance spectrum gives many insights to the
electrical properties of the system, and with experience it is
possible to make a qualified guess of a proper model based
on the features in the diagrams (cf. Fig. 4). Similar to other
spectroscopic approaches like infrared (IR) or ultraviolet
(UV)/visible (vis), the individual components tend to show
up in certain parts of the impedance spectrum. Thus,
variations in the values of individual components alter
the spectrum in confined frequency windows (Fig. 3).

For a given model, the total impedance (transfer func-
tion) is calculated from the individual components with use
of Ohm’s and Kirchhoff’s laws. The best estimates for the
parameters, that is, the unknown values of the resistors
and capacitors in the circuit, are then computed with use of
least-square algorithms. If the frequency response of the
chosen model fits the data well, the parameter values are
used to characterize the electrical properties of the system.

In order to fit accurately the equivalent circuit model
impedance to the impedance of biomaterials, it is often
necessary to include nonideal circuit elements, that is,

elements with frequency dependent properties. Such ele-
ments are not physically realizable with standard technical
elements. Table 1 provides a list of common circuit ele-
ments that are used to describe biomaterials with respect
to their impedance and phase shift. The constant phase
element (CPE) portrays a nonideal capacitor, and was
originally introduced to describe the interface impedance
of noble metal electrodes immersed in electrolytic solutions
(5). The physical basis for the CPE in living tissue (and at
electrode interfaces) is not clearly understood, and it is best
treated as an empirical element. Another example is the
Warburg impedance s that accounts for the diffusion lim-
itation of electrochemical reactions (4).

It is important to place a word of caution concerning the
equivalent circuit modeling approach. Different equivalent
circuit models (deviating with respect to components or in
the network structure) may produce equally good fits to the
experimental data, although their interpretations are very
different. It may be tempting to increase the number of
elements in a model to get a better agreement between
experiment and model. However, it may then occur that the
model becomes redundant because the components cannot
be quantified independently. Thus, an overly complex
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Figure 2. Different representations of impedance spectra. (a and
b) visualize the frequency-dependent complex impedance of the
electrical circuit shown in (b) with the network components:
R1 ¼ 250 V; R2 ¼ 1000 V; C1 ¼ 10 mF; C2 ¼ 1 mF. (a) Bode-
diagram presenting frequency-dependent impedance magnitude
jZj together with the phase shift w of the sample under
investigation. (b) Wessel diagram locus of the same electrical
network. The imaginary component of the impedance
(reactance) is plotted against the real component (resistance).
The arrow indicates the direction along which the frequency
increases.



model can provide artificially good fits to the impedance
data, while at the same time highly inaccurate values for
the parameters. Therefore, it is sound to use equivalent
circuits with a minimum number of elements that can
describe all aspects of the impedance spectrum (6).

Alternatively, the impedance data can be analyzed by
deriving the current distribution in the system with use of
differential equations and boundary values (e.g., the given
excitation at the electrode surfaces). The parameters of the
model impedances are then fitted to the data like described
above. An example of this approach is be presented below,
where it is used to analyze the IS of a cell-covered gold film
electrode.

IMPEDANCE ANALYSIS OF TISSUE AND SUSPENDED CELLS

The early and pioneering work on bioimpedance is asso-
ciated with the names of Phillipson, et al. (5). In these
studies blood samples or pieces of tissue were examined in
an experimental setup as shown in Fig. 1, and the dielectric
properties of the biological system were investigated over a
broad range of frequencies from hertz to gigahertz.

To understand the origin of bioimpedance, it is neces-
sary to look at the composition of living material. Any
tissue is composed of cells that are surrounded by an
extracellular fluid. The extracellular medium contains
proteins and polysaccharides that are suspended in an
ionic solution and the electrical properties of this fluid

are determined by the mobility and concentration of the
ions, primarily Naþ and Cl�. The cell membrane marks the
boundary between the interior and exterior environment,
and consists of a 7–10 nm phospholipid bilayer. The mem-
brane allows diffusion of water and small nonpolar mole-
cules, while transport of ions and polar molecules requires
the presence of integral transport proteins. On the inside,
the cell contains a protein-rich fluid with specialized mem-
brane-bound organelles, like the nucleus. For most pur-
poses the fluid behaves as a pure ionic conductor. Thus, the
cell membrane is basically a thin dielectric sandwiched
between two conducting media and in a first approximation
its impedance characteristics are mainly capacitive.

The simplest possible explanatory model for biological
tissue (Fig. 4a-1) therefore consists of two membrane capa-
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Figure 3. Calculated spectra of the
impedance magnitude jZj for the
electrical circuit shown in the
insert of Fig. 2b when the network
parameters have been varied
individually. The solid line in each
figure corresponds to the network
parameters: R1 ¼ 250 V; R2 ¼
1000 V; C1 ¼ 10 mF; C2 ¼ 1 mF. (a)
Variation of C1: 10 mF (solid), 20 mF
(dashed), 50 mF (dotted). (b) Vari-
ation of C2: 1 mF (solid), 0.5 mF
(dashed), 0.1 mF (dotted). (c)
Variation of R1: 1000 V (solid),
2000 V (dashed), 5000 V (dotted).
(d) Variation of R2: 250 V (solid),
500 V (dashed), 1000 V (dotted).

Table 1. Individual Impedance Contributions of Ideal and
Empirical Equivalent Circuit Elements

Component of
Equivalent
Circuit Parameter

Impedance,
Z

Phase
Shift, w

Resistor R R 0
Capacitor C (ivC)�1 �p/2
Coil L ivL þ p/2

Constant phase
element (CPE)

a(0 � a � 1) 1/(iCv)a 	 � ap/2

Warburg impedance, s s s(1 � i)v�0.5 � p/4



citors Cm1 and Cm2 in series with a resistor of the cytosolic
medium Rcyt, which in turn acts in parallel with the
resistance of the conducting extracellular medium Rext.
Since the two series capacitances of the membrane cannot
be determined independently, they are combined to an
overall capacitance Cm. The equivalent circuit model of
this simple scenario (Fig. 4a-2) gives rise to a characteristic
impedance spectrum, as shown with the Bode-diagram
(Fig. 4b) and the Nyquist diagram (Fig. 4c). Impedance
data for biological tissue is also often modeled by the so-
called Cole–Cole equation (7)

Z ¼ R1 þ
DR

1þ DRðivCÞa DR ¼ R0 � R1 (4)

This simple empirical model is identical to the circuit of
Fig. 4, except that the capacitor is replaced by a CPE
element. The impedance spectrum is characterized by four
parameters ðDR;R1;a; tÞ, where R0;R1 is the low- and
high frequency intercepts on the x axis in the Nyquist plot
(cf. Fig. 4d), t is the time constant t ¼ DR 	 C, and a is the
CPE parameter. The impedance spectrum will be similar
to Fig. 4b, c, but when a 6¼ 1, the semicircle in the Nyquist
diagram is centered below the real axis, and the arc will
appear flattened. For macroscopically heterogeneous
biological tissue, the transfer function is written as a
sum of Cole–Cole equations.

The features of the impedance spectrum Fig. 4b can be
intuitively understood: at low frequencies the capacitor
prevents current from flowing through Rcyt and the mea-
sured impedance arises from Rext. At high frequencies,
with the capacitor having a very low impedance, the cur-
rent is free to flow through both Rcyt, Rext. Thus, there is a

transition from constant-level impedance at low frequen-
cies to another constant level. This phenomenon is termed
dispersion, and will be discussed in the following.

A homogenous conducting material is characterized by a
bulk property named the resistivity r0 having the dimen-
sions of ohm centimeters (V	cm). Based on this intrinsic
parameter, the resistance may be defined by

R ¼ r0L

A
(5)

where A is the cross-sectional area and L is the length of
the material. Thus, by knowing the resistivity of the mate-
rial and the dimensions of the system being studied, it is
possible to estimate the resistance. Similarly, a homoge-
neous dielectric material is characterized by an intrinsic
property called the relative permittivity e0, and the capa-
citance is defined by

C ¼ e0 e0 A

d
(6)

where e0 is the permittivity of free space with dimension
F/m, and A, d are the dimensions of the system as above.
For most biological membranes, the area-specific capaci-
tance is found to be quite similar, with a value of  1mF 	
cm�2 (8).

For historical reasons the notation of conductivity s0

with dimensions S	m�1 and conductance (G ¼ s0A=d) has
been preferred over resistance R and resistivity r, but the
information content is the same, it is just expressed in a
different way.

It is possible to recombine e0 and s0 by defining a complex
permittivity e ¼ e0 þ e00, with ReðeÞ ¼ e0 and ImðeÞ ¼ e00. The
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Figure 4. (a) Schematics of the
impedance measurement on living
tissue. The arrows indicate the
pathway of current flow for low
frequencies (solid line) and high
frequencies (dashed). Only at high
frequencies the current flows
through the cells. The electrical
structure of tissue can be directly
translated into equivalent circuit
1, which can be simplified to
equivalent circuit 2. (b) Bode-
diagram for network 2 in Fig. 4a,
using Rext ¼ 1000 V; Rcyt ¼ 600 V;
Cm ¼ 100 nF. (c) Impedance locus
generated with the same values.



imaginary part accounts for nonideal capacitive behavior,
for example, current within the dielectric due to bound
charges giving rise to a viscous energy loss (dielectric loss).
Therefore, e00 is proportional to s0, when adjusted for the
conductivity that is due to migration s0 (9)

e00 ¼ s0 � s0

2p f e0
(7)

When a piece of biological material is placed between two
electrodes, it is possible to measure the capacitance of the
system and thereby to estimated the tissue permittivity e0.
In general, e0 quantifies the ratio of the capacitance when a
dielectric substance is placed between the electrodes, rela-
tive to the situation with vacuum in between. The increase
of capacitance upon insertion of a dielectric material is due
to polarization in the system in response to the electric
field. For direct current (dc) or low frequency situations e0 is
called the dielectric constant. When the frequency is
increased, e0 often shows strong frequency dependence
with a sigmoid character in a log–log plot of e0 versus
frequency. This step-like decrease of the permittivity is
referred to as a dielectric dispersion. The frequency fc at
which the transition is half-complete is called the charac-
teristic frequency, and is often expressed as time constant t
with

t ¼ 1

fc
(8)

Going back to Fig. 4c, the characteristic frequency is found
directly as the point when the phase angle is at maximum.

The origin of dielectric dispersion in a homogeneous
material is due to a phenomenon termed orientation polar-
ization. Dipolar species within the material are free to
move and orient themselves along the direction of the field,
and therefore they contribute to the total polarization.
However, when the frequency becomes too high, the dipoles
can no longer follow the oscillation of the field, and their
contribution vanishes. This relaxation causes the permit-
tivity e0 to decrease.

For heterogeneous samples like tissue additional
relaxation phenomena occur, leading to more complex
frequency dependence. In 1957, Schwan (10) defined three
prominent dispersion regions of relevance for bioimpe-
dance studies called a, b, and g, which is shown in
Fig. 5. The dispersions are generally found in all tissue,
although the time constant and the change in permittivity
De0 between the different regions may differ (9).

Briefly stated, the a-dispersion originates from the
cloud of counterions that are attracted by surface charges
of the cell membrane. The counterions can be moved by an
external electric field, thereby generating a dipole moment
and relaxation. The b-dispersion, which is also called
Maxwell–Wagner dispersion, is found in a window between
kilohertz and megahertz (kHz and MHz). It arises due to
the accumulation of charges at the interface between
hydrophobic cell membranes and electrolytic solutions.
Since the aqueous phase is a good conductor, whereas
the membrane is not, mobile charges accumulate and
charge up the membrane capacitor, thus, contributing to
polarization. When the frequency gets too high, the char-
ging is not complete, causing a loss of polarization. Finally,

the g-dispersion is due to the orientation polarization of
small molecules, predominantly water molecules.

Most IS measurements are performed at intermediate
frequencies in the regime of the b-dispersion. In this
frequency window, the passive electrical properties of
tissue are well described with the simple circuit shown
in Fig. 4 or by the Cole–Cole equation. The measurements
can be used to extract information about extra- and inter-
cellular resistance, and membrane capacitance. For exam-
ple, it has been shown that cells in liver tissue swell, when
the blood supply ceases off (ischemia) and that the swelling
of the cells can be monitored as an increase in the resis-
tance of the extracellular space Rext (11). Cell swelling
compresses the extracellular matrix around the cells,
and thereby narrows the ion pathway in this region. Based
on experiments like these, there is a good perspective and
prognosis that IS may serve as a routine monitoring tool for
tissue vitality even during the surgery.

APPLICATION: MONITORING OF ADHERENT CELLS
IN VITRO

The attachment and motility of anchorage dependent cell
cultures is conveniently studied using a microelectrode
setup. In this technique, cells are grown directly on a
surface containing two planar metal electrodes, one micro-
electrode and one much larger counter electrode. The cells
are cultured in normal tissue culture medium that serves
as the electrolyte.

When current flows between the two electrodes, the
current density, and the measured voltage drop, will be
much higher at the small electrode. Therefore the impe-
dance measurement will be dominated by the electrode
polarization of the small electrode Zel. Instead, no signifi-
cant polarization takes place at the larger counter elec-
trode and its contribution to the measured impedance may
be ignored. The electrode polarization impedance Zel acts
physically in series with the resistance of the solution Rsol.
Since the current density is high in a zone (the constric-
tional zone) proximal to the microelectrode, the electro-
lytic resistance will be dominated by the constriction
resistance Rc in this region (Fig. 6). The total measured
impedance may therefore be approximated by ZZel þ Rc

(4). If necessary, Rc may be determined from high fre-
quency measurements where the electrode resistance is
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Figure 5. Frequency-dependent permittivity e0 of tissue. The
permittivity spectrum e0(f) is characterized by three major
dispersions: a-, b-, and g-dispersion.



infinitely small, that is, ReðZelÞ! 0, and subtracted from
the measured impedance to determine the impedance of
the electrode–electrolyte interface.

When cells adhere on the small electrode, they constrain
the current flow from the interface, increasing the mea-
sured impedance. The changes mainly reflects the capaci-
tive nature of nonconducting lipid-bilayer membrane
surrounding the cells. The cell membranes cause the cur-
rent field to bend around the cells, much like if they were
microscopic insulating particles. It is possible to follow both
cell surface coverage and cell movements on the electrode,
and morphological changes caused by physiological/patho-
logical conditions and events may be detected. The tech-
nique may also be used to estimate cell membrane
capacitances, and barrier resistance in epithelial cell
sheets. In addition, the method is highly susceptible to
vertical displacements of the cell body on the electrode with
sensitivity in the nanometer range.

INSTRUMENTATION

The technique was introduced by Giaever and Keese in
1984 and referred to as Electrical Cell-Substrate Impe-
dance Sensing (ECIS) (12,13). The ECIS electrode array
consists of a microdisk electrode ð 5� 10�4 cm2Þ and a
reference electrode ð 0:15 cm2Þ; depending on the cell type
to be studied, the recording disk electrode may contain a
population of 20–200 cells. The electrodes are made from
depositing gold film on a polycarbonate substrate over
which an insulating layer of photoresist is deposited and
delineated. A 1 V amplitude signal at fixed frequency (0.1–
100 kHz) is applied to the electrodes through a large
resistor to create a controlled current of 1mA, and the
corresponding voltage across the cell-covered electrodes

is measured by a lock-in amplifier, which allows amplifica-
tion of the relatively small signals. The amplifier is inter-
faced to a PC for data storage. The impedance is calculated
from the measured voltage displayed in real time on the
computer screen (Fig. 7). During the measurements the
sample is placed in an incubator at physiological condi-
tions.

The ECIS system is now commercially available, and
the electrode slides allow multiple experiments to be per-
formed at the same time (14). Some modifications to the
technique have been described, such as a two-chamber
sample well, which permit simultaneous monitoring on a
set of empty electrodes being exposed to the same solution
(15), platinized single-cell electrodes (15), and inclusion of a
voltage divider technique to monitor the impedance across
a range of frequencies (16). More recently, impedance
studies have been performed using other types of electrode
design. One approach has been to insert a perforated
silicon-membrane between two platinium electrodes, there
by allowing for two separate electrolytic solutions to exist
on either side of the membrane (17). The results obtained
with these techniques are generally identical to those
obtained by the ECIS system.

MODEL OF ELECTRODE–CELL INTERFACE

To interpret ECIS-based impedance data, a model of the
ECIS electrode–cell interface has been developed that
allows determination of (1) the distance between the ven-
tral cell surface and the substratum, (2) the barrier resis-
tance, and (3) the cell membrane capacitance of confluent
cell layers (18). The model treats the cells as disk shaped
objects with a radius rc that are separated an average
distance h from the substrate (Fig. 8). When cells cover
the electrode, the main part of the current will flow through
the thin layer of medium between the cell and the elec-
trode, and leave the cell sheet in the narrow spacing
between cells. However, the cell membrane, which is mod-
eled as a capacitor (an insulating layer separating the
conducting fluids of the solution and the cytosol) allows
a parallel current flow to pass through the cells. The minor
resistive component of the membrane impedance due to the
presence of ionic channels is ignored in the calculations. By
assuming that the electrode properties are not affected by
the presence of cells, a boundary-value model of the current
flow across the cell layer may be used to derive a relation
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between the specific impedance of a cell-covered electrode
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where I0; I1 are the modified Bessel functions of the first
kind of order zero and one, Rb and r are the specific barrier
resistance and resistivity of the solution, and Zm ¼
�2i=ðvCmÞ is the specific membrane impedance of the cells.
A parameter a ¼ rcðr=hÞ0:5 is introduced as an assessment
of the constraint of current flow under the cells. The
impedance spectrum of an empty electrode and a cell-
covered electrode is used to fit the three adjustable para-
meters ðRb;a;CmÞ.

The model outlined above has been further refined to
describe polar epithelial cell sheets, treating separately the
capacitance of the apical, basal, and lateral membranes
(19). Some applications of the model will be discussed in the
following sections.

MONITORING ATTACHMENT AND SPREADING

As a cell comes into contact with a solid surface, it forms
focal contacts, primarily mediated by transmembrane
proteins that anchor structural filaments in the cell
interior to proteins on the substrate. During this process,
the rounded cell spreads out and flattens on the surface,
greatly increasing its surface area in contact with the
electrode. The cell will also establish contacts with neigh-
boring cells through particular cell–cell junctions, such as
tight junctions, where strands of transmembrane proteins
sew neighboring cells together, and gap junctions formed by
clusters of intercellular channels, connecting the cytosol of
adjacent cells.

The attachment process is normally studied using sin-
gle-frequency measurements. Figure 9a and b show Bode

plots for ECIS data of an empty electrode and an electrode
with a confluent layer of epithelial MDCK cells. It is seen
that the presence of cells primarily affects the impedance
spectrum for intermediate frequencies between 1 and 100
kHz (Fig. 9a). At the highest frequencies, the two plots
approach a horizontal plateau that represents the ohmic
solution resistance between the working and the counter
electrode. Within the relevant frequency window, the
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Figure 8. Model of current flow paths. The impedance changes
associated with the presence of cells, arise in three different
regions: from current flow under the cells quantified by a, from
current flow in the narrow intercellular spacings causing the
barrier resistance Rb. In parallel, some current will pass
through the cell membranes giving rise to capacitive reactance Cm.

Figure 9. (a, b) Bode-diagrams of an ECIS electrode with
confluent MDCK cells and an empty electrode. (c) Plot showing
the division of the measured resistance of an ECIS electrode with
confluent MDCK cells with the corresponding values of the empty
electrode plotted versus log f.



phase-shift plot for the data of the cell-covered electrode
displays two extrema. At frequencies  200 Hz, the phase
shift w is closest to zero, indicating that the contribution of
the cells on the measured impedance is mainly resistive. At
higher frequencies, the effect of the cell layer becomes more
capacitive, and w starts approaching �908. The impedance
spectrum of the empty electrode displays a single disper-
sion related to double-layer capacitance at the electrode
interface.

The ideal measurement frequencies, where the presence
of cells is most pronounced, are determined by dividing the
impedance spectrum of a cell-covered electrode with the
spectrum of a naked electrode. The same can be done for
the resistance or capacitance spectrum, respectively. The
most sensitive frequency for resistance measurements is
typically found between 1 and 4 kHz (Fig. 9c), where the
ratio Rcell(f) / Rel(f) is at maximum. The capacitive con-
tribution peaks at much larger frequencies, typically on the
order of 40 kHz, so that capacitance measurements are
often performed at this higher frequency.

During the initial hours following the initial electrode–
cell contact, the monitored impedance undergoes a char-
acteristic steep increase. Once the spreading is complete,
the impedance continues to fluctuate, reflecting the con-
tinuous morphological activities of living cells, for example,
movements of cells on the electrode, either by local protru-
sions or directed movements of the entire cell body, or cell
divisions (Fig. 10). The signal characteristics of the impe-
dance during the spreading phase are generally found to be
distinct for different cell cultures, both in terms of the
duration of the initial gradient and its relative size in
comparison to the impedance recorded from a the naked
electrode (20). Also, characteristic impedance curves can be
obtained by coating the electrode with different proteins
(e.g., fibronectin, vitronectin) (21).

Simultaneous optical monitoring of a transparent ECIS
electrode has allowed systematic comparison of cell con-
fluence and measured impedance (22). Analysis of data
from subconfluent MDCK epithelial cultures revealed a
strong linear association between the two variables with
cross-correlation coefficients > 0.9; the correlation was
found to be equally strong in early and late cultures. This
result indicates that 80% of the variance in the measured

resistance (4 kHz) can be attributed to changes in cell
coverage area (Fig. 11). Moreover, it was possible to link
resistance variations to single-cell behavior during cell
attachment, including cell-division (temporary impedance
plateau) and membrane ruffling (impedance increase). The
measured cell confluence was compared to the theoretical
model (Eq. 9), neglecting the barrier resistance (i.e.,
Rb ¼ 0), and the calculated values were found to agree
well with the data (Fig. 12). Studies like these might pave
the way for standardized use of ECIS to quantify attach-
ment and spreading of cell cultures.

IMPEDANCE SPECTROSCOPY AS A TRANDUCER
IN CELL-BASED DRUG SCREENING

Another application of impedance spectroscopy with strong
physiological and medical relevance is its use as transducer
in ECIS-like experiments for cell-based drug screening
assays. Here, the impedance readout can be used to moni-
tor the response of cells upon exposure to a certain drug or a
drug mixture. In these bioelectric hybrid assays the cells
serve as the sensory elements and they determine the
specificity of the screening assay while the electrodes are
used as transducer to make the cell behavior observable. In
the following example, endothelial cells isolated from
bovine aorta (BAEC ¼ bovine aortic endothelial cells) were
grown to confluence on gold-film electrodes since they
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Figure 10. Attachment assay of BSC and NRK fibroblastic cells
followed for an interval of 15 h. The graph shows the measured
resistance (4 kHz) as function of time; the spreading phase is
indicated with arrows.

Figure 11. Correlation between resistance and cell coverage. The
normalized resistance (4 kHz) versus time (upper panel), and the
electrode coverage versus time (lower panel) during the same time
interval. The measurement was started 32 h after the cells had
been seeded out; the cross-correlation factor was r ¼ 0.94.



express cell-surface receptors (b-adrenoceptors) that are
specific for adrenalin and derivatives (23,24). These b-
adrenoceptors belong to the huge family of G-protein
coupled receptors (GPCR) that are of great pharmaceutical
relevance and impact. By measuring the electrical impe-
dance of the cell-covered electrode, the stimulation of the
cells by the synthetic adrenaline analogue isoprenaline
(ISO) can be followed noninvasively in real time without
any need to apply costly reagents or to sacrifice the culture
(25). Experimentally, the most sensitive frequency for
time-resolved impedance measurements is first deter-
mined from a complete impedance spectrum along an
extended frequency range as depicted in Fig. 13. The figure
compares the impedance spectrum of a circular gold-film
electrode (d ¼ 2 mm) with and without a confluent mono-
layer of BAECs. The contribution of the cell layer to the
total impedance of the system is most pronounced at
frequencies close to 10 kHz, which is, thus, the most
sensitive sampling frequency for this particular system.
It is noteworthy that the most sensitive frequency may

change with the electrode size and the individual electrical
properties of the cells under study.

Figure 14a traces the time course of the impedance
magnitude at a frequency of 10 kHz when confluent BAEC
monolayers were either challenged with 10 mM ISO or a
vehicle control solution at the time indicated by the arrow.
The exchange of fluids produces a transient rise of the
impedance by 10–20 V that is not caused by any cellular
response, but mirrors the reduced fluid height within the
measuring chamber. As expected, no response of the cells is
seen in the control experiment. The cell population exposed
to 10 mM of ISO shows a significant increase in electrical
impedance that goes through a maximum 10 min after ISO
application, and then slowly declines. The reason for the
increase in impedance as observed after ISO stimulation is
similar to what has been described for three-dimensional
(3D) tissues above. The adrenaline derivative induces a
relaxation of the cytoskeleton that in turn makes the cells
flat out a bit more. As a consequence the extracellular space
between adjacent cells narrows and increases the impe-
dance of the cell layer. Note that the time resolution in
these measurements is  1 s so that even much faster cell
responses than the one studied here can be monitored in
real time. Moreover, no labeled probe had to be applied and
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Figure 12. Theoretical prediction of cell coverage. Theoretical
curve of normalized resistance plotted as function of cell coverage
on the electrode. Normalized resistance and corresponding cell
density are shown for four different registrations with circles.
Time points indicate when the recordings were initiated with
respect to the start of the culture; each circle corresponds to
average values for 15 min time intervals.

Figure 13. Frequency-dependent impedance magnitude for a
planar gold-film electrode (d ¼ 2 mm) with and without a
confluent monolayer of BAEC directly growing on the electrode
surface. The difference in impedance magnitude is maximum at a
frequency of 10 kHz.

Figure 14. (a) Time course of the impedance magnitude at a
sampling frequency of 10 kHz when a confluent monolayer of
BAECs is exposed to 10 mM ISO or a corresponding vehicle
control. (b) Dose-response relationship between the increase of
impedance magnitude DZ and the concentration of isoproterenol
applied. Quantitative analysis reveals an EC50 of 0.3 mM similar to
the binding constant of ISO to b-adrenoceptors.



the sensing voltages used for the measurement (U0 ¼ 10
mV) are clearly noninvasive.

From varying the ISO concentration, a dose-response
relationship (Fig. 14b) can be established which is similar
to those derived from binding studies using radiolabeled
ligands. Fitting a dose-response transfer function to the
recorded data returns the concentration of half-maximum
efficiency EC50 as (0.3 � 0.1) mM, which is in close agree-
ment to the binding constant of ISO to b-adrenoceptors on
the BAEC surface as determined from binding assays with
radiolabeled analogs (23).

These kind of electrochemical impedance measure-
ments are also used to screen for potent inhibitors of
cell-surface receptors. Staying with the example discussed
in the preceding paragraph, the blocking effect of Alpre-
nolol (ALP), a competitive inhibitor of b-adrenoceptors
(b-blocker), is demonstrated. Preincubation of BAEC with
ALP blocks the stimulating activity of ISO, as shown in
Fig. 15. The figure compares the time course of the impe-
dance magnitude at a frequency of 10 kHz when BAEC
monolayers were stimulated with 1 mM ISO either in
absence of the b-blocker (a) or after preincubation (b).

When the cell layers were incubated with 10 mM ALP prior
to the addition of 1 mM ISO, the cells do not show any ISO
response indicating that a 10-fold increase of ALP was
sufficient to block activation of the receptors. To prove that
the cells were not compromised in any way during these
experiments the same signal transduction cascade was
triggered via a receptor-independent way at the end of
each experiment. This can be easily done by application of
FOR, a membrane permeable drug that intracellularly
activates the same enzyme that is triggered by ISO binding
to the receptor. Forskolin stimulation of those cells that
had been blocked with ALP earlier in the experiment
induces a strong increase of electrical impedance indicat-
ing that the intracellular transduction pathways are func-
tional (Fig. 15b).

Besides screening for the activity of drugs in cell-based
assays, these kind of measurements are also used to check
for unspecific side effects of the compounds of interest on
cell physiology. Dosage of ALP and many of its fellow b-
blockers has to be adjusted with great care since these
lipophilic compounds are known to integrate nonspecifi-
cally into the plasma membrane. As shown in Fig. 15b,
application of 10 mM ALP does not show any measurable
side effects. Using ALP in concentrations of 100 mM induces
a transient but very pronounced reduction of the electrical
impedance (Fig. 16). This decrease in impedance may be the
result of the interaction of ALP with the plasma membrane
or an induced contraction of the cell bodies.

The preceding examples showed that impedance mea-
surements of cell-covered gold electrodes in which the cells
serve as sensory elements can be used in screening assays
for pharmaceutical compounds, but also for cytotoxicity
screening. The interested reader is referred to Ref. 26
and 27.

SUMMARY AND OUTLOOK

Impedance spectroscopy is a general technique with impor-
tant applications in biomedical research and medical
diagnostic practice. Many new applications are currently
under investigation and development. The potential of the
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Figure 15. (a) Time course of the impedance magnitude at a
sampling frequency of 10 kHz, when confluent BAEC are
exposed to 1 mM ISO. (b) Time course of the impedance
magnitude of a confluent monolayer of BAECs upon sequential
exposure to 10mM of the b-blocker ALP and 1mM ISO 20 min later.
The b-adrenergic impedance increase is omitted by the b-blocker.
Intactness of the signal transduction cascade is verified by
addition of forskolin (FOR), a receptor independent activator of
this signal transduction pathway.

Figure 16. Time course of the impedance magnitude at a
sampling frequency of 10 kHz when a confluent BAEC
monolayer is exposed to an over dose of the b-blocker alprenolol
(100 mM ALP). Addition of ALP is indicated by the arrow.



technique is obviously great, since it is noninvasive, easily
applied, and allows on-line monitoring, while requiring
low cost instrumentation. However, there are also diffi-
culties and obstacles related to the use of IS. Foremost,
there is no separate access to the individual processes and
components of the biological system, only the total impe-
dance is measured, and this signal must be interpreted by
some chosen model. There are many fundamental issues
yet to be solved, both connected with understanding the
origin of bioimpedance, methodological problems with
finding standardized ways of comparing different sam-
ples, as well as technical issues connected with the equip-
ment used to probe bioimpedance.

Prospective future in vivo applications include quanti-
fication of ischemia damage during cardiac surgery (28)
and organ transplantation (29), as well as graft rejection
monitoring (30). Impedance spectroscopy are also used
for tissue characterization, and recently a device for
breast cancer screening became commercially available.
Multifrequency electrical impedance tomography (EIT)
performing spatially resolved IS is a potential candidate
for diagnostic imaging devices (31), but due to poor resolu-
tion power compared to conventional methods like MR,
only few clinical applications are described.

The use of impedimetric biosensor techniques for in
vitro monitoring of cell and tissue culture is promising.
With these methods, high sensitivity measurements of cell
reactions in response to various stimuli have been realized,
and monitoring of physiological–pathological events is
possible without use of marker substances. The potential
applications cover pharmaceutical screening, monitoring
of toxic agents, and functional monitoring of food additives.
Microelectrode-based IS is interesting also for scientific
reasons since it allows studying the interface between cells
and technical transducers and supports the development of
implants and new sensor devices (32).

Finally, affinity-based impedimetric biosensors repre-
sent an interesting and active research field (33) with
many potential applications, for example, immunosensors
monitoring impedance changes in response to antibody–
antigen reactions taking place on electrode surfaces.
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INCUBATORS, INFANTS

ROBERT WHITE
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INTRODUCTION

Providing newborn infants with appropriate thermal pro-
tection is known to improve their growth rates (1–3),
resistance to disease (4,5) and survival (6–11). Keeping
premature, sick, or otherwise high risk babies warm is
particularly critical and, when their care precludes cover-
ing them with protective swaddling clothing, especially
difficult. Incubators are devices used during the care of
such high-risk infants and are designed with the intent of
producing environmental conditions that are consistently
suitable to each unique infant’s particular needs. There are
many different kinds of incubators that differ in detail in
the way they are constructed, heated, and controlled
(12–16). All provide a mattress for the infant to lie upon,
surrounded by a warmed microclimate that is controlled by
a logical system governing the amount of heat needed to
keep the environmental temperature within a limited
range. In some incubators, this microclimate is produced
within a rigid walled chamber; such devices are called
closed incubators. When they are heated by using a fan
to force air over a metallic heating coil prior to its entry into
the infant’s chamber, these closed incubators are also
called forced convection incubators. There also are open
incubators; those have no walls and, therefore, no chamber
surrounding the mattress. There is nothing delimiting the
convective environment in an open device, so they need to
be heated by using a radiant warmer directed to the
mattress area. These devices, therefore, are commonly
called open radiant incubators, radiant warmer beds, or
radiant heaters.

Each of these types of incubators provides certain
unique advantages. The convectively heated incubator

provides a caretaker with a far easier method for control-
ling the humidification of the infant’s microclimate, when
compared to the open radiant warmer bed. Therefore, a
baby under an open radiant heater loses more body fluid
than does an infant within a closed convectively heated
chamber (17). But conversely, a baby in an open incubator,
while more complicated to care for in terms of medical
fluids administration, is physically more accessible in
terms of other kinds of care that sometimes are equally
important to the well being of sick babies. Current ‘‘top of
the line’’ incubators incorporate the advantages of both
types, utilizing a radiant warmer bed with a removable
enclosure that allows full physical access to the infant
when the incubator is operated in the radiant heater mode,
and better control of humidification and noise when the
enclosure is placed around the baby and operated in the
convectively heated mode.

An incubator, in many respects, is just a very little
house sized to fit the space and functional requirements
of an infant occupant. As choices must be made when
conditioning the environment in any house, different
options must be considered when designing the climate
control system in an incubator. In the following review,
some of these considerations will be explained from the
perspective of how environmental manipulators affect
newborn infants who are not just little human adults,
but also developing individuals with special physical,
physiologic, metabolic, and neurological capabilities
and limitations that make them unique. In great measure
incubator manufacturers have been successful in translat-
ing present day knowledge of babies and their special needs
into technical solutions that make today’s incubators
remarkably functional. But any infant caretaker or incu-
bator manufacturer can attest to the limitations of today’s
devices which, as they are approximate to our present
scientific knowledge and the existing level of technology,
are flawed by our considerable remnant ignorance and the
failure of existing technology to meet certain imperative
needs already known.

HISTORY

It is ancient knowledge that infants who are allowed to get
cold have a greater chance of dying than do infants kept
warm. Prior to the nineteenth century, keeping small
babies warm meant swaddling with multiple layers of
cloth, providing body contact with the mother, or place-
ment of the infant near a warm, roaring fireplace. Such
classic thermal care served lusty, healthy babies well, but
was inadequate to provide for the special needs of prema-
ture or otherwise enfeebled newborns. These special needs
were not met because, until the last century, there was
almost no recognizable major medical or social commit-
ment toward enhancing the survival of babies born pre-
maturely. The infant mortality rate was high and accepted.
However, in response to various politicosocial events that
occurred in the late 1700s and early 1800s, the value of
improving premature infant survival increased, stimulat-
ing the development of special incubators in which to care
for these fragile, newly valued babies.
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The first serious attempt to improve on the thermal
protection provided newborns was reflected in a warming
tub developed in 1835 by Johann Georg von Ruehl
(1769–1846) in Russia (Fig. 1). The von Ruehl tub was
simply a double-walled sheet-iron open cradle that was
kept warm by filling the space between the walls with
warm water. Variations on von Ruehl’s design were sub-
sequently developed throughout Europe, and this type of
primitive open incubator remained a standard device for
care until 1878.

Although the von Ruehl device must be recognized as a
developmental milestone, to be truly accurate, the devel-
opmental history of modern infant incubators must be
traced back centuries to Egypt where the artificial incuba-
tion of eggs was refined and remained a closely guarded
secret and uniquely Egyptian profession. Not until 1799
were these secrets introduced into Europe by members
of Napoleon’s expedition. Professor Stephane Tarnier
(1828–1897) of the Paris Maternity Hospital in 1878 saw
a chicken incubator at the Paris Zoo. The incubator, based
on old Egyptian designs, had been constructed by Odile
Martin. Dr. Tarnier perceived how such a device, with
modifications, could be used to keep premature infants
warm. Odile Martin subsequently built the first approx-
imation of the modern enclosed infant incubator initially
used at the Paris Maternity Hospital in 1880 (Fig. 2)

The Tarnier incubator was simple in its design. The
infant lay in the upper chamber of a two-chambered
double-walled box insulated to slow the loss of heat. The
infant chamber was topped with a removable cover through
which the infant could be observed while remaining pro-
tected from cooling room drafts. The heating of the upper
chamber was achieved by warming a large supply of water
contained in the lower chamber of the incubator. The water
was heated by an alcohol or gas lamp thermosyphon that
was external to the incubator chambers and connected by
piping that allowed convection driven water flow between
the heater and the water reservoir. Cool room air freely
flowed into the lower warming chamber where the air
picked up heat from the surface of the warm water reser-
voir and then, by natural convection, rose to enter and
warm the upper chamber containing the infant.

The Tarnier incubator was neither elegant nor efficient,
and even when within the device, infants needed the extra

protection of swaddling blankets. It did, however, reflect
the technology of its day and, in the climate of a new
commitment toward the study and welfare of feeble
infants, stimulated others to refine the basic Tarnier
design to correct deficiencies discovered through acquired
practical experience with the incubator in clinical settings.
The historical progression in this development has been
illuminated by Dr. Thomas Cone, and the reader is referred
to Dr. Cone’s excellent treatise for a more detailed descrip-
tion of the many design variations introduced and tested
along this early path leading to today’s equipment (18).

The modernization of incubators has not only led to
marked improvement in the thermal protection provided
infants, but it also has been pivotal in increasing our
knowledge of diseases unique to newborn babies. In turn,
each increment of knowledge has required manufacturers
to modify incubators in order to provide solutions to
problems the new scientific discovery imposed. For exam-
ple, when electric fans became available and forced air
convection systems were developed, incubator heating
became so improved that infants for the first time could
be undressed during care. This along with the use of new
transparent plastics in the construction of incubator walls
allowed clinicians to make observations that led to detailed
descriptions of illnesses about which little was known
when infants were hidden within the predominately opa-
que wooden and metal chambers of the past. But while the
employment of clear plastic in incubator construction
enhanced the ability to observe infants, its poor insulating
qualities made the task of maintaining the incubator
chamber in a warm and stable state more difficult. And
as improved visibility led to new lifesaving therapies, such
as the administration of intravenous fluids, the use of
respirators in care, and the development of new diagnostic
procedures and surgical interventions, the transparent
plastic walls that provided caretakers with visual access
to sick babies during these therapeutic processes also
served as impediments. Incubators had to be modified so
that catheters, tubes, and wires could be connected to an
infant’s body. Increasing numbers of access holes were
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Figure 1. von Ruehl warming tub (1835). Reprinted with per-
mission from T. E. Cone, Jr., History of the Care and Feeding of the
Premature Infant, Boston, MA: Little, Brown, 1985.

Figure 2. Tarnier incubator (1880). Reprinted with permission
from T. E. Cone, Jr., History of the Care and Feeding of the
Premature Infant, Boston, MA: Little, Brown, 1985.



drilled through the walls of the incubator to provide portals
of entry for these therapeutic tools, but the new fenestra-
tions also produced new exits for life-sustaining heat. More
modifications were needed and, as each problem was
solved, a new dilemma emerged.

Even today, infant caretakers and incubator manufac-
turers continue to struggle with these and other problems
contributing to the strengths and weaknesses in incubator
devices. In this article, the physiologic, clinical, and tech-
nical factors leading to the design of existing incubators
will be outlined further and some of the limitations of
incubators explained in greater detail. Throughout, we
hope that it remains clear that incubator development is
an ongoing process requiring frequent and critical review
of existing methods to assure that the thermal protection
being provided is still appropriate during the delivery of
other and especially newer forms of care also deemed
necessary to a baby’s well being. The ideal incubator of
tomorrow is one that neither impedes care nor can itself,
when providing thermal protection, be impeded by other
forms of care. This has always been and remains the major
challenge to health care providers and engineers com-
mitted to incubator development.

FACTORS CONSIDERED IN INCUBATOR DESIGN

Physiological Heat Balance

Even though some controversy exists concerning the exact
definition of the body temperature limits within which a
newborn’s body functions optimally, in general, any tem-
perature between 35.5 and 37.5 8C is probably within that
normal range and can be referenced to published data
available on the subject. Body temperature is determined
by the balance between the heat produced within and lost
from the body tissues. In order to design or even under-
stand the design and limitations of modern incubators, a
knowledge of these basic factors is required to provide the
context for how infants differ from adults in their thermo-
regulatory capabilities.

Heat Production

All animals, including human babies, produce body heat as
a by-product of the biochemical processes that sustain life.
The basic amount of heat produced by a newborn infant is
1.5–2 W	kg�1. During the first weeks of life, this minimal
rate of heat production is both weight and age related, with
smaller and younger babies capable of producing less heat
than larger and older infants (19–23).

In addition to this basic capacity, most healthy babies
have the capability to generate additional heat to a
maximum production rate of 4.5–5 W	kg�1 (21–23). This
additional heat-producing capacity is often called upon for
protective purposes, as, for example, when the infant is
challenged to fight off infection or when stressed by situa-
tions that cause an exorbitant amount of heat to be lost
from the body. The capability to increase the amount of
heat produced to replace body heat losses is called home-
othermy. In contrast to homeotherms, some creatures,
such as lizards, reptiles, and fish, are poikilotherms that

do not produce more heat when cooled, but actually
decrease their metabolic rates when exposed to cold.

When considering thermoregulatory problems asso-
ciated with newborn care, both homeothermy and poi-
kilothermy must be understood, because under some
circumstances, it is possible for a homeothermic animal
to behave like a poikilotherm. Sometimes during the med-
ical care of humans this possibility is used to a patient’s
benefit; for example, during some heart operations patients
are given drugs that prevent their nervous systems from
responding to the cold. In this circumstance, it is desirable
to slow the body’s metabolic rate, which can be achieved by
cooling the drug treated patient who, by intent, has been
changed to a temporary poikilotherm.

At times, a homeotherm may revert temporarily to a
poikilothermic state. This is particularly common in imma-
ture or very sick newborns, and especially those with
neurologic damage (24) or with breathing problems that
lead to inadequate blood and tissue oxygen levels (25,26).
Poikilothermy in a newborn can also occur because of drugs
administered to a mother in labor with subsequent pla-
cental transport of those drugs to the infant (27).

In spite of their occasional reversion to poikilothermy, it
nonetheless is commonly advised that newborns should be
thought of as homeotherms and protected from environ-
ments that would unduly stimulate homeothermic tenden-
cies. This is because homeotherms increase heat
production by increasing metabolic work which can cause
excess utilization of finite fat, sugar, and protein stores
needed to sustain other vital body functions and to meet
growth and developmental milestones. Moreover, extra
metabolic work produces more than just extra heat; acidic
and other metabolic by-products produced at the same time
can cause severe imbalances in the body’s critical acid–base
balance (4). As a consequence of the self-protective reaction
to cold stress a newborn may, therefore, be faced with an
equally life-threatening biochemical stress (Fig. 3).

It has been suggested that one reason cold-exposed
infants have higher mortality rates is that they become
metabolically exhausted and incapable, in part because of
the consequent acidosis, to fight off the stresses placed on
their bodies by other threatening events. But problems can
arise when attempts are made to provide infants with
protection from cold stress, since it is unclear how to be
sure that a given environment minimizes the infant’s
metabolic efforts to maintain homeothermy. Theoretically,
this could be achieved by measuring the infant’s metabolic
rate continuously and making adjustments in the environ-
mental supports whenever the infant’s rate of metabolism
changed, but measurement of heat production by a new-
born is very difficult in the clinical setting.

In any case, few infant caretakers would consider the
infant’s metabolic rate as the only measure of success when
providing a baby with thermal protection. The infant’s
actual body temperature is also considered important
(21) and it is well known that metabolic rate is only one
factor contributing to the body temperature measured.
Body temperature also is influenced by the rate at which
heat is lost from the body and, if one wishes to produce a
device that contributes to the maintenance of an infant’s
body temperature, it is necessary, by virtue of its balancing
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effect on the final body temperature achieved, to under-
stand how heat loss occurs in newborns.

Heat Loss

In the final analysis, incubators actually protect infants
only by modifying the factors that contribute to heat loss
via the well-known conductive, convective, radiant, and
evaporative mechanisms.

The flow of heat occurs only when there is a difference in
the temperatures of adjacent structures. Heat can only be
lost by a warmer object to a cooler one. Conductive heat
losses occur when an infant comes in physical contact with
a cooler solid surface. A baby loses heat by conduction to a
cooler mattress, blanket, diaper, or other clothing.
Convective losses are similar to, but independent of, con-
ductive losses and occur when a baby is exposed to air
currents that are cooler than the infant. Convective losses
are influenced not only by temperature differences, but
also by the wind chill factor determined by speed at which
the air is flowing. In a practical sense, this means that if an
incubator has a fan as part of a forced convection heating
system, air movement produced by the fan can cause a
cooling effect in excess that which would occur if air at the
same temperature was still.

Heat loss in infants also occurs by radiation in the
infrared (IR) spectrum to cooler solid objects surrounding,
but not in contact with their skin. The incubator and room
walls, windows, and furniture all contribute to heat loss via
radiant mechanisms. Finally, evaporative heat losses occur

as infants transpire water from their skin into the sur-
rounding environment. They can also lose heat by evapora-
tion as residual amniotic fluid or bath water dries from
their skin and hair, and they lose heat from their lungs as
they exhale warm humid air.

Gross estimates of the magnitude of heat loss can be
calculated by physical heat-transfer equations for each
mechanism. The reader is referred to thermal transfer
books for the details of these mechanisms, but examination
of these equations here in a simplified form is a useful way
to discover some of the special features that influence heat
transfer as applied to newborn care.

All nonevaporative heat losses are quantitatively pro-
portional to the magnitude of the temperature difference
between the warmer object (To) losing heat and the cooler
environmental feature (Te) that will receive the heat in
transfer:

Heat loss ¼/ ðT0 � TeÞ

This equation becomes equality by adding to it an object
specific constant called a thermal transfer coefficient (k):

Heat loss ¼ kðT0 � TeÞ

Different materials at the same temperature lose heat
at different rates when exposed at the same thermal envir-
onment; for example, a block of wood has a lower thermal
transfer coefficient than a block of steel. Newborn infants
have higher thermal transfer coefficients than do adults
and therefore lose body heat more rapidly than adults
when exposed to any environment that is cooler than body
temperature, so in a room temperature that feels comfor-
table to an adult, a newborn can get cold.

It must be emphasized that the heat loss equation as
written above is grossly simplified and omits numerous
other factors important to actual heat exchange. A more
accurate equation would have to include a factor account-
ing for the infant’s exposed surface area, which is a quan-
tity that changes with changes in an infant’s position and is
modified if the infant is swaddled in blankets, wears a
diaper, booties, hat, or, if in the course of surgical care, has
a bandage applied. The equation as simplified particularly
fails to reflect the true degree of complexity describing the
thermal relationship between an infant’s skin and the
radiant surfaces of a room or incubator. The relationship
is modified, for example, by complex factors describing the
exact path and distance traveled by infrared (IR) waves in
their transfer from object to object.

Radiant heat loss is also modified by the emissivities of
the objects exchanging energy. Like black carbon, an
infant’s skin, no matter what its actual color, is presumed
to have an emissivity of 1, which means it absorbs and
emits IR rays perfectly and completely. The emissivities of
the materials used in incubator manufacture or in nursery
wall coverings also modify the amount of radiant exchange
occurring with the infant’s radiant surface. The emissiv-
ities of these objects become particularly important in an
incubator chamber in which the surface area of the interior
walls surrounds the exposed surface area of the infant’s
radiating skin.

The following equation, although still simplified, pro-
vides a better approximation of expected radiant losses (Hr)
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Figure 3. Schematic of homeothermy in newborns. On sensing
loss of body heat, the infant minimizes heat loss from the skin by
vasoconstricting blood vessels, changing body positions, and
increasing metabolic rate. The increase in metabolism can
produce acidosis and depletion of energy substrate stores.
Reproduced by permission from P. H. Perlstein, ‘‘Routine and
special care–Physical environment.’’ In A. A. Fanaroff and R. J.
Martin (Eds.), Behrman’s Neonatal-Perinatal Medicine, 3rd ed.,
St. Louis, MO: C. V. Mosby Co., 1983.



from an infant in an incubator (28). In this equation, Ab is
the exposed surface area of the infant, Ar is the area of the
walls surrounding the infant, Es is the emissivity of
the infant’s skin, and Er is the emissivity of the walls.
The symbol o is the Stefan–Boltzmann constant, 5.67 �
10�8 W�1	m�2	K�4. When using this equation, tempera-
tures are expressed in kelvin and the heat loss in watts.

Hr ¼ Ab
1

Es
þ Ab

Ar

1

Er
� 1

� 	� ��1

sðT4
s � T4

r Þ

Radiant exchange relationships are so variable because
of differences between infants and different incubator
environments that, even using this more complex equation,
only poor and static quantitative approximation of actual
radiant flux can be made in clinical settings. This proves to
be a practical problem when considering incubator designs,
since it has been documented that in many situations
radiant losses can account for >60% of the total heat loss
from an infant (29).

Evaporative heat losses are not specifically related to
temperature difference and occur instead because of differ-
ences that exist between the partial pressures of water in
the boundary layer of air next to the infant’s skin and that
in the environment beyond the boundary layer limits.

Evap loss ¼ Kðpartial pressure skin

� partial pressure airÞðaresÞ
Partial pressures are not the same as relative humid-

ities, so even in an environment at 100% relative humidity,
an infant can lose water and heat if the skin surface is
warmer than the environment. For each milliliter of fluid
lost from the body,580 g	cal (2.4 kJ) of heat are lost in the
vaporization process. This route of heat loss accounts for
25% of the total heat loss when an infant is dry. When
lying unclothed on an open bed heated only by a radiant
heater, up to 300 mL�1	kg�1	day�1 of fluid can be lost by
evaporation from the skin of very immature infants in the
first days of life. In an enclosed incubator that is poorly
humidified, up to 150 mL�1	kg�1	day�1 of water can be lost
by this mechanism in very immature infants. Following
birth when the infant is wet with amniotic fluid, or follow-
ing a bath, this can become the predominant route of heat
loss (30–34,34).

Environmental Temperature

It should be obvious from the previous discussion that since
conduction, convection, radiation, and evaporation are
each relatively independent mechanisms, no single mea-
surable quantity can be used to calculate their combined
contribution to heat loss. Air temperature, for example, can
be used to estimate only the convective component of heat
loss from a baby, while measurements of incubator inside
wall temperatures can only be helpful in determining
approximate losses due to radiation. This means that if
the incubator walls are cold, a baby in an incubator can lose
heat even if the air temperature is warmer than the infant.
The only feature necessary for this to be true is for radiant
losses to be higher than convective heat gains.

Environmental temperature, although frequently used
loosely to describe any ambient thermal value, must be

understood to be a specific reference to the combination of
temperatures actually experienced by an infant in thermal
exchange relationships via multiple mechanisms. Unfortu-
nately, few guidelines exist at present to help caretakers
know the true environmental temperature for an infant
within an incubator in a clinical setting. When certain
conditions are met, however, some of the guidelines seem
to be useful. Dr. Hey, for example, determined that in a
well-humidified enclosed convectively heated incubator
with single-layer Plexiglas walls, the environmental tem-
perature perceived by a contained infant is 1 8C lower
than the measured midincubator chamber air temperature
for every 7 8C difference that exists between the incubator
air temperature and the air temperature of the room
within which the incubator stands (35).

Heat Transfer within the Body

Since the skin of the newborn is the major heat-losing
surface in exchange with the environment, mechanisms
by which heat transfers from interior tissues to the skin
play an important part in the heat loss process. The rate at
which internally produced heat is transferred from the
body core temperature TB through body tissues to the outer
body skin surface at temperatures Ts is computed using the
following equation:

Heat transfer ¼ CðTB � TsÞ

Where C is an individual’s specific thermal conductance
coefficient, which is affected by the absolute thickness and
character of the skin, subcutaneous fat, and other subcu-
taneous tissue, and by the blood flow rate from the body
core to its surface. Obviously, babies are smaller and have
thinner body coverings than do adults, and, therefore, as
they lose heat more rapidly from their surfaces than do
adults, they also transfer heat more rapidly to their sur-
faces from their internal heat-producing organs. In addi-
tion, an infant’s blood vessels are relatively close to the
body surface. Since the vascularity of a particular body
surface determines the rate at which blood will shunt core
heat around intervening insulating tissues to the skin
surface, such shunting contributes heavily to the high
thermal conductance of a baby.

Heat can also be lost rapidly from an infant’s body core
via the respiratory system. This route of loss is of relatively
minor significance in a healthy and spontaneous breathing
infant, but in a baby who is ill and especially one being
mechanically assisted by a respirator, this can become the
major route by which body heat is lost or gained. Body heat
transferred by this route is dependent on the infant’s
temperature, breathing rate, the flow rate and tempera-
ture of gases reaching the lungs, and the water content of
the gas delivered to the airway. If temperatures and humi-
dification are not properly monitored and controlled, the
heat losses from the respiratory passages can be so great
that they exceed the capacity of the incubator heater.

The Concept of a Neutral Thermal Environment

Theoretically and as demonstrated by several authors
(21,36,37), it is possible for a competent homeothermic
baby to have a body temperature that is below the normal
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range at a time when the measured metabolic rate of the
infant is at a minimal unstimulated level. For example,
Brück (36) documented that during a period of cooling
associated with a falling environmental temperature, an
infant’s metabolic rate and heat production increased, but,
as soon as the cooling environment was caused to reheat,
the infant’s metabolic rate decreased to minimal heat-
producing levels, and this decrease occurred even before
the infant’s cooled body temperature returned to normal.
This was confirmed by Adamsons et al. (21) and again in
the study by Grausz (37).

The study by Adamsons et al. in particular provided
some insight into why homeothermic reactions are not
predicted only by examination of static body temperatures.
In this study, the metabolic rates of infants in various
thermal environments were determined and correlations
computed to determine the relative value of measuring
only rectal temperature, skin temperature, or environ-
mental temperature, or only the difference between the
skin and environmental temperatures, in reliably predict-
ing what the infant’s metabolic rates actually were at the
time the temperature measurements were made. The
study determined that no correlation existed between rec-
tal temperature and metabolic rate, a slightly better cor-
relation existed between environmental temperature and
metabolic rates, a still better correlation with skin tem-
perature existed, and an almost perfect correlation was
demonstrated between metabolic rate and the difference
between skin and incubator environmental temperatures
(Fig. 4). These results can be understood by recalling that
when body temperature is stable, heat production or meta-
bolic rate must be equal to the rate of heat loss from the
infant. If this balance does not exist, the infant will get
either warmer or cooler, depending on the direction of the
imbalance. So if heat production equals heat loss and heat
loss is proportional only to the difference between the
magnitude of the skin and environmental temperatures
and not to the magnitudes themselves, it follows that heat
production must also be related to the same temperature
difference and, similarly, should be relatively independent
of any single absolute temperature value.

These discoveries led to an approximate definition of
what might constitute an optimal thermal environment in
which to raise small infants. This environment is called a
neutral thermal environment, referring to that set of ther-
mal conditions existing when an infant is in a minimal
metabolic state and has a body temperature that is within a
normal range.

From the previous discussion, it might seem reasonable
that to provide an infant with a neutral thermal environ-
ment it is necessary then only to establish skin-to-envir-
onment temperature gradients documented in various
published studies to be associated with minimal metabolic
rates in infants with normal temperature. Unfortunately,
such references can provide only very rough guidelines,
since any one infant can achieve different minimal rates of
metabolism at different times and, if body temperature is to
be kept stable, each change in this minimal achievable heat
production rate must be balanced with a change in the
amount of heat loss allowed. When the minimal heat
production increases, the skin environmental temperature

difference needs to be increased, and when the minimal
heat production falls, the gradient needs to be decreased.
Although concepts such as the neutral thermal environ-
ment can be discussed using static equations, it must be
remembered that they actually are used only in dynamic
settings.

In any case, it is very difficult to provide an infant with
truly neutral thermal conditions and becomes practically
impossible in some common situations, such as when head
hoods or other auxiliary gas delivery devices are used
during care. Head hoods are small plastic boxes or tents
made to enclose the infant’s head when resting on a mat-
tress. The hoods are used to deliver and control the con-
centration of humidified oxygen to the infant. Since the
head of an infant can represent 20% of the infant’s body
surface, a significant amount of body heat can be lost if the
head if the head hood temperature is not carefully con-
trolled. Even if the temperature is controlled by prewarm-
ing the oxygen prior to its delivery into the head hood, the
infant can lose heat if the gas is delivered at a flow rate that
produces an excessive wind chill component to the convec-
tive heat flux. It also has been documented that even when
total body heat losses are less than usually needed to
stimulate a homeothermic response, any local cooling of
facial skin tissue can stimulate a baby to become hyper-
metabolic (36,38).
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Figure 4. Metabolic rate expressed as oxygen consumption (Vo2)
as correlated with rectal temperatures, skin temperature,
incubator environmental temperature, or the difference between
the skin and environmental temperature (DTs–e). Reproduced by
permission from P. H. Perlstein, ‘‘Routine and special care—
Physical environment.’’ In A. A. Fanaroff and R. J. Martin
(Eds.), Behrman’s Neonatal-Perinatal Medicine, 3rd ed., St.
Louis, MO: C. V. Mosby Co., 1983. Adapted from Adamsons
et al. (21).



Since no studies have been published to provide guide-
lines for establishing neutral thermal conditions in an
incubator containing auxiliary sources of heating and cool-
ing, and because such sources are very commonly used
during infant care, no incubator manufacturer can guar-
antee, when an auxiliary devices are used, that such con-
ditions can be produced by any incubator on the market
today. As a corollary, unless both body temperatures and
infant metabolic rates are continuously monitored, infant
caretakers and medical researchers are similarly con-
strained from claiming precision in their delivery of con-
tinuous and certifiable thermal protection that is
consistent with the concept of thermoneutrality.

Before we leave this subject, it should also be noted that
a significant number of knowledgeable baby care specia-
lists disagree with the idea that a neutral thermal envir-
onment represents an optimal goal for incubator control.
Their arguments are numerous, but most often include the
irrefutable fact that no one has ever documented scienti-
fically that such protection is really beneficial. They also
cite the studies by Glass et al. (2,3) in which it was
documented that babies tend to lose their very important
self-protective ability to react as homeotherms if not
exposed to periodic cold stresses. This means that one price
paid by an infant raised in a neutral thermal environment
is adaptation to that environment and, much as a pro-
longed stay in the tropics diminishes an adult’s capacity to
tolerate the northern winters, a baby so adapted may be
more susceptible to the damaging effects of unavoidable
occasional exposures to the cold.

It must be emphasized that the arguments against the
neutral thermal environment are not arguments in favor of
letting all babies stay cold; the debate primarily concerns
whether a baby is better off in an environment that
theoretically maximizes growth by reducing metabolic
work to an absolute minimum but might increase the
infant’s susceptibility to subsequent stresses, or better
off in an environment that very mildly stimulates the
infant to metabolically contribute to his own ongoing ther-
mal welfare so that important self-protective capabilities
are not forgotten. As yet there are insufficient scientific
data to resolve this issue. A more recent observation is that
the body temperatures of the fetus and older infant are
higher than the typical neutral thermal environment pro-
posed for preterm infants, and in both cases, follow a
circadian rhythm that is not observed or supported in
the typical infant incubator. These considerations imply
that while the ‘‘neutral thermal environment’’ is a useful
concept for current incubator design, it is not yet known
how the ‘‘optimal thermal environment’’ should be defined,
especially for the preterm infant.

INCUBATOR STUDIES

In spite of the difficulties encountered when attempting to
define, let alone achieve, the optimal environmental con-
ditions that are protective for small babies, it is clear that
babies raised in different environments do have different
survival rates. The scientific studies documenting these
differences in survival in different environments are worth

reviewing, since they have provided insight into features
distinguishing some incubators from others and ways in
which these features may produce environments that can
prove to be both protective to some infants and dangerous
for others. These studies have also been the major impetus
to changes in designs that have resulted in the kinds of
incubator devices in use today.

With few exceptions, until the early 1970s, incubator
designers relied only on convective heaters to warm the
chamber within which a baby was contained. Such devices
were relatively simple to construct and provided a method
whereby the chamber mattress could be kept warm thereby
limiting conductive heat losses, and a method to keep the
surrounding air warm, limiting convective losses. The use
of wet sponges early in the history, and later evaporation
pans, over which the convective currents of warmed air
passed before entering the infant’s chamber, provided the
humidity needed to limit evaporative losses. Additionally,
the warmed air contained in the chamber produced some
warming of the chamber walls thereby reducing to some
degree radiant heat losses from the infant. The heating
units in early models of these incubators were controlled
only by simple air temperature-sensitive thermostat
mechanisms.

Such an incubator with clear plastic walls for enhancing
visualization of the contained infant was used in a famous
series of infant survival studies published between 1957
and 1965. In this incubator, a fan was used to force the
convective air currents into the infant’s chamber after
passage over a heating element through a turbulence
producing baffle resting in a humidifying pan of water.
A highlight of these studies was published in 1958 by
Silverman et al. (7) who compared the survival rates of
two groups of premature infants cared for in this convec-
tively heated and humidified device. For one group of
infants the incubator air was heated to 28 8C and for the
other group the air was heated to a warmer 32 8C. The
study resulted in a conclusion that infants cared for in the
warmer incubator had a higher survival rate than did
infants cared for in the cooler incubator. During the study
it was observed that although babies in the warmer incu-
bator had a greater chance of surviving, not all of the
infants who survived in the warmer incubator had warm
body temperatures; in fact, 10% of the babies in the 32 8C
incubator had body temperatures 35.5 8C. Dr. Silverman
deduced that the reason some of the babies got cold was due
to excessive radiant heat losses to the thin plastic chamber
walls that were cooled by virtue of their exterior surfaces
being exposed to the cooler nursery environment.

Dr. Silverman wished to test whether even better sur-
vival rates could be achieved by assuring that an infant
was not only in a warm incubator, but that the infant’s body
temperature also was always kept within a normal range.
Along with Dr. Agate and an incubator manufacturer he
helped develop a new incubator that was radiantly heated
to reduce the radiant losses observed when the incubator
was only convectively heated (39). To assure that the
contained infant’s temperature was maintained within
normal range, the new incubator employed an electronic
feedback servo-control mechanism that responded to
changes in the temperature of a thermistor attached to
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the infant’s skin surface, causing the incubator’s radiant
heater to turn on or off, depending on whether the trans-
duced skin temperature value was below or above an
absolute temperature value considered normal (Fig. 5).

Note that before settling on a servo-controlled, radiantly
heated and convectively ventilated system Agate and Sil-
verman did explore alternative methods whereby an incu-
bator could be equipped to guarantee that an infant’s
temperature was maintained within a normal range. In
particular, they considered simply using the well-
established convective heating system in the servo-control
loop but rejected this approach when they discovered that
when servo controlled in response to changes in skin
temperature, the convective heater produced massive
and unacceptable changes in air temperature within the
incubator chamber. The servo-controlled radiant heater,
however, produced an environment in which the air tem-
perature was quite stable, especially when compared to the
thermal cycling recorded within the convectively heated
servo-controlled system.

The radiantly heated, convectively ventilated, and skin
servo-controlled enclosed incubator was evaluated in two
independent studies, with results published in 1964 (9,10).
In these controlled trials, premature infants were divided
into two groups: one group of infants was provided care in
the new radiantly heated incubator that was servo
controlled to maintain the contained infant’s skin tempera-
ture at 36 8C, while the other group of like babies was cared
for using the simpler 32 8C air temperature thermostat-
controlled convectively heated incubator that Silverman’s
group concluded was the best incubator setup in their
previous study published in 1958. The two studies in
1964 reached a common conclusion; the skin tempera-
ture-controlled radiantly heated system produced higher
survival rates when used during the care of the infants
studied. Because of fabricating difficulties, though, this
radiantly heated incubator model was commercially mar-
keted for only a short period of time; soon after its intro-
duction, it was replaced on the commercial market
by a skin servo-controlled convectively heated enclosed
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Figure 5. Logic leading to development of skin servo-controlled radiantly heated convectively
ventilated incubator. (1) An unprotected baby loses heat from skin surfaces by conduction,
convection, evaporation, and radiation. (2) A radiant heater eliminates radiant and conductive
losses, but not those caused by convection and evaporation. (3) An unhumidified convectively heated
incubator eliminates convective and conductive losses, but not those caused by radiation and
evaporation. (4) Humidifying a convectively heated incubator eliminates all major losses except
for the losses by radiation. (5) Using a radiant heater to warm a convectively ventilated and
humidified incubator should eliminate all sources of heat loss from the infant’s skin. (6) Normal
infant temperature can be ensured by adding a controller to the incubator so that power is delivered
to the radiant heater whenever the infant’s skin temperature falls below a preset value. Reproduced
by permission from P. H. Perlstein, ‘‘Routine and special care—Physical environment.’’ In A. A.
Fanaroff and R. J. Martin (Eds.), Behrman’s Neonatal-Perinatal Medicine, 3rd ed., St. Louis, MO: C.
V. Mosby Co., 1983.



incubator that was easier to fabricate and, like the
radiantly heated device, was also capable of keeping an
infant’s skin temperature at a value considered normal.

The introduction of this convectively heated servo-
controlled device on the market was justified by an extra-
polated interpretation of the studies reported in 1964. This
common interpretation led to a conclusion that the studies
simply demonstrated that, in terms of survival, it was only
important to keep a baby’s skin temperature warm and
stable. The interpretation ignored the fact that more than
just a difference in skin temperatures distinguished the
two study groups. Infants in the two different study envir-
onments, the one produced by an air temperature refer-
enced thermostat controlling a convective heater and the
other by a skin temperature referenced servo system con-
trolling a radiant heater, were also, as previously well
discussed by Agate and Silverman, exposed to environ-
ments that differed in the frequency and amplitude of
thermal cycling produced by the different systems (39).
The radiantly protected infants, who survived better, not

only had warmer and more stable skin temperatures as a
group, but were also exposed to a much more stable envir-
onment than were the convectively protected infants with
the less favorable group outcomes.

The commercially released convectively heated and skin
temperature referenced servo-controlled incubator was the
most common incubator in clinical use during the late
1960s; not until 1970 was the characteristic rapidly chan-
ging air temperatures within the incubator chamber rede-
scribed and shown to cause some sick small babies to stop
breathing (40). These episodes of respiratory arrest, called
apneic spells, were specifically observed during the incu-
bator’s heating cycles. The mechanism whereby a sudden
rise in temperature causes some babies to become apneic
remains unknown, but was an observation well reported
even prior to the 1970 publication. Even without knowing
the mechanism of this relationship, it remains undisputed,
so incubator manufacturers have continued to search for
ways to produce stabilization of the incubator environmen-
tal temperatures (Fig. 6).
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Figure 6. Skin and air temperature characteristics recorded using four different incubator
systems.(1) A convectively heated and humidified incubator in which air temperature is
thermostatically controlled. This was the device studied by Silverman in 1958 (7). Note cyclie
variations in air temperature and wide variation in recorded skin temperatures.(2) A radiantly
heated convectively ventilated and humidified incubator that is servo controlled to maintain skin
temperature at specified value. This was the device studied by Day (9) and Beutow (10) in 1964. Note
that the walls are warm, limiting radiant heat losses and that air temperature is stable and skin
temperature variations are minimal. (3) A convectively heated and humidified incubator in which
the air temperature heating is servo controlled to maintain skin temperature at specified value. This
was the device reported to cause some babies to stop breathing (40) as a response to erratic heating
cycles that produces rapid increases in air temperature. (4) A convectively heated and humidified
incubator that is computer controlled using Alcyon algorithm (11). Note the stable air temperature
and minimal variability in skin temperature.



INCUBATOR DYNAMICS

There are many reasons why attempts to stabilize incu-
bator heating have been only partially successful. It is
fairly simple to build a box within which the temperatures
can be predictably controlled and stabilized for prolonged
periods of time if the box is never opened and the thermal
characteristics of both the box and its contents never
change, but these simplifying conditions never exist when
caring for a sick infant. When infants are cleaned, fed,
examined, or otherwise cared for, they must be touched,
and the incubator box must be entered. Infant’s body
positions frequently change, exposing different surface
areas with different shapes to the incubator environment
causing changes in convective flow patterns and altering
the view factors influencing radiant heat flow to the incu-
bator walls. Incubator openings necessitated by the need to
touch a contained infant cause both environmental cooling
and increased infant heat loss that, in an incubator heated
in response to either air temperature or infant temperature
changes, causes a logical increase in the incubator’s heat
output. If any such heating requirement is sustained, the
incubator heating element warms to the point where it will
retain and release heat even after the incubator is closed
and the need for additional heating has passed. Such heat
retention and release contributes to what is commonly
referred to as the thermal lag characteristic of a heating
system and can cause temperatures to overshoot, that is to
rise above the temperature level targeted when the heater
was activated. This is the same phenomenon observed
when an electric stove is turned off, and yet the heating
element continues to glow brightly prior to cooling. As with
an electric stove heating element, the heater in an incu-
bator is not only slow to cool, but also relatively slow to
warm up when first energized after the heater is turned on.
Again, just as unintended overheating can occur, the ther-
mal lag due to the mass of the heater can result in an
incubator getting colder than intended because of this
characteristic delay between action and reaction.

Besides the heater element, there are numerous other
places where heat is stored in the incubator system. For
example, heat storage occurs in the water used for humi-
dification and in the air masses between the heater and the
incubator chamber. Since these must be heated to a tem-
perature higher than the incubator chamber in order to
raise the chamber temperature, the heat stored in these
parts also will continue to raise the chamber temperatures
even after the heater power supply has been turned off.
Conversely, when the heater power is turned back on, not
only the heater but also the air in the spaces leading to the
chamber must heat up before the temperature of the air in
the chamber can rise.

It is these delays between the time the heater power is
changed and the time the air temperature responds that
determines the magnitude and frequency of the air tem-
perature cycles to which an incubated infant is exposed.
Thermal lag obviously contributes to the tendency for
incubator environments to become unstable and, thereby,
potentially threatening to the contained infant. Many
hardware and logical software solutions to this problem
have been tried in commercially available devices, but all

have been frustrated by the complex nature of newborn
care, which results in a degree of unpredictability beyond
the compensating capability of any solution thus far tried.
The implementation of feedback control on incubator heat-
ing is an example of one way to attempt to respond to many
of these problems. However, examining how servo mechan-
isms actually work in a little more detail provides a deeper
appreciation of why this logical technology often fails in the
dynamic setting of an incubator and may even contribute to
instability in the incubator environment.

Feedback Control

Feedback control systems are commonly referred to as
closed loop control systems, as contrasted to open loop
systems. A cooking stove again can be used to give an
example of each type of control system. Stove top heaters
are typically controlled by an open loop system. That is, a
dial is adjusted controlling the quantity of gas or electricity
going to the heater unit. In this manner, a fixed rate of heat
production by the heater unit is specified. This is called an
open-loop control system because after once setting the
rate of heat production, the heater will continue to produce
the same heat output regardless of how hot the object on
the stove gets.

In contrast, the oven of a modern stove is equipped with
a closed-loop temperature control system, in which a dial is
adjusted to specify the desired oven temperature. In con-
trol system parlance, this specified temperature is referred
to as the set point. A temperature sensor inside the oven
works in conjunction with the temperature setting dial to
control the rate of heat production in the oven heating unit
and when the temperature measured by the oven tempera-
ture sensor rises to the set point value on the control dial,
the oven heat production is reduced or stopped entirely.
After the heat production is stopped, the oven temperature
slowly falls as the heat escaped from the oven to the
surrounding area. At some point, the oven temperature
will fall below the temperature set on the control and the
heater will again be turned on; this on–off cycling will
continue as long as the oven is in operation.

Feedback Control and Incubators

An incubator heated in automatic feedback response to
changes in electronically transduced infant temperature is
called an infant skin servo-controlled (ISC) incubator. In
one type of ISC incubator the heater is instructed to turn
completely on when the infant’s skin temperature falls
below a preset lower limit or turn completely off when skin
temperature exceeds a defined upper limit. Because power
applied to the heater is either maximal or zero, this form of
servo mechanism is called nonlinear or ‘‘on–off control’’.
Another form of control is designated as linear proportional
servo control. In a proportional control system the amount
of power applied to the incubator heater is graduated in a
manner to be proportional in some linear fashion to the
transduced skin temperature deviation from a predeter-
mined value. The amount of power actually applied to the
heater for each incremental change in skin temperature
can be different in different realizations of this control
method, and this increment determines the amount of
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deviation in skin temperature that can occur before full or
zero power is applied.

The theoretical advantage of a proportional over an
on–off servo-control system is the possibility of limiting
the tendency that a large heating element has to overshoot
or undershoot a desired heater temperature. In a propor-
tional system, the heater is turned off slowly as the infant’s
skin temperature warms toward the set point temperature.
This contrasts with an on–off system that remains fully
energized until the set point is reached. In an incubator
system, a properly designed skin temperature referenced
proportional control unit will produce very stable environ-
mental temperatures as long as the infant is stable, the
temperature sensing the thermistor attached to the skin
remains undisturbed, and the incubator chamber is kept
closed and protected from outside environmental perturba-
tions. In a clinical setting such stable and undisturbed
conditions exists infrequently, so the theoretical advan-
tages of proportional control over on–off control are diffi-
cult to demonstrate. In fact, the cycling of temperatures
recorded within a proportionally controlled incubator in a
dynamic clinical setting can be indistinguishable from that
recorded in an on–off controlled incubator, and this func-
tional behavior is predicted in basic feedback control theory
(Fig, 7).

The thermal cycles recorded in servo-controlled incuba-
tors are produced as a combined consequence of (1) an
inherent characteristic of closed-loop feedback systems; (2)
periodic extreme perturbations of the skin thermistor that
trigger either full or zero energization of the incubator
heater; and (3) the incubator’s thermal lag characteristic,
which causes repetitive over-and undershoot of tempera-
tures targeted by the control logic. Following the initiation
of a cycling pattern, the time it takes the system to settle
down and reestablish stable control is variable and related
to the heat-dissipating speed of the heater material and the
thermal buffering capability of the homeothermic infant.
In some situations, the cycling, when induced by a single
perturbation, has been observed to continue for many

hours and, when an incubator is repeatedly perturbated,
for many days. The published evidence that some babies
react to these thermal cycles by becoming apneic justifies a
reminder that these characteristic thermal cycles repre-
sent a profound problem negating some of the advantages
intended when feedback control is applied in incubator
designs. At least in incubator servo systems that use skin
temperature as a reference value to determine heater
status, even the theoretical negative effects often outweigh
any theoretical or demonstrable effects that are positive.
This can be appreciated by recalling that a sine qua non of
optimal control in a skin temperature referenced servo
system is the reliable and accurate measurement of an
infant’s skin temperature and, using today’s technology in
a clinical setting, the ability to transduce skin tempera-
tures accurately for prolonged periods of time is marginal
at best and, perhaps, even impossible.

Skin Temperature Measurement

Skin temperature measurement accuracy is limited by
variability in the characteristics of infant, transducers,
and infant care techniques. The surface temperatures of
infants are not homogeneous because of difference in (1)
skin and subcutaneous tissue thickness over different body
parts, (2) differences in structures underlying different
skin surfaces, and (3) difference in the vascularity and
vasoreactivity-characterizing different body regions.
Different skin surfaces have different temperatures, and
when temperature transducers are connected to the skin
surface, they measure the temperature only at the specific
site of their connection. Moreover, thermistors are
attached using devices that can compression of superficial
skin vessels underlying the thermistor element. Thus, by
their very attachment, thermistors modify both the abso-
lute temperature they are expected to measure and the
spontaneous dynamic variability in the measured skin
temperature that is normally affected by the changing
amounts of warm blood flowing through the skin over
different time periods. Additional factors also affect ther-
mistor accuracy. Thermistors are faulted as precise
skin temperature measuring devices because they are
manufactured in various shapes and sizes and are pro-
tected using different materials so that each affects trans-
duction in a specific and different way. Thermistors also
generally measure temperature three dimensionally (3D).
They are affected not only by the temperature of the sur-
face to which they are attached, but also by the environ-
ment to which their unattached surfaces are exposed.
Depending on the amount and type of insulation used in
their manufacture, they are also affected by the tempera-
ture of the wires used to connect the thermistor to electro-
nic signal conditioners.

These inherent characteristics of thermistors, added to
the fact that they are freely moved during clinical care from
one site of attachment to another, provide sufficient cause
to explain why the skin temperature-dependent heater-
controlling servo mechanism in an incubator can easily be
directed into an unstable state that produces thermal
cycling in the environment. This environmental instability
is even further exacerbated by infant care practices that,
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Figure 7. Example of variations in dynamic air temperature
changes when an enclosed incubator that was initially servo
controlled to maintain a stable air temperature was switched to
a skin temperature referenced servo control mode and then
was perturbated by changing the site of attachment of the
skin temperature-sensing thermistor. The wide thermal cycling
illustrated as a consequence of this sequence continued for 3 h
before returning to a more stable pattern.



for examples, cause thermistors to be removed from the
skin when X rays are taken, or to be covered with sterile
towels during surgical procedures. During such care-
related events, the thermistor is fooled into measuring
environmental and not skin temperature. Obviously, if
the thermistor provides the servo electronics with misin-
formation, the servo control decisions based on this infor-
mation can be nonsensical.

THE NONTHERMAL ENVIRONMENT

Although infant incubators were initially designed solely to
maintain body temperature in high risk infants, they are
now seen in a much more complex role, as devices that
provide a complete ‘‘microenvironment’’ for high risk
infants. To one extent or another, they are used to modify
the sensory input an infant receives through visual, audi-
tory, olfactory, and kinesthetic pathways. In addition,
incubators are now appreciated as the source of exposure
to potentially unwanted environmental toxins, such as
electromagnetic radiation (EMR) and chemical compounds
used in the manufacture and operation of the incubator.
Closed incubators are often used as delivery systems for
oxygen and humidification, sometimes in ways unantici-
pated at the time of their design and manufacture.
Incubators have been developed for specialized purposes,
such as transport, use in an magnetic resonance imaging
(MRI) suite, or cobedding twin infants. Incubators have
increasingly been designed as a platform for a modular
system of support equipment including ventilators, IV
pumps, and monitors. As these devices become increas-
ingly controlled by digital components, they also gain the
capability of integrating their data output, so that incu-
bator-derived information, such as air temperature and the
infant’s skin temperature, can be continuously recorded in
an electronic medical record. Incubators have had a role in
infection control since their earliest days, but this function
is now being increasingly emphasized as infection has
emerged as the leading cause of late morbidity in prema-
ture infants. These multiple functions of modern incuba-
tors increase their complexity exponentially, since many of
these factors interact with one another, often in ways
unanticipated by either the designers or the users. Because
of the recent nature of these nonthermal applications of the
infant incubator, there is only a limited scientific founda-
tion to guide designers and caregivers, so not all of these
topics will be discussed in greater depth below.

The Infant Incubator as a Sensory Microenvironment

Although the comparison of an incubator to a uterus, the
environment it replaces, has been noted since the earliest
days of incubator design, it will be evident from the pre-
ceding sections of this article that temperature regulation
has been the first and primary design consideration: and
necessarily so, since it had immediate implications for
infant survival. When incubators became used as devices
for delivery of supplemental oxygen in the mid-twenteth
century, morbidity and mortality were again the primary
endpoints: first for improved survival as the benefits of
oxygen supplementation were identified, and then for

increased morbidity as an epidemic of oxygen-induced
blindness from retinopathy of prematurity followed, again
chronicled most eloquently by Dr. Silverman (41). Only
recently have the other environmental features of the
uterus been compared to the micro and macro environ-
ments of the NICU and the implications for design been
considered.

Taste, smell, and touch are the earliest fetal senses to
develop, beginning in the second trimester of pregnancy,
followed closely by auditory development, and finally by
visual development as the baby approaches term gestation.
While thus far there appears to be no reason to suspect that
the sense of taste is stimulated or influenced by the incu-
bator, there is accumulating evidence that the other senses
are indeed affected by this microenvironment.

Infants can develop a conditioned response to certain
odors that they come to associate with painful procedures,
such as alcohol, whereas a pleasant odor has been shown to
reduce apnea, and babies will orient preferentially to odors
from their mother (42).

In utero, infants are exposed to a fluid environment,
frequent movement with circadian rhythmicity, and as
they approach term, increasing contact with a firm bound-
ary, features absent in the typical incubator. After-market
adaptations that caused the bed or the entire incubator to
move in one fashion or another have been introduced
sporadically, often with the intent of reducing infant
apnea, but none have been documented to be efficacious.
Additional modifications of the infant mattress to make it
more suitable for the skin and developmental needs of
preterm infants have been introduced, again without clear
benefit to this point.

Sound is a constant although variable stimulus in the
uterus, and different in many ways from that of the modern
incubator. In utero sounds are delivered via a fluid medium
where lower pitched sounds predominate, and the mother’s
voice, heartbeat and bowel sounds are far more prevalent
than any extraneous noise. As such, there is a definite
circadian rhythm both to the sounds and to movement
associated with them. In the closed incubator, the predomi-
nant sound is that of the incubator fan that produces a
constant white noise, usually in excess of 50 dB, a level that
has been shown to interfere with infant sleep (43) and
speech recognition (44). Depending on the NICU in which
it is used, this may be louder or softer than the NICU
ambient noise level, so the closed incubator may be used
as a haven from a noisy NICU, or itself could be noisier than
the external environment, in which case the open radiant
warmer might provide a more suitable auditory environ-
ment. A number of after-market modifications have been
suggested to reduce both fan noise and intrusion of noise
from outside the incubator, including blankets or quilts to
cover the incubator and sound-absorbing panels (45,46), but
their use is problematic to the degree that they affect air flow
and other operating characteristics of the incubator.

The visual environment of the incubator may be pre-
sumed to be neutral, but incubators are often used to
control the visual environment of the NICU, particularly
in conjunction with the use of incubator covers, to produce
a dimly lit environment which may enhance infant sleep
(47). Light penetration into the incubator may also affect
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circadian rhythmicity in the preterm infant (48), and may
be a source of heat gain through the greenhouse effect.

Electromagnetic Radiation in the Infant Incubator

Any electrically powered device emits electromagnetic
radiation (EMR), usually at intensities far below those
considered to constitute a risk. Since the organs of preterm
infants are in a crucial and rapid phase of growth, however,
concern about EMR emitted by incubator and radiant
warmer heaters and other components has merited special
attention. Several studies have documented EMR levels in
incubators, with proposed strategies to reduce exposure
including shielding panels (49) and increasing the distance
between the baby and the EMR source (50).

Incubators for Specialized Purposes

The conventional closed incubator or radiant warmer is
used as a static device in the NICU, but the same needs for
temperature control and a safe microenvironment exist
for infants who require transport from one hospital to
another, or to an MRI suite. Transport incubators place a
premium on space (so that multiple modular components
can be mounted) and weight (especially those used for air
transport). Incubators developed for use in an MRI suite
must be similarly portable, but use almost exclusively
plastic materials and have an integrated coil for scanning
(51,52).

SUMMARY

Infant incubators are specially heated devices that provide
a bed surface or chamber within which an infant can be
cared for and kept warm. Throughout this article both the
positive and negative features of today’s incubators have
been noted and placed into both a context of what is
theoretically desirable and of what is practically feasible.
It is apparent that, at present, our knowledge of infant
physiology and the availability of technical solutions are
severely limited, and that all existing incubator devices
reflect and are faulted by these limitations. In historical
perspective, however, it is clear that incubators over the
past 100þ years have steadily been improved by manu-
facturers to incorporate new items of knowledge and
technology as they become available. This historical
path has been fruitful and provides, in its continuing
course, direction for the future in incubator development.
Future iterations of the infant incubator will need to
incorporate new information on the optimal microenvir-
onment for the high-risk newborn as well as new capabil-
ities made possible by the ongoing quantum changes in
digital technology.
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INTEGRATED CIRCUIT TEMPERATURE SENSOR

TATSUO TOGAWA

Waseda University
Saitama, Japan

INTRODUCTION

Temperature can affect the electronic characteristics of
semiconductor devices. Although this is a disadvantage
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in many applications, especially for analogue devices, it
may be turned into an advantage if such a device is used as
a temperature sensor. In principle, any parameter in such
a device having a temperature coefficient can be used for
temperature measurement. For example, a temperature
telemetry capsule, in which a blocking oscillator frequency
varies with temperature, has been developed for measur-
ing gastrointestinal temperature (1). In this system, the
temperature affects the reverse-bias base-collector cur-
rent, which determines the period of relaxation oscillation.
However, it has been shown that the voltage across a p–n
junction of a diode or transistor under a constant forward-
bias current shows excellent linear temperature depen-
dency over a wide temperature range. Many conventional
or specially designed diodes or transistors composed of
Ge, Si, or GaAs have been studied for use as thermometers
(2–4).

The advantages of diodes and transistors as tempera-
ture sensors are their high sensitivity and low nonlinear-
ity. The temperature sensitivity under normal operation is
ca �2 mV/K, which is �50 times higher than that of a
copper-constantan thermocouple. The nonlinearity is low
enough for many applications, although its value depends
on the structure and material of the device. It is known that
a Schottky diode, which has a structure composed of a
rectifying metal-semiconductor contact, possesses good
voltage–temperature linearity (5). Some transistors used
as two-terminal devices by connecting the base to the
collector also possess good linearity (6,7), and a transistor
that has been especially developed for temperature sensing
is commercially available (8). This has a linearity that is
comparable to that of a platinum-resistance temperature
sensor.

It is advantageous to have a diode and a transistor
temperature sensor fabricated on a chip with associated
interfacing electronics using integrated circuit (IC) tech-
nology. Several integrated temperature sensors that pro-
vide either analogue or digital outputs have been developed
and are commercially available. A diode or transistor
temperature sensor fabricated on a central processing unit
(CPU) chip is especially useful when used to monitor the
temperature of the chip. Such a sensor has been used to
detect overheating, and to protect the CPU system by
controlling a fan used to cool the chip or to slow down
the clock frequency.

THEORY

The characteristics of p–n junctions are well known (9,10).
In p–n junction diodes, the current flowing through the
forward-biased junction is given by

I ¼ IsðeqV=mkT � 1Þ ð1Þ

where Is is the saturation current, q is the electron charge,
V is the voltage across the junction, k is the Boltzmann
constant, m is the ideality factor having a value between 1
and 2, which is related to the dominant current component
under the operating conditions used, and T is the absolute
temperature. At a temperature close to room temperature,
and when the current is relatively high, so that the current

due to the diffusion of the carrier dominates, m ¼ 1, and so
the second term in Eq. 1 given in parentheses can be
neglected. Equation 1 can then be simplified to

I ¼ IseqV=kT ð2Þ

The temperature dependence of the saturation current,
Is, is given by

Is ¼ Ae�Eg=kT ð3Þ

where Eg is the bandgap energy at T ¼ 0 K, and A is a
constant dependent on the geometry and material of the
device. Strictly speaking, A also depends on the tempera-
ture. However, the temperature dependency is very weak
compared to the exponential term in Eq. 3. Thus,

I ¼ AeðqV�EgÞ=kT ð4Þ

For a constant current, I, (qV–Eg)/kT is constant. Thus, the
voltage across a p–n junction, V, is a linear function of the
absolute temperature, T. On extrapolating to T ¼ 0, then
qV ¼ Eg.

The temperature coefficient of V can be derived from
Eq. 4 as

dV

dT

����
I¼ const

¼ V � Eg=q

T
ð5Þ

Since the value of qV–Eg is always negative, V decreases
with increasing T. For silicon, Eg�1.17 eV, and for T �300
K, V �600 mV, and dV/dT ��1.9 mV/K. In actual diodes,
the current–voltage characteristics have been studied in
detail over a wide temperature range. The forward voltage
exhibits a linear dependence for T > 40 K for a constant
current (11). The observed value of dV/dT in a typical small
signal silicon p–n junction diode ranges between �1.3 and
�2.4 mV/K for I ¼ 100 mA (11). In germanium and gallium
arsenide p–n junction diodes, and for silicon Schottky
diodes, the forward voltage exhibits a similar sensitivity
(3–5).

In most p–n junctions, the current through the junction
contains components other than those due to carrier diffu-
sion, and therefore, Eq. 4 does not hold. The base-emitter
p–n junction in transistors is advantageous in this respect.
Here, the diffusion component forms a larger fraction of the
total current than that in diodes, even for a diode connec-
tion in which the base is connected to the collector. The
nonlinear temperature dependence in the forward voltage
in diode-connected transistors is lower than that of most
diodes (7). Further improvement in linearity is attained
under constant collector current operation, since only the
diffusion component flows to the collector, while other
components flow to the base (12).

From Eq. 2, one can obtain the following expression

ln I ¼ ln Is þ qV=kT ð6Þ

The value of T can be obtained from the gradient of a plot of
ln I versus V, as q and k are known universal constants.
This implies that the current–voltage characteristics can
be used as an absolute thermometer (6). If ln I is a linear
function of V, only two measurements are required to
determine the gradient. If V1 and V2 are voltages corre-
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sponding to different current levels, I1 and I2, the differ-
ence between these two voltages is calculated using

V1 � V2 ¼ ðkT=qÞlnðI1=I2Þ ð7Þ

Thus, the difference in voltage corresponding to the differ-
ent current levels for a constant ratio is proportional to the
absolute temperature, without any offset. Using this rela-
tionship, a thermometer providing an output proportional
to the absolute temperature can be realized, either by
applying a square wave current to a p–n junction (12),
or by using two matched devices operating at different
current levels (13).

FUNDAMENTAL CIRCUITS AND DEVICES

A schematic drawing of the fundamental circuit of the
thermometer with a short-circuited transistor or a diode
is shown in Fig. 1. A constant current is applied to the
transistor or diode in the forward bias direction, and the
voltage across the junction is amplified using a differential
amplifier. By adjusting the reference voltage applied to
another input of the differential amplifier, an output vol-
tage proportional to either the absolute temperature in
kelvin or in degrees Celsius or any other desired scale can
be obtained. The operating current of small signal diodes
and transistors is typically 40–100 A. If the current
becomes too high, a self-heating error may be produced
due to the power dissipated in the junction. If the current
becomes too small, problems due to leakage and the input
current of the first stage amplifier may become significant
(7).

The nonlinearity in the temperature dependency of the
forward voltage is not a serious problem for most applica-
tions, and it can be reduced by appropriate circuit design.
In a Schottky diode, this nonlinearity is < 0.1 K over the

temperature range �65 to 50 8C (5), and a comparable
performance is expected for diode-connected silicon tran-
sistors (7). Further improvement in the linearity can be
attained by linearization of the circuit. Linearization using
a logarithmic ratio module reduces the error to <0.05 8C in
the temperature range �65 to 100 8C (7). Linearity is also
improved using a constant collector current, as pointed out
previously. An example of an actual circuit is shown in
Fig. 2. In this circuit, the operational amplifier drives the
base-emitter voltage to maintain a constant collector cur-
rent. By applying a square-wave current and measuring
the amplitude of the resulting square-wave base-emitter
voltage, a linear output proportional to the absolute tem-
perature is obtained, as expected from Eq. 7(12). Further
improvement in accuracy can be attained by employing a
curve fitting with three-point calibration, the error due to
the nonlinearity can be reduced to 0.01 8C in the tempera-
ture range of �50 to 125 8C (14).

Three-terminal monolithic IC temperature sensors that
provide a voltage output proportional to temperature using
the Celsius scale are commercially available, examples
being LM45 (National Semiconductor) and AD22100/
22103 (Analog Devices). The LM45 device operates using
a single power supply voltage in the range 4–10 V, and
provides a voltage output that corresponds to the tempera-
ture in degrees Celsius multiplied by a factor of 10 mV, for
example, 250 mV ¼ 25 8C. The AD22100 and AD22103
devices provide a ratiometric output, that is, the output
voltage is proportional to the temperature multiplied by
the power supply voltage. For example, AD22100 has a
sensitivity of 22.5 mV/ 8C giving output voltages of 0.25 V
at �50 8C and 4.75 V at 150 8C when the power supply
voltage is 5.0 V.

Two matched transistors operated using different col-
lector currents can be used to obtain an output proportional
to the absolute temperature (15). The difference in the
base-emitter voltages of the two transistors is a linear
function of temperature, as shown in Eq. 7. Convenient
two-terminal current-output devices using this technique
are commercially available. Figure 3 shows an idealized
scheme representing such devices. If the transistors Q1 and
Q2 are assumed to be identical and have a high common-
emitter current gain, their collector currents will be equal,
and will constrain the collector currents Q3 and Q4. If Q3

has r-fold base-emitter junctions, and each one is identical

INTEGRATED CIRCUIT TEMPERATURE SENSOR 159

Reference
voltage
input

Output

–

+

Sensor
transistor
or diode

I

Current
source

Figure 1. A fundamental interfacing circuit of a thermometer
making use of a transistor or a diode as a temperature sensor to
provide a voltage output proportional to temperature, with a zero
voltage output at a specific temperature dependent on the
reference voltage selected.

Figure 2. A circuit for constant collector current operation in a
sensor transistor.



to that of Q4, the emitter current of a junction in Q3 is 1/r
that of Q4. From Eq. 7, the voltage across resistance R is
obtained from

RI ¼ ðkT=qÞln r ð8Þ

Thus, the total current, 2I, is proportional to the absolute
temperature. Although the actual components are not
ideal, practical devices are available as monolithic ICs,
such as AD590 and AD592 (Analog Devices) (16). In these
devices, r ¼ 8 and R is trimmed to have a sensitivity of
about 1 A/K. The output current is unchanged in the sup-
ply-voltage range 4.0 to 30 V. A voltage output proportional
to the absolute temperature can be obtained by connecting
a resistor in series with the ICs. For example, a sensitivity
of 1 mV/K is obtained by connecting 1 kV resistor in series.
By trimming the series resistor, the error in temperature
reading can be adjusted to zero at any desired temperature.
After trimming, the maximum error depends on the range
in temperature under consideration. For example, a max-
imum error of <0.1, 0.2, and 0.3 8C is obtained for tem-
perature ranges of 10, 25, and 50 8C, respectively (17).

Monolithic temperature sensors that provide a digital
output are also commercially available. For example,
TMP06 (Analog Devices) sensors provide a pulse-width
modulated output. The output voltage assumes either a
high or low level, so that the high period (T1) remains
constant at 40 ms for all temperatures, while the low period
(T2) varies with temperature. In the normal operation
mode, the temperature on the Celsius scale, T, is given by

T ¼ 406� ½731� ðT1=T2Þ	 ð9Þ

According to Analog Devices’ TMP06 data sheet, for an
operating supply voltage between 2.7 and 5.5 V, the abso-
lute temperature accuracy is 
1 8C in the temperature
range 0–70 8C, with a temperature resolution of 0.02 8C.

The National Semiconductor LM75 device is also a
monolithic temperature sensor that provides a digital out-
put. It includes a nine-bit analog-to-digital converter, and
provides a serial output in binary format so that the least
significant bit corresponds to a temperature difference of
0.5 8C.

Newer devices will come along in the future that may be
more appropriate than the ones mentioned here. Informa-
tion about such devices, together with their data sheets,
will be available from the internet sites of manufactures.

APPLICATIONS

Although thermistors are still widely used for thermome-
try in the medical field, IC temperature sensors have
potential advantages over thermistors. Integrated circuit
sensors can be fabricated using IC technology encompass-
ing interfacing electronics on a single IC chip, and many
general purpose IC temperature sensors are now commer-
cially available.

Current-output-type IC temperature sensors, such as
AD590, are convenient for use as thermometer probes for
body core and skin temperature measurements. Figure 4
shows a scheme for such a simple thermometer. According
to the manufacturer’s data sheet, although the sensitivity
and zero offset are adjustable independently in this circuit,
an accuracy of 0.1 8C is attainable with L- or M-grade
AD590 devices using a single-trim calibration if the tem-
perature span is 10 8C or less. If a regulating resistor is
included in the probe, interchangeability can be realized.
Because of the current output capacity, the resistance of
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Figure 3. An idealized scheme of a two-terminal IC temperature
sensor that provides a current output proportional to the absolute
temperature.

Figure 4. A simple thermometer that makes use of a two-
terminal current output-type IC temperature sensor.



the cable or connector does not affect the temperature
measurement.

This type of device is also convenient for temperature
measurements at many other points, especially when the
output data are processed using a PC. All the sensors can
be connected to a single resistor, as shown in Fig. 5, and by
switching the excitation the outputs from each sensor can
be multiplexed. To calibrate each sensor individually, all
the sensors are maintained at an appropriate temperature,
together with a standard thermometer. The outputs from
each sensor as well as that from a standard thermometer
are input into a PC. Then, the temperature offsets for each
sensor can be stored, and all the measurement data can be
corrected using these correction factors. Two-point calibra-
tion is also realized by using data at two known tempera-
tures. A matrix arrangement of the sensors can be formed
using two decoder drivers.

Temperature measurements at many different points
can be performed easier using IC temperature sensors that
generate serial digital outputs, such as TMP05/TMP06.
Connecting these devices as shown in Fig. 6 allows for the
realization of a daisy chain operation. When a start pulse is
applied to the input of the first sensor, the temperature
data from all the sensors is generated serially, so that the
temperatures of each sensor are represented in a ratio-
metric form, which is the ratio of the duration of the high
and low output levels for each period. It is a remarkable
advantage of this sensor that a thermometer can be rea-
lized without using any analogue parts.

An important application of IC temperature sensors is
the monitoring of CPU temperatures to protect a system
from overheating. The temperature of a CPU chip can be
detected by a p–n junction fabricated on the same silicon
chip as the CPU, as shown in Fig. 7. The advantage of
fabricating the temperature sensor on the CPU chip is to
make the temperature measurement accurate enough and
to minimize the time delay due to heat conduction so as to
prevent overheating. The CPU can be protected from over-
heating by controlling a cooling fan or by slowing down the
clock speed. Interfacing devices for this purpose are
commercially available. For example, the MAX6656 (Dal-
las Semiconductor) device can detect temperatures at three
locations, such as the CPU, the battery, and the circuit
board, and the output can be used to control a cooling fan.
To control the clock frequency, a specially designed fre-
quency generator can be used. For example, the AV9155
(Integrated Circuit Systems) device allows for a gradual
transition between frequencies, so that it obeys the CPU’s
cycle-to-cycle timing specifications.

FUTURE

It is �25 years since convenient IC temperature sensors
were introduced for scientific and industrial temperature
measurements. In medicine, the application of this type of
sensor is in its infancy. There are many applications where
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Figure 5. A multiplexing scheme for a current output-type IC
temperature sensor.
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Celsius temperature = 406 – (731 × (T1/T2 ))

Figure 6. (a) The connecting scheme for a
daisy chain operation of a serial-digital-
output-type temperature sensor, and (b)
the output waveform. The temperature
using the Celsius scale at each sensor
can be determined from the ratio of the
duration of the highest and lowest points
in each cycle.



these sensors can be used effectively, and undoubtedly
their use will be wide spread in the near future.

Digital output IC temperature sensors show the most
promise. Using such sensors, thermometers can be made
without using analog components, and digital signals are
convenient when a photocoupler is used for isolation.

Medical thermometry requires a relatively high degree
of accuracy within a narrow temperature range. An abso-
lute accuracy of 0.1 8C is required for body temperature
measurements. However, this is hard to attain without
individual calibration using most temperature sensors.
While adjustment of the trimmer resistor has been used
in many thermometer units, correcting data using a PC
employing initially obtained correction factors will be much
simpler, especially when many sensors are used, and digi-
tal output IC temperature sensors are advantageous for
such a purpose.

Fabricating different types of sensors, such as force and
temperature sensors, in one chip, and then applying them
in robot hands to mimic all the sensing modalities of human
skin, is another promising field. In such applications, the
digital output capability will be a great advantage.
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INTRODUCTION

The heart is a pump made of cardiac muscle or myocar-
dium. It has four pumping chambers, namely, a right and
left atrium and a right and left ventricle. The atria act as
primer pumps for the ventricles. The right ventricle pumps
deoxygenated blood returning from the body through the
pulmonary artery and into the lungs. This is called the
pulmonary circulation. The left ventricle pumps oxyge-
nated blood returning from the lungs through the aorta
and into the rest of the body. This is called the systemic
circulation.

The heart also has four one-way valves that prevent the
backward flow of blood. The tricuspid valve lies between
the right atrium and right ventricle while the pulmonary
valve lies between the right ventricle and the pulmonary
artery. Similarly, the mitral valve lies between the left
atrium and the left ventricle while the aortic valve lies
between the left ventricle and the aorta.
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Figure 7. A scheme for monitoring the temperature of a CPU to
protect it from overheating by fan control or by slowing down the
clock.



CARDIAC CYCLE

The heart pumps rhythmically. The cardiac cycle is the
sequence of events that take place in the heart during one
heartbeat (Fig. 1). Thus, the duration of the cardiac cycle
varies inversely with the heart rate. At a typical resting
heart rate of 60 beats per minute (bpm), the cardiac cycle
lasts 1 s or 1000 ms.

Mechanical Events

One cardiac cycle consists of a period of contraction called
systole followed by a period of relaxation called diastole.
The duration of systole, called the systolic time interval
(STI), is relatively constant, but the duration of diastole,
called the diastolic time interval (DTI), varies with the
heart rate. Thus, when the heart rate increases, the DTI
shortens.

When the left ventricle contracts, the pressure in the left
ventricle rises above the pressure in the left atrium and the
mitral valve closes. Soon afterward, the pressure in the left
ventricle rises above the pressure in the aorta and the
aortic valve opens. Blood flows from the left ventricle into
the aorta. The period between closing of the mitral valve
and opening of the aortic valve is called isovolumetric
contraction.

When the left ventricle relaxes, the pressure in the left
ventricle falls below the pressure in the aorta and the aortic
valve closes. This causes a momentary drop in pressure in
the aorta called the dichrotic notch. The period between the
opening and closing of the aortic valve is called ventricular
ejection. Soon afterward, the pressure in the left ventricle
falls below the pressure in the left atrium and the mitral
valve opens. Blood flows from the left atrium into the left

ventricle. The period between the closure of the aortic valve
and opening of the mitral valve is called isovolumetric
relaxation.

The left atrium contracts and relaxes just before the left
ventricle. This boosts the blood flow from the left atrium
into the left ventricle.

These events are mirrored in the right ventricle and
right atrium. However, the pressures in the pulmonary
circulation are much lower than the pressures in the
systemic circulation.

The movements of the chambers, valves and blood can
be imaged noninvasively using ultrasound and this is
called an echocardiogram.

Electrical Events

The rhythmical pumping of the heart is caused by waves of
electrical impulses that spread through the myocardium
from the atria to the ventricles. A recording of these waves
is called an electrocardiogram (ECG). The P wave repre-
sents atrial contraction. The R wave represents ventricular
contraction and signals the beginning of systole. The T
wave represents ventricular relaxation and signals the
beginning of diastole.

Acoustic Events

The opening and closing of the valves in the heart creates
sounds that can be heard at the surface of the chest using a
stethoscope. A recording of these sounds is called a pho-
nocardiogram. The first heart sound (S1) represents clo-
sure of the mitral and tricuspid valves and signals the
beginning of systole. The second heart sound (S2) repre-
sents closure of the aortic and pulmonary valves and
signals the beginning of diastole.

MYOCARDIAL OXYGEN BALANCE

The systemic circulation delivers oxygenated blood to the
body. Body tissues use oxygen to generate energy from the
oxidation of fuels. All tissues, including the myocardium,
need energy to function. The net delivery of oxygen to the
myocardium is called the myocardial oxygen balance.

MOB ¼MOS �MOD

where MOB ¼ myocardial oxygen balance, MOS ¼ myocar-
dial oxygen supply, MOD ¼ myocardial oxygen demand. In
the healthy heart the myocardial oxygen balance is posi-
tive, that is supply exceeds demand. In the failing heart the
balance can be negative, that is demand exceeds supply.

Myocardial Oxygen Supply

The main blood supply of the myocardium comes from the
two coronary arteries and their branches. The small
amount of blood that reaches the myocardium transmu-
rally from within the chambers of the heart is insignificant.
The coronary arteries arise from the aorta just beyond
the aortic valve and ramify within the myocardium.
Myocardial oxygen supply depends on the coronary blood
flow and the amount of oxygen that can be extracted from
the blood.
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Figure 1. The relationship between the aortic pressure (A –
dashed line), the ventricular pressure (B – solid line), the
electrocardiogram (C) and the heart sounds (D). Region
1 ¼ isovolumetric contraction and Region 2 ¼ isovolumetric
relaxation, Region 3 (green) ¼ tension time index (TTI) and
Region 4 (yellow) ¼ diastolic pressure time index (DPTI). S1
represents the closing of mitral and tricuspid valves, S2
represents the closure of aortic and pulmonary valves.



When the heart contracts the coronary arteries are
compressed and the coronary blood flow is decreased.
The net driving force for coronary blood flow is called
the coronary perfusion pressure.

CPP ¼ AP � VP

where CPP ¼ coronary perfusion pressure, AP ¼ aortic
pressure, VP ¼ ventricular pressure. The coronary circula-
tion is unique because more blood flows during diastole
when the ventricular pressure is low than during systole
when the ventricular pressure is high. Thus, the coronary
blood flow depends on the coronary perfusion pressure, the
diastolic time interval and the patency of the coronary
arteries. Myocardial oxygen supply is represented by the
area between the aortic pressure wave and the left ven-
tricular pressure wave, called the diastolic pressure time
index (DPTI).

Myocardial Oxygen Demand

The myocardium uses energy to perform the work of pump-
ing. The work performed by the heart can be estimated by
the mean aortic blood pressure multiplied by the cardiac
output. Myocardial oxygen demand depends on the heart
rate, the systolic wall tension and the cardiac contractility.
Systolic wall tension is developed during isovolumetric
contraction and depends upon the preload, the afterload
and the wall thickness. The preload is the degree to which
the left ventricle is filled before it contracts, that is the left
ventricular end diastolic volume. The afterload is the
pressure in the aorta or the systemic vascular resistance
against which the left ventricle contracts. Myocardial oxy-
gen demand is represented by the area under the left
ventricular pressure curve, called the tension time index
(TTI).

The myocardial oxygen balance is represented by the
ratio DPTI:TTI.

THE PATHOPHYSIOLOGY OF LEFT VENTRICULAR
PUMP FAILURE

When the left ventricle begins to fail as a pump, the cardiac
output falls. Compensatory physiological mechanisms
bring about an increase in left ventricular end diastolic
volume, heart rate, and systemic vascular resistance. The
result is an increase in preload and afterload with a
decrease in coronary blood flow. Thus, the myocardial
oxygen demand increases while the myocardial oxygen
supply decreases. There may come a point when demand
exceeds supply resulting in a negative myocardial oxygen
balance. The left ventricle is then deprived of oxygen and
cannot generate sufficient energy to do the work required
of it. The pump failure is therefore exacerbated and this
can precipitate a downward spiral of decline eventually
ending in death. The therapeutic goal is to reverse this
decline and help the failing left ventricle to recover by
restoring a positive myocardial oxygen balance. Diuretics
to decrease the preload, inotropic drugs to increase the
myocardial contractility and vasodilators to decrease the
preload and afterload are the mainstay of treatment. How-
ever, in the most severely ill patients, pharmacological

measures alone may be insufficient and it is in these
extreme circumstances that counterpulsation therapy
may be effective.

THE PRINCIPLE OF COUNTERPULSATION

The principle of counterpulsation is the incorporation of an
additional pump into the systemic circulation in series with
the left ventricle. The pump is operated in synchrony, but
out of phase, with the cardiac cycle. Pump systole occurs
during ventricular diastole and pump diastole occurs dur-
ing ventricular systole.

The primary physiological effects of counterpulsation
are twofold (Fig. 2): A decrease in the aortic pressure
during systole (called systolic unloading). This is evidenced
by a decrease in the end diastolic pressure (EDP), the peak
systolic pressure (PSP) and the mean systolic pressure
(MSP). An increase in the aortic pressure during diastole
(called diastolic augmentation). This is evidenced by an
increase in the mean diastolic pressure (MDP).

Systolic unloading reduces the work of the left ventricle
because it pumps against a lower pressure. This decreases
myocardial oxygen demand. Diastolic augmentation
increases coronary blood flow because it increases the
coronary perfusion pressure. This increases myocardial
oxygen supply. Thus, the myocardial oxygen balance is
improved.

Among the secondary physiological effects of counter-
pulsation are increases in the stroke volume (SV, the
volume of blood pumped with each heartbeat), the CO
(equal to the SV multiplied by the heart rate) and the
blood flow to the other vital organs.

HISTORICAL PERSPECTIVE

Counterpulsation was first described in theory in 1958 by
Harken (1). It was to be achieved by cannulating the
femoral arteries, rapidly withdrawing a set volume of blood
during systole and rapidly reinfusing the same volume of
blood during diastole. Clauss et al. (2) reported this in
clinical practice in 1961 but it was unsuccessful because
the rapid movements of blood were difficult to implement
and caused severe hemolytic damage to the red blood cells.
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Figure 2. The relationship between the ventricular pressure with
counterpulsation (A – solid line), without counterpulsation (B-
dashed line), IABP balloon inflation (C) and ventricular systole
(D). Region 1 (green) ¼ systolic unloading and Region 2
(yellow) ¼ diastolic augmentation.



In 1958, Kantrowitz and McKennin (3) described coun-
terpulsation achieved by wrapping a part of the diaphragm
around the thoracic aorta and stimulating the phrenic
nerve, causing contraction of the diaphragm, during dia-
stole. Moulopoulos et al. (4) and Clauss et al.(5) described
counterpulsation achieved by intra-aortic balloon pumping
in 1962. Operative insertion of the balloon through a surgi-
cally exposed femoral artery was necessary. It was inflated
during diastole and deflated during systole. In 1968, Kan-
trowitz et al. (6) reported a successful clinical study.

In 1963, Dennis et al.(7) described external counter-
pulsation achieved using a pneumatic compression gar-
ment that enclosed the legs and lower torso. It was inflated
during diastole and deflated during systole. It was reported
to be as successful as the IABP in clinical studies but it is
not commonly used. Kantrowitz et al. (8) described coun-
terpulsation achieved by a permanently implantable intra-
aortic balloon in 1972. It was unsuccessful in clinical
practice because there remained the need for a connection
to an external pump and this provided a portal of entry for
infection.

In 1979, following the development of thinner catheters,
percutaneous insertion of the intra-aortic balloon through
a femoral artery puncture was introduced. This could be
performed at the bedside and avoided the need for a
surgical operation in most patients. Consequently, intra-
aortic balloon pumping became the most widely adopted
method of counterpulsation.

CLINICAL APPLICATIONS

Indications

The IABP was first used clinically in 1968 by Kantrowitz to
support patients with cardiogenic shock after acute myo-
cardial infarction(9). During the 1970s the indications
broadened (Table 1) and by 1990�70,000 pump procedures
were performed worldwide each year (10) although there is
wide variation between different countries and centres.
The IABP support has been used successfully in patients
with left ventricular failure or cardiogenic shock from
many causes including myodarditis, cardiomyopathy,
severe cardiac contusions and drug toxicity but the com-
monest are myocardial infarction and following cardiac
surgery. The trend has been a move away from hemody-
namic support in pump failure towards the treatment, and
even prophylaxis of, acute myocardial ischaemia. Patients
can be maintained on the IABP for hours, days or even
weeks, particularly when used as a bridge to cardiac
transplantation or other definitive treatment (11). Of
those who survive to hospital discharge, long-term survival
is satisfactory (12).

An early series of 747 IABP procedures in 728 patients
between 1968 and 1976 was reported by McEnany et al.

(13). Over the course of the study, they observed that
cardiogenic shock or chronic ischaemic left ventricular
failure as the indication for IABP fell from 79 to 26% of
patients whilst overall in-hospital survival rose from 24 to
65% of patients. They also noted an increase from 38 to 58%
of patients undergoing cardiac surgery following IABP
insertion. They postulated that broadened indications
for, and earlier insertion of, the IABP together with more
aggressive surgical treatment of any underlying cardiac
lesion led to the improvement in survival. In the later
Benchmark Registry of nearly 17,000 IABP procedures
performed in 203 hospitals worldwide between 1996 and
2000, the main indications were support for coronary
angioplasty (21%), cardiogenic shock (19%), weaning from
cardiopulmonary bypass (16%), preoperative support in
high risk patients (13%), and refractory unstable angina
(12%) (14). The overall in-hospital mortality was 21%.

High risk patients undergoing cardiac surgery may
have a better outcome if treated preoperatively with IABP
therapy. In a series of 163 patients with a left ventricular
ejection fraction of <0.25 and undergoing coronary artery
bypass grafting (CABG), the 30 day mortality was reduced
from 12 to 3% (15). Similar results were obtained in a small
randomized study (16). In a series of 133 patients who
underwent CABG off cardiopulmonary bypass between
2000 and 2003, the use of adjuvant preoperative IABP
therapy in the 32 highest risk patients led to outcomes
comparable with the lower risk patients (17). The use of
IABP therapy to improve outcome after coronary angio-
plasty for acute myocardial infarction remains controver-
sial. Early studies suggested an improved outcome (18–20),
but two recent large randomized trials have shown no
benefit in haemodynamically stable patients (21,22). A
report from the SHOCK Trial Registry showed that the
in-hospital mortality in patients with cardiogenic shock
after acute myocardial infarction could be reduced from
77% to 47% by combined treatment with thrombolysis and
IABP, particularly when followed by coronary revascular-
ization (23).

IABP therapy is used infrequently in children, who
commonly suffer from predominantly right ventricular
failure associated with congenital heart disease. The
greater elasticity of the aorta may limit diastolic augmen-
tation and the more rapid heart rate may make ECG
triggering difficult. Echocardiographic triggering has
been used as an effective alternative (24,25). Survival
rates of 57% (26) and 62% (27) have been reported in small
series of carefully selected patients.

Contraindications

The only absolute contraindications to IABP therapy are
severe aortic regurgitation and aortic aneurysm or dissec-
tion. In patients with severe aorto-iliac vascular disease
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Table 1. Indications for IABP Therapy

Left ventricular failure or cardiogenic shock Preoperative support before cardiac or non-cardiac surgery
Refractory unstable angina or ischaemic ventricular arrhythmias Adjunct to coronary angioplasty or thrombolyis
Weaning from cardiopulmonary bypass Adjunct to off-bypass cardiac surgery
Bridge to cardiac transplantation



the balloon should not be inserted through the femoral
artery.

Complications

The IABP therapy continues to cause a significant number
of complications (Table 2), but serious complications are
uncommon and directly attributable deaths are rare.
Nevertheless, some have argued against its indiscriminate
use, feeling that for many patients the risks outweigh the
benefits. Kantrowitz reported rates of 41 and 4% for minor
and major complications, respectively, in his series of 733
patients. Of these, 29% were vascular (including 7%
hemorrhagic) and 22% were infections (28). Vascular com-
plications include haemorrhage from the insertion site and
lower limb ischaemia caused by the balloon catheter or
sheath occluding the iliac or femoral artery. The vascular
status of the lower limbs should be observed closely in
patients on IABP therapy. Ischaemia may resolve when the
catheter or sheath is removed but surgical intervention
including femoral thromboembolectomy, femorofemoral
bypass or even amputation is required in up to half of
cases (29).

Several risk factors for vascular complications have
been identified. They are female gender, diabetes, hyper-
tension, peripheral vascular disease, obesity, old age,
sheathed insertion, percutaneous insertion, and insertion
via the femoral artery compared to directly into the ascend-
ing aorta (13,14,19,28–30). In one study of patients with
peripheral vascular disease, the rate of vascular complica-
tions was 39% for percutaneous insertion compared to 18%
for open insertion (29).

Complications caused by perforation of the balloon are
rare, but potentially serious. Embolization of the helium
shuttle gas can result in stroke or death. Coagulation of
blood within the balloon can result in balloon entrapment.
In this situation the instillation of thrombolytic agents may
allow the balloon to be retrieved percutaneously but other-
wise open surgery is required. It is therefore mandatory to
remove the balloon immediately if any blood is detected
within the pneumatic system.

Thrombocytopenia (a reduction in the number of plate-
lets) developed in one-half of patients but they rapidly
recovered when the balloon was removed (31).

EQUIPMENT FOR CLINICAL APPLICATION

The IABP consists of a balloon catheter and movable drive
console. A monitor on the drive console displays the arterial
pressure wave and the ECG. Commercial consoles have

controls that allow the operator to select the assist ratio
and trigger mode and adjust the timing of inflation and
deflation and the inflation volume of the balloon. The drive
console also contains a helium tank for balloon inflation
and a battery as a backup power source in the event that
the mains electricity supply is interrupted. In common
with medical equipment the IABP console conforms to
international safety standards. Figure 3 shows a current
commercial model.

The balloon is made of inelastic polyurethane and is
cylindrical in shape. Balloons are available in volumes
from 25 to 40 cm3 and the correct size is selected according
to the height of the patient. The balloon is mounted at the
end of a double-lumen catheter. Modern catheters have an
outer diameter of 7–8 French gauge. The inner lumen is
open at the tip to allow insertion over a guidewire and
direct measurement of the aortic blood pressure after the
guidewire is removed. The outer lumen forms a closed
system connecting the balloon to a pneumatic pump cham-
ber within the drive console. Two views of a current balloon
catheter are shown in Fig. 4.

The balloon catheter is most commonly inserted percu-
taneously through the femoral artery in the groin over a
guidewire using a traditional or modified Seldinger tech-
nique. An intra-arterial sheath is used to secure and
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Table 2. Complications of IABP Therapy

Vascular Balloon-Related Other

Hemorrhage Gas embolism Infection
Aortoiliac dissection

or perforation
Entrapment Thrombocytopenia

Paraplegia
Limb ischaemia
Visceral ischaemia

Figure 3. A commercial IABP device. (Courtesy of Datascope
Corp.)



protect the access site before insertion of the balloon cathe-
ter. However, because the sheath has a larger outer dia-
meter than the balloon catheter it can increase the risk of
vascular complications and sheathless insertion has now
been introduced. Under fluoroscopic guidance the balloon
is positioned in the descending thoracic aorta just beyond
the origin of the left subclavian artery. Alternatively, the
balloon can be inserted through the iliac, axillary or sub-
clavian arteries or directly into the ascending aorta during
open surgery.

A shuttle gas is pumped back and forth between the
pump chamber and the balloon to cause inflation and
deflation. The ideal shuttle gas would have a low density
combined with a high solubility in blood. A dense gas is
slow to move along the catheter. This introduces a signifi-
cant delay between the opening of the valves in the pump
chamber and the inflation or deflation of the balloon mak-
ing correct timing more difficult to achieve. An insoluble
gas is unsafe if the balloon was to leak or burst allowing it
to escape into the blood. There it may form bubbles leading
to potentially fatal gas embolism. Originally, carbon diox-
ide was used as the shuttle gas. It is a dense gas but
dissolves easily in blood. More recently, helium has been
used as the shuttle gas. It is a less dense gas but dissolves
less easily in blood.

Pumping is initiated with an assist ratio of 1:2, which
means that one in every two heartbeats is assisted. This
allows the arterial pressure wave of each assisted beat to be
compared with an unassisted beat to facilitate correct
timing.

Pumping is continued with an assist ratio of 1:1, which
means that every beat is assisted. As the patient recovers,
they can be weaned from the IABP by periodically decreas-
ing the assist ratio until pumping is eventually disconti-
nued.

Weaning can also be achieved by periodically decreasing
the inflation volume of the balloon. However, this can lead
to problems with blood clotting in the folds of the under-
inflated balloon and it is not commonly used.

CONTROL OF IABP

The inflation/deflation cycle of the intra-aortic balloon
pump is controlled by a closed loop circuit as illustrated
in Fig. 5.

The physiological variables required for determining
triggering are measured, filtered and converted into digital
signals. These are used in enable the control strategy to
determine the appropriate inflation and deflation times of
the balloon. This information is then passed to the pneu-
matic circuit for balloon operation. The results of this
strategy are then feed back to the console via a new set
of patient variables. The actions of the controller are dis-

played on the console monitor. Additionally the control
strategy can be set by the clinician.

TRIGGERING

The drive console requires a trigger signal to synchronise
with the cardiac cycle. The trigger signal indicates the start
of ventricular systole.

Commercial consoles have several modes of triggering:
The ECG trigger, where the trigger signal is the R wave of
the ECG. This is the most commonly used mode of trigger-
ing. Blood pressure trigger, where the trigger signal is the
upstroke of the arterial pressure wave. This is used when
the ECG signal is too noisy to allow reliable R wave
recognition. Pacer trigger, where the trigger signal is
the pacing spike of the ECG. This is used when the patient
has an implanted cardiac pacemaker. Internal trigger,
where the trigger signal is generated internally by the
console at a set rate. This is used during cardiac surgery
when the heartbeat is temporarily arrested.

TIMING

The safety and efficacy of balloon pumping is dependent
upon the correct timing of balloon inflation and deflation
during the cardiac cycle. Inflation should occur during the
isovolumetric relaxation period of ventricular diastole. Too
early inflation is unsafe because it overlaps the ejection
period of ventricular systole, impedes ejection and
increases the work of the heart. Too late inflation is less
effective because it reduces diastolic augmentation.
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Figure 4. An IABP catheter. (Courtesy of Datascope Corp.) In
both inflated (top image) and uninflated (bottom image) modes.
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Figure 5. Closed-loop circuit for IABP control. The arrows
indicate the flow of information for controlling the IABP.



Safe and effective inflation timing is fairly easy to
achieve because the systolic time interval is relatively
constant, regardless of heart rate or rhythm. The operator
is trained to adjust the time of inflation until it visibly
corresponds with the dichrotic notch on the arterial pres-
sure wave display.

Deflation should occur at the end of ventricular diastole
or during the isovolumetric contraction period of ventricular
systole. Too late deflation is unsafe because it overlaps the
ejection period of ventricular systole, impedes ejection and
increases the work of the heart. Too early deflation is less
effective because it reduces diastolic augmentation.

Safe and effective deflation timing is more difficult to
achieve because the length of diastole is variable, depend-
ing on the heart rate and rhythm. The operator is trained to
adjust the time of deflation until it visibly reduces the EDP
and PSP on the arterial pressure wave display. Commer-
cial consoles have two modes of timing:

Conventional Timing

Under conventional timing, the balloon is inflated and
deflated at set time intervals after the R wave is detected
(called manual timing). This copes badly with alterations
in heart rate of >10 bpm. The problem is that when the
heart rate increases, the diastolic time interval shortens
and the balloon now deflates too late. Conversely, when the
heart rate decreases, the diastolic time interval lengthens
and the balloon deflates too early.

Conventional timing can be improved by predicting the
duration of the current cardiac cycle by averaging the R–R
interval of the previous 5–20 heartbeats. The balloon is
then deflated at a set time interval before the next R wave
is predicted to arrive (called predictive timing). This copes
fairly well with alterations in heart rate and is the most
commonly used mode of timing.

Both manual and predictive timing cope badly with
alterations in heart rhythm, when the length of diastole
can vary from beat to beat in an entirely unpredictable
way. Unfortunately, cardiac arrhythmias such as atrial
fibrillation and frequent ectopic beats are common in these
patients making optimal timing difficult to achieve.

Real Timing

Under real timing (also called R wave deflation), the bal-
loon is deflated when the R wave is detected and inflated a
set time interval later. This copes very well with altera-
tions in heart rate and rhythm but it tends to cause too late
deflation. The problem is that when the R wave is detected
there may be insufficient time to fully deflate the balloon
before overlapping the ejection period.

The R wave deflation is usually used as a safety mechan-
ism in conjunction with conventional timing. It ensures
that the balloon is deflated if an R wave arrives unexpect-
edly due to a sudden change in heart rate or rhythm.

OPTIMIZATION

As was seen above the standard timing strategies both
suffer from problems in certain scenarios and thus control

of IABPs are not efficient in providing the best patient
treatment. A natural solution to this is to develop timing
strategies that optimize the balloon inflation regime
according to the current patient condition. Several teams
have reported work in this area.

Jaron et al. in 1979 (32) developed a multielement
mathematical model of the canine circulation and the
IABP. They expressed inflation and deflation times in
terms of the total duration of inflation (DUR) and the time
from the R wave to the middle of pump systole (TMPS).
Duration of inflation and TMPS were expressed in terms of
percentages of the duration of the cardiac cycle.

The model was validated by comparison with anesthe-
tized dogs. They varied DUR and TMPS and measured the
effects on EDP, MDP, and CO. Each of the three dependent
variables (z axis) were plotted against the two independent
variables (x and y axes) to create a three-dimensional (3D)
urface. In general, there was considerable similarity
between the surfaces obtained from the model and from
the dogs. In particular, the similarity was closer for mea-
surements of pressure (EDP, MDP) than for measurements
of flow (CO).

Their results indicated that the locations of the desired
optima for EDP (75% DUR, 45% TMPS) & CO (55% DUR,
75% TMPS) did not coincide. Furthermore, some combina-
tions of DUR and TMPS within the range used clinically
produced detrimental effects. Because not all variables
could be optimised at same time, they suggested that the
choice of timing settings involved balancing the clinical
needs of the patient.

Jaron et al. in 1983 (33) subsequently developed a
lumped model of the canine circulation and the IABP. It
was validated by comparison with their previous model.
They varied the timing of inflation and deflation, the speed
of inflation and deflation and the volume of the balloon. The
speed was either fast or slow, taking 7% or 33% of the
duration of the cardiac cycle, respectively. The fast speed
represented the ideal console with near instantaneous
balloon inflation and deflation. The slow speed represented
commercial consoles with significant inflation and defla-
tion delay due to the movement of the shuttle gas. They
measured the effects on EDP, SV, and coronary blood flow.

Inflation at end systole maximized SV and coronary
blood flow for fast and slow speeds. Deflation at end dia-
stole minimized EDP for fast speeds. At slow speed, defla-
tion timing involved a trade-off between decreased EDP
with early deflation and increased SV and coronary blood
flow with late deflation. The overall benefit of the IABP was
greater with fast speeds than slow speeds. It was also
proportional to balloon volume.

In later experiments (34), they classified dependent
variables as either internal, reflecting myocardial oxygen
demand, or external, reflecting myocardial oxygen supply.
Internal variables measured were TTI and EDP. External
variable measured were SV and MDP. They showed that
early deflation minimizes internal variables while late
deflation maximizes external variables.

Niederer and Schilt in 1988(35) used a mechanical mock
circulation and a mathematical model to investigate then
influence of timing of inflation and deflation, speed of
inflation and deflation and balloon volume on the efficacy
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of the IABP. Timing was again expressed in terms of
percentage of cardiac cycle duration. The default settings
of the model were fast inflation at 30% time, fast deflation
at 90% time and a volume of 40 cm3. These were found to
produce an increase in SV of 25%, a decrease in left
ventricular systolic pressure of 10% and an increase in
aortic diastolic pressure of 50%.

The time of inflation was varied between 20% and 50%.
This had little effect on SV when the speed was fast, but
inflation after 30% caused a slight decrease in SV compared
to default when the speed was slow. A time of deflation
before 80% caused a slight decrease in SV compared to
default. Fast inflation and deflation speeds caused opening
and closing shock waves that could be harmful were they to
occur in humans. Balloon volume was varied between 10
and 50 mL. There was a nonlinear relationship with SV,
but 40 mL was adequate for optimal performance in the
mock circulation.

Barnea et al. in 1990 (36) developed a sophisticated
computer simulation of the normal, failing and IABP-
assisted failing canine circulation. It included simple phy-
siological reflexes involved in the regulation of the cardi-
ovascular system. The failing heart was simulated by
reducing the contractility of the normal heart. Myocardial
oxygen supply and demand were calculated from the
model. They were balanced in the normal circulation
and imbalanced in the failing circulation. IABP assistance
of the failing circulation was shown to restore the balance.

Sakamoto et al. in 1995 (37) investigated the effect of
deflation timing on the efficiency of the IABP in anaesthe-
tized dogs. They compared a deflation time before the R
wave (during late diastole) with deflation times after the R
wave (during isovolumetric contraction). Deflation during
the middle of isovolumetric contraction was the most effec-
tive in obtaining optimal systolic unloading.

Morrow and Weller (38) successfully used genetic algo-
rithms and the fitness function proposed by Kane et al.(39)
to evolve a fuzzy controller that optimized cardiac assis-
tance in a computer simulation of the IABP-assisted failing
heart. The inputs were MDP and PSP and the output was
deflation time.

Automatic Control

Kane et al. in 1971 (39) proposed a performance index or
fitness function that reflected the overall benefit of IABP
assistance at different timing combinations. Inflation and
deflation times were expressed in terms of the delay before
inflation after the R wave and the duration of inflation. The
function included weighted MDP, MSP, and EDP.

Fitness ¼ k1MDPþ k2MSPþ k4dðk3 � EDPÞ2

where; k1 ¼
100

MDP0
; k2 ¼

100

MDP0
; k3 ¼ EDP0;

k4 ¼ �500
1

k3

� �2

; d ¼
1 ifðk3 � EDPÞ< 0

0 otherwise

�

MDP0 ¼ unassisted MDP; EDP0 ¼ unassisted EDP

It was tested in a mechanical mock circulation and
fitness was found to be a unimodal function of delay and

duration. An automatic controller was developed that used
a gradient descent search algorithm to improve the fitness
by adjusting the delay and duration at each heartbeat. The
performance of the controller was compared with the per-
formance of R wave deflation in simulated cases of heart
failure. The controller was considerably better in moderate
heart failure and marginally better in severe failure. In
severe failure the trade-off between systolic unloading or
diastolic augmentation was particularly apparent. In mod-
erate failure, the fitness function emphasized systolic
unloading (early deflation) while in severe failure it
adapted to emphasize diastolic augmentation (late defla-
tion). Thus, in severe failure the controller tended to
simulate R wave deflation.

Martin and Jaron in 1978 (40) developed a manual
controller for the IABP that allowed DUR and TMPS to
be adjusted. It was tested successfully on anesthetized dogs
and was capable of linking to a computer for automatic
control.

Jaron et al. in 1985 (34) suggested that SV and TTI
index were suitable choices for a fitness function for the fine
adjustment of inflation time. Both MDP and EDP were
suitable choices for the adjustment of deflation time. How-
ever, later work showed that PSP correlated better with
myocardial oxygen demand than EDP.

Barnea (41,42), Smith (43) and their co-workers in
1989 proposed a fitness function for optimal control of
deflation time. It included weighted MDP and PSP. The
permitted interval for deflation time was �200 ms to
þ100 ms relative to the predicted arrival of the next R
wave. An automatic controller was developed that used a
search and approximation algorithm to converge upon the
optimum fitness after a number of heartbeats. It was
tested successfully on computer simulations and anaes-
thetised dogs. It was able to follow a moving optimum,
both within the same patient over time and between
different patients.

Zelano et al. in 1990 (44) developed an automatic con-
troller for the IABP that used different trigger signals.
Balloon inflation occurred either upon detection of S2 or at
a set time prior to the predicted time of the next S2. Balloon
deflation occurred either during the P–R interval at a set
time after the P wave or after the R wave. The advantage of
using the P wave, R wave and S2 for triggering is that all
can be detected in real time. This allows the controller to
follow changes in heart rate and rhythm. It was tested
successfully in a semiautomatic open loop operation in
anaesthetised dogs with a coronary artery tied to simulate
a myocardial infarction. They proposed a fitness function
for automatic closed loop control. It used weighted MSP
and MDP.

Kantrowitz et al. in 1992 (45) reported a clinical trial of
automatic closed loop control of the IABP. They used a rule-
based algorithm to adjust the time of inflation and defla-
tion. Its safety was verified in anaesthetized dogs and it
was then tested on 10 human patients. Their aims were for
inflation to occur at dichrotic notch and for deflation to
overlap the first half of ventricular ejection. They were
successful in 99 and 100% of recordings respectively. Eight
of the patients survived. Neither of the two deaths was
attributed to the controller.
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Sakamoto et al. in 1995 (46) developed a new algorithm
to cope with atrial fibrillation, the most unpredictable
cardiac arrhythmia sometimes described as irregularly
irregular. The aim was for inflation to occur at the dichrotic
notch. They were able to predict the time of arrival of the
dichrotic notch from mathematical analysis of the R–R
interval from the previous 60 heartbeats. Deflation
occurred at the R wave. It was tested on ECG recordings
from real patients and performed better than conventional
timing.

FUTURE DEVELOPMENTS

The use of IABP therapy for preoperative support and as an
adjunct to coronary angioplasty or bypass and off-bypass
cardiac surgery is likely to increase although larger studies
are required to identify which patients will benefit most. The
role of the IABP in left ventricular failure is likely to decrease
with the increasing use of left ventricular assist devices.

Manufacturers recent research and development has
focused on: Improved automatic control algorithms that
better cope with alterations in heart rate and rhythm and
adjust inflation and deflation times to optimize cardiac
assistance. Better catheter designs that cause fewer vas-
cular complications and permit more rapid movement of
the shuttle gas.
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INTRODUCTION

Intrauterine surgery of the fetus or fetal adnexae is spread-
ing rapidly throughout the world. In a broad sense, intrau-
terine surgery includes any procedure in which a medical
device is purposely placed within the uterine cavity. For
most physicians, however, the concept of intrauterine sur-
gery excludes such commonly performed procedures as
amniocentesis and chorionic villous sampling. Rather,
the term usually refers to techniques requiring specialized
knowledge, experience, and most especially, instrumenta-
tion. Procedures most commonly mentioned in discourses
on intrauterine surgery include those specifically devel-
oped for the treatment of such serious anatomic defects
as congenital cystic adenomatoid malformation (CCAM),
sacrococcygeal teratoma (SCT), lower urinary tract
obstruction (LUTO), myelomeningocele, aortic or pulmonic
stenosis, gastroschisis, iatrogenic amniorhexis, twin-to-
twin transfusion syndrome (TTTS), and twins discordant
for severe anomalies. As no one person in the world is an
expert in every one of these procedures, the remainder of
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this chapter is divided into individual sections, each
authored by someone widely recognized as a leader in
the treatment of that particular anomaly.

CONGENITAL CYSTIC ADENOMATOID MALFORMATION
AND SACROCOCCYGEAL TERATOMA

Most prenatally diagnosed malformations are managed by
appropriate medical and surgical evaluation and treat-
ment following planned delivery near term, with some
cases requiring transfer of the mother to a tertiary referral
center with obstetrics, maternal fetal medicine, medical
genetics, neonatology, and pediatric surgery subspecialties.
Certain anatomic abnormalities can have significant fetal
developmental consequences, with emergency in utero ther-
apy being required due to gestational age and mortality
risks for the fetus. Open maternal fetal surgery poses addi-
tional risks to the mother. Maternal fetal surgery (1–4)
should not be attempted until (1) the natural history of
the fetal disease is established by following up on untreated
cases, (2) selection criteria for cases requiring intervention
are developed, (3) pathophysiology of the fetal disorder and
its correction are defined in fetal animal models, and (4)
hysterotomy and fetal surgery can be performed without
undue risk to the mother and her reproductive potential.

Congenital cystic adenomatoid malformation of the lung
(CCAM) (5) is a rare lesion characterized by a multicystic
mass of pulmonary tissue with proliferation of bronchial
structures. CCAM is slightly more common in males and is
unilobar in 80–95% of cases. CCAMs derive their arterial
blood supply from the normal pulmonary circulation.
CCAMs are divided clinically into cystic and solid lesions,
but have been divided traditionally into three types based
on their pathological characteristics. Type 1 CCAM lesions
account for 50% of postnatal CCAM cases and consist of
single or multiple cysts lined by ciliated pseudostratified
epithelium (5). These cysts are usually 3–10 cm in size and
1–4 in number (5). Type II CCAM lesions account for 40% of
postnatal cases of CCAM and consist of more numerous
cysts of smaller diameter, usually less than 1 cm. They are
lined by ciliated, cuboidal, or columnar epithelium (5).
Type III CCAM lesions account for only 10% of CCAM
cases and are usually large, homogenous, microcystic
masses that cause mediastinal shift. These lesions have
bronchiolar-like structures lined by ciliated cuboidal
epithelium separated by masses of alveolar-sized struc-
tures lined by nonciliated cuboidal epithelium (5). Prog-
nosis in Type III CCAM is related to size.

Sacrococcygeal teratoma (SCT) (6) is defined as a neo-
plasm composed of tissues from either all three germ layers
or multiple foreign tissues lacking an organ specificity.
SCT is thought to develop from a totipotent somatic cell
originating in Hensen’s node. SCT has been classified by
the relative amounts of presacral and external tumor pre-
sent, with Type I completely external with no presacral
component, Type II external component with internal
pelvic component, Type III external component with inter-
nal component extending into the abdomen, and Type IV
completely internal with no external component (7). A Type
I SCT is evident at birth and is usually easily resected and

has a low malignant potential (6). Type II and III SCTs are
recognized at birth, but resection may be difficult requiring
an anterior and posterior approach (6). A Type IV SCT can
have a delayed diagnosis until symptomatic at a later age
(6). SCT is one of the most common tumors in newborns and
has an incidence of 1 per 35,000 to 40,000 live births (6).

Evaluation of the fetal status for CCAM and SCT
requires multiple imaging and functional techniques
(8–10), including fetal ultrasound, fetal MRI, and fetal
echocardiogram with arterial and venous Doppler assess-
ments (umbilical artery, umbilical vein, ductus venosus).
Measurements include combined cardiac output, cardi-
othoracic ratio, descending aortic blood flow, inferior vena
cava diameter, placental thickness, umbilical artery sys-
tolic to diastolic Doppler ratio, and amniotic fluid index.
Presence of ascites, pleural or pericardial effusion, and
skin or scalp edema are important markers for the extent
of fetal hydrops and its overall effect on fetal stability.
Specific ultrasound imaging of the CCAM and SCT looks
for the percentage of cystic and solid components in the
tumors as well as an overall mass volume (cc) estimate (AP
cm � transverse cm � height cm � 0.52). The SCT consis-
tency and size can be reflected directly in the combined
cardiac output and amount of vascular shunting. The
CCAM overall size can cause mediastinal shift with cardiac
dysfunction and pulmonary deformation. Validated ratio of
CCAM/head circumference (CVR) can be used for prognosis
and follow-up planning (10). The specific lobar location for
the CCAM may have a differential impact on cardiac
function. The development of fetal hydrops is due mainly
to cardiac dysfunction secondary to compression.

The physiologic changes required in the fetal status to
move from expectant management to open maternal fetal
surgery is generally dictated by fetal (gestational age and
extent of fetal hydrops) and maternal factors (8–10). Cri-
teria for consideration of maternal fetal surgery for CCAM
resection (fetal lobectomy) require the absence of maternal
risk factors for anesthesia and surgery, a singleton preg-
nancy with a normal karyotype (amniocentesis, chorionic
villus sampling, or percutaneous umbilical blood sampling),
no other anatomical abnormalities beyond the associated
hydrops, gestationalageof21–31weeks,andmassivemulti-
cystic or predominantly solid CCAM (CVR > 1.6) (8–10). In
selected cases, the failure of in utero therapy techniques,
such as thoracoamniotic shunting or cyst aspiration for the
large Type I lesions, to reverse the fetal hydrops would be
required. Criteria for consideration of maternal fetal sur-
gery for debulking of a SCT require the absence of maternal
risk factors for anesthesia and surgery, a singleton preg-
nancy with a normal karyotype, the absence of significant
associated anomalies, evidence of impending high output
cardiac failure, gestational age of 21–30 weeks, and favor-
able SCT anatomy classification (Type I or II) (9).

The technique for maternal hysterotomy to allow access
to the fetus has been well described and has evolved over 25
years of experimental and clinical work (1,8,9). The uterus
is exposed through a maternal low transverse abdominal
incision. If a posterior placenta is present, superior and
inferior subcutaneous flaps are raised and a vertical mid-
line fascial incision is made to expose the uterus for a
convenient anterior hysterotomy with the uterus remaining
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in the abdomen. Conversely, the presence of an anterior
placenta necessitates the division of the rectus muscles so
the uterus can be tilted out of the abdomen for a posterior
hysterotomy. A large abdominal ring retractor (Turner–
Warwick) is used to maintain exposure and prevent lateral
compression of the uterine vessels. Sterile interoperative
ultrasound is used to delineate the fetal position and pla-
cental location. The edge of the placenta is marked under
sonographic guidance using electrocautery or a marking
pen. The position and orientation of the hysterotomy is
planned to stay parallel to and at least 6 cm from the
placental edge but still allow exposure of the appropriate
fetal anatomy. The hysterotomy is facilitated by the place-
ment of two large monofilament sutures (PDS II 1 Ethicon;
Somerville, NJ) parallel to the intended incision site and
through the full thickness of the uterine wall and mem-
branes under sonographic guidance. The electrocautery is
used to incise the myometrium between the two stay sutures
down to the level of the amniotic membranes. A uterine
stapler device (US Surgical Corporation; Norwalk, CT) with
absorbable Lactomer staples is then directly introduced
through the point of fixation and into the amniotic cavity
by using a piercing attachment on the lower limb of the
stapler. The stapler is fired, thereby anchoring the
amniotic membranes (chorion, amnion) to the uterine wall
creating a hemostatic hysterotomy. Careful evaluation for
the membrane adhesion status and for any myometrial
bleeding sites is undertaken. If required, interrupted PDS
sutures are used to control bleeding and membrane
separation. The fetus and the internal uterine cavity
are continually bathed in warmed lactated Ringers at
38–408C using a level I warming pump connected to a
red rubber catheter that is placed in the uterine cavity
through the hysterotomy.

For CCAM resection (1,8,11), once the appropriate fetal
area is visualized in the hysterotomy site, the fetal arm is
brought out for pulse oximeter monitoring, IV access, and
fetal position control. Intraoperative fetal echocardiogra-
phy is used throughout to monitor cardiac function. The
fetal chest is entered by a fifth intercostal space thoracot-
omy. The lesion usually decompresses out through the
thoracotomy wound consistent with the increase in the
thoracic pressure from the mass (8). Using techniques
initially developed on experimental animals, the appropri-
ate pulmonary lobes containing the lesion are resected
(1,11). Fetal resuscitation is performed if needed through
intravenous administration of crystalloid, blood, and code-
blue medications with fetal echocardiography providing
functional information. The fetal thoracotomy is closed
and the fetal arm is returned to the uterus.

The technique for debulking of an external fetal SCT has
been described in detail previously (1,9,12,13). The fetal
foot is used for pulse oximeter monitoring and IV access
with intraoperative echocardiography. The fetal SCT is
exposed and a Hagar dilator is placed in the rectum. Fetal
skin is incised circumferentially around the base of the
tumor and a tourniquet is applied to constrict blood flow.
The tumor is debulked externally, usually with a 90 mm
thick tissue stapler (US Surgical Corporation; Norwalk,
CT). The objective of the fetal SCT resection is to occlude
the tumor vascular supply and remove the low resistance

tumor vascular bed from the fetal circulation. No attempt is
made to dissect the intrapelvic component of the tumor or
to remove the coccyx (done with a second procedure after
birth). Fetal resuscitation is performed if needed through
intravenous administration of crystalloid, blood, and code-
blue medications with fetal echocardiography providing
functional information. The fetal sacral wound is closed.

Repair of the hysterotomy after fetal surgery (1–4) uses
a water-tight two-layered uterine closure, with interrupted
full thickness stay sutures placed first and untied using
PDS II 1 (Ethicon; Somerville, NJ), and the uterus is then
closed with a running continuous stitch PDSII 0 (Ethicon;
Somerville, NJ) including the chorion-amnion membrane
layer. The interrupted stay sutures are then tied after the
amniotic fluid volume has been corrected with warm lac-
tated Ringers through a red rubber catheter and volume
confirmed by ultrasound visualization. The omentum is
sutured in place over the hysterotomy closure to help seal
the hysterotomy site with vascularized tissue and to pre-
vent bowel adherence to the site, especially when a poster-
ior hysterotomy is performed. The maternal laparotomy
incision is closed in layers. It is important to use a sub-
cuticular skin closure covered with a transparent dressing
so that monitoring devices can be placed on the maternal
abdomen postoperatively.

In some specific cases, when the CCAM lesion is not
resected in utero, it continues to be a large space-occupying
lesion with mediastinal shift. Thus, it might be anticipated
that respiratory compromise will be present at birth, the
delivery may be facilitated with an EXIT procedure
(ex utero intrapartum therapy) (14). Uterine relaxation
is maintained by high concentration inhalational anes-
thetics, with additional tocolysis if necessary. The EXIT
requires only the head and chest to be initially delivered
through, preferably, a low transverse hysterotomy wound
thereby preserving uterine volume with the lower fetal
body and continuous warmed lactated Ringers infusion to
prevent cord compression. These maneuvers preserve the
uterine-placental circulation and continue placental gas
exchange. The EXIT procedure can be done through an
anterior or posterior hysterotomy, but its location in the
uterus may require that all future pregnancies be delivered
by cesarean section with no trial of labor if a low anterior
transverse location is not available.

All future pregnancies following maternal hysterotomy
for maternal-fetal surgery require cesarean section at term
with no trial of labor. Maternal obstetrical risks in a
subsequent pregnancy are similar to risks following for a
classic cesarean section (15).

LOWER URINARY TRACT OBSTRUCTION

The diagnosis and treatment of fetal lower urinary tract
obstruction (LUTO) requires knowledge of the differential
diagnosis and the natural history of the condition, a thor-
ough understanding of the criteria for therapy, and man-
agement expertise. Fetal LUTO is one of the most
commonly diagnosed birth defects. Untreated, and depend-
ing on the level of the obstruction, it may lead to hydro-
nephrosis, renal dysplasia, pulmonary hypoplasia, and
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perinatal death (16,17). The prognosis depends on the
extent of preexisting renal damage and the effectiveness
of therapy. Treatment with fetal urinary diversion proce-
dures is aimed at preventing renal damage and pulmonary
hypoplasia (18–20).

Obstruction to urine flow has been shown in animal
models to result in hydronephrosis and renal dysplasia
(21). Release of the obstruction is associated with no or
variable renal damage depending on the timing of the
release or the creation of the defect (21,22). Pulmonary
hypoplasia is another major potential complication of
fetuses with obstructive uropathy (23). The association
probably results from the attendant oligohydramnios.

Urethral obstruction may result from posterior urethral
valves (PUV), anterior urethral valves, megalourethra,
urethral duplications, urethral atresia, obstructive ureter-
ocele, or cloacal dysgenesis. Posterior urethral valves
(PUV), first described by Young et al. (24), constitute the
most common cause of lower urinary tract obstruction in
male neonates, with an incidence of 1:8000 to 1:25,000
livebirths (25). The lesions occur only in males because
the female counterpart of the verumontanum, from which
the valves originate, is the hymen.

In utero therapy is usually limited to fetuses with
bladder outlet obstruction. Fetuses with unilateral
obstruction are not typically considered candidates for in
utero therapy, regardless of the magnitude of the obstruc-
tion or renal findings. In these patients, the risk/benefit
ratio of in utero intervention favors expectant manage-
ment, even if it means loss of the affected renal unit.

Fetal renal function may be assessed by analysis of fetal
urinary parameters via vesicocentesis. Patients are con-
sidered candidates for in utero therapy if fetal urinary
parameters are below the threshold for renal cystic dys-
plasia. If the values are above the threshold, therapy
should not be offered.

The application of selection criteria in patients with
fetal LUTO for possible in utero therapy results in a sig-
nificant attrition rate. Disqualification from therapy may
result both from ‘‘too healthy’’ or ‘‘too sick’’ conditions.
Examples of too healthy conditions include normal amnio-
tic fluid volume or suggestion of nonobstructive dilatation
of the urinary tract. Examples of too sick conditions include
sonographic evidence of renal cystic dysplasia, abnormal
fetal urinary parameters, abnormal karyotype, or the pre-
sence of associated major congenital anomalies. Of 90
patients referred to the Florida Institute for Fetal Diag-
nosis and Therapy from October 1996 to October 2003,
more than one-half were disqualified from therapy from
single or overlapping conditions.

Percutaneous ultrasound-guided vesicoamniotic shunt-
ing of fetuses with LUTO began in the early 1980s
(16,19,23). The goal of therapy is to avoid development
of pulmonary hypoplasia from the attendant oligohydram-
nios as well as to preserve renal function. Fetal bladder
shunting should be offered only to patients without sono-
graphic or biochemical evidence consistent with renal cys-
tic dysplasia, normal karyotype, and lack of associated
major congenital anomalies.

The procedure can be performed under local, regional,
or general anesthesia. A minimal skin incision is made.

Ultrasound is used to identify the ideal site of entry into the
fetal bladder, below the level of the umbilicus. Color Dop-
pler ultrasonography is used to identify the umbilical
vessels around the distended bladder and avoid them.
Under ultrasound guidance, the trocar is directed through
the maternal tissues and up to the fetal skin. Fetal analge-
sia is achieved with pancuronium 0.2 mg/kg and fentanyl
10 mcg/kg. The trocar stylet is used to enter the fetal
bladder with a sharp, swift, and controlled maneuver. If
a prior vesicocentesis had been performed, it is advisable to
obtain a sample of fetal urine for microbiological purposes
to rule out preexisting infection. A sample of fetal urine is
sent for further biochemical testing. Placement of the
double-pigtail catheter is monitored with ultrasound. After
the distal loop is deployed in the bladder, the trocar is
retrieved to the level of the bladder wall. A small amount of
the straight portion of the catheter may be advanced into
the bladder to avoid retracting the distal loop into the
bladder wall. The trocar shaft is retrieved slowly while
simultaneously maintaining pressure on the catheter to
deploy the straight portion within the bladder wall and
fetal skin. Once the shaft of the trocar reaches the fetal
skin, entrance of the catheter, including the proximal loop,
can be safely deployed. If complete anhydramnios is pre-
sent prior to insertion of the catheter, it is advantageous to
attempt an amnioinfusion with an 18 gauge needle prior to
shunting to create the space for deployment of the proximal
loop. Amnioinfusion is aimed at preventing misplacement
of the proximal loop within the myometrium and fetal
membranes.

Despite adequate placement, malfunction of vesicoam-
niotic shunting may occur up to 60% of the time (26). The
shunt may pull from the skin into the fetal abdomen,
resulting in iatrogenic ascites, or out of the fetal bladder,
with no further drainage of urine. The shunt may pull out
of the fetus altogether as well. Replacement of the shunt is
associated with an additive risk of fetal demise, chorioam-
nionitis, premature rupture of membranes, and miscar-
riage or preterm delivery, for a total perinatal loss rate of
approximately 5% per instance.

In 1995, we proposed the use of endoscopy to assess the
fetal bladder for diagnostic and surgical purposes (27,28).
Endoscopic visualization of the fetal bladder with a larger
endoscope can be justified during vesicoamniotic shunting.
Currently, we use a 3 mm or a 3.9 mm trocar with a
2.7 mm or 3.3 mm diagnostic or operating endoscope. This
diameter is slightly larger than the 14 gauge (approxi-
mately 2.1 mm) needle used for the insertion of the dou-
ble-pigtail catheter. Access to the fetal bladder allows
remarkable evaluation of the bladder, ureteral orifices,
and urethra as well as the opportunity to perform surgical
procedures.

In normal fetuses, the urethra is not dilated, appearing
as a small hole within the bladder. In patients with a true
urethral obstruction, endoscopy will show a variable dila-
tation of the urethra at the level of the bladder neck. The
urethra is located using a 258 or a 708 diagnostic rigid
endoscope. Alternatively, a flexible/steerable endoscope
may be used. The anatomical landmarks to identify at this
level include the verumontanum and the urethral valves.
The diagnostic endoscope is then exchanged for a rigid
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operating endoscope. A 600 mm YAG-laser fiber is passed
through the operating channel of the endoscope, and then
ablated using 5–10 w and 0.2 s pulses in successive steps.
The fiber is placed as anterior and medial as possible. It is
not necessary to evaporate the entire valvular tissue.
Instead, only a few defects to either side of the midline
are necessary to establish urethral patency (27,29). The
dilated urethra may collapse intraoperatively once patency
is re-established, which may obscure the field of view and
require frequent instillation of saline to the side port of the
trocar to distend it. Color Doppler may also be used to
document fetal urination through the penis.

A urethrorectal fistula may occur from thermal
damage beyond the posterior wall of the urethra into
the perirectal space. To avoid this complication, only 5–
10 w of energy in short bursts should be used while ablat-
ing the valves.

The management of fetuses with lower obstructive
uropathy continues to be one of the most challenging
subjects in fetal therapy. The difficulties include establish-
ing the correct differential diagnosis, accurately predict-
ing subsequent renal function, and providing the best
treatment.

MYELOMENINGOCELE

Myelomeningocele results from the failure of caudal neural
tube closure during the fourth week of gestation. The lesion
is characterized by protrusion of the meninges through a
midline bony defect of the spine, forming a sac containing
cerebrospinal fluid and dysplastic neural tissue. Affected
infants exhibit varying degrees of somatosensory loss,
neurogenic sphincter dysfunction, paresis, and skeletal
deformities (30). Virtually all such infants also have the
Chiari II malformation, and up to 95% develop hydroce-
phalus (31). Although myelomeningocele is not a lethal
disorder, the neurologic sequelae are progressive, and
worsen until the lesion is closed. Observational and cohort
studies have demonstrated improvement of the Chiari II
malformation (32,33), decreased hydrocephalus (34), and
improved lower extremity function after intrauterine
repair of myelomeningocele (35).

On the day of surgery, the pregnant patient is taken to a
standard obstetrical operating room. An epidural catheter
is placed and, after induction of general endotracheal
anesthesia, she is prepared as if for a cesarean section.
Many of the general anesthetic agents cross the placenta
and provide analgesia for the fetus, and the epidural
catheter enables the administration of continuous post-
operative analgesics if needed. The gravid uterus is
exposed with a Pfannenstiel incision and exteriorized.
The uterine contents are then mapped with a sterile ultra-
sound transducer, and the location of the fetus and the
placenta are determined. Initial uterine entry is obtained
with a specialized trocar developed at Vanderbilt Univer-
sity Medical Center (Cook Incorporated; Bloomington, IN).
The Tulipan–Bruner trocar consists of a tapered central
introducer covered by a peel-away Teflon sheath. Use of
this trocar has demonstrated to reduce operative time and
blood loss while providing atraumatic entry into the uter-

ine cavity (36). Two through-and-through chromic sutures
are passed through the uterine wall and membranes on
either side of the selected entry point. The introducer is
then passed into the uterine cavity under direct ultrasono-
graphic guidance using a modified Seldinger technique.
The central introducer is then removed, leaving only the
trocar sheath. Excess amniotic fluid may be aspirated and
stored in sterile, warm syringes. The footplate of a U.S.
surgical CS-57 autostapling device (United States Surgical
Corporation; Norwalk, CT) is then inserted through the
peel-away sheath, and the sheath is removed, leaving the
stapler in proper position. When activated, the stapler
creates a 6–8 cm uterine incision. At the same time, all
the layers of the uterine wall are held together, much like
the binding of a book.

The fetus is directly visualized and manually positioned
within the uterus so that the myelomeningocele sac is
located in the center of the hysterotomy. Proper position
is maintained by grasping the fetal head and trunk
through the flaccid uterine wall. During the procedure,
the fetal heart rate is monitored by continuous ultrasono-
graphic visualization.

The myelomeningocele is closed in routine neurosurgical
fashion. Approximately 20% of patients will not have a well-
formed myelomeningocele sac, but a crater-like lesion
termed myeloschisis. As fetuses with myeloschisis have less
viable skin for closure, it may be necessary to use bilateral
vertical relaxing incisions in the flanks to create bipedicular
flaps that can be advanced and closed over the dural sac. The
resulting full-thickness cutaneous defects are covered with
cadaveric skin (37).

After repair of the spina bifida lesion, the uterus is closed
in layers using #1 PDS sutures. The first layer incorporates
the absorbable polyglycolic acid staples left by the autosta-
pling device. As the last stitches of this layer are placed, the
reserved amniotic fluid or physiologic crystalloid solution,
mixed with 500 mg of nafcillin or an equivalent dosage of an
antibiotic effective against Staphylococcus species, is
replaced in the uterus. The sterile, warm fluid is added
until the uterine turgor, as determined by manual palpa-
tion, is restored to the preoperative level, which is followed
by an imbricating layer. A sheet of Interceed absorbable
adhesion barrier (Johnson & Johnson Medical, Inc.; Arling-
ton, TX) or omentum is attached over the incision to prevent
adhesion formation. The uterus is returned to the abdomen.
The fascial layer is closed in routine fashion, and the dermis
closed with a running subcuticular suture or staples. The
fetus is monitored postoperatively using continuous elec-
tronic fetal monitoring (EFM) and intermittent transab-
dominal ultrasonography.

Postoperative uterine contractions are monitored using
continuous EFM. Uterine contractions are initially con-
trolled with intravenous magnesium sulfate and oral or
rectal indomethacin, and subsequently with subcutaneous
terbutaline or oral nifedipine, supplemented by indo-
methacin as needed. Patients are monitored with weekly
transabdominal ultrasonographic examinations. Delivery
of each child is accomplished via standard cesarean section.
Although the same abdominal incision is used for the
cesarean section as for the fetal surgery, the fetus is
preferably delivered via a lower uterine segment incision.
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The uterus and abdominal incisions are closed in routine
fashion.

VALVULOPLASTY

Severe aortic stenosis in midgestation may lead to left
ventricular myocardial damage and can ultimately result
in hypoplastic left heart syndrome. Paradoxically, in these
fetuses, which are likely to progress to HLHS, the left
ventricle initially appears normal in size, or even enlarged,
in the setting of left ventricular systolic dysfunction. As
gestation progresses, diminished flow through the diseased
left ventricle leads to decreased flow, and the ventricle
experiences growth arrest, resulting in left heart hypopla-
sia at birth. Early relief of fetal aortic stenosis may pre-
serve left heart function and growth potential by
maintaining flow through the developing chamber. To this
end, a number of operators have developed techniques to
perform fetal aortic valvuloplasty in second trimester
fetuses.

The mother is placed under general anesthesia in a
supine position with left lateral uterine displacement.
Transabdominal ultrasound imaging and external manip-
ulation are employed to achieve ideal fetal position. In this
position, a line of approach from the anterior abdominal
surface traverses the apex of the fetal left ventricle (LV),
paralleling the LV outflow tract, and crossing the valve into
the ascending aorta. The fetus is given intramuscular
anesthetic and muscle relaxant prior to catheterization.
If unable to position the fetus using external maneuvers,
the operators perform a limited laparotomy to enable direct
uterine manipulation and transuterine imaging.

A low profile, over-the-wire coronary angioplasty cathe-
ter is chosen with a balloon diameter based on the mea-
surement of the aortic annulus, using a balloon:annulus
ratio of 1:2. The balloon catheter is mounted on a floppy-
tipped guidewire, with 3 cm of distal wire exposed. The
wire/catheter assembly is then advanced through the 19G
12 cm stainless-steel introducer cannula until the balloon
emerges. Affixing a visible and palpable marker on the
proximal catheter shaft allows the operator to reproduce
this balloon/cannula relationship during the procedure
without relying wholly on the ultrasound imaging.

The introducer is advanced through the fetal chest wall
and to the LV epicardium under ultrasound guidance. The
LV is entered with the introducer, and the obturator
removed with the tip of the cannula just below the aortic
valve (Fig. 1). Blood return through the cannula confirms
an intracavitary position.

The wire/catheter assembly is passed through the can-
nula, and the tip of the wire is identified as it emerges.
While maintaining imaging of the aortic valve and ascend-
ing aorta, the precurved wire tip is manipulated to probe
for the valve. Valve passage, confirmed echocardiographi-
cally by imaging the wire in the ascending aorta, is followed
by catheter insertion to the premarked depth. The balloon
is then inflated, by hand or by pressure gauge, to a pressure
at which it achieves the intended balloon:annulus ratio.
Upon completion of the dilation, the entire apparatus is
removed from the fetus.

When first reported in the 1990s, fetal aortic valve
dilation was performed with minimal technical success
(38). Using the technique described above, technical suc-
cess rates are now over 80% in fetuses between 21 and 26
weeks (39). As the technical aspects of the procedure con-
tinue to be refined, and safety is established, issues of
patient selection will become the major focus of ongoing
research. Anatomic and physiologic variables predicting
left ventricular normalization following successful fetal
aortic valvuloplasty remain poorly understood.

AMNIOEXCHANGE

Gastroschisis is a paraumbilical defect of the anterior
abdominal wall associated with intrauterine evisceration
of the fetal abdominal organs. The incidence of gastroschisis
is approximately 1:4000 births, with a 1:1 male:female
ratio. Most cases are sporadic and aneuploidy is uncommon.

Gastroschisis is characterized by a full-thickness defect
of the abdominal wall, usually located to the right of the
umbilical cord, which has a normal insertion. The defect in
the abdominal wall is generally quite small (3–5 cm). The
herniated organs include mainly bowel loops, although, in
rare cases, the spleen and liver may be involved. Intestinal
atresias and other gastrointestinal disruptions are found
in as many as 15% of cases, and malrotation is also uni-
versal.

Although the prognosis is excellent with an ultimate
survival of greater than 90%, many factors may jeopardize
the outcome of these infants. A chronic aseptic amniotic
fluid peritonitis (perivisceritis) often occurs. The herniated
organs become covered by an inflammatory peel in the
third trimester, resulting from chemical irritation by expo-
sure to digestive enzymes in the amniotic fluid. Thicken-
ing, edema, and matting together of the intestines occurs in
these cases, and may result in a secondary ischemic injury
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directed at the stenotic aortic valve.



to the bowel as the abdominal defect becomes too small.
Meconium is frequently found in the amniotic fluid of
affected fetuses. Its presence probably reflects intestinal
irritation. Intrauterine growth restriction (IUGR) is fre-
quent, occurring in up to 60% of fetuses. Oligohydramnios
can occur, and may lead to fetal stress by cord compression.
Premature birth is a frequent and still poorly understood
complication. At birth, infants have low serum albumin
and total protein levels, which probably results from
chronic peritonitis.

The obstetrical management of the fetus with gastro-
schisis is controversial. Some studies have shown no clear
benefit of cesarean delivery over vaginal delivery, where as
others demonstrate an improved perinatal outcome in
infants delivered by elective cesarean section prior to labor.
Postoperative infection and delayed total enteral nutrition
are the major acute complications of the newborn.
Although all neonates with gastroschisis require surgery
shortly after birth, repair may be by primary fascial clo-
sure, or by delayed fascial closure using temporary cover-
age with a silastic/Dacron intra-abdominal pouch. The
repair as a primary or secondary procedure depends on
the degree of chemical peritonitis with matting of the bowel
that is present. Delayed intestinal function with poor
enteral nutrition is expected in most patients. Central
venous access and early total parenteral nutrition are
therefore usually required.

In a study by Luton et al. (40), gastroschisis was created
at mid gestation in 21 lamb fetuses. Saline was amnioin-
fused in some fetuses every 10 days until term. Thickness
of the bowel muscularis, thickness of the serous fibrosis,
and plasma cell infiltration were all significantly improved
in amnioexchanged animals when compared with fetal
lambs that were not amnioexchanged (40). Histologic ana-
lysis of appendices removed from human newborns demon-
strated increased fibrosis in those with gastroschisis; after
amnioinfusion, the serosa was still edematous, but no
inflammation was seen (41). In a pilot study in human
pregnancies (42), the same authors investigated the effect
of amnioinfusion on the outcome of prenatally diagnosed
gastroschisis. Following up on their work showing that an
inflammatory response exists in the amniotic fluid of
fetuses with gastroschisis, they hypothesized that amniotic
fluid exchange would improve the outcomes of prenatally
diagnosed cases. The outcome of 10 amnioinfused fetuses
with gastroschisis was compared with 10 nonamnioinfused
matched controls. Results showed that fetuses undergoing
amnioinfusion had a shorter duration of curarization after
surgical repair (2.2 
 1.9 versus 6.8 
 6.9 days,
þ ¼ 0.019), a shorter delay before full oral feeding
(49.7 
 21.5 versus 72.3 
 56.6 days, NS) and a shorter
overall length of hospitalization (59.5 
 19.7 versus
88.5 
 73.6 days, NS). The authors confirmed their pre-
vious data showing that amniotic fluid displays a chronic
inflammatory profile, and they speculated that a reduction
of the inflammatory response could improve the outcome of
human fetuses with gastroschisis (42).

Amnioexchange for treatment of gastroschisis begins
after 30 weeks’ gestation, and is repeated approximately
every two weeks until delivery. A complete obstetrical
ultrasound examination is performed prior to the amnioex-

change. The patient is admitted to the labor and delivery
suite, and a nonstress test is performed before and after the
amnioexchange. An intravenous line or a heplock is placed,
and a single vial of blood is obtained and held for routine
admission laboratory studies, in the case that urgent
delivery is required. Prophylactic tocolysis may be given
in the form of intravenous or subcutaneous terbutaline.
Light IV sedation may also be given if desired.

After performing a sterile abdominal prep and drape,
amnioexchange is performed using a ‘‘closed system.’’ The
closed tubing system materials are illustrated in Fig. 2. All
of the materials are sterile except the graduated cylinder.
Two sterile three-way stopcocks (b and c) are connected
end-to-end. Sterile IV solution (a) is connected to stopcock
(c) by way of sterile IV tubing (a). Three lengths of sterile
connecting IV tubing (b) are connected to the remaining
exposed ports of the stopcock assembly. Tubing from the
side port of stopcock (b) is allowed to drain to the graduated
cylinder (d). A 60 mL syringe (e) is connected to the tubing
attached to the inline port of stopcock (b). The tubing
attached to the inline port of stopcock (c) will connect to
the therapeutic amniocentesis needle. Stopcock (c) is closed
off to the IV solution (a). Stopcock (b) is closed off to the
graduate (d). Amniocentesis is performed under continu-
ous ultrasound guidance. Once access is obtained, the
stylet is removed from within the needle lumen and the
connection tubing is attached. With the stopcocks posi-
tioned as noted above, amniotic fluid is withdrawn into
the syringe (e) until the syringe is filled. Stopcock (b) is
then closed off to the patient and the fluid is expelled into
the graduate (d). Stopcock (b) is then turned off to the
graduate (d), and this step is repeated until the desired
amount of amniotic fluid has been withdrawn (300–900
ml). With stopcock (b) closed to the graduate (d), stopcock
(c) is closed off to the patient. The syringe is then filled with
sterile warmed saline. Stopcock (c) is then closed to the IV
solution (a) and the fluid is infused into the patient. This
step is repeated until the desired amount of fluid is infused.
These steps are repeated serially until the infusion proce-
dure is complete. If the amniotic fluid volume falls within
normal range, the amniotic fluid volume at the end of the
amnioexchange should be the same as at the beginning of
the procedure. In the presence of oligohydramnios, addi-
tional sterile warmed fluid can be added to the uterine
cavity in order to achieve a normal fluid volume by the end
of the procedure.
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If the fluid volume is normal, the placenta is located
posteriorly or fundally, and the fetus is quiescent, all of the
toxic amniotic fluid planned for removal might be aspirated
in one step. With an anteriorly implanted placenta, how-
ever, or in the presence of oligohydramnios or an active
fetus, it may be necessary to remove a small amount of
amniotic fluid, and then replace it with warmed normal
saline, repeating the procedure serially until the amnioex-
change is completed.

After completion of the amnioexchange, electronic mon-
itoring of the fetal heart rate and uterine activity continues
until the patient fulfills the usual criteria for discharge.

AMNIOPATCH

Iatrogenic preterm premature rupture of membranes
(PPROM) occurs in approximately 1.2% of patients after
genetic amniocentesis (43), 3–5% of patients after diagnos-
tic fetoscopy (44), and approximately 5–8% of patients after
operative fetoscopy. Although the membranes might seal
spontaneously in this setting (45,46), most patients con-
tinue to leak fluid and are at a risk for pregnancy loss.

The overall perinatal mortality of previable PPROM
managed expectantly is 60% (47,48). Nearly one-third of
these deaths occurs in utero. Pulmonary hypoplasia occurs
in 50% of cases diagnosed before 19 weeks (49). Serious
sequelae in surviving infants include blindness, chronic
lung disease, and cerebral palsy.

Patients with iatrogenic PPROM between 16 and 24
weeks gestation who do not have clinical evidence of intra-
amniotic infection are candidates for amniopatch therapy.
PPROM is confirmed with a sterile speculum examination
showing vaginal pooling of fluid, ferning, and a positive
Nitrazine test. The maximum vertical pocket of amniotic
fluid is measured sonographically. Patients are placed on
intravenous antibiotics and bed rest for one week to allow
for spontaneous sealing of the membranes. If spontaneous
sealing does not occur, 1 unit of autologous platelets and
cryoprecipitate are prepared if the patient is eligible for
autologous donation. Otherwise, donor platelets and cryo-
precipitate are prepared.

After informed consent, an amniocentesis is performed
using a 22 gauge needle. The needle is directed into an
available pocket of fluid regardless of the site of the pre-
vious invasive procedure. A K-51 tubing extension
attached to a three-way stopcock is connected to the hub
of the needle. Platelets are administered first, followed by
cryoprecipitate. In our original protocol, 1 whole unit of
platelets was injected. We have subsequently reduced the
dose of platelets to one-half a unit because of an unex-
plained fetal death demise, an adverse effect probably
caused by sudden activation of a large number of platelets.

In our series of 28 cases, the average gestational age at
the time of the procedure was 19 weeks and 3 days. The
average gestational age of delivery in patients who did not
have an intrauterine fetal demise was 33 weeks and 4 days.
Overall, membrane sealing occurred in 19 of 28 patients
(67.9%). Of the 28 patients treated, 11 had a large mem-
brane detachment but no overt leakage of fluid. The
detachment of the membrane occurred from fluid escaping

the amniotic cavities through the membrane defect, caus-
ing dissection of the chorionic cavity. In these patients,
only the chorion separates this fluid from leaking grossly to
the vagina. In this group, the amniopatch was successful in
resealing the amniotic membrane in 7 of the 11 patients
(63.6%).

The precise mechanism by which the amniopatch works
is unknown. Presumably, platelet activation at the site of
rupture and fibrin formation initiates a healing process
that enables the membranes to seal.

TTTS

Feto-fetal transfusion syndrome can be described in all
monochorionic multiple pregnancies but has been exten-
sively reported in twins. Twin-to-twin transfusion syn-
drome (TTTS) develops in approximately 15% of all
monochorionic pregnancies (50), and carries a high peri-
natal mortality rate (50). The fetuses are morphologically
normal, and inter-twin vascular communications on the
chorionic plate are thought to be responsible for the
development of the disease through unidirectional blood
transfusion from the donor to the recipient twin. Besides
the primary hemodynamic imbalance between the twins,
the disease may lead to disruptive lesions in both twins.
Before the development of antenatal ultrasound, TTTS
was diagnosed at birth as a discordance of at least 20% in
weight and 5 g/dL in the hemoglobin concentrations of two
twins of the same sex (52). These criteria were abandoned
because these features could not be consistently recog-
nized in utero. With the development of ultrasound, the
polyhydramnios-oligohydramnios sequence has been
found to be the condition carrying one of the highest
perinatal mortality rates in obstetrics, up to 90% without
treatment.

Laser coagulation of placental anastomoses by fetoscopy
is the most effective first-line treatment of FFTS, which
leads to at least one survivor at birth and intact survival at
6 months of age in 76% and 76% respectively, as compared
with 56% and 51% in cases treated by serial amnioreduc-
tion in the Eurofetus randomized trial (53).

The selection criteria to qualify for percutaneous endo-
scopy-directed laser coagulation of placental anastomoses
include:

1. Gestational age of less than 26 weeks.

2. Ultrasound diagnosis of a single monochorionic pla-
centa by ultrasound in the first trimester of preg-
nancy.

3. Polyhydramnios in the recipient’s amniotic cavity
with a deepest vertical pool �8 cm or �10 cm before
or after 20 weeks of gestation, respectively.

4. Oligohydramnios in the donor’s amniotic sac with a
deepest vertical pool �2 cm.

Preoperative evaluation consists of ultrasound exami-
nation, including morphological examination, fetal Dop-
pler, cardiothoracic index, identification of placental
location, and cord insertions. Amniocentesis or amniore-
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duction prior to laser may cause intra-amniotic bleeding
and therefore make the procedure more difficult, or even
impossible, due to impaired visualization. The site of entry
is chosen as demonstrated in Fig. 1, for the scope to be
entered at a right angle to the long axis of the small twin in
order to maximize the chance to ensure adequate visuali-
zation of the placental surface and intertwin membranes.
Ideally, the scope should also be entered alongside a virtual
line joining the two cord insertions. When these criteria are
met, the vascular equator of the placenta as well as the
vascular anastomoses on the chorionic plate are more
likely to be visualized in the operative field.

Prophylactic cefazolin 2 g, indomethacin suppository
100 mg, and oral flunitrazepam are given before surgery
and local anesthesia with nonadrenalinized xylocaine is
injected down to the myometrium. A 10 Fr cannula for a
central venous catheter loaded with a trocar is introduced
percutaneously under continuous ultrasound guidance. A 2
mm 08 fetoscope (Storz 26008 AA) is passed down a straight
or curved sheath to operate on posterior or anterior pla-
centas, respectively. The sheath also has a working chan-
nel carrying a 1 mm diode laser fiber.

A systematic examination of the chorionic plate along-
side the insertion of the inter-twin membrane is per-
formed. Identification of crossing vessels and of their
arterial or venous nature is possible because arteries cross
over veins and show a darker red color than veins owing to
a lower oxygen saturation in the circulating blood (54).
Selective coagulation of anastomotic vessels is performed
with the aim of separating the monochorionic placenta
into two distinct fetal-placental circulations, sparing the
normal cotyledons of each placental territory. Nonselec-
tive coagulation of crossing vessels is only performed
when the distal end or the origin of the vessel cannot
be identified. The power of the diode laser is set at 30–50
w. At the end of theprocedure, excessive amniotic fluid is
drained through the sheath of the fetoscope until normal
amniotic fluid volume is obtained with a deepest vertical
pool of 5–6 cm.

BIPOLAR UMBILICAL CORD OCCLUSION

Selective reduction in complicated monochorionic (MC)
multifetal pregnancies is performed to prevent the delivery
of an anomalous or severely compromised fetus and
improve the perinatal outcome for the surviving co-twin
by delaying delivery or risk associated with spontaneous
loss of the affected. The use of cardiotoxic agents, such as
potassium chloride, is contraindicated in MC pregnancies
because of the potential vascular transmission of the agent
and compromise of the co-twin due to the presence of
placental vascular anastomoses. Thermal vascular occlu-
sive techniques, such as bipolar umbilical cord occlusion
(BPC), have been shown to achieve the stated goals with
minimal maternal morbidity. Indications for BPC that are
unique to MC gestations include twin reverse arterial
perfusion, discordant fetal anomalies, and isolated severe
growth lag. BPC has also been used as a primary inter-
vention in advanced twin-twin transfusion syndrome or as
a secondary procedure when alternative therapies such as

amnioreduction or laser have failed to correct the disease
process.

The procedure was originally described by Deprest et al.
(55). In brief, using the standard sterile technique, the
patient’s abdomen is properly prepared and draped. An
abdominal ultrasound is performed to confirm fetal posi-
tion, viability, and umbilical cord locations. General and
conduction anesthesia may be used; however, intravenous
sedation with local infiltration of 1% lidocaine or 0.25%
bupivicane for subcutaneous, deep muscle, and fascia
anesthesia is usually sufficient and is associated with less
maternal morbidity. A small skin incision is made to allow
insertion of an endoscopic trocar. Under continuous ultra-
sound guidance, the instrument is inserted through a
placental free window toward the targeted umbilical cord,
ideally avoiding the gestational sac of the normal co-twin.
Once the trocar is secured in the amniotic sac, the obtura-
tor is removed. The bipolar forceps are inserted and
advanced to the umbilical cord.

The cord is grasped and positioned away from the
amnion before thermal energy is applied. The duration
and wattage (W) necessary for occlusion will vary, from
20–60 s and 20–50 W, respectively, based on the gesta-
tional age and umbilical cord thickness. When a full-thick-
nessgrasp exists, application of the thermal energy will
result in turbulence and ‘‘streaming’’ of amniotic fluid
adjacent to the forceps. It is not uncommon to have an
audible ‘‘pop’’ secondary to the heating of Wharton’s jelly
and subsequent rupture of amnion at the site of occlusion,
which should not be perceived as a sign of completed
coagulation. As a result of the natural spiral of the umbi-
lical cord, complete occlusion of all vessels requires 2–3
applications of the forceps at adjacent sites. Pulse and color
flow Doppler blood flow studies are performed to confirm
cord occlusion at each site.

The size of the BPC forceps that have been used for these
procedures has varied from 2.2–5.0 mm. The majority of
procedures have been performed with commercially avail-
able single-use 3.0 mm bipolar diathermy forceps (55–58).

Intravenous prophylactic antibiotics and indomethacin
for tocolysis are generally given prior to the procedure.
Postoperative monitoring for uterine contractions and,
depending on the gestational age, continuous or intermit-
tent fetal heart rate should be done for at least 2 hours. The
majority of programs will observe patients for an extended
period of 12–24 h with limited activity. Subsequent doses of
antibiotics and tocolytic treatment are given during this
time. Prior to discharge, a limited ultrasound is performed
to determine the amniotic fluid volume and assess for signs
of hydrops and anemia, including Doppler velocemitry of
the middle cerebral artery and, where appropriate, similar
studies of the umbilical artery and ductus venosus. If no
evidence of preterm labor, leaking of amniotic fluid, or
bleeding exists, the patient is discharged with instructions
to continue with modified bed rest at home for 7–10 days,
take her temperature bid, and report an elevation, leaking
of vaginal fluid, bleeding, or contractions. An ultrasound is
performed in 10–14 days and then at a minimum every 4
weeks thereafter. Additional ultrasounds and fetal mon-
itoring should be performed as clinically indicated by the
primary disease and gestational age.
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INTRODUCTION

Radiation biology refers to all biologic responses induced in
cells and tissues by ionizing radiation, a term that encom-
passes the study of all action of ionizing radiation on living
things. Ionizing radiation (IR) is radiation that has suffi-
cient energy to cause the ejection of an orbital electron from
its path around the nucleus, which indicates that the
photon or charged particle can release large amounts of
energy in a very small space. IR is separated into electro-
magnetic radiation and particulate radiation. Electromag-
netic radiation consists of X rays or g rays, which differ only
in their mode of production, not in their physical effects in
interacting with biologic tissue. X rays are produced by
machines that accelerate electrons and then focus them to
hit a target usually made of tungsten or gold. The kinetic
energy is transferred from the electrons to the target and
then is released as photons. These are the most common
medical exposures through diagnostic or therapeutic radia-
tion. In contrast, g-radiation is produced within the
nucleus from radioactive isotopes. The g rays result from
the unstable nuclear configuration decaying to a more
stable state and releasing the ‘‘extra’’ energy in this transi-
tion in the form of the g ray. Natural background radiation
is of this type. Particulate radiation is those radiation
sources that are not photons and consist of electrons,
protons, a-particles, neutrons, and heavy charged particles
such as the nuclei of carbon, neon, argon, or iron. These
particles are positively charged because the orbiting elec-
trons have been stripped from them.

As noted, IR is defined by its causing the ejection of an
orbital electron when the radiation interacts with tissue.
These ionizing events can be further subdivided by being
directly ionizing or indirectly ionizing. Directly ionizing
events are those in which a charged particle with sufficient
kinetic energy interacts with the tissue, directly resulting
in the ejection of the orbital electron. These events happen
frequently within an exposed tissue, so the charged parti-
cle rapidly transfers its energy to the tissue, a concept
codified as linear energy transfer (LET). Charged particles
have a high LET. In contrast, indirectly ionizing radiation
such as g- or X-radiation is first absorbed in the material
and secondary, energetic charged particles (electrons) are
released. Because this latter process only occurs when the
photon is close enough to an atom to interact, it is referred
to as sparsely ionizing radiation and has a low linear
energy transfer (LET).
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A longstanding paradigm in radiation biology has been
that many effects induced by IR, including its carcinogenic
effects and ability to kill cancer cells, are the result of DNA
damage arising from the actions of IR in cell nuclei, espe-
cially interactions of IR and its products with nuclear DNA
(1–3). When a charged particle or secondary electron pro-
duced by the interaction of a photon with an orbital elec-
tron damages DNA itself, it is known as the direct action of
IR. Yet, DNA represents a small fraction of the actual size
of the cell. Therefore, it was recognized that most of the
interaction of IR within a cell would be with more abundant
biomolecules, specifically water. If the action is mediated
through the intracellular production of radiolytic reactive
products, e.g., OH�, H�, O�2, and H2O2, that are generated in
aqueous fluid surrounding DNA, then the DNA damage is
called indirect action. These processes unquestionably can
result in a variety of types of DNA damage, including DNA
single- and double-strand breaks, modifications of deoxyr-
ibose rings and bases, intra- and inter-strand DNA–DNA
cross-links, and DNA–protein cross-links (1,4,5). About a
third of all DNA damage is caused by the direct effects of
sparsely ionizing g and X rays, with the remaining balance
being attributable to the indirect actions of IR. With high-
LET radiation such as the more densely ionizing a-parti-
cles that are emitted by radon and radon progeny, the
direct actions of IR on DNA become more predominant
and the nature of the DNA modifications become much
more complex. Regardless of the type of IR, all of the above
forms of DNA damage can lead to untoward effects in cells
if unrepaired or misrepaired. With specific regard to carci-
nogenesis, genomic mutations caused by IR are widely
thought to arise from DNA damage that is subsequently
converted into a mutation as a result of misprocessing by
DNA repair mechanisms or that is converted into a heri-
table mutation when DNA undergoes replication.

This classic view of radiation biology is giving way to a
more complex and complete understanding that the cell
membrane and other intracellular compartments, as well
as the tissue vasculature, are important targets of IR.
Furthermore, as detailed below, although intracellular
effects are better defined, we now recognize that the extra-
cellular environment and cell–cell contact play important
roles in modulating the effects of IR at the cellular and
tissue levels.

MOLECULAR RADIATION BIOLOGY/BYSTANDER EFFECTS

IR is a cellular toxin that is sensed at the cellular level
through the ATM-p53-p21 pathway (6,7). Although the
upstream sensor of ATM remains to be definitively eluci-
dated, the initial radiation sensing protein likely has a
redox sensor and undergoes a conformational change, or
possibly is phosphorylated, resulting in the phosphoryla-
tion of ATM (8). This, in turn, activates the p53 pathway
leading to cell cycle arrest, nuclear translocation of tran-
scription factors such as NF-kB, and either cellular repair
or apoptosis. How an individual cell commits to a given fate
(repair or apoptosis) remains unclear, but undoubtedly it
represents the final integrated response to many simulta-
neous intracellular events. Several excellent reviews on

this topic have been written (9,10). It should be noted that
IR also affects the 26s proteosome, which is another level of
non-nuclear intracellular response affecting cell survival,
presumably through alterations in the removal of activated
(phosphorlyated) proteins, or proteins active in apoptotic
processes such as Bcl2 (11,12).

Radiation effects in cells not directly hit by a radiation
ionizing event are called bystander effects. Although initial
interest in this effect can be found in the medical literature
as far back as into the 1950s, the current interest in the
area was stimulated by a study published in 1992 in which
Nagasawa and Little (13) observed increases in the fre-
quency of sister chromatid exchanges in �30% of immor-
talized Chinese hamster ovary cells that received low-dose
exposure to a-particles, even though less than 1% of the
cells’ nuclei were estimated to actually receive direct
nuclear hits by an a-particle. That a relatively low percen-
tage of the cells experienced one or more direct ‘‘hits’’ by the
a-particles, be they in the cytoplasm or in the nuclei,
suggested the possibility that some mechanism was con-
veying a radiation-associated response to unirradiated
cells. Other groups went on to confirm and extend on this
finding. It is now well recognized that cells do not require a
direct nuclear traversal to result in radiation changes.
There are extracellular responses, predominantly TGF-b
mediated through media (cell culture experiments) or
extracellular fluids (tissues), but other factors cannot be
excluded (14). Furthermore, it is recognized that cell–cell
contact and gap junctional communications are critical in
transmitting the signal from the directly irradiated cell to
the neighboring, bystander cells (15).

TIME, DOSE, AND FRACTIONATION

The biologic effects of IR in tissue relate to the size of the
dose delivered, time between radiation exposures and the
total dose of IR given. Although environmental exposures
are chronic and (usually) low level, medical exposures are
acute and can be repetitive when given for the treatment of
cancer. Radiation therapy for the treatment of malignancy
remains the most effective anti-cancer agent discovered,
and treatment schedules are predicated on the ‘‘4 R’s of
radiobiology’’: repair, repopulation, redistribution, and
reoxygenation.

Repair of radiation-induced damage underlies the
intrinsic radiation sensitivity of the cell to radiation cell
killing. Cells can be broadly grouped into those that can
repair significant amounts of damage and those with more
limited repair capacity. The former descriptive category
corresponds to tissue types where there is limited normal
cell turnover, such as lung, kidney, or brain, and these are
tissues that display damage after a more prolonged time
and are therefore known as late responding tissues. The
cells with more limited intrinsic repair capacity are known
as acute responding tissues and are typified by skin or gut.
These cell types have a limited life span and are constantly
being replaced within normal physiologic functioning.

Repopulation refers to the generation of new cells to
replace those killed by the IR exposure. Although thera-
peutically beneficial for containing normal tissue toxicity,
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repopulation is also active in malignant tissue and thereby
allows greater numbers of tumor clonogens to develop after
treatment. For some types of tumors, an acceleration of
repopulation begins after 4 weeks of radiation therapy,
which can compromise clinical outcome if prolonged ther-
apeutic IR fractionation schemes are used.

Redistribution refers to the changes in cell assortment
across the cell cycle. It has long been established that cells
vary in their sensitivity to the cytotoxic effects of IR depend-
ing on where in the cell cycle they are at the time of
irradiation (16,17). Cells are most sensitive to IR effects
in the G2/M phase and are most resistant during the S-
phase. G1 is intermediate between these two. Thus, clinical
radiation therapy schedules use multiple fractions to over-
come the relative resistance of the cells in S-phase of the cell
cycle on a given treatment day. This difference in radio-
resistance across stages in the cell cycle also underlies one
mechanism of the synergy between radiation therapy and
many chemotherapeutic agents in the treatment of malig-
nant disease. Although S-phase cells resist killing from the
IR, they are more sensitive to some chemotherapeutics that
are active during S-phase when the DNA is most exposed
and is replicating. Furthermore, this alteration of cell cycle
sensitivity to IR cytotoxicity also has been an area of
research for IR-biologic response modifiers. If one can
increase the percentage of cells in G2/M at the time of IR,
then the relative cell kill per fraction of IR will increase.

Reoxygenation refers to the presence or absence of
molecular oxygen within the cell at the time of IR delivery.
As detailed at the beginning, most of the cellular damage
from IR is mediated through the production of free radicals
within the cell. If molecular oxygen is present, these free
radicals can be transformed into more complex peroxide
radicals, which are more difficult for the cell to repair. This
is classically known as ‘‘fixing the radiation damage’’ in the
British use of the term ‘‘fix’’ (make more solid), not the
American (repair). The increase in cell killing from IR in
the presence of oxygen versus under hypoxic conditions is
known as the oxygen enhancement ratio, and it is approxi-
mately a factor of 2–3, dependent on where in the cell cycle
the irradiated cell sits. Although normal tissues have a
well-maintained vascular supply so that oxygenation is
essentially constant, tumors have a tortuous and unstable
vasculature, so that the vessels can open and close erra-
tically. This type of hypoxia is referred to as ‘‘acute
hypoxia.’’ Chronic hypoxia occurs when the tumor out-
grows its blood supply and the tumor cells are simply
beyond the diffusion capability of molecular oxygen.
Attempts to exploit this differential, either by sensitizing
the hypoxic cells or by specifically targeting them, have
been explored and remain active areas of research.
Furthermore, identification of the presence of hypoxia
remains a significant clinical strategy (18).

The four R’s of radiobiology reflect intracellular controls
of overall radiation response. The tissue level effects from
IR in the treatment of cancer are dependent on several
parameters: volume, dose per fraction, total dose, and time
between fractions. The volume of tissue irradiated is cri-
tical for determining the long-term repair by repopulation
by normal cells to fill in for those irreparably damaged by
the IR. Each cell type has its own intrinsic radiation

sensitivity, and the tissue organization (serial or parallel
cellular arrangement) as well as the tissue vasculature
play critical roles in tissue repair and thus radiosensitivity.
Tissues are subdivided into two categories of radiosensi-
tivity based on when they display their damage. Tissues
that display their radiation induced damage during a
standard course of medical radiation therapy are known
as ‘‘acute responding tissues.’’ These tissues naturally have
a large amount of cellular turnover, such as skin or gut,
and at a cellular level, this corresponds to lesser ability to
repair sublethal DNA damage (i.e., a larger proportion of
DNA damage is lethal and nonrepairable). In contrast,
tissues where there is little or no normal cellular turnover,
such as brain, kidney, lung, or spinal cord, there is a
substantial ability to repair sublethal damage, and tissue
toxicity from radiation therapy is displayed late, long after
therapy has finished. These tissues are therefore labeled
‘‘late responding tissues.’’ Therapeutic strategies are
designed to separate these two types of responses as malig-
nant tumors are models of acute responding tissues,
whereas the dose limiting side effects from radiation
therapy are secondary to late responding tissue effects
(19,20).

THE LINEAR NO-THRESHOLD MODEL OF RADIATION
EFFECTS

Based on the data collected from the victims of the bomb
detonations at Hiroshima and Nagasaki, a linear no-
threshold model of radiation effects was developed and
adopted for public policy applications. In essence, the
model states that (1) all radiation exposures are biologi-
cally active, (2) the response in the cells/tissue is linear
with dose, and (3) there is no threshold below which there is
no or negligible effects. The model was developed from the
moderately low-dose exposure ranges of 0.5–2 Gy and the
medically significant sequelae of increased mortality (car-
cinogenic and noncarcinogenic, predominantly cardiovas-
cular) (21–23). Hiroshima and Nagasaki data represent the
effects of a single acute dose exposure delivered to the
whole body with the nutritional deprivation from WW2;
as such, they are subject to criticism and questions of their
applicability to modern healthy populations where low-
dose radiation exposure is often of a more chronic nature.
Nevertheless, they remain the best available population-
based data, and they have been painstakingly collected and
analyzed. As detailed below, however, the shape of the
response curve at the lowest doses remains controversial.

LOW-DOSE EXPOSURES

Low-dose ionizing radiation (LDIR) in the 1–10 cGy range
has largely unknown biological activity in the human.
Current modeling for health and safety regulations, as
well as prediction of carcinogenesis, presupposes a linear,
no-threshold model of radiation effects based on the
nuclear bomb explosion data, which estimates the effect
and risk at low dose by extrapolation from measured effects
at high doses. Yet the scientific literature presents a
more complex picture, and few data clearly support a linear
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dose-response model and none in humans. Numerous stu-
dies suggest some effects of LDIR may be benign or even
beneficial under some circumstances (24,25). Reported
benefits include stimulated growth rates in animals,
increased rates of wound healing, reductions in cell apop-
tosis, enhancements in the repair of damaged DNA, and
increases in radioresistance via the induction of an adap-
tive response, among others (26–28). Other lines of evi-
dence, however, suggest LDIR can be hazardous, and if a
threshold for detrimental responses does exist, it is opera-
tional only at very low dose levels, e.g., �1 cGy. Schiestl et
al. (29) found that 1–100 cGy doses of X rays could cause
genetic deletions in mice in a linear dose-response manner.
This remains an active area of research (30).

Little is known regarding individual variability in sen-
sitivity to radiation exposure. Studies are actively ongoing
to develop methods to best assess interindividual varia-
bility. This understanding will have both a health risk
assessment and medical applications (31).

GENOMIC INSTABILITY

Radiation-induced genomic instability encompasses a
range of measurable endpoints such as chromosome desta-
bilization, sister chromatid exchanges, gene mutation and
amplification, late cell death, and aneuploidy, all of which
may be causative factors in the development of clinical
disease, including carcinoma.

Kadhim et. al. identified the persistence of radiation-
induced chromosomal instability following a-particle irra-
diation in clonal populations of murine bone marrow cells
(32). The same group followed up this seminal work with an
examination of four human bone marrow samples, subjected
to an ex vivo a-particle IR (33). Further research then
demonstrated that the genomic instability phenotype could
be transmitted in vivo when murine hemopoietic cells that
had been irradiated in vitro were transplanted into mice
that had previously had their native bone marrow purged
(34). However, when Whitehouse and Tawn examined
radiation workers in Sellafield, England, who had bone
marrow plutonium deposition evidence for genomic instabil-
ity was not found (35). Whether g-IR could induce genomic
instability was then examined. The original reports from
Kadhim et al. were negative (32,33), but further research
examining hprt locus mutations convincingly demonstrated
that genomic instability was inducible by g-irradiation (36).
Thus, although genomic instability can clearly be demon-
strated in the laboratory, whether it occurs in humans after
IR exposure remains uncertain (37).

Our understanding of the biologic effects of IR is evol-
ving and ever growing. Research has been active in this
field for over 100 years, and it remains a vibrant research
area with the new molecular tools now available. The
target of interest and concern is as small as the individual
DNA base or as large as the whole organism. Mechanistic
studies of the subcellular targets of IR and the cellular
response signaling cascades must be matched with more
complex system evaluations so that the summative effect of
these pathways becomes known. Cell signaling exists
within and between cells, and this cross-talk affects the

ultimate response to IR exposure. Improving our under-
standing of radiation response at the cellular and tissue
levels will undoubtedly yield advances for medical/thera-
peutic radiation as well as general cellular biology.
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INTRODUCTION

The pH of a solution is defined as

pH ¼ �log½Hþ� (1)

where [Hþ] is the concentration of hydrogen ions in the
solution. The standard laboratory method of measuring the
pH of a solution uses a glass electrode with a thin-walled,
bulb-shaped membrane at the bottom. The electrode is
filled with a standard solution (usually 0.1 M HCl), into
which a silver wire coated with silver chloride is dipped
(Fig. 1). Hydrolysis of both the inside and outside of the
glass membrane forms thin gel layers, separated by dry
glass inside the membrane. Hydrogen ions from the test
solution are able to diffuse into the outside gel layer. The
glass is doped with mobile ions (e.g., Liþ), which are able to
cross the membrane and ‘‘relay’’ the concentration of Hþ

ions in the test solution to the inside of the bulb. To make
pH measurements, the potential of the internal silver wire
is measured with respect to a reference electrode. Since the
glass membrane is selective toward [Hþ] ions, the overall
cell potential (at room temperature) is given by the Nernst
equation:

c ¼ constþ kT

q
ln½Hþ� (2a)

¼ constþ 25:7	 10�3 ln 10 log½Hþ� (2b)

¼ const� 0:0592 pH (2c)

where k is the Boltzmann constant, T the absolute
temperature, and q the electronic charge.

A conventional reference electrode consists of a glass
tube containing a filling solution of known composition
(e.g., saturated KCl). In an Ag/AgCl electrode, electrical
contact is made to the filling solution by a silver wire that
has been coated with silver chloride. If saturated KCl is
used, the wire develops a potential of 199 mV versus the
standard hydrogen electrode (SHE). This potential
remains constant as long as the chloride concentration
remains constant. The internal filling solution is separated
from the test solution by a permeable membrane or ‘‘liquid
junction’’, usually made from porous glass or ceramic.
Diffusion of ions through the junction provides the con-
ductive path between the reference electrode and the test
solution. The KCl is usually used as the filling solution, as
the mobility of the Kþ and Cl� ions are nearly equal,
minimising any build-up of junction potential.

The glass-electrode, with its complicated materials and
internal reference solution, does not lend itself to minia-
turization. However, with the arrival of the metal oxide
semiconductor field-effect transistor (MOSFET) in 1960,
another method of measuring the interface potential
became available. The MOSFET is a three-terminal device
in which the voltage on a gate electrode controls the cur-
rent flowing between source and drain electrodes. The
MOSFET has a metal or polysilicon gate electrode, separa-
ted from the bulk silicon by a thin, insulating gate oxide
layer to provide an extremely high input impedance (Fig. 2a).
In an n-channel MOSFET, a positive voltage applied to the
gate electrode attracts electrons from the bulk of the p-type
silicon to the surface beneath the oxide and creates an
inversion region that is rich in mobile electrons. This
inversion region forms a channel that allows current to
flow between source and drain. The minimum gate voltage
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that is required to produce ‘‘strong’’ inversion is termed the
threshold voltage and is given by

VT ¼
FM �FS

q
�QI

CI
�QS

CI
þ 2cF (3)

The threshold voltage incorporates the work function dif-
ference between the metal gate and the silicon (FM �FS),
any fixed charge in the oxide or in the oxide–silicon inter-
face QI and the charge in the depletion region of the silicon
QS. The term 2cF is twice the Fermi level of the p-type
silicon and arises from the definition of strong inversion,
that is the inverted material must have a free-electron
density that is equivalent to the acceptor density in the p-
type material (1). The parameter CI is the capacitance of
the oxide (insulator) layer, and all charges and capaci-
tances are expressed per unit area.

In 1970, Bergveld (2) recognized that the MOSFET
structure could be adapted to create an ion-sensitive
FET (ISFET) by omitting the metal gate. He found that
by applying a voltage between the source and drain of this
device and placing it in solution, the current flowing would
vary with the pH of the solution. This first ISFET used the
native gate oxide (SiO2) as the ion-sensing layer and was
sensitive to the concentration of both Naþ and Hþ ions in
the solution (3). The silicon dioxide, used to insulate the
metal gate from the silicon substrate, has a similar struc-

ture to the permselective membrane used in the glass
electrode, and will therefore respond to the concentration
of hydrogen ions in a solution. A reference electrode, the
electrical contact of which can be regarded as the gate
terminal, is used to bias the ISFET (Fig. 2b).

A model for an ISFET, made by excluding the metal gate
from a MOSFET, will include all the contributions to its
threshold voltage considered in equation 3. There are an
additional two terms, one due to the potential of the
reference electrode cREF, and the other due to the potential
at the solution–oxide interfaceDc þ xSOL. Here, xSOL is the
constant surface dipole potential of the solvent (usually
water), and Dc is the concentration-dependent interface
potential. The threshold voltage of the ISFET is then

VT ¼ cREF � Dcþ xSOL �
FS

e
�QI

CI
�QS

CI
þ 2cF (4)

since the gate metal of the MOSFET is replaced by the
metal in the reference electrode and its work function has
been included in cREF.

The only term in equation 4 that varies with ionic
concentration is Dc, so measuring the concentration is
simply a matter of measuring VT. The ISFET is then an
ideal transducer with which to measure ionic concentra-
tions since it has an extremely high input impedance, and
hence does not require any bias current to flow in the
solution. It also uses the same fabrication process as a
MOSFET, suggesting that not only can it be made very
small, but that it can be integrated on the same substrate
as the sensor electronics.

THE SITE-BINDING MODEL

Initially, it was assumed that the silicon dioxide insulator
used in the ISFET would obey the Nernst equation, in the
same way as the membrane used in the glass electrode did.
This meant that, for a pH-ISFET, Dc, and hence VT, would
be a linear function of pH with a response of 59 mV�pH�1.
The model for the ISFET simply substituted the Nernst
equation in place of Dc in equation 4 (4). While this
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Figure 1. Diagram of the glass electrode
together with a silver–silver chloride reference
electrode.
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Figure 2. Diagrams showing the similarity in cross-section
between a MOSFET and an ISFET.



suggested how to operate the ISFET in a circuit, it did not
provide any insight into the chemical processes that occur
at the solution–oxide interface. Nor did it provide an
explanation for the sub-Nernstian and pH dependent sen-
sitivities that were measured for SiO2 ISFETs (5).

The so-called site-binding model assumes that the insu-
lator surface has ionizable sites that react directly with the
electrolyte to bind or release hydrogen ions. The surface
becomes more or less charged depending on the concentra-
tion of ions in the solution. The charged surface induces a
layer of complementary charge in the solution that forms
a double-layer capacitance across which the interface
potential is developed. The solution side of the insulator–
electrolyte interface is thought to be made up of several
‘‘layers’’ as shown in Fig. 3. The solvent molecules and any
ions that are specifically adsorbed onto the surface make up
an inner layer. The locus of the electrical centers of the
adsorbed ions is called the inner Helmholtz plane (IHP) or
Stern layer. The total surface charge density in this plane
due to the ions is s0. Solvated ions in the solution cannot
approach as close to the surface, and their locus of closest
approach forms the outer Helmholtz plane (OHP). The
interaction of the solvated ions with the surface is purely
electrostatic and they are referred to as nonspecifically
adsorbed ions. Because of thermal mixing in the solution,
these ions are distributed throughout the diffuse layer that
extends from the OHP into the bulk of the electrolyte. The
excess charge density in the diffuse layer is sD so that the
total charge in the solution is sD þ s0.

The charge density in the semiconductor region is sS, so
applying the requirement of charge neutrality:

sD þ s0 þ sS ¼ 0 (5)

If the potential in the semiconductor bulk is defined to be
zero and the potential of the electrolyte bulk is fixed at
cREF, then

cREF þ ðcD � cREFÞ þ ðc0 � cDÞ þ ðcS � c0Þ � cS ¼ 0 (6)

In addition,

c0 � cS ¼ �
sS

CI
(7)

c0 � cD ¼ �
sD

CH
(8)

cD � cREF ¼ �
2kT

e
sinh�1 sDffiffiffiffiffiffiffiffiffiffiffiffiffi

8ekTc
p (9)

where k is the Boltzmann constant, e is the permittivity,
and c is the total ionic concentration of the solution. The
last equality (eq. 9) is the Gouy–Chapman model for
the diffuse layer (6), and CH is the capacitance formed
between the inner and outer Helmholtz planes. Combin-
ing equations 6–9 produces:

cREF þ
�2kT

e
sinh�1 sDffiffiffiffiffiffiffiffiffiffiffiffiffi

8ekTc
p
� �

� sD

CH|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
cEI �Dc

þsS

CI
� cS

|fflfflfflfflffl{zfflfflfflfflffl}
cIS

¼ 0 (10)

This equation provides a link between the interface
potential Dc and the charge density of the EIS system.

The ‘‘site-binding’’ model was developed by Yates et al. (7)
to describe the interactions at a general oxide–electrolyte

interface. It was later applied to the electrolyte–SiO2–Si
system by Siu and Cobbold (8) and Bousse et al. (9), whose
approach is outlined here. When an SiO2 surface is in
contact with an aqueous solution, it hydrolyzes to form
surface silanol (SiOH) groups. These groups are ampho-
teric, meaning that they can react with either an acid or a
base. The acidic and basic character of a neutral SiOH site
is described by the following reactions (Fig. 4) and disso-
ciation constants. (The dissociation constant is the equili-
brium constant for a reversible dissociation reaction. It
expresses the amount by which the equilibrium favors the
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products over the reactants.)

SiOHþ2 ÐSiOHþHþ; K1 ¼
½SiOH�½Hþ�0
½SiOHþ2 �

(11)

SiOHÐSiO� þHþ; K2 ¼
½SiO��½Hþ�0
½SiOH� (12)

where the square brackets indicate concentrations and the
subscript 0 is used to indicate a surface quantity.
Reactions between surface sites and other ions in the
supporting electrolyte (e.g., Naþ, Cl�) are ignored since
they have been shown to have a negligible effect on the
interface potential (10).

The density of sites on the surface is

N ¼ ½SiOHþ2 � þ ½SiO�� þ ½SiOH� (13)

and the surface charge per unit area is

s0 ¼ eð½SiOHþ2 � � ½SiO��Þ (14)

Due to thermal mixing, the surface concentration of Hþ

ions can be related to the bulk Hþ concentration by Boltz-
mann statistics:

½Hþ�0 ¼ ½Hþ�exp
�eDc

kT

� �
(15)

as Dc is the potential difference from the electrolyte bulk to
the insulator surface. Multiplying equation 11 by equation
12 and substituting for [Hþ]0 using equation 15 gives

½Hþ� ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
K1K2

p
exp

eDc

kT

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½SiOHþ2 �
½SiO��

s
(16)

For the case that Dc ¼ 0 and s0 ¼ 0 i:e:; ½SiOHþ2 � ¼
�

½SiO��
�
, we can see from equation 16 that ½Hþ� ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
K1K2
p

.
This is the hydrogen ion concentration in the solution
required to produce an electrically neutral surface, and is
called the point of zero charge (pzc). The pH at this point is
denoted pH(pzc) and this can be substituted in 16 to

yield

2:303ðpHðpzcÞ � pHÞ ¼ eDc

kT
þ lnF (17)

This equation provides the link between charge, potential,
and pH. The function

F ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½SiOHþ2 �=½SiO��

q
(18)

plays a key role in the response of the surface. It can be
written in terms of the ‘‘normalized’’ net charge on the
surface ŝs0 ¼ s0=eN, and the parameter d ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2=K1

p
:

F ¼
ŝs0 =dþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðŝs0=dÞ2ð1� d2Þ þ 1

q

1� ŝs0
(19)

Equations 17 and 19 give the solution pH as a function of
both Dc and s0, so now it remains to find the relationship
between Dc and s0. This is done by using the definition of
Dc in equation 10, the charge neutrality condition in
equation 5:

sD þ s0 ¼ Ds ¼ �sS (20)

It is usually assumed that Ds ¼ 0 (9), so that s0 ¼ �sD.
Finally, the interface potential Dc can be found as a
function of the solution pH, by using a parametric method
in ŝs0. Values of the dissociation constants and surface site
density of SiO2 obtained from the literature are shown in
Table 1, and used to generate the SiO2 pH response curve
in Fig. 5. Not only does the SiO2 surface have a low
sensitivity of �46.3 mV/pH (at pH 7), it also has a
nonlinear response, especially in the acid pH range.
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Table 1. Values for the Parameters of pH Sensitive
Insulators Found in the Literature

K1 K2 NA (sites�m�2) Reference

SiO2 101.8 10�6.2 5 	 1018 11
Al2O3 10�6 10�10 8 	 1018 12
Ta2O3 10�2 10�4 10 	 1018 12

0 2 4 6 8 10 12 14

–0.6

–0.4

–0.2

0

0.2

0.4

Solution pH

In
te

rf
ac

e 
po

te
nt

ia
l (

V
)

–46.3

–59.0

–55.2

Point of
zero charge

SiO2
Al2O3
Ta2O5

Figure 5. Graph of the theoretical pH response for SiO2, Al2O3,
and Ta2O5 surfaces.



The insulators Al2O3 and Ta2O5 also have amphoteric
surface groups, so can be modelled using the same para-
metric method. As shown in Fig. 5, these surfaces produce a
linear response with sensitivities much closer to the Nerns-
tian ideal of �59.2 mV�pH�1. As a result, Al2O3 and Ta2O5

have been widely used as the pH sensitive layer for fabri-
cating ISFETs. The measured sensitivities for these insu-
lators (53–57 mV�pH�1 for Al2O3, 56–57 mV�pH�1 for
Ta2O5; see Table 2) are close to the theoretical values
shown in Fig. 5.

DEVELOPMENT OF THE ISFET

Much of the subsequent work on ISFETs has concentrated
on measuring pH, as this plays a vital role in many
biochemical systems. Because silicon dioxide has a low
pH sensitivity, the magnitude of which varies with pH
(5), Matsuo and Wise (13) experimented with the use of
silicon nitride (Si3N4) instead. Their ISFET was made by
depositing a layer of nitride on top of the thermally grown
gate oxide. The ISFET was located at the tip of a needle-
shaped probe, which was covered in a thick layer of SiO2 to
insulate it from the solution (Fig. 6). The ISFET was found
to have an almost ideal pH response and very low sensi-
tivity to sodium and potassium ion concentrations. Selecti-
vity between ion species is important to differentiate
changes in pH from changes in the total ionic concentration
of the solution.

In a sense, silicon nitride was an obvious material to
investigate as it was, and still is, widely used as a passiva-
tion layer to protect devices, such as integrated circuits
from the ingress of moisture. Other well-known materials
included the oxides of aluminium and tantalum (Al2O3 and
Ta2O5). The pH sensitivity, ion selectivity, response times,
and drift rates for these materials have been extensively
studied (5). Silicon oxynitride (SiOxNy) and other more
exotic insulators, such as zirconium and tin oxides
(ZrO2, SnO2), and even diamond-like carbon (DLC) have
all been used to make pH ISFETs. Oxides and nitrides of
metals have also been investigated to try and improve
parameters, such as response time and maximum operat-

ing temperature. These include platinum oxide (PtO2),
titanium nitride (TiN), iridium oxide (Ir2O3), and indium
tin oxide (ITO). The published pH sensitivity and drift
rates (where available) for these materials are summarized
in Table 2.

Apart from the choice of pH sensitive material, devel-
opment of the ISFET has mostly focused on achieving
compatibility with the CMOS process. CMOS devices use
complementary pairs of n-type and p-type MOSFETs to
implement circuits. The CMOS process is the dominant
technology for integrated circuits (ICs), so achieving com-
patibility would allow complex devices containing ISFETs
to be fabricated by a standard, industrial process. Figure 7
is a simplified cross-section of a CMOS invertor, showing
the polysilicon gate electrodes, the source and drain
regions and the metal interconnections.

ISFETs have been made using both NMOS and PMOS
transistors. However, in a p-substrate process, the bulk
terminal of a PMOS ISFET can be biased above the sub-
strate ground potential, permitting more flexibility in cir-
cuit design. The reverse is true for an n-substrate CMOS
process. It has also been shown that the noise performance
of an ISFET is dominated by 1/f or ‘‘flicker’’ noise (23),
which is lower in PMOS transistors (24).

Initial attempts to integrate ISFETs involved signifi-
cant modifications to the standard CMOS process. Wong
and White (15) followed the standard sequence of CMOS
process steps, until the metallization stage. They then
removed the oxide, the polysilicon gate electrode, and
the gate oxide above the ISFETs by wet etching. A thinner
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Figure 6. Diagram of the cross-section through an ISFET formed
by depositing silicon nitride directly on top of the gate oxide (13).

Table 2. Values of pH Sensitivity and Drift Rates for ISFETs Made Using a Arange of Materials, Obtained
from the Literature

Material pH Range Sensitivity, (mV�pH�1) Drift, (mV�h�1) Reference

SiO2 4–10 25–35 (pH < 7) Unstable 5
37–48 (pH > 7)

SiOxNy 2–8.3 57.4 � 0.4 0.8 (pH 7) 14
4–9 18–20 Not mentioned 15

PtO2 1–10 40.5 � 4.0 0.5 (pH 6.86) 16
Si3N4 1–13 45–56 1.0 (pH 7) 5
ZrO2 2–10 50 Slow response 17
Al2O3 1–13 53–57 0.1–0.2 (pH 7) 5
Ta2O5 1–13 56–57 0.1–0.2 (pH 7) 5
DLC 1–12 54–59 3 mV/h (pH 3) 18
SnO2 2–10 55–58 Not mentioned 19
ITO 2–12 58 Not mentioned 20
TiN 1.68–10.01 59 < 1 21

Ir2O3 3–10 59.5 Unclear 22



oxide layer was regrown and the sensing layer of Si3N4 or
Ta2O5 was deposited on top of this. The contact windows
were then opened and the aluminum deposited to form the
interconnects as for a normal CMOS process.

Bousse et al. (25) took a similar approach, but completed
the CMOS process before etching away the deposited SiO2

above the polysilicon gate of the ISFET. They then depos-
ited Si3N4 over the whole wafer so that the polysilicon was
retained as a floating electrode in the ISFET. This floating
electrode did not reduce the ISFET sensitivity to pH, and
had the additional benefit of making the ISFET less sensi-
tive to changes in light levels. It does this by shielding the
channel from photons that can generate electron–hole
pairs, which contribute to the ISFET current. However,
since the nitride they used was deposited by low pressure
chemical vapor deposition (LPCVD) at 785 8C, the alumi-
nium interconnect had to be replaced with tungsten sili-
cide, which was able to withstand this high temperature
step. This meant that a specially modified CMOS process
had to be used to fabricate the ISFETs.

Bausells et al. (26) extended the floating electrode idea
to a two-metal CMOS process by connecting the polysilicon
gate and both metal layers together. In addition, they used
the silicon oxynitride passivation layer as the pH sensitive
material for the ISFET (Fig. 8). This meant that the ISFET
could be fabricated by a commercial foundry using a stan-
dard CMOS process, without the need for any process
modifications. The fabricated ISFETs had a sensitivity of
47 mV�pH�1 and a lifetime of > 2 months. As well as the
advantages of using of a well-characterized industrial
process, there are additional ‘‘system-on-chip’’ design ben-

efits. These include access to libraries of components such
as amplifiers and digital gates that greatly ease the design
of the whole system.

Unfortunately, the unmodified CMOS ISFETs were
found to have large threshold voltages; they were also
based on silicon oxynitride, a material that has been found
to have a widely varying sensitivity, depending on the
deposition conditions (Table 2). The large threshold voltage
has been shown to be caused by trapped charge left on the
floating electrode during fabrication (27). To avoid these
problems, Jakobson et al. (28) removed the passivation
layer by using the aluminum of the floating electrode as
an etch-stop. They then experimented with low tempera-
ture evaporation of pH sensitive layers onto the exposed
aluminium. The best performance was obtained by using a
layer of platinum (to prevent the aluminum from corrod-
ing), followed by a layer of tantalum oxide.

The floating-electrode ISFETs can be considered as
special cases of the extended-gate ISFET that was first
proposed in 1983. The idea was to separate the electronics
from the chemically active region, and by doing so make the
device easier to passivate and package than a standard
ISFET with an exposed gate insulator. A coaxial polysilicon
structure was used to provide a screened connection
between the chemically sensitive area and the gate of a
MOSFET (29). A more recent CMOS extended-gate ISFET
design used a long (unscreened) aluminium track with one
end connected to the polysilicon gate and the other exposed
by the final pad-etch step (21). This idea has been taken to its
limit by using a discrete, off-the-shelf MOSFET and con-
necting the gate terminal to the pH-sensitive material with
a length of wire (20). This method is clearly not applicable to
a sensor system-on-chip design, but it does provide a simple
method of characterizing the behavior of the material.

The floating-electrode ISFET has also been used to
protect against electrostatic discharge (ESD). In the first
ESD-protected devices, the polysilicon gate was left intact
and connected to a terminal via a MOSFET switch. This
provided a reverse-biased diode between the floating elec-
trode and the substrate that would breakdown (reversibly)
before the gate insulator was damaged (30). However,
current leakage through the ‘‘off’’ MOSFET was such that
any response to changing pH decayed to zero in a matter of
seconds. To achieve a steady-state response, a large plati-
num electrode was connected to the ISFET gate to supply
current from the solution to replace that being lost though
the MOSFET. To avoid the problem of leakage current
altogether, ESD-protected ISFETs have been fabricated
with a separate platinum ring electrode around the sensi-
tive gate area (31). The platinum electrode is a preferential
discharge path to the substrate, protecting the ISFET in the
same manner that a lightning conductor protects a building.

ISFETs have also been adapted to create chemically
modified FETs (CHEMFETs), which are sensitive to the
concentration of ions other than hydrogen. This is achieved
by attaching a polymer membrane containing a suitable
ionophore to the pH sensing surface of the ISFET. The
stability of the ISFET–membrane interface is improved by
the addition of an intermediate hydrogel layer. In this way,
CHEMFETs sensitive to Kþ (32), Naþ (33), and other
cations have been developed.
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PACKAGING

One of the main obstacles that has prevented the commer-
cialization of ISFET based devices is the repeatability and
reliability of the encapsulation procedure. It is normal for
the encapsulant to be applied by hand, covering the chip
and bond wires, but leaving a small opening above the
sensing area. Epoxy is the most extensively used material
although it is important to select a composition that is
stable, a good electrical insulator, and does not flow during
encapsulation. Many commercially available epoxies have
been assessed for their suitability by making measure-
ments of their electrical impedence over time (34–37).

By using ultraviolet (UV) curable polymers, it is possible
to increase the automation of the packaging process using a
standard mask aligner. A lift-off technique was developed
using a sacrificial layer of photosensitive polyimide to
protect the ISFET gates. Alumina-filled epoxy was applied
by screen printing and partially cured, before the polyimide
was etched away leaving a well in the epoxy (38). After
10 days in solution, leakage currents of 200 nA were
observed. Better results were achieved by direct photopo-
lymerization of an epoxy-based encapsulant. The ISFETs
packaged using this method showed leakage currents of
35 nA after 3 months in solution (38). To avoid polarizing
the reference electrode, a leakage current of < 1 nA is
desirable (5). This photolithographic patterning of the
encapsulant was done at the wafer-level, to all the devices
simultaneously. Subsequently, the wafer was diced up and
the individual chips were wire-bonded and coated with
more encapsulant by hand. At the chip-level, wire-bonded
ISFET chips have been covered (again by hand) with a
0.5–1 mm thick photosensitive, epoxy-based film, then
exposed and developed (39).

Some degree of automation was introduced by Sibbald
et al. (34) who used a dip-coating method to apply the
polymers. They first recessed the chip into a PCB and wire-
bonded the connections, before coating it with a layer of
polyimide. Two layers of photoresist followed, before the
underlying polyimide was etched away (Fig. 9). The pack-
aged devices showed < 10 pA leakage current after 10 days
in solution. However, the encapsulation did exhibit
electrical breakdown for applied bias voltages in excess
of 1.5–2 V, which was attributed to the high electric field in
the thin layer of resist covering the bond wires. In a
separate study, photosensitive polyimide has also been
used to create the wells that separate the ion-selective
membranes on a multiple ISFET chip (40).

The structure of the ISFET has also been modified to
improve the lifetime and ease of manufacture of the pack-
aged device. One solution was to make the ISFET chip
long and thin (1.2 	 12 mm) with the sensing area at one
end and the bond pads at the other so that the bond-wires
did not enter the solution (14). The chip itself was encap-
sulated with a thick layer of silica. More radical solutions
involved bulk micromachining to form back-side contacts
to the ISFET so that the bond wires were on the opposite
side of the chip to the solution. The front side of the chip is
protected by anodic bonding of glass (Fig. 10). A review of
back-side contact ISFETs is provided by Cané et al. (41),
but the technique is not particularly suited to a CMOS
chips, which have many bond-pads arranged around the
perimeter.

ISFET CIRCUITS

When an ISFET is placed in solution, a concentration-
dependent potential (Df) is formed at the interface
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between the gate insulator and the solution. This potential
modulates the threshold voltage (VT) of the ISFET (eq. 4),
an internal quantity that cannot be directly measured.
Some circuitry is therefore required to convert changes
in the threshold voltage into changes of a measurable
signal. The solution to this problem lies in the use of
feedback control to maintain a constant drain current in
the ISFET. For a FET, operating in the linear region3, the
drain current is given by:

ID ¼ k0
W

L
ðVGS � VTÞVDS �

V2
DS

2

" #
(21)

where k0 is a process-dependent constant, and W, L are
the width, length of the device. (In the linear region,
0 < VDS � (VGS � VT) and ID varies with VDS.) The para-
meters VGS and VDS are, respectively, the gate-source and
drain-source voltages applied to the FET. For an ISFET, a
reference electrode in the solution acts as the gate terminal
as shown symbolically in Fig. 11a. The ID vs. VGS curves for
an ISFET as measured by Moss et al. (4) are shown in
Fig. 11b. It is clear from this graph that biasing an ISFET
at a constant drain current is only possible if both VDS and
VGS (¼ VG � VS) are maintained constant. If a reference

electrode is used to control VG, then from equation 21, as VT

changes with ID held constant, VS must change by an equal
and opposite amount to compensate. Measuring Dc (and
hence pH) then becomes a straightforward matter of mea-
suring the terminal voltage VS.

In his original paper on the operation of the ISFET,
Bergveld (3) stated that one of the important advantages of
ISFETs, compared with conventional pH electrodes, is that
there is no need for a reference electrode. Instead, he used a
feedback circuit to control the bulk terminal of the ISFET
and maintain a constant drain current. However, this
makes the assumption that the solution is perfectly iso-
lated from the ISFET source and drain terminals, as well
as the circuit. Any current (even leakage current through
the packaging), that flows into the solution will affect its
potential. To a bulk-feedback circuit, this will be indistin-
guishable from a change in solution concentration. It is
therefore safer to assume that the solution is grounded, or
at least at some well-defined potential with respect to the
circuit, and use a reference electrode to ensure that this is
the case. For this reason, all of the subsequently published
circuits relating to ISFETs include a reference electrode.

The probe fabricated by Matsuo and Wise (13) contained
an ISFET and a MOSFET of identical dimensions. The
ISFET was configured as a source follower with the MOS-
FET acting as a constant current source. A saturated
calomel electrode (SCE, shown in Fig. 1) was used as a
reference, and the output voltage measured at the source
terminal of the ISFET. Bergveld (42) used a grounded
reference electrode to avoid the problem of a short circuit
if the solution is already at ground potential (e.g., in an
earthed metal container). He used an instrumentation
amplifier arrangement to maintain a constant current at
a constant drain-source voltage (Fig. 12). Amplifiers A1 and
A2 set VDS as determined by the fixed current flowing in R1.
Current feedback from amplifier A4 adjusts the drain
voltage via R2 to keep the current constant as the threshold
voltage changes. One disadvantage of this circuit is that
the output (measured across R9) is not referenced to a fixed
voltage such as ground.

There have been many other circuit topologies proposed
to keep the drain current and/or the drain-source voltage
constant. A straightforward circuit that achieves both of
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these objectives was presented by Ravezzi and Conci (43).
It used a pair of unity-gain, noninverting operational
amplifiers (op-amps) to ensure that the voltage dropped
across a resistor is also dropped across the ISFET (Fig. 13).
Constant current was maintained in the resistor by a
current source, and in the ISFET by a current sink. This
arrangement allows the source and drain potentials to
adjust as the threshold voltage changes, allowing the
reference electrode to remain at a fixed potential.

The first integrated ISFET circuit was the so-called
operational transducer published by Sibbald (44) in
1985. It used an ISFET and a MOSFET with identical
geometries as the active devices in the ‘‘long-tailed pair’’
input stage of an amplifier. Feedback was used to control
the gate voltage of the MOSFET to ensure that the same
current flowed in both devices. The MOSFET gate voltage
tracked that of the ISFET and so measured the changes
in threshold voltage. The key advantage of this circuit was
that changes in temperature affected both devices equally
and were canceled out.

Wong and White (15) recognized that there was little to
be gained from an integrated, miniaturized sensor if it
relied on a large, external reference electrode. Instead,
they used an on-chip gold contact as a quasi-reference
electrode (qRE) and a differential circuit to make measure-
ments between two ISFETs with different pH sensitivities.
The potential difference between the solution and the qRE
will depend on the solution composition. However, like
temperature, this is a common-mode signal, which will
affect both ISFETs equally. Hence, it can be rejected by
means of a differential circuit. Tantalum oxide and silicon
oxynitride were used as sensing layers for the two ISFETs,
which formed the input stages of op-amps integrated onto a
CMOS chip (Fig. 14a). The outputs from the two op-amps
were fed into an off-chip differential amplifier. The overall
circuit gave a response of 40–43 mV�pH�1. The benefit of
the differential approach can be seen in Fig. 14b, which
shows the single-ended (VO1 and VO2) and differential
(VOUT) responses as electrical noise was deliberately
applied to the solution. Two copies of the bias circuit in
Fig. 13 have also been used to create a differential system
with Si3N4 and SiO2 ISFETs (45).

The concept of integration has been extended by Ham-
mond et al. (46) who created a complete digital pH meter on
a single CMOS chip. This design makes use of the libraries
of components provided by the CMOS foundry to integrate
not only the ISFET, but also analog bias circuits, digital
signal processing, and storage onto the same chip (Fig.
15a). The chip was mounted in a recessed PCB and covered
with a thick layer of photoresist so that only the ISFET
area was exposed. The digital response of the device to the
changing pH of the solution in which it is immersed is
shown in Fig. 15b.

MINIATURE REFERENCE ELECTRODES

The first attempt to incorporate a reference electrode on an
ISFET chip used a thin-film Ag/AgCl electrode (47). Elec-
trodes like this, with no internal reference solution, are
sensitive to changes in concentration of their primary ion
(in this case Cl�), and are referred to as quasi-reference
electrodes. To solve this problem, Smith and Scott (48) also
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integrated the reference solution and porous membrane
into the chip. Wells were etched into the back-side of a
silicon wafer, to leave a membrane 10–70 mm thick. The
membranes were anodized to porous silicon in a bath of
concentrated hydrofluoric acid. The wells were filled with
saturated KCl and sealed with glass coverslips that had
been coated with thin films of Ag/AgCl. The reference
electrode exhibited a low drift rate of 80 mV�h�1 (worst-
case) and a lifetime of > 2 weeks. However, a method of
mass producing an integrated, liquid-filled electrode has
yet to be developed.

Recent developments of miniature reference electrodes
have focused on the use of polymer-supported electrolyte
gels, to replace the liquid filling solution. Suzuki et al. (49)
developed an electrode that uses finely ground KCl powder
supported in a matrix of poly(vinylpyrrolidone) (PVP). An
exploded diagram of the electrode is shown in Fig. 16. First,
a layer of silver was evaporated onto a glass substrate,
inside a U-shaped gold backbone. A layer of polyimide was
applied to protect the silver and to define the electrode
structure. The AgCl was grown through a slit in the poly-
imide, and a liquid junction was formed by casting a
hydrophilic polymer into the square recess. The electrolyte
layer, containing the KCl powder, was then screen-printed
over the AgCl and the liquid junction. Finally, a passivat-
ing layer of silicone rubber was applied. The electrode can
be stored dry, and activated when required by the injection
of a saturated solution of KCl and AgCl through the
silicone. This miniature reference electrode showed a sta-
bility of �1.0 mV over a period of 100 h. No difference was
observed between experimental data obtained with the
miniature reference electrode and with a large, commercial
reference electrode.

REFERENCE FETs

The sensitivity of the differential circuits already discussed
can be increased if one of the devices has no response to
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changes in pH. Such a device is called a reference FET
(REFET). The first REFET was presented by Comte and
Janata (50) in 1978. It consisted of an ISFET surrounded
by a well of epoxy that was filled with a buffered agarose
gel. A glass capillary was inserted into the gel and sealed in
place with more epoxy (Fig. 17). This acted as a liquid
junction between the internal reference gel and the exter-
nal solution. The response of the REFET was only
3 mV�pH�1 and it provided temperature compensation of
�0.01 pH�C�1 when used in a differential arrangement.
However, the techniques required to prepare this REFET
are not well suited to mass production.

The pH sensitivity of an ISFET is due to the presence of
chemical sites on the surface of the insulator (Fig. 4) that
can exchange hydrogen ions with the solution. Attempts to
reduce the density of these sites, and hence the sensitivity,
by chemical modification of the surface proved unsuccess-
ful (51). Instead a thin membrane of parylene was used to
cover an ISFET and convert it into a REFET (52). Parylene
has an extremely low density of surface sites and the
REFET was found to have a very low pH sensitivity of
only 0.5 mV�pH�1. However, parylene forms an insulating
(or ion-blocked) layer that affects the electrical properties
of the underlying ISFET. Even a very thin membrane
reduces the gate capacitance, and hence transconductance,
dramatically. This is a problem for differential circuits,
which rely on ISFET and REFET having well-matched
electrical properties. If a membrane could be found whose
ion-conducting properties were sufficient to pass the elec-
trical voltage of the solution to the sensing layer of the
underlying ISFET, the transconductance would not be
changed. Clearly, such ‘‘ion-unblocking’’ membranes must
be insensitive to variations in pH.

Bergveld et al. (53) investigated several candidate poly-
mers for REFET membranes and found that polyacrylate
gave the best performance. An intermediate layer of buf-
fered poly(hydroxyethyl methacrylate) (p-HEMA) hydrogel
was necessary to fix the interface potential and to improve
the adhesion of the membrane (54). The REFET showed
< 2 mV�pH�1 sensitivity, good mechanical properties, and
its transconductance matched that of the ISFET. Despite
these useful properties, the acrylate membrane was selec-
tively permeable for cations (e.g., potassium ions). This
problem was solved by optimizing the amount of didode-
cyldimethylammonium bromide (DDMAB) added to the
membrane (Fig. 18a). This large immobile cation repels
mobile cations (e.g., potassium), from the membrane.
Figure 18b shows the performance of the ISFET–REFET

differential system, as compared to the individual devices,
measured using a platinum qRE.

An alternative approach was developed by van den
Vlekkert et al. (55) who used a thick layer of p-HE
MA hydrogel to produce an ISFET with a retarded pH
response. By controlling the diffusion coefficient of hydro-
gen ions, a pseudo-REFET with a nonresponse time of� 10
min was created. Such a REFET is only really useful in a
flow-through system where the analyte is pumped through
in short bursts followed by rinsing and calibration solu-
tions (34). The p-HEMA hydrogel was also used by Chudy
et al. (56) as the base layer for chemically sensitive FETs
(CHEMFETs) and REFETs. The CHEMFET uses an addi-
tional ion-selective membrane containing an ionophore,
selected to target the ion of interest. Exclusion of the
ionophore from the membrane enabled the creation of a
REFET that showed almost no response to pH, potassium,
or calcium ions.

APPLICATIONS

According to Bergveld (57), � 20 companies have commer-
cialised ISFETs based on 150 patents. Product offerings
and specifications vary, but in general terms ISFETs have
found applications where small size, fast response, robust-
ness, wide operating temperature range, and operation in
nonaqueous environments are desirable. The ISFET can
also be stored dry, making it more convenient to use than
traditional glass electrodes, since the lifetime of a stored
ISFET is almost indefinite. ISFETs are used for high
resolution applications and products are available with
specified resolutions < 0.01 pH units. However, many of
the devices on the market have a resolution of � 0.1 pH
units.

The ISFET has made a significant impact on a number
of industries where it is a requirement to monitor and
control the addition of reagents. It made an early appear-
ance in the food industry where its robust construction
allowed measurement to be made in foodstuffs. In addition,
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its ability to operate in nonaqueous environments is an
advantage when working with meat and dairy products.
The ISFET has also found applications in the pharma-
ceutical industry, where a fast re-sponse and high operat-
ing temperatures are required. It has also been used in
electroplating where it is able to withstand the corrosive
plating solutions. In addition to manufacturing industries,
the ISFET is also used in waste water management and in
the treatment of effluent.

Early researchers considered medical applications ran-
ging from monitoring the pH in the mouth (particularly in
the context of tooth decay), to direct measurement of ionic
balance in the blood. ISFETs been built into dental pros-
thetics to enable the direct measurement of pH in the
presence of plaque (58). Recent data on tooth decay was
obtained using a pH imaging microscope (59) although,
unlike the ISFET device, this does not allow for in situ
observations to be made. ISFETs are also used indirectly
for dental applications, for example, in the evaluation of
potential prosthetic materials (60). The ISFET has been
modified in a manner similar to that for the REFET for use
in blood analysis beyond measuring ionic concentrations.
In this embodiment, the ISFET can be made into a sensi-
tive enzyme sensor. In their paper, Sant et al. (61) demon-
strated a sensor for creatinine based on an ISFET with a
sensitivity of 30 mV�pCreatinine�1. The application is in
renal failure and haemodialysis in particular.

Recently, there has been a growth of interest in the use
of ISFETs in a device known as a diagnostic pill. The
concept of a diagnostic pill was developed in the 1950s
and 1960s (62). Such devices are small enough to be
swallowed by a patient, and once inside the gastrointest-
inal tract, can measure and wirelessly transmit data to an
external receiver over a period of many hours or even days.
The earliest devices were used to measure pressure
changes in the gut, but glass-electrode-based pills were
also made to measure gut pH. The diagnostic pill has made
something of a comeback in recent years, particularly with
the invention of the video pill (63), a device that is capable
of wirelessly transmitting images of the gut with consider-
ably less patient discomfort than would be caused by an
endoscopic procedure. Various new examples of pH mea-
suring pills have also been developed. The Bravo capsule,
which does not actually use an ISFET, is designed for use in
the esophagus (64). During operation it is pinned to the
lining of the esophagus so that it can monitor conditions
such as gastro-esophageal reflux disease (GERD) over a
period of 2–3 days. The IDEAS capsule (65) that does use
an ISFET, has been built for use in the lower gastrointest-
inal tract. The device is designed pass naturally through
the gut with as little intervention as possible and is
required to be able to operate in difficult conditions where
biofouling of the sensor is a potential problem.

CONCLUSIONS

The ISFET first appeared in 1970 as an offshoot of the
rapidly growing capability of the microelectronics indus-
try. In its simplest form, the ISFET is a modification of the
traditional MOSFET in which the gate electrode is

removed and the gate oxide exposed to solution. The
ISFET uses changes in the surface chemistry of the gate
oxide to modify the threshold voltage of the transistor and
produce an electronic signal. The sensitivity and perfor-
mance of the ISFET is highly dependent on the material
used to form the gate oxide layer. The behavior of such
materials is best modeled using a site-binding approach to
calculate the variation in surface charge with solution pH.
A wide variety of materials have been experimented with,
those found to give the best performance are the oxides of
aluminium and tantalum. However, in a standard CMOS
manufacturing process, the passivation layer is made of
silicon nitride, which is also a good pH sensitive material.
It is therefore possible to make good ISFETs using a
standard foundry process with little or no additional
effort. As a result it has become possible to implement
integrated ISFET circuits. A number of circuit topologies
for detecting the change in ISFET threshold voltage have
been designed, those using voltage followers to maintain
the ISFET bias conditions produce the best results.
Further development of ISFET integrated circuits has
enabled complete instruments to be fabricated on a single
IC. To avoid the use of a bulky reference electrode, differ-
ential circuits using matched pairs of ISFET and REFET
have been designed. However, difficulties in creating a
good REFET have increased interest in developing min-
iature reference electrodes that are compatible with IC
processing. The ISFETs have already found widespread
application in manufacturing industries, environmental
monitoring and medicine. It is expected that with
improved miniaturization, integration, and packaging
technologies, new applications will emerge.
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INTRODUCTION

The human skeleton is a system of bones joined together to
form segments or links. These links are movable and
provide for the attachment of muscles, ligaments, tendons,
and so on. to produce movement. The junction of two or
more bones is called an articulation. There are a great
variety of joints even within the human body and a multi-
tude of types among living organisms that use exo- and
endoskeletons to propel. Articulation can be classified
according to function, position, structure and degrees of
freedom for movement they allow, and so on. Joint biome-
chanics is a division of biomechanics that studies the effect
of forces on the joints of living organisms.

Articular Anatomy, Joint Types, and Their Function

Anatomic and structural classification of joints typically
results in three major categories, according to the predo-
minant tissue or design supporting the articular elements
together, that is, joints are called fibrous, cartilaginous, or
synovial.

Synovial joints are cavitated. In general, two rigid
skeletal segments are brought together by a capsule of
connective tissue and several other specialized tissues,
that form a cavity. The joints of the lower and upper limbs
are mainly synovial since these are the most mobile joints.
Mobility varies considerably and a number of subcate-
gories are defined based on the specific shape or architec-
ture and topology of the surfaces involved (e.g., planar,
saddle, ball and socket) and on the types of movement
permitted (e.g., flexion and extension, medial and lateral
rotation) (Table 1). The basic structural characteristics
that define a synovial joint can be summarized in four
features: a fibrous capsule that forms the joint cavity, a
specialized articular cartilage covering the articular sur-
faces, a synovial membrane lining the inner surface of the
capsule that also secretes a special lubricating fluid, the
synovial fluid. Additional supportive structures in synovial
joints include disks, menisci, labra, fat pads, tendons, and
ligaments.

Cartilaginous joints are also solid and are more com-
monly known as synchondroses and symphyses, a classi-
fication based on the structural type of cartilage that
intervenes between the articulating parts (Table 2). This
cartilage is hyaline and fibrocartilage for synchondroses
and symphyses, respectively. Synchondroses allow very

little movement as in the case of the rib cage that con-
tributes to the ability of this area to expand with respira-
tion. Most symphyses are permanent; those of sacrum and
coccyx can, however, degenerate with subsequent fusion
between adjacent vertebral bodies as part of the normal
development of these bones.

Fibrous joints are solid. The binding mechanism that
dominates the connectivity of the articulating elements is
principally fibrous connecting tissue, although other tissue
types also may be present. Length, specific arrangement,
and fiber density vary considerably according to the loca-
tion of the joint and its functional requirements. Fibrous
joints are classified in three groups: sutures, gomphoses,
and syndesmoses (Table 3);

In addition to the obligatory components that all the
synovial joints possess, several joints contain intraarticu-
lar structures. Discs and menisci are examples of such
structures. They differ from one another mainly in that
a disc is a circular structure that may completely subdivide
a joint cavity so that it is, in reality, two joints in series,
whereas a meniscus is usually a crescent-shaped structure
that only partially subdivides the joint. Complete discs are
found in the sternoclavicular and in the radiocarpal joint. A
variety of functions have been proposed for intraarticular
discs and menisci. They are normally met at locations
where bone congruity is poor, and one of their main func-
tions is to improve congruity and, therefore stability
between articular surfaces. Shock absorption facilitation
and combination of movements are among their likely
roles. They may limit a movement or distribute the weight
over a larger surface or facilitate synovial fluid circulation
throughout the joint.

The labrum is another intraarticular structure. In
humans, this structure is only found in the glenohumeral
and hip joints. They are circumferential structures
attached to the rim of the glenoid and acetabular sockets.
Labra are distinct from articular cartilage because they
consist of fibrocartilage and are triangular in their middle
section. Their bases are attached to the articular margins
and their free apical surfaces lined by synovial membrane.
Like discs, their main function is to improve fit and protect
the articular margins during extremes of movement.

Fat pads are localized accumulations of fat that are
found around several synovial joints, although only those
in the hip (acetabular pad) and the knee joint (infrapatellar
pad) are named. Suggested functions for fat pads include
protection of other intraarticular structures (e.g., the
round ligament of the head of the femur) and serving as
cushions or space-fillers thus facilitating more efficient
movement throughout the entire available range.

Bursae are enclosed, self-contained, flattened sacs typi-
cally with a synovial lining. They facilitate movement of
musculoskeletal tissues over one another and thus are
located between pairs of structures (e.g., between ligament
and tendon, two ligaments, two tendons or skin, and bone).
Deep bursae, such as the illiopsoas bursa or the deep
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retrocalcaneal bursa, develop along with joints and by a
similar series of events during the embryonic period.

Tendons are located at the ends of many muscles and
are the means by which these muscles are attached to bone
or other skeletal elements. The primary structural compo-
nent of tendons is type I collagen. Tendons almost exclu-
sively operate under tensile forces.

Ligaments are dense bands of connective tissue that
connect skeletal elements to each other, either creating
(as in the case of syndesmoses) or supporting joints.
According to their location they are classified as intra-
capsular, capsular, or extracapsular. Structurally, they
resemble the tendons in that they consist predominantly
of type I collagen.
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Articular Cartilage

Articular cartilage, the resilient load-bearing tissue that
forms the articulating surfaces of synovial joints functions
through load distribution mechanism by increasing the
area of contact (thereby reducing the stress) and provides
these surfaces with the low friction, lubrication, and wear
characteristics required for repetitive gliding motion.

Biomechanically, cartilage is another intraarticular
absorption mechanism that dampens mechanical shocks
and spreads the applied load onto subchondral bone
(Fig. 2). Articular cartilage should be viewed as a multi-
phasic material. It consists primarily of a large extracellular
matrix (ECM) with a sparse population of highly specialized
cells (chondrocytes) distributed throughout the tissue. The

primary components of the ECM are water, proteoglycans,
and collagens, with other proteins and glycoproteins present
in lower amounts (1). The solid phase is comprised by this
porous-permeable collagen-PG matrix filed with freely
movable interstitial fluid (fluid phase) (2). A third phase
is the ion phase, necessary to describe the electromechanical
behaviors of the system. The structure and composition of
the articular cartilage vary throughout its depth (Fig. 2),
from the articular surface to the subchondral bone. These
differences include cell shape and volume, collagen fibril
diameter and orientation, proteoglycan concentration, and
water content. These all combine to provide the tissue with
its unique and complex structure and mechanical proper-
ties. A fine mechanism of interstitial fluid pressurization
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Table 2. Amphiarthroses: Cartilaginous Joints
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Table 3. Synarthroses: Fibrous Joints

Figure 1. Basic structure and components of a synovial joint (also
called diarthroses). Figure 2. Zones of articular cartilage.



results from the flow of interstitial fluid through the porous-
permeable solid matrix that in turn defines the rate depen-
dent load-bearing response of the material. It is noteworthy
that articular cartilage provides its essential biomechanical
functions for eight decades or more in most of the human
synovial joints and no synthetic material performs this well
as a joint surface.

The frictional characteristics between two surfaces slid-
ing over each other are significantly influenced by the
topography of the given surfaces. Anatomical shape
changes affect the way in which loads are transmitted
across joints, altering the lubrication mode in that joint
and, thus, the physiologic state of cartilage. Articular
surfaces are relatively rough, compared to machined bear-
ing surfaces, at the microscopic level. The natural surfaces
are surprisingly much rougher than joint replacement
prostheses. The mean of the surface roughness for articular
cartilage ranges from 1 to 6 mm, while the metal femoral
head of a typical artificial hip has a value of �0.025 mm,
indicating that the femoral head is apparently much
smoother. Topographic features on the joint surfaces are
characterized normally by primary anatomic contours,
secondary roughness (<0.5 mm in diameter and <50mm
deep), tertiary hollows on the order of 20–45 mm deep; and,
finally, quaternary ridges 1–4 mm in diameter and 0.1–0.3
mm deep. Scanning electron micrographs (SEMs)of
arthritic cartilage usually depict a large degree of surface
irregularity and anomalous microtopography. These sur-
face irregularities have profound effects on the lubrication
mechanism. They accelerate the effects of friction and the
rate of degradation of the articular cartilage. The types of
joint surface interactions vary greatly between different
joints in the body, different animals, between different size
animals of the same species, different genders, and differ-
ent ages. For example, the human hip joint is a deep
congruent ball and socket joint (where the cartilage thick-
ens peripherally at the acetabulum); this differs greatly
from the bcondylar nature of the distal femur in the knee
joint, and the saddle shape of the carpometacarpal joint in
the thumb. The degree of shape matching between the
various bones and articulating cartilage surfaces compos-
ing a joint is a major factor affecting the distribution of
stresses in the cartilage and subchondral bone.

Effects of Motion and External Loading on Joints

The articular joint is viewed as an organ with complicated
mechanisms of memory and adaptation that accommo-
dates changes in its function. Joint loading results in
motion and the couple load–motion is required to maintain
normal adult articular cartilage composition, structure,
and mechanical properties. The type, intensity, and fre-
quency of loading necessary to maintain normal articular
cartilage vary over a broad range. The intensity or fre-
quency of loading should not exceed or fall below these
necessary levels, since this will disturb the balance
between the processes of synthesis and degradation.
Changes in the composition and microstructure of cartilage
will result. Reduced joint loading, as has been observed in
cases of immobilization by casting or external fixation,
leads to atrophy or degeneration of the cartilage. The

changes affect both the contact and noncontact areas.
Changes in the noncontact areas resulting from rigid
immobilization include fibrillation, decreased proteoglycan
content and synthesis, and altered proteoglycan conforma-
tion, such as a decrease in the size of aggregates and amount
of aggregate. Normal nutritive transport to cartilage from
the synovial fluid by means of diffusion and convection has
been diminished, resulting in these changes. Increased joint
loading, either through excessive use, increased magnitudes
of loading, or impact, also may affect articular cartilage.
Catabolic effects can be induced by a single-impact or
repetitive trauma, and may serve as the initiating factor
for progressive degenerative changes. Osteoarthritis, a joint
disease of epidemic proportions in the western world, is
characterized by erosive cartilage lesions, cartilage loss and
destruction, subchondral bone sclerosis and cysts, and large
osteophyte formation at the margins of the joint (3).

Moderate running exercise may increase the articular
cartilage proteoglycan content and compressive stiffness,
decrease the rate of fluid flux during loading, and increase
the articular cartilage thickness in skeletally immature
animals. However, no significant changes in articular car-
tilage mechanical properties were observed in dogs in
response to lifelong increased activity that did not include
high impact or torsional loading of their joints. Disruption
of the intraarticular structures (e.g., menisci or ligaments)
will alter the forces acting on the articular surface in both
magnitude and areas of loading. The resulting joint
instability is associated with profound and progressive
changes in the biochemical composition and mechanical
properties of articular cartilage. In experimental animal
models, responses to transection of the anterior cruciate
ligament or meniscectomy have included fibrillation of the
cartilage surface, increased hydration, changes in the pro-
teoglycan content, reduced number and size of proteogly-
can aggregates, joint capsule thickening, and osteophyte
formation. It seems likely that some of these changes result
from the activities of the chondrocytes, because their rates
of synthesis of matrix components, breakdown of matrix
components, and secretion of proteolytic enzymes are all
increased. In vitro studies have shown that loading of the
cartilage matrix can cause all of these mechanical, electric,
and physicochemical events, but thus far it has not been
clearly demonstrated which signals are most important in
stimulating the anabolic and catabolic activity of the chon-
drocytes. A holistic physicochemical and biomechanical
model of cartilage function in health and disease remains
a challenge in the scientific community.

KINEMATICS OF JOINTS

General Comments

Mechanical analysis can refer to kinetics (forces) and/or
kinematics (movement), with kinetics being the cause and
kinematics the result. Mechanical analysis can develop
models proceeding from forces to movements or vice versa.
The analysis that starts from the cause (force) is called
direct or forward dynamics, and produces a defined set of
forces that caused the unique movement. This approach
has one solution, and hence is deterministic. Starting from
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the movement the analysis is called inverse dynamics. In
this case, an infinite number of combinations of individual
forces acting on the system can be the causes of the same
unique movement, which makes the inverse dynamics
approach not deterministic. The simplest and most essen-
tial system of mechanical formulations for explaining and
describing motion is the Newton’s second law. More
advanced techniques include the Lagrange, d’Alembert,
and Hamilton’s methods. In general all of these methods
start by describing equations of motion for a rigid body for
translation, rotation, or combinations of them for both two
(2D) and three-dimensional (3D) space. If the model
assumes that the articulated segments that create the
articulation are modeled as rigid bodies the remaining task
is to calculate the relative motion between the two seg-
ments by applying graphics or joint kinematic analysis.

Kinematics is the study of the movements of rigid
structures, independent of the forces that might be
involved. Two types of movement, translation (linear dis-
placement) and rotation (angular displacement), occur
within three orthogonal planes; that is, movement has
six degrees of freedom. Humans belong to the vertebrate
portion of the phylum chordata, and as such possess a bony
endoskeleton that includes a segmented spine and paired
extremities. Each extremity is composed of articulated
skeletal segments linked together by connective tissue
elements and surrounded by skeletal muscle. Motion
between skeletal segments occurs at joints. Most joint
motion is minimally translational and primarily rotational.
The deviation from absolute rotatory motion may be noted
by the changes in the path of a joint’s ‘‘instantaneous center
of rotation’’. These paths have been measured for most of
the joints in the body and vary only slightly from true arcs
of rotation. For human motion to be effective, not only must
a comparatively rigid segment rotate its position relative to
an adjacent segment, but many adjacent limb movements
must interact as well. Whether the hand is trying to write
or the foot must be lifted high enough to clear an obstacle on
the ground, the activity is achieved via coordinated move-
ments of multiple limb segments. To provide for the greatest
possible function of an extremity, the proximal joint must
have the widest range of motion to position the limb in space.
This joint must allow for rotatory motions of large degrees
in all three planes about all three axes. A means is also
provided to translate the limb, so that an extremity can
function at all locations within its global range. Rotational
motion of the elbow and knee joints allows such overall
changes as adjacent limb segments move. Finally, to fine-
tune the use of this mechanism with respect to the extre-
mities, for their functional purposes, the hand and foot
are required to have a vast amount of movement about all
three axes, although the rigid segments are relatively small.
Such movement requires the presence of relatively uni-
versal joints at the terminal aspect of each extremity.

Characterization of the General Mechanical Joint System:
Terminology and Definitions

The displacement of a point is simply the difference
between its position after a motion and its position before
that motion. It can be represented by a 3D vector drawn

from the initial position of the point to its final position. The
components of the displacement vector will be the changes
in the coordinates of the point’s position from measurement
in the reference coordinate system. It is apparent that not
only the positions, but also displacements measured are
relative to some reference. Rigid body (RB) displacements
are more complicated than point displacements since for a
rigid body a displacement is a change in its position relative
to some reference, but more than three parameters are
needed to describe it. Two simple types of RB displacement
can be described: translation and rotation. An important
property of pure translation of a RB is that the displacement
vectors of all points in the body are identical and are nonzero.
In pure rotation of a RB, although points in the body experi-
ence nonzero displacements, one point in that body experi-
ences zero displacement. In addition to that rule, Euler’s
theorem shows that in pure rotation all points along a
particular line through that undisplaced point also experi-
ence zero displacement. This line is also known as the axis
of rotational displacement. Chasles theorem further states
that any displacement of a RB can be accomplished by a
translation along a line parallel to the axis of rotation that is
defined by Euler’s theorem plus a rotation about that same
parallel axis. Simply that suggests that any displacement in
3Disequivalentto themotionofanut,representingthebody,
on an appropriate stationary screw that was centered on the
line described above. Indeed, it can be shown that any dis-
placement in3Disequivalent toa translationplus a rotation.

Degrees of Freedom

The biological organisms capable of propelling themselves
through different media consist of more than one rigid
body. A system consisting of a 3D reference frame and
an isolated rigid body in space has six degrees of freedom
(DOF). To describe the position of each body relative to the
ground reference frame it would be necessary to use six
parameters, so for two unconnected rigid bodies 12 para-
meters would be necessary. The system consisting of these
two unconnected bodies and the fixed -ground reference
would have 12 DOF. The human–animal body consists of a
combination of suitably connected bodies. The connections,
joints between the bodies, serve to constrain the motions of
the bodies so that they are not free to move with what
would otherwise be six DOF for each body. Therefore, we
can define the number of DOF that the joint removes as
the number of degrees of constraint that it provides. It can
be shown that every time a joint is added to a system, the
number of degrees of freedom in that system is reduced by
the number of degrees of constraint provided by that joint.
This suggests the following generic formula for the calcu-
lation of the degrees of freedom of a system:

F ¼ 6ðL� 1Þ � 5J1 � 4J2 � 3J3 � 2J4 � J5

where F¼ is the number of degrees of freedom in the
system of connected joints; L¼ is the number of joints in
the system, including the ground joint (which has no
degrees of freedom), and Jn¼ the number of joints having
n degrees of freedom each.

Table 4 contains a description of the major joints in the
human body along with the segments-bones that they
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Table 4. Characteristics of Major Human Joints

Joint Bones Type DOF Type of motion Range of Motion (deg)

Shoulder Humerus-Scapula Diarthrosis (spheroidal) 3 Flexion 150
Extension 50–60
Abduction 90–120
Abduction Complete
Rotation

Elbow Humerus-ulna Diarthrosis (ginglymus) 2 Flexion 145–160
Extension 0–5
Rotation (radius)

Radioulnar Superior radius-ulna Diarthrosis (trochoid) 1 Pronation 70–75
Supination 85–90

Wrist Radius-carpal Diarthrosis (condyloid) 2 Flexion 90–95
Extension 60–70
Radial deviation 20–25
Ulnar deviation 55–65
Circumduction Complete

Metacarpal-phalangeal Metacarpal-phalanges Diarthrosis (condyloid) 2 Flexion 80–90
Extension 20–30
Radial deviation 20–25
Ulnar deviation 15–20

Finger Interphalanges Diarthrosis (ginglymus) 1 Flexion 80–90
Extension 0–10

Thumb First metacarpal-carpal Diarthrosis (reciprocal) 2 Flexion 80–90
Extension 20–25
Abduction 40–45
Abduction 0–10
Circumduction Complete

Hip Femur-acetabulum Diarthrosis (spheroidal) 3 Flexion 90–120
Extension 10–20
Abduction 30–45
Abduction 30
Medial rotation 30–40
Lateral rotation 60
Circumduction Complete

Knee Tibia-femur Diarthrosis (ginglymus) 2 Flexion 120–140
Extension 0
Medial rotation 30
Lateral rotation 40

Ankle Tibia-fibula-talus Diarthrosis (ginglymus) 1 Flexion 20–30
Extension 40–45

Intertarsal Tarsals Diarthrosis (arthroidal) 2 Gliding Limited motion
Metatarsal-phalangeal Metatarsals-phalanges Diarthrosis (condyloid) 2 Flexion 25–30

Extension 80–90
Abduction 15–20
Abduction Limited

Interphalangeal Phalanges Diarthrosis (arthroidal) 1 Flexion 90
Extension 0

Tibio-fibular Distal tibia-fibula Synarthrosis (syndesmosis) 0 Slight movement Give
Skull Cranial Synarthrosis (suture) 0 No movement
Sterno-costal Ribs-sternum Amphiarthrosis (synchondrosis) 0 Slight movement
Sacroiliac Sacrum-ilium Amphiarthrosis (synchondrosis) 0 No movement Elastic
Intervertebral Cervical vertebrae Diarthrosis (arthroidal) 3 Flexion 40

Extension 75
Lateral flexion 35–45
Axial rotation 45–50

Thoracic vertebrae Diarthrosis (arthroidal) 3 Flexion 105
Extension 60
Lateral flexion 20
Axial rotation 35

Lumbar vertebrae Diarthrosis (arthroidal) 3 Flexion 60
Extension 35
Lateral flexion 20
Axial rotation 5

Atlas axis Diarthrosis (trochoid) 1 Pivoting motion



articulate, their respective type DOF and type/range of
motion they provide.

Planar Motion

Some human joints move predominantly in one plane (e.g.,
the knee joint) in which case the motion can be approxi-
mated and analyzed by graphical methods. Here the rota-
tion is characterized by the motion of all points on
concentric cycles with an identical angle of rotation around
the undisplaced center of rotation (CR). The CR may be
located inside and outside of the boundaries of the rotating
body. The most common graphical method for the calcula-
tion is the so-called bisection technique. If the initial and
final states of the body are known, the position of the center
or rotation and the angle of rotation may be reconstructed
(Fig. 3).

Instantaneous Center of Rotation

When a 2D body is rotating without translation, for exam-
ple, a rotating stationary bicycle gear, any marked point P
on the body may be observed to move in a circle about a
fixed point called the axis of rotation or center of rotation.
When a rigid body is both rotating and translating, for
example, the motion of the femur during gait, its motion at
any instant of time, can be described as rotation around a
moving center of rotation. The location of this point at any
instant, termed the instantaneous center of rotation (ICR),
is determined by finding the point which, at that instant, is
not translating. Then by definition, at that instant, all
points on the rigid body are rotating about the ICR. For
practical purposes, the ICR is determined by noting the

paths traveled by two points, S and Q, on the object in a
very short period of time to S

0
and Q

0
. The paths SS

0
and QQ

0

will be perpendicular to lines connecting them to the ICR
because they approximate, over short periods, tangents to
the circles describing the rotation of the body around the
ICR at that instant. Perpendicular bisectors to these two
paths will intersect at the instantaneous axis of rotation.

If the ICR is considered to be a point on a moving body,
its path on the fixed body is called a fixed centrode. If the
ICR is considered to be a point on a fixed body, its path on
the moving body is called the moving centrode.

Although in principle two objects may move relative to
one another in any combination of rotation and translation,
diarthroidal joint surfaces are constrained in their relative
motion. The articular surface geometry, the ligamentous
restraints, and the action of muscles spanning the joint are
the main constraining systems. In general, joint surface
separation (or gapping-proximal-distal) and impaction are
small compared to overall joint motion. Mechanically,
when surfaces are adjacent to each other they may move
relative to each other in either sliding or rolling contact. In
rolling contact, the contacting points on the two surfaces
have zero relative velocity, that is, no slip. Rolling and
sliding contacts occur together when the relative velocity at
the contact point is not zero. The instant center will then lie
between the geometric center and the contact point. All
diarthroidal joint motion consists of both rolling and slid-
ing motion. In the hip and shoulder, sliding motion pre-
dominates over rolling motion. In the knee, both rolling
and sliding articulation occur simultaneously. These sim-
ple concepts affect the design of total joint prostheses. For
example, some total knee replacements have been designed
for implantation while preserving the posterior cruciate
ligament, which appears to help maintain the normal
kinematics of rolling and sliding in the knee. Other knee
prostheses substitute for ligament control of kinematics by
alterations in articular surface contour through constrain-
ing congruity.

Analytical Methods

Simple kinematic analysis of pure planar translations and
rotation or combinations of the two as well as complicated
3D analysis of a rigid body requires the positional informa-
tion of a minimum of three noncolinear points to describe
this motion uniquely. If the position of three points at
two instants is known, the displacement from one posi-
tion to another may be interpreted as translation, rotation
or both. Therefore, the first task is to continually monitor
the positions of three points on each rigid body. This analy-
sis is conveniently divided into data collection and data
analysis.

Data Collection. A constant challenge for the experi-
mental motion analyst is the collection of accurate spatial
displacement kinematics of a joint. Several methods have
been employed. A review is presented here.

Video and digital optical motion capture (tracking)
systems offer state-of-the-art, high resolution, accurate
motion capture options to acquire, analyze, and display
3D motion data. The systems are integrated with analog
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Figure 3. Points S and S0 as well as Q and Q0, lie on the arcs of
circles around the center of rotation ICR (used synonymously with
CR after the section Instantaneous Center of Rotation). If lines
SS0 and QQ0 are bisected perpendicularly, the center of rotation
CR is located at the intersection of these perpendicular bisectors.
This construction assumes that the perpendicular bisectors are dif-
ferently orientated but a special case arises if the bisectors are
identically oriented. Then the points S, Q and the center of rotation
ICR lie on a straight line.



data acquisition systems to enable simultaneous acquisi-
tion (1–300 Hz) of force plate and electromyographic data.
Clinically validated software analysis packages are used to
analyze and display kinematic, kinetic, and electromyo-
graphic data in forms that are easy to interpret.

The major components of a video and digital motion
capture system are the cameras, the controlling hardware
modules, the software to analyze and present the data, and
the host computer to run the software. These systems are
designed to be flexible, expandable (from 3 to up to 200
cameras in motion analysis tracking for Hollywood animation
movies) and easy to integrate into any working environment.
This system collects and processes coordinate data in the
least amount of time and requires minimal operator inter-
vention. This system uses motion capture cameras to rapidly
acquire 3D coordinate positions from reflective markers
placed on subjects. Illuminating strobes with differing wave-
lengths are used to track the spatial displacement (between 1
and 10 mm resolution) of spherical reflective markers
attached to the subject’s skin at appropriately chosen loca-
tions, preferably on bony landmarks on the human body to
minimize skin movement. They can be infrared (IR), visible
red, or near-IR strobes to fit the lighting conditions of the
capture environment. Also, the lenses can be of fixed or
variable focal length for total adaptability. Images are
processed within the optical capture cameras where mar-
kers are identified and coordinates are calculated before
being transferred to the computers. After the completion
of the movement, the system provides 3D coordinate and
kinematic data. The disadvantages of the system include
the skin movement error whose effect is more prominent
(3 cm error) at high movement speeds. These high speed
motion tasks (impact biomechanics, e.g.) are handled by
high speed cine cameras with data acquisition rates sev-
eral orders of magnitude greater than clinical motion
analysis systems. The processing method that is almost
real time uses combinations of skin markers (minimum
three at each segment) to produce coordinate systems for
each segment and eventually describe intersegmental
relative motion or relate all the different segment motions
to the laboratory fixed-coordinate system. Recently, methods
employing clusters of markers have shown to somewhat
reduce the skin marker artifact but are yet to be adopted
in the clinical practice.

A more accurate method (<1 mm translation and up to
1000 Hz) is the cineradiographical method, which employs
an X-ray machine and uses special cameras for capture of
sequences of the digital radiographs. In addition to accu-
racy, these systems directly access the in vivo skeletal
kinematics so that the resulting analysis can be directly
related to bony landmarks. Radiation issues, magnifica-
tion, and distortion factors are some drawbacks that can be
overcome by appropriate image analysis techniques. This
method is, however, prone to occlusion errors when two
segments overlap and simultaneously cross the field of
view of the X-ray source. Stereosystems with more than
one X-ray sources can limit this artifact. A biplane radio-
graphic system consists of two X-ray generators and two
image intensifiers optically coupled to synchronized high
speed video cameras that can be configured in a custom
gantry to enable a variety of motion studies. The system

can be set up with various set-up modes (e.g., a 608 inter-
beam angle), an X-ray source to object distance of 1.3 m,
and an object to intensifier distance of 0.5 m. Images are
acquired with the generators in continuous radiographic
mode (typically 100 mA, 90 kVp). The video cameras are
electronically shuttered to reduce motion blur. Short (0.5 s)
sequences are recorded to minimize radiation exposure.
X-ray exposure and image acquisition are controlled by
an electronic timer–sequencer to capture only the desired
phase of movement.

CODA is an acronym of Cartesian Opto-electronic
Dynamic Anthropometer, a name first coined in 1974 to
give a working title to an early research instrument devel-
oped at Loughborough University, United Kingdom. The
3D capability is an intrinsic characteristic of the design of
the sensor units, equivalent to but much more accurate
than the stereoscopic depth perception in normal human
vision. The system is precalibrated for 3D measurement,
which means that the lightweight sensor can be set up at a
new location in a matter of minutes, without the need to
recalibrate using a space-frame. Each sensor unit must be
independently capable of measuring the 3D coordinates of
skin markers in real-time. As a consequence, there is great
flexibility in the way the system can be operated. For
example, a single sensor unit can be used to acquire 3D
data in a wide variety of projects, such as unilateral gait. Up
to six sensor units can be used together and placed around a
capture volume to give ‘‘extra sets of eyes’’ and maximum
redundancy of viewpoint. This enables the system to track
3608 movements that often occur in animation and sports
applications. The calculation of the 3D coordinates of mar-
kers is done in real-time with an extremely low delay of 5
ms. Special versions of the system are available with latency
shorter than 1 ms. This opens up many applications that
require real-time feedback, such as research in neuro-
physiology and high quality virtual reality systems, as well
as tightly coupled real-time animation. It is also possible to
trigger external equipment using the real-time data. The
automatic intrinsic identification of markers combined with
processing of all 3D coordinates in real-time means that
graphs and stick figures of the motion and many types of
calculated data can be displayed on a computer screen
during and immediately after the movement occurs. The
data are also immediately stored to file on the hard drive.

A new concept in measuring movement disorders uti-
lizes a unique miniature solid-state gyroscope, not to be
confused with gravity sensitive accelerometers. The instru-
ment is fixed with straps directly on the skin surface of the
structure whose motion is of interest. It has been success-
fully used to quantify: tremor (resting, posture, kinetic),
rapid pronation–supination of the hand, arm swing, lateral
truncal sway, leg stride, spasticity (pendulum drop test),
dyskinesia, and alternating dystonia. The system (Motus)
senses rotational motion only and is ideal for quantifying
human movement since most skeletal joints produce rota-
tional motion. This disadvantage is outweighed by its
miniature size that allows it to be of great value for certain
types of studies. A different system (Gypsy Gyro) uses 18
small solid-state inertial sensors (gyros) to accurately
measure the exact rotations of the actor’s bones in real-time
for motion capture. The system can easily be worn beneath
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normal clothing. With wireless range these systems–suits
can be used to record up to 64 actors simultaneously.

Another concept for 3D motion analysis is the measure-
ment system CMS10 (Zebris) designed as a compact device
for everyday use. The measurement procedure is based on
the travel time measurement of ultrasonic pulses that are
emitted by miniature transmitters (markers placed on the
skin) to the three microphones built into the compact
device. A socket for the power pack (supplied with the
device) as well as the interface to a computer are located
on the back of the device. The evaluation and display of the
measurement data are carried out in real-time. It is pos-
sible to use either a table clamp or a mobile floor stand with
two joints to support the measurement system.

Data Analysis
Coordinate Systems and Transformation. In the analysis

of experimental joint mechanics data, the transformation
of point coordinates from one coordinate system to another
is a frequent task (4). A typical application of such a
transformation would be gait analysis data recorded in a
laboratory fixed coordinate system (by means of film or
video sequences) that must be converted to a reference
system fixed to the skeleton of the test subject. The labora-
tory fixed coordinate system may be designated by xyz and
the body reference system by abc (Fig. 4). The location of a
point S(a/b/c) in the body reference system is defined by
the radius vector s ¼ a � ea þ b � eb þ c � ec. Consider the
reference system to be embedded into the laboratory sys-
tem. Then the radius vector rm ¼ xm � ex þ ym � ey þ zm � ez

describes the origin of the reference system in the labora-
tory system. The location of S(x/y/z) is now expressed by
the coordinates a, b, c. The vector equation r¼ rmþ s gives
the radius vector for point S in the laboratory system (Fig. 4).
Employing the full notation we have: r ¼ ðx � ex þ y � eyþ
z � ezÞ ¼ ðxm � ex þ ym � ey þ zm � ezÞ þ ða � ea þ b � eb þ c � ecÞ. A
set of transformation equations results after some inter-
mediate matrix algebra to describe the coordinates. The
scalar products of the unit vectors in the xyz and abc

systems produce a set of nine coefficients Cij. The cosine
of the angle between the coordinate axes of the two
systems corresponds to the value of the scalar products.
Three ‘‘direction cosines’’ define the orientation of each
unit vector in one system with respect to the three unit
vectors of the other system. Due to the inherent properties
of orthogonality and unit length of the unit vectors, there
are six constraints on the nine direction cosines, which
leaves only three independent parameters describing the
transformation. Employing the matrix notation of the
transformation equation we have

x

y

z

2
64

3
75 ¼

xm

ym

zm

2
64

3
75þ

c11 c12 c13

c21 c22 c23

c31 c32 c33

2
64

3
75 	

a

b

c

2
64

3
75

In coordinate transformations, the objects remain
unchanged and only their location and orientation are
described in a rotated and possibly translated coordinate
system. If a measurement provides the relative spatial loca-
tion and orientation of two-coordinate systems the relative
translation of the two systems and the nine coefficients Cij

can be calculated. The coefficients are adequate to describe
the relative rotation between the two coordinate systems.

Translation in Three-Dimensional Space. In translation
in 3D space, the rigid object moves parallel to itself (Fig. 5).
Pure translation in 3D space leaves the orientation of the
body unchanged as in the case of pure 2D translation.

Rotations about the Coordinate Axes. A rotation in 3D
space is defined by specifying an axis and an angle of
rotation (Fig. 6). The axis can be described by its 3D
orientation and location (5). A rotation, as does the trans-
lation explained earlier, leaves all the points on the axis
unchanged; all other points move along circular arcs in
planes oriented perpendicular to the axis (6,7).

This rotation moves an arbitrary point P to location P0

with constant distance z from the xy plane (z¼ z0). This
produces the following matrix notation for the respective
equations for the rotation that changes x and y coordinates
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but leaves the z coordinate unchanged.

r0 ¼
x0

y0

z0

2
64

3
75 ¼

cosg �sing 0

sing cosg 0

0 0 1

2
64

3
75

x

y

z

2
64

3
75 ¼ DzðgÞr

The matrix describing a rotation about the z axis is desig-
nated Dz(l). The matrices describing a rotation about the y axis
through angle b and about x axis through angle a are similar.

r0 ¼
x0

y0

z0

2
64

3
75 ¼

cosb 0 sinb

0 1 0

�sinb 0 cosb

2
64

3
75 �

x

y

z

2
64

3
75 ¼ DyðbÞr

r0 ¼
x0

y0

z0

2
64

3
75 ¼

1 0 0

0 cosa �sina

0 sina cosa

2
64

3
75

x

y

z

2
64

3
75 ¼ DyðaÞr

Combined Rotations as a Result of a Sequence of Rotations.
Assume that the first rotation of a rigid body occurs about
the z axis of a coordinate system. The rotation matrix
related to the unit vectors ex, ey, ez, is

Dzðg ¼ 90
Þ ¼
0 �1 0

1 0 0

0 0 1

2
64

3
75

The second rotation occurs supposedly about the x0 axis,
that is, about a body-fixed axis on the body (previously
rotated about its z axis). The rotation matrix related to the
unit vectors e0x, e0y, e0z, is

Dx0 ða ¼ 90
Þ ¼
1 0 0

0 0 �1

0 1 0

2
64

3
75

Matrix intermediate calculation here gives

r00 ¼ Dz0 	Dx0 	 r

In this calculation the sequence of the matrices is very
important especially as this sequence differs from what one
might expect. First, the matrix of the second partial rota-
tion acts on the vector r and then, in a second step on the
matrix of the first partial rotation. If the sequence of the
two partial rotations is interchanged, the combined rota-
tion is described by

r00 ¼ Dx 	Dz0 	 r

For rotations about body-fixed axes it is true that in gen-
eral, the matrix of the last rotation in the sequence of
rotations is the first one to be multiplied by the vector to
be rotated. The matrix B describing the image resulting
from n partial rotations about body-fixed axes is composed
according to the formula:

Bbody - fixed ¼ D1 	D2 	D3 	 . . . 	Dn�1 	Dn

where the indexes indicate the sequence of the rotations.
Alternatively, if the n rotation were to be produced about
axes fixed in space (i.e., fixed in the ground, laboratory
frame) and not about body-fixed axes, the sequence of the
matrexes in the matrix product would be different:

Bspace - fixed ¼ Dn 	Dn�1 	 . . . 	D2 	D1

Euler and Bryant–Cardan Angles. Any desired orienta-
tion of a body can be obtained by performing rotations
about three axes in sequence. There are, however, many
ways of performing three such rotations. One can do this
task at random, but for reasons of clarity two conventions
are frequently used: the Euler’s and Bryant–Cardan’s
rotations. In the Euler notation, the general rotation is
decomposed of three rotations about body-fixed axes in the
following manner:

Rotation 1: about the z axis through the angle w rotation
matrix Dz(w) (Fig. 7).

Rotation 2: about the x
0
axis through the angle u rotation

matrix Dx0 ðuÞ.
Rotation 3: about the z

00
axis through the angle c rota-

tion matrix Dz00 ðcÞ.

The matrix describing Euler’s combined rotation is given by
the matrix product

B ¼ DzðwÞ 	Dx0 ðuÞ 	Dz00 ðcÞ ðEulerÞ

According to the Bryant and Cardan the general rotation is
decomposed of three rotations about body-fixed axes in the
following manner:

Rotation 1: about the x axis through the angle w1 rota-
tion matrix Dx(w1) (Fig. 7).

Rotation 2: about the y
0

axis through the angle w2

rotation matrix Dy0 ðw2Þ.
Rotation 3: about the z

00
axis through the angle w3

rotation matrix Dz00 ðw3Þ,
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in which case the matrix of combined rotation is given
by

B ¼ Dxðw1Þ 	Dy0 ðw2Þ 	Dz00 ðw3Þ ðBryant� CardanÞ

For reasons of simplicity, we have presented single or
combined rotations about coordinate axes, but more
complicated rotational laws can be applied as we deal with
rotations about arbitrary axes. Rotation and translation
can also be integrated into one single motion with Chasles
theorem. Chasles theorem states that ‘‘the general
motion in 3D space is helical motion’’, or ‘‘the basic type
of motion adapted to describe any change of location and
orientation in 3D space is helical motion’’. The relevant
axis of rotation is designated the ‘‘helical axis’’. Chasles
theorem is also known as the ‘‘helical axis’’ theorem.

KINETICS OF JOINTS

The study of the forces that bring about the movements
discussed above is called kinetics. Because kinetics pro-

vides insights into the cause of the observed motion, it is
essential to the proper interpretation of human movement
processes. Forces and loads are not visually observable;
they must be either measured with instrumentation or
calculated from kinematics data. Kinetic quantities stu-
died include such parameters as the forces produced by
muscles; reaction loads between body parts as well as their
interactions with external surfaces; the load transmitted
through the joints; the power transferred between body
segments; and the mechanical energy of body segments.
Inherent to such studies are the functional demands
imposed on the body. The structure and stability of each
extremity and its joints reflect different systems and func-
tional demands. The functional demands on the upper
extremity are quite different from those on either the upper
and lower axial skeleton or those on the lower extremity.
Depending on which joint and/or structure is addressed,
different types and degrees of rotational motion are
allowed and are functional. How much structural strength
is needed versus how much movement is allowed in each
area dictates the nature of the material, size, shape, and
infrastructure of the joint system established to perform a
given movement.

Equations of Motion

The kinetics deal with the effects of forces on the motion of
a body. When the motion is known, the problem is then to
find the force system acting on the body. There are joint
forces and joint moments. With all the kinematic quantities
known, it is possible to find the joint forces and moments
from the resulting force system that acts on each element.
This is done by solving a system of simultaneous equations
at successive time intervals. Since muscles are an
unknown force system, the resolved muscle force and the
real joint force are treated as totally unknown joint forces
in the analysis. The three equations of motion for linear
motions are

X
F ¼ max

X
F ¼ may

X
F ¼ maz

The three equations of motion for rotation are
X

Mx ¼ Ixxax � ðIyy � IzzÞvyvz � Ixyðay � vxvzÞ
� Iyzðv2

y � v2
z Þ � Ixxðaz þ vxvyÞX

My ¼ Iyyay � ðIzz � IxxÞvzvx � Iyzðaz � vyvxÞ
� Ixxðv2

z � v2
xÞ � Ixyðax þ vyvzÞX

Mz ¼ Izzaz � ðIxx � IyyÞvxvy � Izxðax � vzvyÞ
� Ixyðv2

x � v2
yÞ � Iyzðay þ vzvxÞ

where M is the moment, I is the mass moment of inertia, a
the angular acceleration, and v is the angular velocity. The
moment equations can be simplified if the axes of the
reference frames coincide with the principal axes, with
the origin at the center of gravity. These equations, called
Euler equations, are

X
Mx ¼ Ixax � ðIy � IzÞvyvzX
My ¼ Iyay � ðIz � IxÞvzvxX
Mz ¼ Izaz � ðIx � IyÞvxvy
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Continuity conditions are derived based on the fact that
equal and opposite forces and moments occur at the joint
between the two segments.

The anthropometric data for the mass, the center of
gravity, the moment of inertia, and so on for the different
parts of the human body are available in the literature
(8,9).

Motion and Forces on Diarthroidal Joints

In vivo experimental measurements on the relative motions
between articulating surfaces of a joint, which correspond to
daily activities, are limited. Most quantitative information
is obtained from gait studies that do not provide the accu-
racy and precision for the detailed information required for
lubrication studies. However, even simple calculations show
that translational speeds between two articulating surfaces
can range from � 0.06 m.s�1 between the femoral head
surface and the acetabulum surface during normal walking,
to � 0.6 m.s�1 between the humeral head surface and the
glenoid surface of the shoulder when a baseball pitcher
throws a fastball. Cartilage to cartilage contact or fluid-film
layers, or a mixture of both are normally the contact
mechanisms at the joint. During a normal walking cycle,
the human hip, knee, and ankle joints can be subjected to
loads on the order of six times body weight, with these peak
loads occurring just after heel-strike and just before toe-off.
The average load on the joint is approximately three to five
times body weight, which lasts as long as 60% of the walking
cycle. During the swing phase of walking, only light loads
are carried. During this phase, the articular surfaces move
rapidly over each other. In addition, extremely high forces
occur across the joints in the leg during jumping. Descend-
ing stairs can load the knee with up to 10 times body weight,
suggesting that the load on the joint surface is dependent on
the task performed, that is, the loading sites change drasti-
cally as the articulating surfaces move relative to each other.

MATHEMATICAL AND MECHANICAL MODELS OF JOINTS

Locomotion results from complex, high dimensional, non-
linear, dynamically coupled interactions between an
organism and its environment. Simple models called tem-
plates have been and can be made to resolve the redun-
dancy of multiple legs, joints, and muscles by seeking
synergies and symmetries. The simplest model (least num-
ber of variables and parameters) that exhibits a targeted
behavior is called a template (10). Templates can be used to
test control strategies against empirical data. Templates
must be based in more detailed morphological and physio-
logical models to ask specific questions about multiple legs,
the joint torques that actuate them, the recruitment of
muscles that produce those torques and the neural net-
works that activate the ensemble. These more elaborate
models are called anchors. They introduce representations
of specific biological details of the organism. The control of
slow, variable-frequency locomotion appears to be domi-
nated by the nervous system, whereas during rapid, rhyth-
mic locomotion, the control may reside more within the
mechanical system. Anchored templates of many-legged,
sprawled-postured animals may suggest that passive,

dynamic self-stabilization from a feedforward, tuned
mechanical system can reject rapid perturbations and
simplify control. Future progress would benefit from the
creation of a field embracing comparative neuromechanics.
Both templates and anchors are part of a system of math-
ematical and structural definitions and standard methods
of description and dissemination of knowledge. In the next
few sessions an attempt is made to describe some of those
methods.

The human musculoskeletal system is often modeled by
joining rigid links with continuous mass distribution. The
joint may be of the revolute or spherical type, with restric-
tions consistent with body construction. Usually, the
human segments form an open linkage.

Knowing all the kinematics at the center of mass of the
segments, the joint force and the moment analysis proceeds
by drawing free-body diagrams of the segments involved.
The free body diagrams for the hip joint, the knee joint,
and the ankle joint in a sagittal plane are illustrated in
Fig. 8 as an example:

Assessment of Mechanical Factors Associated With Joint
Degeneration: Limitations and Future Work

Joint degeneration results from complex, multidimen-
sional, nonlinear, dynamically coupled interactions
between the organism and its environment. The assess-
ment of mechanical factors associated with joint degen-
eration has traditionally combined longitudinal clinical
studies with carefully designed experimental techniques
and theoretical computational analyses. The quality of
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Figure 8. Relationship between the free body diagram and the
link-segment model. Each segment is ‘‘broken’’ at the joints, and
the reaction forces and moments of force acting at each joint are
shown.



such assessments depends both on the accuracy–precision
of the measurement methodology and the theoretical fra-
mework for its interpretation (i.e. joint mathematical mod-
els). To capitalize on the increasing level of measurement
accuracy, theoretical analysis requires more detailed mor-
phological and physiological models (11). For example,
because of variations between individuals, the detailed,
morphological analysis required for accurate modeling of
cartilage stresses must be patient specific. In addition, the
dynamics of the human task to be modeled (for e.g., human
jumping) as expressed in the strain rate of tissue deforma-
tion must be accounted for in the analysis. Once the error
estimate (simulation versus experiment) is established,
model predictions can address specific clinical-biological
questions. Traditionally, in situ methodology (cadaveric
experiments and in vitro tests) is applied when an in vivo
measurement is impossible. This limitation presents a
number of implications and assumptions that weaken
the theoretical analysis. Recent developments have further
improved accuracy in the experimental measurement of in
vivo knee kinematics. These developments allow signifi-
cant improvements upon previous limitations by applying
patient-specific task-dependent models in the study of joint
pathogenesis.

The vast majority of dynamic knee studies have been
performed with conventional motion analysis techniques,
using markers attached to the skin. Conventional motion
analysis is not sufficiently accurate to enable analysis of
cartilage stress. Previous studies have shown that skin
markers move substantially relative to underlying bone,
with RMS errors of 2–7 mm and peak errors as large as
14 mm in estimates of tibial position during gait (12). A
study of four subjects during running and hopping (using
250 frame�s�1 stereo radiography) has demonstrated skin
marker motion relative to the femur averaging 1–5 mm
throughout the motion, with peak-to-peak errors of the
oscillation at impact averaging 7–14 mm (13). Errors were
both subject and activity specific (14). Techniques have
been developed for improving estimates of bone dynamics
from skin markers using large numbers of markers and
optimization–modeling of soft tissue deformation (15,16)
but the performance of these methods for in vivo studies
has only been validated for the tibia (during a slow, impact-
free 10 cm step-up movement of a single patient with an
external fixator). Average errors were low, but peak errors
routinely exceeded 1 mm. Errors would likely increase
significantly during faster movements and movements
involving impact, and also where the soft tissue layer
between skin and bone is thicker (e.g., for the femur).
However, if the kinematic measurements are to be used
in conjunction with musculoskeletal models to estimate
dynamic loads and stresses on joint tissues, then even
errors as small as 1 mm may be unacceptable. For example,
when estimating strains in the ACL, a �1 mm error in
tibio–femoral displacement could introduce uncertainty in
the ligament length of approximately �3% (assuming a
nominal ligament length of 30 mm). This error is similar in
magnitude to estimated peak ligament elongation occur-
ring during common activities, such as stair climbing (17).
For investigating cartilage deformation, this error magni-
tude would be even less acceptable. A 1 mm displacement

would be equivalent to a cartilage strain of � 25%, relative
to the average thickness of healthy tibio–femoral cartilage
(18). A displacement error of this magnitude would trans-
late into huge differences in estimates of contact forces.
Thus, efforts to model, predict and correct for soft tissue
deformation are unlikely to achieve sufficient accuracy for
assessing soft tissue behavior. Alternatively, kinematics
from a high speed stereoradiographic system capable of
tracking implanted tantalum markers in vivo with 3D
accuracy and precision better than 0.072 mm in translation
and 0.358 in rotation (19) are more appropriate in use with
advanced computational models. This accuracy is an order
of magnitude or greater of improvement over conventional
motion analysis techniques, and is uniquely capable of
providing the accuracy necessary to model joint stresses.

From Experimental to Advanced Theoretical Analysis in Joint
Mechanics

In addition to measuring joint kinematics and contact
areas, investigators have attempted to measure articular
contact stresses and pressures. However, stresses through-
out the cartilage layer cannot be measured experimentally.
Direct measurements of stress can be made at the articular
surface using pressure sensing devices (20–22) (e.g., pres-
sure sensitive Fuji film, piezoresistive contact pressure
transducers, dye staining, silicone rubber casting). For
cadaver studies, Fuji film sheets (Fuji Prescale Film; Itoh,
New York, NY) are inserted in a joint and if pressed
produce a stain whose intensity depends on the static
applied pressure. Alternatively, digital electronic pressure
sensors (e.g., K-scan, Tekscan, Boston, MA) can be placed
onto the articular surface. These sensors are thin and
flexible, and can be made to conform to the anatomy of
the medial and lateral knee compartments. They consist of
printed circuits divided into grids of load-sensing regions.
Each load-sensing region within the grid has a piezoresis-
tive pigment that can be used to determine the total
compressive load within that region. After appropriate
calibration procedures, dynamic pressure distributions
can be calculated. In addition to providing a continuous,
dynamic readout, K-scan has been reported to more accu-
rately estimate contact areas than Fuji film (23,24).

There are significant concerns with the use of these
sensors for estimating actual contact pressures. These
techniques measure only surface-layer stresses, they alter
the nature of cartilage surface interactions and are too
invasive for in vivo human use. Thus, the clinical validity of
articular pressure measurement with such sensors is ques-
tionable. They can, however, be important tools for the
evaluation of the predictive power of joint models (2). By
including the sensor in a finite element model, the effects of
the sensor film on the actual contact mechanics can be
accounted for (25). Thus, contact pressure predictions from
such models can be directly compared to the pressure sensor
measurements for finite element (FE) model validation.

Many in situ experimental studies have been conducted
to obtain 3D knee joint kinematics and force-displacement
data (21,26–30). Cadaver studies, however, cannot repro-
duce the complex loading seen by the joint during stren-
uous movements, since the muscle forces driving the
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movement cannot be simulated. Because of these funda-
mental limitations of experimental measures, mathemati-
cal models are favored for obtaining comprehensive
descriptions of the spatial and temporal variations of car-
tilage stresses. A numerical model could be used to perform
parametric studies of geometry, loading or material prop-
erties in controlled ways that would not be possible with
tissue samples.

Theoretical Analysis of Joint Mechanics

During the last two decades, a number of theoretical joint
mechanics studies with different degrees of accuracy and
predictive power have been presented in the literature (31–
39). Computational modeling work has included anatomi-
cal or geometrical observation (40,41) and analytical math-
ematical modeling (42–46). More recently, advanced FE
modeling approaches allowed for improvements in the
predictive power of localized tissue deformation (47–54).
Joint biomechanics problems are characterized by moving
contacts between two topologically complex soft tissue
layers separated by a thin layer of non-Newtonian synovial
fluid. A prime example is the multibody sliding contact
problem between the tibia, femur, and menisci. The com-
plexity of such problems requires implementation of
sophisticated numerical methods for solutions (55–58).
The finite element method is ideally suited for obtaining
solutions to joint contact problems. Thus far, much of the
finite element analysis has been applied to the study of
hard tissue structures, often as it relates to prosthetic
devices (59,60). When addressed, soft tissue layers are
treated as single-phase elastic materials. As a consequence
of the relative dearth of precise patient specific geometric
data, material properties and insufficiency in accuracy of in
vivo kinematics for input, no patient specific computational
models have been reported for longitudinal clinical joint
studies.

Surface Modeling

Surface modeling methods calculate the shape variations
of joints and visualize the proximity of subchondral bone
surfaces during static loading or dynamic movement.
These methods can combine in situ data, motion analysis
optical system data or high speed biplane radiographic
image data and 3D bone surface information derived from
computed tomography to determine subchondral bone
motion. This method can be used to identify the regions
of contact during static loading or dynamic motion, to
calculate the surface area of subchondral bone within
close contact, and to determine the changing position of
the close contact area during dynamic activities (Fig. 9).

In vivo dynamic joint surface interaction information
would be useful in the study of osteoarthritis changes in
joint space and contact patterns over time, in biomechani-
cal modeling to assist in finite element modeling, and in
identifying normal and pathological joint mechanics pre-
and postsurgery. Previous attempts to quantify the inter-
action between bones have utilized various methods
including castings (62,63), pressure sensitive film (64),
mathematical surface modeling (65,66), implant registra-

tion (67) and cine phase contrast magnetic resonance
imaging (MRI) (68). The casting method can only be
applied to cadaver models under static loading conditions.
Pressure sensitive film also requires a cadaver model and
necessitates inserting material into the joint space. Math-
ematical surface modeling allows analysis of dynamic
motions in vivo, however, the joint must be disarticulated
after testing. Implant registration requires either surgical
implants or nonsubject specific image matching algo-
rithms. Cine phase contrast MRI requires repeatedly per-
forming the same motion pattern during testing and is
limited to a small range of motion. The process described
below is an improvement on these previous techniques
because it utilizes live subjects performing dynamic tasks
with unrestricted motion. Direct measurement of articular
cartilage behavior in vivo during dynamic loading is pro-
blematic. In order to estimate the behavior of articular
cartilage, the surface proximity interaction method that
precisely tracks the motion of subchondral bone surfaces in
vivo. Articular cartilage behavior is then estimated from
these subchondral bone measurements.

Anderst et al. (61) described a method to estimate in vivo
dynamic articular surface interaction by combining joint
kinematics from high-speed biplane radiography with 3D
bone shape information derived from computed tomogra-
phy (CT). Markers implanted in the bones were visible in
both the CT scans and the radiographic images, and were
used to register the subchondral bone surfaces with the 3D
bone motion. Joint surface interactions were then esti-
mated by analyzing the relative proximity of the subchon-
dral bone surfaces during the rendered movement.
Computed Tomography data can be also used for joint
geometry–shape characterization. The method is referred
as reconstruction of volumetric models into rendered joint
surface geometry models.

Computed Tomography data are typically collected for
this method with slice spacing between the different
images of � 0.625 – 1.25 mm and the in-plane resolution
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Figure 9. Example applications showing dynamic in vivo tibio-
femoral bone surface motion using joint proximity (Euclidian
distance) mapping during human one-legged hopping.



is � 0.293–0.6 mm depending on the size of the bone. The
CT scans are reconstructed into 3D solid figures using
software that employs reconstruction techniques, that is,
the regularized marching tetrahedra algorithm by Treece
et al. (70). If necessary, threshold values are adjusted to
ensure the entire bone surface appeared in the reconstruc-
tion and the opposing bone surfaces never overlapped in
computer animations of the motion.

Anterior–posterior and lateral radiographs are com-
monly used to preoperatively determine prosthetic size
and proper donor selection for osteochondral allografts.
By using 3D computer aided design tools and the recon-
structed 3D joint geometry from CT described above, size
determination is less prone to out-of-plane imaging errors
associated with sagittal and coronal roentgenograms.
Assessment of surface size, curvature analysis and knee
incongruity is possible with in vivo CT [Fig. 10 (69,71,72)].
After the 3D joint surface reconstruction models the
distal articular femur (n¼ 16) can be represented by six
circles, the diameters of these circles, their angular arcs,
and the distances between their centers varied with the
size of the femur (Fig. 11; Table 5). There is a statistically
significant association between several geometry para-
meters when the lateral or the medial distal femur is
studied independently. These associations do not exist
when we correlate medial versus lateral compartments
across the population.

The Joint Distribution Problem

Much attention has been devoted to the solution to what
has become known as the general joint distribution pro-
blem that is, the problem of estimating the in vivo forces
transmitted by the individual anatomical structures in the
joint neighborhood during some activity of interest (73).
The prediction of forces in joint structures has many
applications. In the field of medicine, these predictions
are useful for obtaining a better understanding of muscle
and ligament function, mechanical environment within
which prosthetic components must operate, and mechan-
ical effects of musculoskeletal diseases. In the realm of
sport biomechanics, these predictions are useful for better
understanding of the kinetic demands, performance
constraints, and mechanisms for improving athletic
performance. Industrial applications include the optimiza-
tion of occupational performance and safety considera-
tions. Although the general techniques for predicting
forces in joint structures may be used throughout this
broad range of applications, the particular method of choice
and the details of the analysis depend on the application.

The general force distribution problem normally arises
in the following way. The musculoskeletal system or a
relevant portion thereof is modeled as a mechanical system
consisting of a number of essentially rigid elements (body
segments) subjected to forces due to the presence of a
gravitational field, and segmental contact with external
objects, neighboring segments, and soft tissue structures
that produce and constrain system motion. The associated
inverse dynamics problem is then formulated and solved
to determine the variable intersegmental (joint) force
and moment resultants during the activity of interest.
The joint resultants are abstract kinetic quantities that
represent the net effect of all the forces transmitted by
the anatomic structures crossing the joint. At a typical
joint, these forces normally include the forces transmitted
by the muscles, ligaments, and articular (bony) contact
surfaces.

The unknown forces transmitted by the joint structure
are next related to the known intersegmental resultants by
writing the joint equilibrium equations. These equations
express the fact that the vector sum of all the forces in the
individual anatomic structures, and the vector sum of all
the moments about the joint center produced by those
forces, are equal to the intersegmental resultant force
and moment, respectively. Assuming that all joint geome-
try (point of application and orientation of forces) is known
and that these two independent vector equations (or six
independent scalar equations) involve as unknowns the M
muscle and L ligament forces, together with the 3C scalar
components of the C bony contact forces, these joint equili-
brium equations are indeterminate whenever the sum
(MþLþ 3C) of the unknown forces exceeds six. Thus, if
the system model includes only one bony contact force
(C¼ 1) and more than three muscle and/or ligament forces
(MþL> 3), the corresponding joint distribution problem
will be indeterminate and therefore have an infinite num-
ber of solutions.

Finally, the joint resultants are decomposed or distrib-
uted to the individual joint structures at each instant of
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Figure 10. Articular surface matching (femoral condyle on top
and tibial plateau below) using geometrical objects (69).



interest during the activity, using some appropriate solu-
tion methodology.

The general joint distribution problem may thus be
stated in the following way. At any instant of time when
the joint resultants are known, the forces transmitted
by the individual joint structures are determined such that
the equilibrium equations, and all relevant constraints on
the forces in the individual joint structures, are simulta-
neously satisfied. The classical studies of joint distribution
problems use essentially two different methods to solve the
indeterminate joint distribution problem: the reduction
method, and the optimization method.

The mathematical modeling of human anatomy and its
functions has been influenced by two main simulation
approaches or philosophies. In the first the joint structures
are of no importance in the mathematical modeling while
in the second simulation of the geometry and structural
relationships of the joint components in addition to their
behavioral properties are the main tasks. Hefzy et al.
categorized these different approaches as phenomenologi-
cal and anatomical, respectively (74).

Phenomenological Joint Models. The phenomenological
models include two groups: the rheological models and the
advanced figure animation models. The rheological models
analyze the dynamic behavior of a system by treating it as
viscoelastic, being composed of springs and dampers. How-
ever, the noncorrespondence of these components to the
structure of the components in the knee leads to no struc-
tural information in the model output.

The advanced figure animation models provide informa-
tion on body dynamics by taking into account body segment
dimensions, masses, moments of inertia, and so on, but do
not model the detailed geometry of joints.

Anatomical Models. Two different approaches to mod-
eling categorization exist in the experimental literature.
According to the first, the categorization of the models
depends on the type of motion reproduced by the mathe-
matics. The second approach categorizes models according
to their structural basis. There is a vast number of studies
attempting to model specific component structure and
behavior that will be evaluated in order to identify the
optimum method for the modeling of each specific compo-
nent.

The Reduction Method. The reduction method reduces
the number of unknown forces to correspond with the
number of equations governing the distribution problem
(or increases the number of equations to agree with the

number of unknowns, e.g., the deformation-force relations
for the unknown forces). For the general 3D distribution
problem, this implies that the number of unknown scalar
forces (MþLþ 3C) must be reduced to six to allow for a
unique solution. Previous investigators have reduced the
number of unknowns by (1) grouping muscles and liga-
ments with apparently similar functional roles, (2) group-
ing multiply connected bony contact force regions, (3)
assuming a direction for the unknown bony contact force,
(4) using EMG data to determine when a muscle is active,
(5) ignoring ligament forces except near the limits of the
range of motion, and (6) ignoring antagonistic muscular
activity. Several models [(73,75); Fig. 12a, b] predicted
muscle forces and the bony contact force at the hip during
locomotion. In these studies, the indeterminate distribu-
tion problem at the hip or the knee was made determinate
through several simplifying assumptions. The hip muscles
were combined into six functional groups (long flexors,
short flexors, long extensors, short extensors, abductors,
and adductors), and ligament function at the hip was
assumed to be negligible. The forces transmitted by these
six muscle groups, combined with the three components of
bony contact force, comprised nine unknown scalar quan-
tities. Only two of the three components of the resultant hip
moment were considered; analysis of the component tend-
ing to internally or externally rotate the femur relative to
the pelvis was rejected as inaccurate. Previous reports of
EMG activity were to demonstrate that there is little
antagonistic muscle action, and only muscle agonists were
considered. Despite these simplifications, the possibility of
activity in both the long and short flexors and extensors
still made the problem indeterminate. A solution was
obtained, however, by assuming activity in only one flexor
(either long or short, but not both) and one extensor.

The Optimization Method. The previous discussion
indicates that the distribution problem at a joint is typi-
cally an indeterminate problem, since the number of mus-
cles, ligaments and bony contact regions available to
transmit forces across a joint in many cases exceeds the
minimum number required to generate a determinate
solution to the joint equilibrium equations. Determinate
solutions are obtainable only with significant simplifica-
tion of joint function or anatomy. In contrast, the optimiza-
tion method of solving the general joint distribution
problem does not require such simplification. Rather, it
retains many of the anatomical complexities incorporated
in defining the problem, and seeks an optimum solution
(i.e., a solution that maximizes some process or action).
Optimization techniques may be divided into linear and
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Table 5. Femoral (n¼16) Medial and Lateral Compartment Measurementsa

Medial SD Lateral SD Ratio M/L

DC mm 68.28 5.003 67.839 5.865 1.006
DA mm 42.45 10.086 44.41 4.608 0.955
DP mm 40.364 1.231 41.212 3.069 0.979
XY mm 24.519 2.686 23.529 3.069 1.042
F8 100.374 10.572 102.631 5.834 0.978
E8 151.168 10.9 139.629 12.509 1.0824



nonlinear methods Simultaneous use of linear cost and
constraint functions in the model formulation constitutes
the so-called linear optimization method. In contrast, if
the cost function and/or one or more of the constraint
functions is nonlinear, solution of the problem requires
the use of nonlinear optimization methods. Both of these
optimization methods have been made practical with
high speed computers, since the techniques require many
iterations of equation-solving to find an optimum solution.
Neuromuscular function is complex and poorly under-
stood at the conceptual, if not detailed level. However,
it is generally assumed that physiological functions are
optimized in some way. In 1836, the Weber brothers
commented that we walk and run in ‘‘the way that affords
us the least energy expenditure for the longest time and
with the best results’’. Experimental evidence suggests
that oxygen consumption (and presumably energy expen-
diture) is minimal at freely selected walking speeds,
supporting the assumptions of optimal physiological
neuromuscular function.

The optimization criteria that the neuromuscular con-
trol system ‘‘chooses’’, either consciously or unconsciously,
to select muscle action may vary considerably with the
nature of the physical activity to be performed and the
physical capabilities of the individual. For example, muscle
control in sprint running may serve to maximize velocity,
while in walking the control process may serve to maximize
endurance. In a painful pathological situation, such as
degenerative joint disease, muscular control may serve
to minimize pain. If this pain occurs due to the joint surface
pressure, the appropriate optimization criterion may be to
minimize to bony contact force. Muscular control may also
serve to minimize the forces transmitted by passive joint
structures such as ligaments. These examples indicate that
there are possible optimization criteria to choose from, and
the choice of a criterion to solve a particular distribution
problem may not be obvious.

Given that gait presents a relatively unambiguous per-
formance criterion, one can claim that it fits into the
framework of optimum control theory. Additionally, gait
presents a characteristic bilateral symmetry that leads to
relatively simple representation of the dynamic system.

Activity in the stance phase of gait is described by equality
constraints on the ‘‘states’’, knowing that each gait stage
involves dynamic constraints that reflect the particular
nature of the phasic activity. However, our motivation in
the use of optimum control for the study of movement relies
upon the belief that it is currently the most sophisticated
methodology available for solving extremely complex pro-
blems. Optimal control theory requires not only that the
system dynamics are precisely determined and formulated
but also that an appropriate performance criterion is cho-
sen. Therefore, deficiencies in the modeling that are pre-
sent in either the system dynamics or the performance
criterion are indicated by differences between model and
experiment.

Forward Analysis. The technique of forward simulation
allows the study of the causal relationship between
forces acting on a mechanical structure and the resulting
movement (79). A first approach requires the description
of joint moments, initial positions and velocities for each
body segment as input variables. The forward dynamics
problem then is expressed as a set of differential equations
of motion with associated restraints and solved to yield
angular accelerations. Angular velocities and displace-
ments are then determined by integration (80). Modi-
fications to input variables, either joint moment profiles
or initial segmental configuration, can then be intro-
duced and the resulting changes in the movement pattern
evaluated.

Due to recent improvements in musculoskeletal model-
ing, forward simulation driven by muscle activity rather
than joint moments is now possible. The definition of
muscle activation sequences and the initial configuration
of the mechanical system (angles and angular velocities)
are entered into the forward simulation. A physiological
model describing muscle excitation characteristics as
well as muscle mechanics is used for calculating the indi-
vidual muscle force production and the resulting motion is
calculated.

Because of the inherent complexity of the musculoske-
letal model and the multiple interaction of parameters,
forward simulation alone is unlikely to contribute to the
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Figure 12. Forward and inverse analysis driven mathematical models, (a) the Strathclyde model
animated using SIMM Musculographics-Motion Analysis Software. (From Ref. (77)) (b) Force
distribution method-inverse dynamics, the vector of bony contact force is shown on the tibial
plateau. (From Refs. (71) and (77)). (c) the Delft forward and Inverse shoulder model (78).



identification of aberrant muscle action which affects tim-
ing or force production, causing an aberrant gait pattern.
Matching the system response to the joint movement
profiles observed in an individual patient would require
extensive trial and error with no guarantee of ever finding
the parameter setting responsible for the aberrant joint
movement.

Optimization has been used previously as a curve-fitting
tool in addition to forward simulation techniques to repro-
duce the movement pattern observed in an individual
subject. In the studies of Chao and Rim (81), and also
Townsend (82), optimization techniques were used to
determine the applied joint moments by iteratively varying
them until the theoretical limb displacement fits those
measured in the laboratory. Chou et al. (83) predicted
the minimum energy consumption trajectory of the swing
limb using a similar approach. Using approximate muscle-
force and/or joint moment trajectories, Pandy and Berme
(84,85) evaluated body segment motion and ground reac-
tion forces during single stance, based on a 3D model
incorporating 7 DOF. In Jonkers et al. (76), initial inputs
to the forward simulation process were the normalized
quantified muscle activation patterns of 22 muscles, and
the initial segmental configuration (both angles and angu-
lar velocity) derived from Winter (86). Two distinct mus-
culoskeletal models (one including 6 DOF, the other 7
DOF) were defined and a muscle driven forward simulation
was implemented. A series of optimization sequences then
were executed to modify the muscle activation patterns and
initial segmental configuration, until the system output of
the forward simulation approximated the angle data
reported by Winter (86). The accuracy and effectiveness
of the analysis sequence proposed and the model response
obtained using two distinct musculoskeletal models were
verified and analyzed with respect to the kinesiology of
normal walking.

Based on the integrated use of optimization and for-
ward simulation techniques, a causal relation between
muscle action, initial segmental configuration and result-
ing joint kinematics during single limb stance phase of
gait was successfully established for a musculoskeletal
model incorporating 22 muscles and 7 DOF (Fig. 12).
Despite the inherent simplifications of the planar models
used in this study, several kinesiological principles of
normal walking were confirmed by the analysis and a
reference base for exploring the causal relation between
muscle function and resulting movement pattern was
established.

Finite Element Analysis of Human Joints. Adaptation of
finite element analysis (FEA) to the analysis of stress
in human joints, requires fundamental studies in the
following areas: (1) three dimensional FEA of moving
contact problems utilizing finite deformation laws (linear
elastic versus biphasic) for cartilage and non-Newtonian
laws for synovial fluid; (2) automated adaptive methods
for the generation and control of 3D computational models
using error estimates and controls that account for
nonlinearities, singularities, and boundary layer effects;
(3) improvements in geometry of FE models by using
patient specific MRI and CT imaging data. Recently

available semiautomatic 3D mesh generation tools
(reconstructed mesh from the volumetric imaging data),
and numerical methods for processing the material and
geometric data required for the contact analysis con-
siderably reduce the time requirements of such efforts;
(4) implementation of recently available high accuracy
3D joint in vivo kinematics to calibrate the FE models,
and to assist in simulating strenuous activities; (5)
Parallel solution algorithms for the nonlinear time-
dependent problems utilizing high performance computer
architectures.

Several models of articular cartilage have been pro-
posed to describe its mechanical behavior; however, none
of these models have been able to address the full spectrum
of this tissue’s complex mechanical responses. Typically,
these models implement a subset of known tissue behavior,
for which material properties must be determined from
experiments. Experimental results indicate that cartilage
exhibits flow-dependent viscoelasticity, anisotropy, and
tension compression nonlinearity due to its ultrastructure
and composition (87). These characteristics are further
compounded by the inhomogeneity of the tissue through
its thickness. It is widely accepted that the time-dependent
response of cartilage can be accurately represented by the
biphasic theory derived by Mow et al. (21). Under isotonic
conditions, this biphasic theory of incompressible solid and
fluid phases is appropriate for most applications involving
cartilage modeling for infinitesimal or finite deformations
(26,88). Numerical methods are required to solve these
nonlinear problems, even for relatively simple geometries.
Linear 3D elements (89) and nonlinear 3D formulations
have been presented for the biphasic theory (90–92). How-
ever, full nonlinear 3D analysis for joints of realistic geo-
metry and strains remains a computationally challenging
problem.

Hirsch (1944) proposed to use the Hertz contact theory
for contacting elastic spheres to model cartilage indenta-
tion (28). Askew and Mow (1978) analyzed the problem of a
stationary parabolically-distributed normal surface trac-
tion acting on a layered transversely isotropic elastic med-
ium to assess the function of the stiff surface layer of
cartilage (29). More recently, complex, biphasic models
have been developed that target slow, quasistatic loading
response (89,90,93–95). Under high loading rates, how-
ever, the cartilage demonstrates a mechanical behavior
that does not deviate substantially from a linear elastic
model (38,96), so complex and numerically unwieldy bipha-
sic models may not be necessary for rapid loading events.
Eberhardt et al. (1990) (36) and (1991) (97) developed a
solution for the contact problem of normal and tangential
loading of elastic spheres, with either one or two isotropic
elastic layers to model cartilage. A modified Hertzian (MH)
theory that takes into account the thickness effect of the
elastic layer has been used for articular joint contact
analysis by several investigators (23,32,37,97). The results
from the studies listed above have demonstrated that
considerable differences may be found in cartilage stress
predictions depending on the particular cartilage consti-
tutive model being employed, that is linear elasticity the-
ory versus linear biphasic theory. In view of the above, it
has been proposed that it is adequate to use a transversely
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isotropic, linearly elastic, homogeneous constitutive rela-
tionship to model the normal contact pressure distribution
of the tibial plateau (33,98).

In the case of FE modeling applied to impacts and very
rapid movements, model formulation problems must be
accounted for by the solution. Implicit techniques are not
widely used as they can be limited by problems of con-
vergence. This method does not use kinematics to verify
whether contact occurs at the calculated points at the
associated load levels. For those applications, explicit
techniques have proven useful in their ability to simulate
deformations and contact conditions simultaneously
as well as large segmental displacements (70,99–101)
(Figs. 13b and 14). Explicit finite element analysis was
also proven to be a valuable tool when simulating total
knee replacement motions due to loads applied by a knee
simulator (44,45). Stability of solution and low computa-
tional cost are the two main advantages of the explicit
methods over classic implicit techniques when forces are
used to drive the models (44,98,103–109). The main lim-
itation of the explicit technique is that the method is only
conditionally stable. Combination of both techniques is
suggested so that the explicit formulation will be used to

‘‘educate’’ the implicit algorithms. Implicit formulations
are used when the localized effect of articular stress
needs to be addressed at the cartilage level with increased
subject specific refined geometry since these techniques
are more appropriate for the task (Fig. 13a).

Toward Patient-Specific and Task-Dependent Morpholo-
gical FE Models. In order to apply FE computational meth-
ods to problems of joint mechanics, precisely measured
anatomical data must be used to construct a 3D solid model
from which the appropriate finite mesh can be constructed
and analysis performed (110,111). Computed tomography
(112) and MRI (113,114), or reshaped digital calipers and
machine–controlled contact digitization (23) are commonly
used methods to obtain soft–hard tissue geometry. Clinical
modalities of these imaging techniques have resolutions that
are typically limited to 500mm. Considering that the articu-
lar cartilage of the knee joint is only � 4 mm thick (14), a
resolution of 500 mm is generally inadequate and special
protocols are required for the imaging procedure (19). Note
that all properly calibrated 3D FE knee joint models to date,
have been developed from images of cadaveric knees (43,115).
Models with patient specific geometry are possible using
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Figure 13. (a) Knee FE model compo-
nents shown in different color-implicit
formulation (102) (b) the knee FE model
during simulation of single leg-hopping-
explicit formulation (103).

Figure 14. Tibial plateau pressure at 10
and 30 degrees flexion during single-legged
hopping (103).



combined appropriate MR and CT imaging modalities that
will result in increased model detail (100).

With recent technological advances in 3D imaging,
computer hardware, and FE formulations, it has become
possible to estimate human tissue properties (100,103).
Estimation of the stiffness of hard tissue (i.e., cancellous
bone) using large-scale finite element (LSFE) models or
microFEs at both the apparent and trabecular levels is
therefore possible (47,52,70,116–122). This direct analysis
approach has advantages over traditional statistical meth-
ods in that (1) all morphometric measurements available
from the 3D image data are contained in the FE model, and
(2) the FE model of the structure is a mechanistic rather
than statistical approach to the prediction of biological
tissue properties. Application to these techniques in the
clinical environment with in vivo data is gaining consider-
able ground. These recent improvements in imaging, allow
the generation of 3D models in a semi-automatic fashion
(23,69,123,124). Models now provide the opportunity to
study the mechanical effects of individual geometrical
variation (125). Such subject specific finite element
models are mainly useful under two conditions: (1) In
the statistical analysis, if the differences between subjects
are large relative to the differences in model predictions
related to the choice of input parameters that can only be
estimated. (2) In a contact FE problem with high accuracy
3D kinematics refined meshes are needed in the vicinity of
the contact zone (114).

The inherent ability of FEM to overcome geometrical
and topological modeling problems is no longer burdened
by some of the limitations apparent in early studies. Such
limitations have been overcome by recent computational
and experimental advances. These limitations included
insufficient accuracy of in vivo kinematics–kinetics input
data, inadequate hard–soft tissue imaging, excessive com-
putational cost and the inherently complex process of
material characterization in relation to some of the com-
ponents of the stress tensor in biological material.

JOINT STABILITY

Newton’s third law states that forces always exist in pairs
that are equal and opposite in direction, such that if one
body pushes against another, the second body will push
back against the first with a force of equal magnitude if the
state of motion is constant. This would mean that in order
for muscles to be able to pass movement on to a limb
segment, there has to be an interaction between the seg-
ment and another bone, and a joint structure that will
allow the desired rotational direction and force. Such a
mechanism prevents translational movements, which can
‘‘dislocate’’ one rigid bony limb segment from another.

Bones, ligaments, and muscles all contribute to joint
stability. The extent each structure participates in main-
taining joint stability differs between joints. Because bones
are rigid relative to the other tissues in the joint, they can
provide great stability to the joint. In general, the greater
the circumference of the bony segment enclosed by its
counterpart, the greater the amount of translational sta-
bility that exists in the joint. For example, the femoral head
is almost completely enclosed by the acetabulum in the hip

joint, whereas the humeral head is only slightly enclosed by
the glenoid in the shoulder. It is obviously easier to dis-
locate the shoulder than the hip.

Ligaments, much like cables, can restrict rotational or
translational motions depending on their location and the
direction of the force. For example, the cruciate ligaments
limit the anterioposterior translation of the tibia on the
femur at the knee joint, while talocalcaneofibular liga-
ments prevent rotational motions as well as translational
motions between talus, fibula and calcaneus. However,
ligaments, unlike bones, cannot provide rigid constraints
as they are relatively soft and flexible.

Muscles–tendons are also soft and flexible and, like
ligaments, provide nonrigid constraints to the joint. A
significant difference between the two, however, is that
muscles are active in controlling the joint motion whereas
ligaments are only passive stabilizers. Muscle action is
usually complementary to that of ligaments and, in fact,
can protect ligaments from damage or can protect the joint
from further damage in case that the ligament is ruptured.
Tensile forces exerted on muscles are counterbalanced by
compressive forces across the joint surfaces providing sta-
bility to the joint against forces acting to open up the joint
space. Thus, muscles can support or limit motions and
serve the dual function of providing desired movements
while contributing to joint stability.

The Hip Joint

The hip joint is the link of the upper body and the pelvis–
trunk with the lower limbs, the main locomotion facility of
the body. It is a ball-and-socket joint (Table 4) in which the
head of the femur resides in the acetabulum of the pelvis,
making one of the largest and most stable joints in the
body. The surface area and the radius of curvature of the
articular surface of the acetabulum closely match that of
the articular surface of the femoral head. The hip joint is
structurally a highly constrained joint. Because of the
inherent stability conferred by its bony architecture, this
joint is well suited for performing the weightbearing sup-
portive tasks that are imposed on it.

The femoral ball is embraced by the acetabular socket,
allowing rotation to occur with virtually no translation.
The cartilage that covers the acetabulum thickens per-
ipherally (126). A plane through the circumference of the
acetabulum immediately at its opening would project with
the sagittal plane intersections at an angle of 408 (opening
posterior) and 608 (opening laterally). This architectural
constraint imparted by the bony shapes almost eliminates
the need for ligamentous and soft-tissue constraints to
maintain the stability of the hip articulation. Although
this increased constraint provides stability to the hip,
there is a structural drawback. Such constraint limits
the global range of motion of this joint at the fulcrum of
the lower extremity. Fortunately, human biomechanics
and everyday tasks performed by the hip do not violate
these limitations and the hip’s range of motion is very
rarely subjected to extremes. During most ambulatory
activities, such as normal bipedal locomotion, the lower
extremity is positioned anteriorly in the sagittal plane
with only small rotations necessary in the other two
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planes. Hip flexion of at least 1208, abduction of at least
208, and external rotation of at least 208 are necessary for
carrying out normal daily activities. Activities such as
descending stairs sitting, rising from a chair, and dressing
require greater degrees of flexion and rotation at the hip
joint. For example descending stairs requires 368 of
motion whereas squatting requires 1228 of motion in
the sagittal plane (127).

The hip joint reaction force (at a neutral position) can
reach three times body weight (BW) in single legged
stance, but could get up to six times BW during the stance
phase of gait and increases significantly with gait velo-
city. The main mechanism influencing this magnitude is
the ratio of the abductor muscle force and the effect of
the gravitational force moment arms. The rule normally
suggests greater reaction forces expected at low ratios
(128). Bracing and use of a cane can decrease the hip joint
force.

The Knee Joint

The knee consists of a two joint structure: the femorotibial
joint and the patellofemoral joint. The femorotibial joint
is the largest joint in the body and is considered to be a
modified hinged joint containing the articulating ends of
the femur and tibia. The patellofemoral joint consists
of the patella, the largest sesamoid bone, and the trochlea
of the femur. Taken together, the knee joints function to
control the distance between the pelvis and the foot as a
control link. Because of the role of the knee in weight-
bearing, its surrounding of very strong musculature and
its location between the two longest bones in the body,
tremendous forces are generated across it. Surface motion
occurs simultaneously in both sagittal and the transverse
plane with the first being the dominant plane of motion
(129). During activities such as running, landing, and
pivoting, the knee functions to maintain a given leg
length and acts as a shock absorber. During stair climb-
ing, crouching, and jumping, large propulsive forces at
the knee (several times BW) are generated to control the
degree and speed of shortening and lengthening of the
leg. In these situations, knee stability is a dynamic pro-
cess maintained through fixed bony and ligamentous
constraints and modified by the action of the muscles
crossing the joint. The higher the rate of the loading
the more demanding the role of the knee in sustaining

stability. The bony morphology of the femur, tibia,
menisci, cruciate–collateral ligaments, and patella con-
tribute to joint stability, but to a lesser extent than that of
other more constrained joints such as the hip. Static
constraints play a very significant role in knee stability
as compared with the shoulder for example where stabi-
lity is maintained through the dynamic action of the
surrounding muscles. The cruciate and collateral liga-
ments are the major structures limiting motion at the
knee. The posteromedial and posterolateral capsular com-
plexes augment the four primary ligaments, with the
menisci playing a lesser role. The muscles crossing the
knee contribute to dynamic stability and are particularly
important in the presence of pathologic laxity. A method
that describes the constraining mechanism of the anterior
and posterior ligament has used the notion of the 2D
‘‘four bar linkage’’. The instant center of rotation, desig-
nated primarily by the femoral condyle surface shape,
follows a semicircular pathway, and the direction of dis-
placement of the femorotibial contact points is tangential
to the surface of the tibia, indicating gliding throughout
the range of motion. However, the axis of rotation at the
knee does not remain fixed during flexion. Indeed, as the
knee flexes the screw axis will sweep out a ruled surface in
space, known as the axode. This fluctuation in the screw
axis signifies that the knee is not truly a hinge joint, for
which the axode would degenerate to a fixed line in space.
Usually, the knee is approximated as a hinge joint, a
simplification that may be acceptable for flexion angles
between 45 and 908 where the moving screw axis remains
very close to the line passing through the centers of
curvature of the two posterior femoral condyles. The
motion at the articular surfaces is not one of pure rolling,
but a combination of rolling and sliding as indicated by the
screw axis that never lies near the articular surfaces of
the tibiofemoral joint.

The Foot Structure; the Ankle Joint

The ankle joint can be described as a saddle-shaped lower
end structure of a long bone (tibia and fibula) Fig. 15. Its
inferior transverse ligament encloses the superior aspect
of the body of the talus (the trochlea). It is the joint that
first receives the transient impact that travels through
the tibia in gait or other movement. It alternates in both
form and function to receive load as a shock absorbing
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Figure 15. The Wayne State University Ankle joint and foot Finite element model (130).



mechanism and to propel significant leverage based
force during fast locomotion. The subtalar and ankle joint
act like a mitered hinge. The tibial surface forming
the superior dome of the ankle is concave sagittally, is
slightly convex from side to side, and is oriented � 938
from the long axis of the tibia (it is higher on the lateral
than the medial side). The upper articulating surfaces of
the talus appear to match closely that of the cavity formed
by the tibiofibular mortise. The superior part of the body of
the talus is wedge-shaped. It is about one-fourth wider in
front than behind, with an average difference of 2.4 mm;
anteriorly a minimal difference of 1.3 mm and a maximal
difference of 6 mm. From front to back, the articular sur-
face spans an arc of �1058. This surface contour, having a
smaller diameter medially than laterally, has been com-
pared to a section or rostrum of a cone. The primary
motion of the ankle joint is dorsiflexion–plantarflexion.
Its axis of rotation is obliquely oriented with respect to all
three anatomic planes with ankle dorsiflexion and tibial
internal rotation being associated with subtalar eversion
(pronation) whereas the ankle plantarflexion and tibial
external rotation are associated with subtalar inversion
(supination). The axis extends from anterior, superior,
and medial to inferior, posterior, and lateral as it is
passing through the inferior tips of the malleoli. It is at
angles of 938 with respect to the long axes of the tibia and
�128 to the joint surface. However, rather than a true
single ICR, the ankle has been noted to have multiple
instant centers, all of which perturbate and fall very close
to a single point within the body of the talus. Through a
complete arc of ankle rotation, the center may be dis-
placed anywhere from 4 to 7 mm. The oblique orientation
of the axis of rotation to the sagittal, coronal, and trans-
verse planes, translation of the talus in the mortise can
occur in all three directions. The talus has been observed
in vitro to rotate easily in the ankle mortise implying
relative movement between the malleoli. Because the
trochlea is wider anteriorly than posteriorly, it has been
suggested that lateral play of the talus within its mortise
occurs only when the ankle is in plantarflexion. Subtalar
motion has been described as screw-like influencing the
flexibility of the transverse tarsal joint. Others suggest
that instability exists in dorsiflexion, while others yet
believe that with intact ligaments translation, occurs only
in the sagittal direction. These differences can be
explained by behavior of >100 ligaments and by the roles
played by the subtalar joint, the kinematic chain of the
hindfoot, and the muscles that traverse this area in
transmitting forces across this area during plantarflexion
and dorsiflexion. The talus is unique because this bone
has seven articulations that connect it to four other bones,
it lies between the foot and the leg, and contains no
muscular attachments. The stability of the talus and its
articulations, therefore, relies heavily on the ligamentous
attachments and musculotendinous complexes that tra-
verse the talus and attach distally. Therefore the main
characteristic of ankle joint is its strong passive stability
attributed to a variety of factors. First is the bony stability
provided by contact of the trochlea with the tibial plafond.
Second are the medial and lateral cartilaginous slightly
concave surfaces that articulate with the two malleoli.

Third are the ligamentous connections between the tibia,
fibula, talus, and calcaneus. Ankle stability increases
during weight bearing and depends more on articular
surface congruency.

The tarsometatarsal joints are relatively mobile and
intrinsically stable joints that produce the arch-like con-
figuration allowing wide range of motion at the first meta-
tarsophalangeal joint with gliding during most of its range
and jamming artful extension. The medial longitudinal
arch functions as a beam and a truss.

The mode of foot–ankle mobility and muscular control is
the most significant determinant of both limb stability and
body progression (131).

Standing barefooted we load our heels with two-thirds of
the load while the other third is loading the forefoot.
During walking and at the early phase of stance, the center
of pressure moves from the posterolateral heel rapidly
across the midfoot, a phenomenon coupled with the firing
of the anterior tibial musculature to slow foot plantarflex-
ion and prevent foot slap. Then, at mid- and late stance the
posterior calf musculature fires, propelling the body over
the foot towards toe-off phase where the hallux bears the
most pressure.

At higher speeds/rates of mobility it is the intrinsic
mechanical properties that provide control rather than
the neuromuscular control system. The force at the ankle
joint can reach magnitudes up to six times body weight
during walking and thirteen times BW during running. The
heel fat pad is a very effective shock absorbing mechanism
and it has been shown that high heels, or narrow shoes,
narrow toebox, can lead to altered foot mechanics that
ultimately result in foot deformities and pain.

The Spine

The spine is composed of a series of vertebrae (7 cervical, 12
thoracic, 5 lumbar, the sacrum and coccyx) and intervening
soft tissues, such as intervertebral disks, ligaments, and
muscle attachments. It provides important functions
including support of the body structure and protection of
vital tissues such as the spinal cord, nerves and arteries.
Yet it is flexible and allows mobility to the torso. Several
studies have described the passive and active range of
motion of spinal segments differently (Table 4). The motion
of the spine is usually analyzed through consideration of
motion segments that are comprised of two adjacent ver-
tebrae with the intervertebral disk and other intervening
soft tissues. These structures, also called functional spinal
units (FSU), move with 6 DOF, however, the motion is
quite complex due to six articulate faces between the two
bony segments and attachment of multiple ligaments and
muscles. Normally simultaneous translations and rota-
tions of FSU are coupled in the analyses (134). Creep,
relaxation and hysteresis are the three prevailing viscoe-
lastic characteristics of the intervertebral disks (1). At high
rates of loading the disks serve as a shock absorber with
compression strength being higher from upper cervical to
lower lumbar levels. Although this is true for most joints,
vibrational properties of spinal segments have attracted
particular attention as they are thought to be related to
injury and pain. The spinal cord exhibits some longitudinal
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elasticity but very poor axial translation. These tran-
slational forces are the ones primarily associated with
neurological injury. Apparently muscular support is of
vital importance is stability. If for example bilateral facet
resection exceeds 50% the significant increase in annulus
stresses may occur. Seatbelts can adequately protect front
seat occupants against frontal impact in an airbag
equipped vehicle (135).

Several models of the spine have been developed
(130,135). A nonlinear finite element model of lumbar spine
segment L3–L5 is shown in Fig. 16. The effects of upper-
body mass, nucleus injury, damping, and different vibra-
tion frequency loads were analyzed for the whole body
vibration (WBV) using this model. Anterior regions of
L3–L5 segment show small vibration amplitudes, but pos-
terior regions show large amplitudes. The posterior regions
of intervertebral discs of lumbar spine are easy to injury
during long-term WBV compared with anterior regions.
The vibration of the human spine is more dangerous to
facets, especially during WBV approximating a sympa-
thetic vibration, which may lead to abnormal remodeling
and disorders of lumbar spine.

The Shoulder

The shoulder complex allows the arm to move with respect
to the thorax. The biomechanics of the shoulder involves
the study of four different articulations, namely, the acro-
mioclavicular, sternoclavicular, glenohumeral joints, and
the scapulothoracic joints. The shoulder complex has the
greatest range of motion among joints in the body (Table 4).
Traditional descriptions of humeral motion are based on
the angle between the humerus and the thorax in the
sagittal plane (flexion and extension) and the coronal plane
(abduction), with one very common characteristic: the
glenohumeral articulation is inherently unstable due to
the shallow nature of the glenoid fossa, containing only
one-third of the diameter of the humeral head. The liga-
ments, capsular and muscular structures are the main

stability mechanisms. Axial rotation of the humerus is
conventionally described by the degrees of internal or
external rotation when the humeral axis is parallel to
the thorax, or perpendicular to the thorax (abducted
908). The primary anterior stabilizers of the shoulder when
the arm is abducted at 908 are the inferior glenohumeral
ligaments. Horizontal abduction and adduction, also
known as horizontal extension and flexion, respectively,
are commonly used to describe arm position when the axis
of the humerus is perpendicular to the thorax. The muscles
surrounding the structure produce a barrier effect by
applying compressive forces and by eccentric contraction
resulting is active stability. The level of elevation of the
normal arm is 167–1688 and 171–1758 for men and women,
respectively. Average extension or posterior elevation is
approximately 608. When the arm is adducted by the side of
the body, it is possible to achieve approximately 1808 of
rotation. With abduction of the arm to 908, however, the
total arc of rotation is reduced to 1208. The range of motion
of the shoulder decreases with normal aging. The max-
imum loads that are characteristic for the glenohumeral
joint can reach magnitudes of one and a half body weight
(132).

The Elbow

The elbow joint consists of the proximal end of ulna and the
capitulum of the humerus. Three articulations are present:
Humeroulnar, humeroradial, and proximal radioulnar
(133). It is a hinge-type joint whose functions include
positioning and stabilizing the hand, providing lever-type
support during lifting and weight-bearing during activ-
ities, such as a pommel horse exercise. The humerus-ulna
joint itself has only one degree of freedom, however, the
rotational motion of the radius over ulna provides another
degree of freedom to the elbow. Thus the elbow can be
considered to have two degrees of freedom. Basically its
changing center of rotation during flexion-extension makes
it more than a hinge joint: flexion-extension (0–1608)
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and axial rotation, or pronation–supination (70–808 and
80–858, respectively). The functional range of motion for
most activities of daily living is 1008 for flexion–extension
(30–1308) and pronation–supination (�508) at the elbow
joint. The instantaneous axes of rotation for flexion–extension
are localized at the center of the lateral projected curvature of
the trochlea and capitulum. The size of this region measures
only 2–3mm.

The axis of forearm rotation passes through the capi-
tulum and head of the radius, extending to the distal ulna.
The carrying angle, the angle between the long axis of the
humerus and the long axis of the ulna, averages 78 in men
and 138 in women.

Motion in the plane of varus–valgus rotation at the
elbow indicates joint instability and such motions are
restricted. The rotational forces are mainly resisted by
the anterior and posterior oblique fibers of the medial
collateral ligament; the former is stretched during flex-
ion and extension, whereas the latter is stretched
only during flexion. In addition to the medial collateral
ligament, the shape of the articular surface and the
anterior capsule contribute to the resistance to valgus
stress while the articular congruity and the radial head
provide stability in flexion. The same structures resist
valgus stress in extension as well. It is the lateral collat-
eral ligament, anconeus, and joint capsule that provide
stability under varus stress. Force generated at the elbow
can reach up to three times body weight in everyday
activities (136).

The Wrist

The wrist or carpus is a very complicated joint consisting of
multiple articulations. It provides a stable support for the
hand, allowing for the transmission of grip forces as well as
positioning of the hand and digits for fine movements.
Wrist position affects the ability of the fingers to operate
(flex-extend) and to effectively grasp. The main function of
the wrist is to fine-tune grasp by controlling the length–
tension relationship in the extrinsic muscles to the hand
(137). The hand is the principal instrument of touch and its
combination of sensibility and motor function has classified
it as the ultimate supportive organ of information, accom-
plishment, and evolution. The self-selected wrist position
for maximal power grip has been shown to be 358 of
extension with 78 of ulnar deviation. In addition, full wrist
flexion deteriorates the efficiency of the finger flexors and
the grip strength to 25% of that available when the wrist is
in extension. Martial arts experts have exploited this
knowledge for a long time to disarm assailants. When
the wrist is positioned in flexion, the combination of a
passive extensor tenodesis effect, increasing resistance
to flexion, and decreasing excursion of the flexors results
in a weakened grip. The assailant, therefore, is unable to
maintain a grip on the weapon. The strength of the finger
flexors is more than twice that of extensors. The unique
feature of the metacarpophalangeal (MCP) joints is their
structural asymmetry, which assisted by the ligament
positions and the bony configuration of the metacarpal
heads results in effective stabilization and finely tuned
motion.

OVERVIEW

Human diarthroidal joints can support high levels of
mechanical load for several decades, yet degenerative joint
diseases occur in epidemic proportions every year. Under-
standing the role of mechanics in diseases, such as osteoar-
thritis, requires analysis of the behavior of both healthy
and pathological joints under a full range of physiological
loading conditions. Relationships between joint function,
meniscus injury, and osteoarthritis after trauma (e.g., ACL
injury–reconstruction) requires detailed knowledge of
internal tissue stresses. Such knowledge is necessary to
advance our understanding of cartilage–ligament–menis-
cus failure mechanisms at the macroscopic level, as well as
mechanotransduction at the cellular level.

Experimental measurements alone are not sufficient to
delineate the detailed biomechanics of the human joint.
Recent publications have confirmed that mathematical
modeling can be an effective tool for the simulation and
analysis of complex biological structures (e.g., the human
knee). However, existing modeling strategies, based on
generic geometry and/or driven with simplistic kinematics
and loading assumptions, have been of limited value in
addressing clinical hypotheses. Research efforts in the
biomechanics community have focused on cadaveric stu-
dies for the characterization of tolerances on material,
geometry, and attachment parameters that will restore
contact pressure distribution to within a specified devia-
tion from accepted normal values. Models driven directly
by in vivo kinematic data have not been possible due to the
relatively poor accuracy available from traditional motion
analysis methods, limiting the predictive power of FE
modeling techniques in the study of knee pathogenesis.
New advances in modeling problem formulations that take
advantage of patient-specific geometry and unique motion
analysis systems (cineradiography) for high accuracy 3D
knee kinematics can overcome limitations of previous
approaches. This should generate high quality estimates
of internal tissue stresses, providing new insight into the
role of tissue loading in the development and progression of
musculoskeletal diseases such as osteoarthrosis.
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INTRODUCTION

The larynx is a uniquely complicated organ strategically
located at the division of the upper aerodigestive tract into
the gastrointestinal tract and the airways. Alteration of its
function can have a significant impact on vocal, digestive,
and respiratory physiology (1–6). The hyoid bone, the
thyroid cartilage, and the cricoid cartilage form the outside
framework of the larynx. The mobile interior framework
consists of the leaf-shaped epiglottis and the arytenoid
cartilages. Each vocal cord stretches from an anterior
projection of the arytenoid to the anterior midline of the
inside thyroid cartilage. The arytenoid cartilages move in
both a rocking and sliding motion on the cricoid cartilage to
abduct and adduct the truevocal cords.The intrinsicmuscles
of the larynx control the movement of the vocal cords.

A section of the larynx is shown in Fig. 1, which is a
posterior view of the cartilages and membranes (skeleton of
larynx).

The larynx has three important functions: protection of
the lower airways during swallowing; respiration; and
phonation.

Phonation is a complicated process in which sound is
produced for speech. During phonation, the vocal folds are
brought together near the center of the larynx by muscles
attached to the arytenoids. As air is forced through the
vocal folds, they vibrate and produce sound. The tone and
level of the sound can be changed by contracting or relaxing
the muscles of the arytenoids. As the sound produced by the
larynx travels through the throat and mouth, it is further
modified to produce speech.

Cancer of the larynx represented �0.7% of the total
cancer risk in 2001, and is the most common of all head and
neck cancers. However, head and neck cancers account for
only �9% of all cancers diagnosed annually.

Laryngeal cancer occurs about five times more fre-
quently in males than females. It is rare prior to age 40,
after which the incidence in males increases rapidly with
age. Cigarette smoking is the most important cause of
laryngeal cancer, with smokers having a roughly 10-fold
higher risk than nonsmokers. Heavy alcohol consumption
also is a well-established risk factor.

Though laryngeal cancer is infrequent compared to
cancer of the breast, lung, and prostate, the literature
regarding this disease is substantial. This apparently dis-
proportionate body of writing reflects the perceived impor-
tance of this neoplasm, which is in turn related to its
potential impact on people’s communicative ability: the
threat to a patient’s vocal organ is associated with profound
psychological and socioeconomic overtones.

Originally, larynx cancer treatment focused primarily
on cure by relentless and aggressive surgery. That era has
been followed by the emergence of conservative partial
laryngectomy, the development of more sophisticated
radiation methods, and organ-sparing strategies in which
chemotherapeutic, radiotherapeutic, and surgical techni-
ques are used in a variety of combinations.

Total laryngectomy is one of the standard operations for
laryngeal carcinomas. The prognosis associated with lar-
yngeal carcinoma has improved: As the curability of lar-
yngeal carcinoma is now > 60%, many patients thus
survive for a long time after surgery.

Laryngectomy changes the anatomy: The lower respira-
tory tract is separated from the vocal tract and from the
upper digestive tract, and the laryngectomee breathes
through a tracheostoma. The direct connection between
the vocal tract and the upper digestive tract remains
unchanged.

Figure 2 shows the anatomic structure before laryngect-
omy (a) and after laryngectomy (b). Before laryngectomy
(Fig. 2a), air can travel from the lungs to the mouth (as
represented by the arrows), and the voice can be produced
and modulated. After the laryngectomy (Fig. 2b), air issu-
ing from the tracheostoma cannot reach the mouth, and
sounds cannot be produced.

Figure 1. Section of the larynx: posterior view of cartilages and
membranes.
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THE VOICE AFTER A LARYNGECTOMY

After laryngectomy, the patient is deprived of both the
vibrating sound source (the vocal folds) and the energy
source for voice production, as the air stream from the
lungs is no longer connected to the vocal tract (1–9).

For some laryngectomy patients, the loss of speech is
more important than survival itself. Consequently, a num-
ber of different methods for recovering phonation have
been developed, including: esophageal speech; artificial
larynx; and surgical laryngoplasty.

Numerous internal or external mechanical vibration
sources have been developed that cause the air in the vocal
tract to vibrate. These vibration sources can be powered by
air pressure (expired air from the tracheostoma in some
cases) or by an electric source with battery, and are thus
classified as pneumo-larynges or electrical larynges.

ESOPHAGEAL SPEECH

Rehabilitation of the laryngectomized patient is usually a
delayed process following recovery from surgery. After
surgery, some patients try aphonic lip speech enhanced
by buccal air trapping, while others choose written lan-
guage as the method of communication.

Though most laryngectomized patients begin to learn
esophageal speech, this method of speech rehabilitation
requires a sequence of training sessions to develop the
ability to insufflate the esophagus by inhaling or injecting
air through coordinated muscle activity of the tongue,
cheeks, palate, and pharynx.

Patients are encouraged to attempt esophageal sound
soon after they are able to swallow food comfortably and
learn to produce esophageal sound by trapping air in the
mouth and forcing it into the esophagus. This produces a
‘‘burp-like’’ tone that can be developed into the esophageal
voice.

There are various techniques for transporting air into
the esophagus.

With the injection technique, the tongue forces air back
into the pharynx and esophagus. This takes place in two
stages, with the tongue forcing the air from the mouth back

into the pharynx in the first stage, and the back of the
tongue propelling the air into the esophagus in the second
stage. For air to be transported into the esophagus, it is
extremely important that these two stages be correctly
synchronized.

With the inhalation method of esophageal speech, the
patient creates a pressure in the esophagus that is lower
than atmospheric pressure. As a result of this pressure
difference, air will flow through the mouth past the upper
segment of the esophagus into the lower esophagus. The
patient will need to inhale air to be able to create a low
endothoracic and esophageal pressure.

The last technique of capturing air is by swallowing air
into the stomach.

Voluntary air release or ‘‘regurgitation’’ of small
volumes vibrates the cervical esophageal inlet, hypophar-
yngeal mucosa, and other portions of the upper aerodiges-
tive tract to produce a ‘‘burp-like’’ sound. Articulation by
the lips, teeth, palate, and tongue produces intelligible
speech.

Esophageal speech training is time consuming, frustrat-
ing, and sometimes ineffective.

Its main disadvantage is the low success rate in acquir-
ing useful voice production, which varies from 26 to 55%. In
addition, esophageal speech results in low-pitched (60–
80 Hz) and low intensity speech, whose intelligibility is
often poor. Age is the most important factor in determining
success or failure: older patients are less successful in
learning esophageal speech.

The airway used to create the esophageal voice is shown
in Fig. 3. Direction of flow is indicated by the arrows,
making it possible to distinguish between the pulmonary
air used for breathing and the mouth air used for speech.

THE ELECTRONIC ARTIFICIAL LARYNX

Wright introduced the first electrolarynx in 1942. The most
widely used electronic artificial larynx is the handheld
transcervical device, or electrolarynx. This electrical device
contains a vibrating diaphragm, which is held against the
throat and activated by a button to inject vibratory energy
through the skin and into the hypopharynx. By mouthing
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Figure 2. Anatomy before (a) and after
(b) laryngectomy. (From Ref. 6.)



words, the laryngectomee converts the vibrations into a
new, low frequency voice for speech.

An example of electrolarynx application is shown in
Fig. 4, where it is possible to distinguish the airway from
the sound way and the positioning of the device in contact
with the neck. Examples of commercial electrolarynges are
shown in Fig. 5.

The same operating principle has been used in recent
years to develop a transoral device (Fig. 6), which is placed
in the mouth, where it is housed in an upper denture or an
orthodontic retainer. The system consists of a control
circuit, a loud speaker, and rechargeable batteries posi-
tioned inside the denture, as well as a charging port so that
the batteries can be recharged outside the mouth.

FROM THE PNEUMOLARYNX TO THE VOICE PROSTHESIS

The artificial larynx has undergone many transformations
over the years, and continues to do so today. The first types

of pneumolarynges, which included neck or mouth types
and internal or external types were developed in 1860,
when the first attempts at voice rehabilitation through
surgery or prosthetization were made. A device was used
to direct air from the lungs via a small tube to the mouth
(1,3,5,7,9).

Experimental research started in 1860 with Ozermack
and Burns, though it was not until 1874 that Billroth used
an internal prosthesis designed by Gussenbauer (Fig. 7).
This device was fitted in the trachea via the stoma with a
cannula featuring a branch that entered the oral cavity.

Other similar prostheses were developed and used
(Gosten, Gluck, etc.). Results, however, were not particu-
larly satisfactory, as these devices were plagued by pro-
blems, such as tissue necrosis and leakage of food and
liquids into the windpipe and lungs, thus causing infec-
tions (i.e., pneumonia).

Figure 8 shows the external prosthesis developed by
Caselli in 1876. Figure 9 shows the application of the
external prosthesis developed by Briani in 1950.
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Figure 6. Transoral device. (From Ref. 5.)

Figure 5. Examples of commercial electrolarynx. (From Ref. 5.)

Figure 4. Electrolarynx speech. (From Ref. 6.)

Figure 3. Oesophageal speech. (From Ref. 6.)



Since 1960, surgical technique has been improved and a
number of different types of prosthesis have been invented
that take the importance of reproducing a voice that is
similar to the original voice into account.

Tracheoesophageal puncture (TEP) or fistula with a voice
prosthesis is the most popular of the new techniques, and has
become the standard method of voice restoration after lar-
yngectomy. However, it is usable only for selected patients.

Singer and Blom introduced the first TEP in 1980 (7,8).
Theaimwastocreateapermanentfistula (punctureorshunt)
into the posterior tracheoesophageal wall between the tra-
chea and the esophagus tract, so the pulmonary air can shunt
from the airway into and up the esophagus. In this way, the
vibration of the anatomic structures produces a noise.

A removable or fixed one-way type prosthesis can be
positioned in the fistula.

The removable, or nonindwelling, prosthesis (Bivona,
Blom-Singer duckbill) can be removed daily for cleaning by
the patient, and is taped to the peritracheostomal skin.
Figure 10 shows a photo of two Bivona valves; lengths
differ in order to adapt the prosthesis to the patient.

The fixed, or indwelling, prosthesis cannot be removed
daily, but is surgically placed in the fistula under local
anesthesia. The operating principle of this type of prosthe-
sis (known as a phonatory valve or voice button) can be
explained with reference to Fig. 11.

Pulmonary air can be pushed through the valve into the
esophagus for speech during expiration in two ways: by the
laryngectomee, who covers the tracheal stoma with a finger
(bottom left, Fig. 11) or automatically by a tracheostoma
breathing valve (bottom right, Fig. 11).
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Figure 9. The Briani prosthesis. (From Ref. 3.)

Figure 10. Example of removable prosthesis (Bivona).

Figure 8. The Caselli prosthesis. (From Ref. 3.)

Figure 7. The Gussembauer prosthesis. (From Ref. 3.)

Figure 11. Speech with phonatory prosthesis. (From Ref. 6.)



The tracheostoma breathing valve contains an elastic
diaphragm installed in a peristomal housing, which permits
normal respiration during silent periods. Expiratory air for
speech shuts off the pressure-sensitive diaphragm, and is thus
diverted through the valve into the esophagus. This device
eliminates theneed formanual stomaocclusionduringspeech.

In both cases, air from the lung reaches the esophagus
and causes the mucosal tissue tovibrate. The resulting
sound can be modulated by the mouth, teeth, oral cavity,
and so on, to produce the new voice.

Most speakers that have prosthesis do not have difficul-
ties with articulation, rate of speech, or phonatory duration.

If esophageal speech depends on gulping or trapping air
using the phonatory valve, the resulting speech depends on
expiratory capacity. Voice quality is very good, and may
resemble the ‘‘original’’ voice.

Poor digital occlusion of the tracheostoma as well as
poor tracheostoma valve adherence allows pulmonary air
to escape from the stoma prior to its diversion through the
prosthesis into the oesophagus for voice production. In fact,
the bleeding off of pulmonary air limits phonatory duration
and, therefore, the number of words that can be spoken.

The one-way valve design of the prosthesis prevents
aspiration (of food and liquid) from the esophagus to the
trachea. An example of a phonatory valve is shown in
Fig. 12 (11,12). The prosthesis illustrated in this sketch
consists of an air-flow tracheal entry, whereby an endo-

tracheal retention collar is connected to the mucosa (or
tracheal flange), a hollow cylindrical tube (whose length
depends on the patient’s physical characteristics) connect-
ing the trachea to the esophagus, an endoesophageal
flange, and a dome (or hat) that closes the proximal endoe-
sophageal end of the tube. Via the razor-thin slit (or
esophagus exit), the hat enables airflow to pass from the
trachea to the esophagus when there is a positive differ-
ential pressure, and prevents the reverse flow of liquid (or
food) when the differential pressure becomes negative. The
arrows represent the airflow paths.

Hat shape and the extension of the razor-thin slit can
differ according to valve type. The razor-thin slit may be
located at the base of the hat (Staffieri, Groningen low
pressure), at the center of the hat (Panje, Groningen
standard), or inside the hollow tube (Provox, Blom-Singer).

Though valve geometry and shape may vary, the oper-
ating principle remains the same.

Several commercial prostheses are shown in Fig. 13:
from left to right, they include the Staffieri, Groningen
standard, Groningen low pressure, Panje, and Provox types.

Fixed and removable prostheses are available in differ-
ent lengths, which usually range from 6 to 12 mm to enable
the surgeon to select the dimensions that are best suited to
the patient’s physical characteristics, for example, poster-
ior tracheoesophageal wall thickness.

To compare valve performance in the laboratory, most
authors use valve airflow resistance (7,11), which is defined
as the ratio of pressure to flow-rate. Figure 14 show an
example of resistance versus flow-rate characteristics
obtained with experimental tests on commercial valves (11).

Low resistance allows air to pass freely though the
prosthesis with little effort on the part of the patient, and

LARYNGEAL PROSTHETIC DEVICES 233

Figure 12. Sketch of phonatory valve or prostheses.

Figure 13. Examples of fixed commercial prosthesis. (Staffieri,
Groningen standard, Groningen low pressure, Panje, Provox).
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is thus the most favorable condition. Different materials
have been used for phonatory prostheses. For indwelling
prostheses, silicone rubber is the material of choice, though
other materials such as polyurethane have also been used.
The most significant problem affecting voice prostheses is
the formation of a thick biofilm on the esophageal surface, as
the esophageal environmental around the prosthesis pro-
vides ideal growing conditions for bacteria, fungi, and yeast.

In this area, secretions from the trachea, the mucous
membranes in the oropharynx and esophagus, and saliva
from the oral cavity create an optimal ‘‘pabulum’’ for
microorganisms, which can thus adhere to the prosthesis
surface. Though biofilm does not lead immediately to valve,
malfunction, colonies growing around the prosthesis can
increase airflow resistance, blocking the valve or prevent-
ing it from closing correctly. This causes saliva to leak from
the oral cavity through the esophagus lumen. The biofilm
also grows into the valve material (silicone rubber).

Massive microorganism growth is more frequent in
indwelling prostheses than in non-indwelling types, as
the latter are regularly removed and cleaned.

The first step of this colonization is the formation of a
very thin layer of organic origin, called a conditioning film.
Microorganisms adhere to the thin layer of saliva condi-
tioning film on the inner esophageal surface of the device
and form the first stratum of biofilm, which is nearly
impossible to eradicate. There are few methods for redu-
cing the growth of bacteria and fungi: One possibility is to
apply (through oral instillations) antimycotic drugs that
reduce biofilm formation and increase prosthesis life
(1,2,7,8,13,14). The valve has a limited life, varying from
�4 to 8 months. After this period, the valve must be
removed and changed in an outpatient procedure because
of a dysfunctional mechanism caused by the biofilm, which
causes food and liquids to leak from the esophageal area to
the trachea.

Figure 15 shows a new Provox valve (left) and a Provox
valve after eight months of use by a patient (right). Silicon
rubber deterioration caused by microbial action and adher-
ent deposits of microorganisms is clearly apparent.

Current work with voice prostheses focuses on improv-
ing their aerodynamic characteristics (low airflow resis-
tance) and developing more resistant materials that can
extend the life of the device. For the patient, in any case,
the most important thing after a total laryngectomy is to be
hopeful: a prosthesis can provide a new voice, improving
the quality of life.
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INTRODUCTION

Ridley’s implantation (1949) of the first intraocular lens
(IOL) marked the beginning of a major change in the
practice of ophthalmology. The IOLs are microlenses
placed inside the human eye to correct cataracts, near-
sightedness, farsightedness, astigmatism, or presbyopia.
There are two types of IOLs: anterior chamber lenses,
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Figure 15. Provox valve: (a) new and (b) old.



which are placed in the anterior chamber of the eye
between the iris and the cornea, and posterior chamber
IOLs, which are placed in the posterior chamber behind the
iris and rest against the capsular bag. Procedures for
implanting the IOLs and technologies for manufacturing
them in various sizes, thicknesses, and forms as well as
with various materials progressed tremendously in the last
decade. Multifocal IOLs are one of the important signs of
this progress. While monofocal IOLs, the most commonly
used, are designed to provide clear vision at one focal
distance, the design of multiple optic (multifocal) IOLs
aims to allow good vision at a range of distances.

INTRAOCULAR LENSES: WHAT AND WHY?

An intraocular lens, commonly called IOL, is a tiny arti-
ficial lens implanted in the eye. It usually replaces the
faulty (cataractous) cristalline lens. The most common
defect of the natural lens is the cataract, when this optical
element becomes clouded over. Prior to the development of
IOLs, cataract patients were forced to wear thick coke
bottle glasses or contact lenses after the surgery. They
were essentially blind without their glasses. In addition to
IOLs replacing the crystalline lenses, a new family of IOLs,
generally referred to as phakic lenses, is nowadays subject
of active research and development. (Phakos is the Greek
word for lens. Phakic is the medical term for individuals
who have a natural crystalline lens. In Phakic IOL surgery,
an intraocular lens is inserted into the eye without removal
of the natural crystalline lens.) These IOLs are placed in
the eye without removing the natural lens, as is completed
in cataract surgery. They are used to correct high levels of
nearsightedness (myopia) or farsightedness (hyperopia).

An IOL usually consists of a plastic lens with plastic side
struts called haptics to hold the lens in place within the
capsular bag. The insertion of the IOL can be done under
local anesthesia with the patient awake throughout the
operation, which usually takes <30 min in the hands of an
experienced ophthalmologic surgeon (Fig. 1).

HISTORICAL OVERVIEW

The idea of the IOL dates back to the beginning of modern
cataract surgery when Barraquer developed keratomileu-
sis (1). However, the first implantation of an artificial lens
in the eye was probably attempted in 1795 (2). References
to the idea of the IOL before World War II in ophthalmic
literature are rare. There has been mention of limited
animal experiments using both quartz and plastic material
performed in the 1940s, but nothing had come of these
efforts (3).

The most important step toward the implantation of
IOLs came as a result of World War II pilots, and the
injuries sustained when bullets would strike the plastic
canopy of their aircraft (Fig. 2), causing small shards of
plastic to go into their eye. In the late 1940s, Howard Ridley
was an RAF ophthalmologist looking after these unfortu-
nate pilots and observed, to his amazement, little or no
reaction in cases in which the material had come from

Spitfire planes. He then concluded the poly(methyl metha-
crylate) (PMMA) material of the canopies (windshield) was
compatible with eye tissue (4). This observation sparked
the idea for inserting an artificial lens in the eye. Ridley,
who was convinced this lens should be placed in the poster-
ior chamber, designed a disk-shaped lens, much like the
natural lens, with a small peripheral flange allowing him to
hold the lens with forceps (4). The artificial lens, made
entirely of PMMA, weighed slightly > 100 mg in air and
was �8.35 mm in diameter. In several cases, he attempted
to implant the lens following intracapsular surgery using
the vitreous base for support (5). On November 29, 1949,
the first successful IOL implantation was performed at
St. Thomas Hospital in London (6,7). While far from
perfect, the procedure worked well enough to encourage
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Figure 1. Implantation of an IOL: Since the natural lens is left
undistrubed, theoperation ismuchsimpler thanacataractoperation.
The entire procedure consistsof making a small incisionat the edgeof
the cornea and placing the appropriate tiny plastic lens in the space
between the iris and the cornea, (the anterior chamber). Stitches are
used to close the incision.

Figure 2. Invention of the IOL: During World War II, Fighter
pilots were sometimes involved in accidents where the plastic
windshield (canopy) of their aircraft was shattered. Doctors
found that fragments of the canopy that entered the eye were
tolerated by the eye tissues. They might remain inside the eye for
years, and the eye would not react.



further refinement. Then, over a decade, Ridley implanted
several hundred IOLs (8).

Though Ridley was ahead of his time, his method was
subject to serious criticism. Complications were common
and failure rates > 50% were often contemporaneously
quoted. Fixation was dependent on the formation of adhe-
sions between the iris and the capsule. Several ophthal-
mologists strongly opposed to his procedure. Implantation
in the anterior chamber was technically easier and was
compatible with intracapsular surgery. Also, fixation could
be achieved at the time of implantation by adding haptic
struts to the lens that could be wedged into the angle. The
first anterior chamber lens was implanted by Baron in 1952
(8).

To make intraocular lens implantation safe, develop-
ments in lens design and surgical techniques were
required. Lens implantation did not become widely adopted
as an integral part of cataract surgery until the 1980s. Key
advances were the introduction of viscoelastic fluids to
protect the cornea during implantation and flexible haptics
to enhance long term stability of the IOL (9).

With traditional single vision monofocal IOLs, people
generally experience good vision after surgery at a single
focal point, either near or at a distance. The multifocal IOL
(10) was designed in the mid-1990s to provide a full range
of vision with independence from glasses in most situa-
tions.

Besides, the invention of phakic lenses is no less impor-
tant than Ridley’s invention. These IOLs were introduced
by Strampelli (11) and later popularized by Barraquer in
the late 1950s (12). Phakic IOLs are becoming more pop-
ular because of their good refractive and visual results and
because they are easy to implant in most cases (13). In the
beginning, the design was a biconcave angle-supported
lens. These lenses were abandoned following serious angle-
and endothelium-related complications. By the late 1980s,
Baikoff (14,15) introduced a myopia lens with Kelman-type
haptics (16). This design had many problems, leading to its
design modification a number of times. Fyodorov, the
inventor of radial keratotomy (17), introduced the concept
of a soft phakic lens in the space between the iris and the
anterior surface of the crystalline lens (18).

Based on earlier works of Worst, winner of the Bin-
khorst Award for innovation in ophthalmology in 1976,
Fechner introduced phakic myopia lens of iris claw design
in 1986 (19). This IOL is then referred to as Worst–Fechner
lens (20). Many companies around the world manufactured
it in various models. Today, people usually identify it by the
name of Artisan IOL.

MATERIAL OF THE IOL

Many factors, such as the optical quality of the system of
the eye (aberrations, . . .), presence of inflammation, cost, and
wound size, depend on the material and the form of the IOL.

From the point of view of flexibility, there are two
families of IOLs: foldable and inflexible lenses. Foldable
IOLs are generally made of acrylic or silicone. They can be
rolled up and inserted through a tube with a very small
incision not requiring any stitches. Inflexible IOLs, typi-
cally made of PMMA, require a larger incision because they
are unfoldable. Most lenses are biconvex, thus optically
equivalent upside down. However, most lenses have hap-
tics which are generally angled to push the posterior optics.

Four basic materials are used for IOLs: PMMA, silicone,
acrylic and collamer. Other materials are also used. For
example, some manufacturers replace silicon by a hydro-
philic biocompatible polymer, called collamer. Many IOLs
have been made from PMMA plastic, the same plastic the
original hard contact lenses were made of. Silicon IOLs are
foldable. Folding an IOL allows it to be inserted through a
smaller incision. A smaller incision heals faster and
induces less postop astigmatism. Some foldable lenses
are now being made of acrylic plastic. While acrylic and
silicone lenses are very popular, PMMA is the time-tested
material but, as stated above, requires a large incision.
Silicone oil is also a problem for silicone IOLs in that the
view of the fundus can be severely degraded. This is less so
for PMMA and hydrophobic acrylic IOLs and least for
hydrophilic acrylic. Although this is a relative contraindi-
cation for silicone IOLs in the face of significant vitreor-
etinopathy, a solvent exists that eliminates the problem
(21). Collamer is a new hydrophilic material just recently
released that has shown some interesting properties. It has
been shown to exhibit less internal reflectance than other
lens materials including silicone, acrylic, and PMMA (22).
It reduces the risk of long-term inflammation (23). Table 1
summarizes the characteristics of the four materials.

VARIOUS PARAMETERS FOR IOLs

Are age, race, and sex important parameters for IOL
implantation? Age at which surgery is performed turned
out to be of great importance (24–28). The ideal age should
be at around 18 years when the refraction stabilizes.
However, in specific circumstances, in the interest of the
minor patient, the parents and the surgeon can opt to
perform phakic lens implantation at an earlier age. Studies
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Table 1. Four Commonly Used IOLs Materials and their Advantages and Drawbacks

Material Flexibility Advantages Drawbacks

PMMA Rigid Low cost, less inflammation, long-term experience,
good bicompatibility

larger incision, not foldable

Silicone Foldable Smaller incision, injectable high cost, more inflammation,
cannot use with silicon oil

Collamer Foldable Smaller incision, less inflammation, very good bicompatibility high cost, short term experience
Acrylic Foldable Smaller incision, less inflammation, high refraction

index (thin IOL), good bicompatibility
high cost



of the suitable age of IOL implantation in children have
been carried out (24). A 3-year-old child has been qualified
with IOL implantation, the child younger than 9 years old
should be implanted with a normal adult IOL and then
corrected with glasses, and a child after 10 years old should
be directly implanted with a proper dioptric IOL (24). Some
researchers evaluated the influence of cataract surgery on
the eyes of children between 1 and 5 years old. They
concluded that cataract surgery, either extraction with
or without IOL implantation, did not retard axial elonga-
tion in children above 1 year old (25). Comparisons between
children with congenital or developmental lens opacities
who underwent extracapsular cataract extraction and chil-
dren with normal eyes have been carried out (26). The
pattern of axial elongation and corneal flattening was
similar in the congenital and developmental groups to that
observed in normal eyes. No significant retardation or
acceleration of axial growth was found in the eyes
implanted with IOLs compared with normal eyes. A myopic
shift was seen particularly in eyes operated on at 4–8 weeks
of age and it is recommended that these eyes are made 6 D
hyperopic initially with the residual refractive error being
corrected with spectacles (26).

To our knowledge, IOL implantation does not depend on
race and sex.

OPTICAL QUALITY

Two optical qualities are distinguinshed: the intrinsic
optical quality of the IOL and the optical quality of the
system of the eye including the IOL. Many factors, such as
the material and the geometrical profile of the IOL, influ-
ence the intrinsic quality of this optical element. Axial shift
(decentration), transversal rotation (not around the optical
axis), and deformation (mechanical stresses, . . .) of the IOL
are examples of factors affecting the optical quality of the
whole system of the eye even in case the IOL alone is a
perfect optical element. Thus, the optical quality of the IOL
is certainly important. However, for vision, the determi-
nant factor is the optical quality of the whole system of the
eye in which the IOL is implanted. Several studies have
been undertaken to assess the optical quality of the IOL
and the optical quality of the whole system of the eye.
Before progressing in this section, let us briefly introduce
the notion of optical quality.

Aberrations

Stated in wave optics, the system of the eye should trans-
form the input wavefront into a perfect convergent sphe-
rical wavefront that has the image point as center (29–31).
Note that an optical wavefront represents a continuous
surface composed of points of equal phase. Thus all image-
forming rays, which travel normal to the exit spherical
wavefront, meet in the focal point in phase, resulting in
maximum radiant energy being delivered to that point. In
reality, this situation never occurs. The rays modified by
the optical system do not converge entirely to a common
point image. For one object point correspond several image
points that form a blurred image. This deviation from the
ideal case is called optical aberration, or merely aberration,

and is a measure of the optical quality of the system.
Aberration can be quantified either with respect to the
expected image point or to the wavefront corresponding to
this ideal point. If the real output wavefront is compared to
the ideal one, it is called the difference between them
wavefront aberration (29). All human eyes suffer from
optical aberrations that limit the quality of the retinal
image (32–36). Several metrics have been proposed to
measure the optical quality of the system of the eye
(37–41). Let us return back to IOLs now. Optical quality
of multifocal IOLs will be treated in the section devoted to
this kind of lens.

Optical Quality of the IOL

The optical quality of IOL was the subject of intensive
studies. Several common but some contrasted results have
been obtained. An exhaustive study goes beyond the scope of
this document. We limit our attention to some recent results.
Tognetto et al. (42) evaluated the optical quality of different
IOLs by using an optical test bench. The purpose of the study
wastoevaluatetheopticalqualityof IOLsandnot toevaluate
the optical performance of these lenses once implanted.
Three randomly acquired samples of 24 different models of
foldableIOLswerecompared.Theconclusionisthatdifferent
IOLs can transmit different spectra of spatial frequencies.
The best frequency response was provided by acrylic IOLs,
particularly those with an asymmetrically biconvex profile.
This could be due to a reduction of optical degradation
providedbythis typeofprofile.A lenswithahigher frequency
response should create a better quality of vision once
implanted, and the frequency response should therefore be
considered when choosing the intraocular lens model (42).

Negishi et al. (43) evaluated the effect of chromatic
aberrations in pseudophakic eyes with various types of
IOLs. Their results show that longitudinal chromatic aber-
rations of some IOLs may degrade the quality of the retinal
image. They concluded that attention must be paid to the
detailed optical performance of IOL materials to achieve
good visual function.

In a comparative study (44), Martin found that the
collamer IOL reduced the number of induced higher order
aberrations when compared with acrylic and silicone lenses.
Indeed, he found that the collamer IOL has 55–117%
fewer induced higher order aberrations than acrylic or
silicone materials. As a consequence, it produces less
postop glare. He concluded the collamer lens provides
clearer vision than the other lenses.

Optical Quality of ARTISAN Lenses

Brunette et al. (45) evaluated the optical quality of the eye
before and after the insertion of an ARTISAN phakic
intraocular lens for the treatment of high myopia (range
�20.50 to �9.75D). Consecutive patients implanted with
the ARTISAN lens by a single surgeon were prospectively
enrolled. One eye per subject was tested. The wavefront
aberration was calculated from images recorded with a
Hartmann-Shack sensor (46,47). The PSF and the MTF
were also computed from the wavefront aberration. It was
concluded that preliminary data using the Hartmann–
Shack wavefront sensor have not revealed a tendency
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toward deterioration of the optical performance following
the insertion of an ARTISAN lens for the treatment of high
myopia. The Hartmann–Shack sensor is a useful tool for
the objective assessment of the image optical quality of eyes
with a phakic intraocular lens.

MULTIFOCAL IOLs

Unlike the natural lens, the curvature of current intrao-
cular lenses cannot be changed by the eye. Standard
intraocular lenses provide good distance vision, and the
patient needs reading glasses for near vision. Newer
bifocal intraocular lenses give distance vision in one area
and near vision in another area of the vision field. How
does it work?

The basic idea consists in providing a lens with two
posterior focal points instead of one. The IOL is no longer
monofocal. It becomes bifocal. Two solutions are possible:
refractive or diffractive bifocal lens. A third solution con-
sists in combining both approachs together.

Diffractive Lenses

The idea comes from the principle of the Fresnel zone plate.
It consists in designing a binary diffractive phase element
so when the incident wave comes across this diffractive
element, all the resulting waves, coming from all points of
the zone plate, arrive in phase at a certain (focal) point.
They then superimpose constructively, yielding a focusing
behavior. As shown in Fig. 3, waves traveling along various
segments arrive in phase at the focal point since the optical
paths differ by a multiple of the wavelength. To fulfill this
condition, the thickness d is chosen so that it introduces a
phase shift of p: d ¼ ð2k þ 1Þl=½2ðn� 1Þ� (optical path:
ð2k þ 1Þl=2). In Fig. 3, k ¼ 0, yielding d ¼ l=½2ðn� 1Þ�,
where n is the refraction index of the diffractive lens.
The radii of the rings (Fig. 3) verify the following rule:

rm ¼
ffiffiffiffi
m
p 
 r1 ¼

ffiffiffiffiffiffiffiffiffiffi
ml f
p

, where r1 is the radius of the smallest
circle and f is the focal length. Without grooves on the
diffractive, the waves traveling along the segments, repre-
sented by dashed lines in Fig. 3, would arrive in phase
opposition with respect to other waves. In reality, the
binary form (two phase levels) of the diffractive lens does
not fully ensure the condition of coming in phase at the
focal point. For rigor, several phase levels are required
(Fig. 4). In general, the diffraction efficiency h, which is
defined as the ratio of the focused energy to the incident
energy, increases with the number of phase levels L accord-
ing to the following formula (48): h ¼ sin2ðp=LÞ=ðp=LÞ2.
Using two phase levels (binary), only 41% of the energy
is focused. The rest is scattered in space. A four level
diffractive lens focuses 81% of the input energy (it scatters
only 19% of the incident energy).

To obtain a bifocal diffractive lens, we need to focus rays
on two focal points at distances f1 and f2. It can be done by
providing two series of zones (rings). The first series, the
inner one, involves radii verifying r

ð1Þ
m ¼

ffiffiffiffiffiffiffiffiffiffiffi
ml f1
p

(with
m ¼ 1,2,. . ., M), whereas the radii in the second series,
the outer one, satisfy the condition r

ð2Þ
p ¼

ffiffiffiffiffiffiffiffiffiffiffi
pl f2
p

(with
p ¼ Mþ1,. . ., P). To obtain a multifocal diffractive lens,
we need more series of radii.

Refractive Lenses

An alternative to obtain a multifocal length consists in
modifying the surface profil of a conventional biconvex lens
so that it provides two or more different focal points for
light convergence. The technique consists in designing a
spherical refractive surface that has additional refracting
surfaces to give a near add (Fig. 5), or a near and inter-
mediate add. The principle of multifocal refractive lenses is
illustrated in Fig. 6a. Refractive IOLs with several focal
points are commercialized in various models. For example,
one of the models includes five refractive zones targeting
distance, intermediate and near vision (Fig. 6b). The IOL
uses continuous aspheric optics to ensure that 100% of the
light entering the eye reaches the retina. The lens uses five
concentric zones with the first, third, and fifth zones being
far dominant and second and fourth zones being near
dominant (49). The light distribution is arranged so that
50% of light is distant focussed, 13% is focussed for inter-
mediate vision and 37% for near vision. The near add
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Figure 3. Binary diffractive phase element: Fresnel zone plate.
Waves traveling along various segments arrive in phase at the
focal point since the optical paths differ by a multiple of the
wavelength. To fulfill this condition, the thickness d is chosen
so that it introduces a phase shift of p: d ¼ (2k + 1) l/[2(n�1)]
(optical path: (2k + 1) l/2): In the figure, k ¼ 0.

Figure 4. Bifocal hybrid refractive/diffractive IOL: Anterior
surface broken up into a refractive zone and a second zone
composed of concentric diffractive rings.



comprises of 3.5 dioptre intraocular power equivalent to a
2.75–2.85 add in the spectacle plane (49).

Optical Quality of Refractive and Diffractive Lenses

This discussion will be limited to some recent results. Pieh
et al. (50) compared the optical properties of bifocal dif-
fractive and multifocal refractive intraocular lenses. The
IOLs were manufactured by different companies. A model
eye with a pupil 4.5 mm in diameter was used to determine
the point spread function (PSF) (30,51) of the distance focus
and near focus of the IOLs to compare them with PSFs of
foci of corresponding monofocal lenses. For interpreting the
PSFs the through focus response, the modulation transfer
function (MTF) (51), and the Strehl ratio (51) were eval-
uated. They concluded the modulation transfer functions

reveal comparable properties for distance vision and a
superiority of the bifocal diffractive lens over the refractive
multifocal lens for near vision. This mean due to the fact
that the incoming light is distributed over different zones
in the refractive lenses.

Hybrid Lenses

Diffractive and refractive optics (Fig. 4) can be combined.
In this type of lens, the basic spherical refractive surface is
broken up into a refractive zone and a second zone com-
posed of concentric diffractive rings. This combination of
zones creates two different focal points for light conver-
gence, one for near objects and one for distant objects.
Hybrid IOLs are basically bifocal lenses (Fig. 4). The usual
strategy has been to have a distance component with a near
component targeting the usual near distance. However,
multifocal hybrid lenses are possible.

IOLs AND ACCOMODATION

New research into accommodating intraocular lenses indi-
cates that many patients who get these implants will enjoy
good distance and near vision (52). The first hint that
intraocular lens implants could accommodate came back
in 1986, when Thornton used A-scan biometry to report on
anterior movement of a three-piece loop IOL (53). He found
that this forward movement allowed some patients to have
good uncorrected distance and near vision simultaneously.

The mechanisms of presbyopia remain incompletely
understood. A review of the variety of such mechanisms
has been presented by Atchison (54). Accommodation in the
youthful, phakic human eye is accomplished by contraction
of the ciliary body and subsequent release in the resting
tension of the zonular fibers by which the crystalline lens is
suspended, resulting in increased lens curvature (55–57).
The weight of current evidence seems to suggest that
although some loss of ciliary body action might contribute
to reduced accommodation (58), significant ciliary body
function persists into advanced maturity, and that loss
of lens and capsule elasticity in concert with changes in the
geometry of zonular attachments are probably most culp-
able in producing the distress of presbyopia (59). If so,
replacement of the crystalline lens with a lens that
responds to ciliary body contraction should restore accom-
modative function (60). Attempts to replace the crystalline
lens by refilling the capsular bag with appropriately
deformable gels have been made (59,61,62). McLeod et al.
aimed at designing an accommodating intraocular lens with
extended accommodative range that can be adapted to
current standard phacoemulsification and endocapsular
implantation technique (60). They concluded that a dual
optic foldable IOL design can increase the optical effect of a
given displacement and suggests improvements for accom-
modating intraocular lenses.
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INTRODUCTION

Tendons and ligaments are fibrous connective tissues that
play a mechanical role in the stability and locomotion of
the body by transmitting tension. Unlike muscle, which
actively contracts, ligaments and tendons are passive.
Tendons transmit mechanical forces from muscle to bone,
whereas ligaments join bone to bone. Both tendons and
ligaments contain relatively few cells (1), and their extra-
cellular matrices are made up of several components.
These components are combined in various proportions,
and with different organizations to give mechanical prop-
erties appropriate to the function of the particular tendon
or ligament. There have been a number of reviews in recent
years covering specific ligaments, for example, in the rabbit
(2), or tendons, such as the human achilles (3), or aspects of
their behavior such as healing and repair (4). In this
article, the emphasis is on properties the ligaments have
in common, which will provide an insight into how and why
they behave as they do. This will be based around their
functioning as fiber-reinforced materials whose properties
are regulated by the cells they contain that produce and
maintain the extracellular matrix.

First, this article considers the components of the tissue,
not from a biochemical point of view, but as components

that may be combined to produce mechanically stable
materials. The constituents are considered in terms of
the matrix in which are embedded fibers of collagen and
varying amounts of elastin. Following this is a discussion of
the ways these components interact in ligaments and
tendons to yield composite materials with the required
mechanical properties. A consideration of some of the ways
in which ligaments and tendons may be damaged, and the
mechanisms by which they might recover or be repaired,
leads to a final, brief review of their surgical replacement. A
small section on work being conducted in order to produce a
tissue engineered ligament and tendon is also included.

COMPONENTS

Tendons and ligaments are composed primarily of collagen
fibers surrounded by a matrix. Here the matrix refers to all
the materials that surround the collagen fibers providing
both structural support and a medium for diffusion of
nutrients and gases. Note this is in contrast to its use in
biological terms in which it generally includes the fibrous
components. The matrix contains proteoglycans and adhe-
sive glycoproteins and is highly hydrated (typically 65–80%
water) (5,6).

Collagen

Collagen fibrils are able to reinforce the weak matrix
because of their much greater stiffness and strength in
tension (7). The collagen molecule is a long, stiff rod made
up of three polypeptide chains wound as a triple helix
structure (8). Each fibril is like a rope in which linear
molecules are packed together with their axes parallel,
within a few degrees, to the fibril axis. Molecules are held
together by covalent cross-links so that the fibril is very
strong in tension. The regular arrangement of molecules
along the axial direction in a fibril gives rise to the char-
acteristic periodicity of 67 nm, which may be seen in
electron micrographs (Fig. 1). Although to date, 21 geneti-
cally different types of collagen have been identified, types
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Figure 1. Electronmicrographof collagenfibril fromrat tail tendon
stained with uranyl formate showing characteristic banding pattern
repeated every 67 nm. Micrograph courtesy of Dr D. P. Knight.



I and III fibrous collagens dominate in tendons and liga-
ments.

There is a heirarchical structure within tendons (9) that
has been reviewed often [e.g., (10)], and that appears to
have been based on an earlier description of keratin. In this
model, collagen molecules are arranged successively into
microfibrils, subfibrils, fibrils, and fascicles that are finally
packed into the tendon sheath. Evidence for micro- and
subfibrils is still equivocal, but a principal mechanical
structure is the fibril. These generally have a unimodal
distribution of diameters in the newborn, typically a few
tens of nanometers, but assume a bimodal distribution in
mature tendons and ligaments with mode diameters typi-
cally �100–300 nm (11,12). The ends of fibrils are rarely
seen in electron micrographs, and even when they are seen,
it is not clear whether they are artifacts of sectioning.
Fibrils appear to grow by end-to-end addition of short
fibrils and there is evidence from 12-week old mouse skin
that fibril tips may eventually fuse with the central region
of other fibrils to create a meshwork (13). It is not known
whether this happens in tendon or ligament or whether the
fibrils are as long as the tendon or ligament. Fibrils are
arranged into fascicles, which are�80–300 mm in diameter
and these have a ‘‘crimped’’ morphology that is seen most
clearly using polarized light (6,9). This crimp is generally
described as a planar zigzag with a sharp change in direc-
tion of the collagen fibrils with a periodicity of �200–
300 mm (Fig. 2). On application of a tensile load, initial
elongation of the fiber requires a relatively low stress
because it simply leads to removal of the crimp (14,15).
Once the crimp is removed, the fibers become very stiff.
This crimp structure, which is also found in ligaments,
explains the characteristic shape of the stress–strain curve
for ligaments and tendons (14).

There are many studies of the mechanical properties of
tendon and ligament. Most tendons have similar proper-
ties, because of their role transmitting forces from muscle
to bone and the need to do this most efficiently (16–19). In
contrast, every ligament has unique properties that fit it to
its function at that particular site in the body. These may
range, for example, from the highly extensible ligamentum
flavum, helping control spinal posture, to the relatively
stiff cruciate ligaments in the knee. Most information on
the mechanical properties of collagen has been inferred
from experiments on tendon; and though they contain a
large proportion of collagen, �70–80% of the dry weight,
the fibrils are surrounded by matrix, and therefore

the tissue is really a composite material (6). This makes
it difficult to separate the behavior of the individual
components.

Proteoglycans

The proteoglycans found predominantly in tendon and
ligament belong to the small leucine-rich proteoglycan
(SLRP) family; decorin, biglycan, lumican, and fibromodu-
lin though there are small amounts of the large proteogly-
cans aggrecan (20,21) and versican (21,22). The SLRPs all
comprise a repeating structure that is rich in leucine
residues, between 13 and 16% of all residues (23). They
are present in different tissues in differing amounts and
appear at different stages of development (24). Their func-
tion is poorly understood though gene knockout studies in
mice have shown marked osteopenic effects on bone, skin
laxity, and irregular collagen fibers in tendon (25). Most of
these SLRPs have one or two glycosaminoglycan (GAG)
chains of varying lengths attached, generally either der-
matan sulfate or chondroitin sulfate, which can interact
electrostatically with collagen (26,27). The proteoglycan
decorin has been found to be localized in the tissue to a
specific region of a collagen fibril (28). It is also reported to
play a regulatory role in collagen fibrillogenesis, by affect-
ing fibril radius (13), and increases the strength of uncross-
linked fibers (29,30). In regions where tendons pass over
bone and are subjected to compressive loading in addition
to tension, a fibrocartilaginous tissue containing large
amounts of aggrecan and biglycan develops (31,32). The
adhesive glycoproteins include fibronectin and thrombos-
pondin (33–35), both of which contain possible attachment
sites for cells. In humans, these were reported to be more
common in the tendon sheath than in the fibrous bulk (36)
and fibronectin was found to be up-regulated at sites of
injury (34).

The matrix is weak in shear; that is, if it is loaded in
compression, it tries to slide out sideways unless it is
contained. This behavior may be readily seen in jelly (Jello
in the United States) and is not surprising given its high
water content, since fluids simply flow when sheared. It is
not easy to measure the shear strength of matrix. Proteo-
glycans at similar concentrations have a very low shear
strength (37); however, matrix may be stiffer than this
because of the interactions between its macromolecular
components. An analysis of the behavior of tendon suggests
that its matrix would have a shear modulus of �100 kPa
(38). Because of this low stiffness in shear, the matrix alone
is not well suited to bearing loads. Also, its proportion in
ligament and tendon is quite low, �10–20% of the dry
weight. The ways in which matrix may transmit stress
to the fibers and prevent crack propagation will be dis-
cussed later.

Elastic Fibers

Electron microscopy reveals the presence of elastic fibers in
ligaments and tendons (39,40). Elastic fibers have two
components; elastic fiber microfibrils and elastin. The
microfibrils have a diameter of 10–12 nm and consist of
glycoproteins. Elastin is composed of mainly hydrophobic
nonpolar amino acids with a high content of valine (41).
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Figure 2. Schematic diagram of the crimp structure in collagen
fibers seen from the side. (a) relaxed state [this is grossly
exaggerated; the true crimp angle (u) is �158]. As the fiber is
stretched, the crimp straightens out (b) until at strains of a
�0.03, the fiber becomes straight (c), at which point it becomes
much stiffer.



Elastic fibers are highly extensible, they do not creep and
their extension is reversible at high strains. Their mechan-
ical properties are thus very different from collagen. Most
of our knowledge of elastic fibers comes from experiments
on ligamentum nuchae, a ligament from the cervical spine,
which contains �70% elastin by dry weight (42). Elastin
closely resembles a rubber in many respects and its
mechanical properties are certainly very similar (43). Pur-
ified samples of ligamentum nuchae will extend to roughly
twice their resting length before breaking.

The extensibility of a tendon or ligament depend in part
on the elastin content of the tissue. Ligamentum flavum,
from the spine, which may typically be strained to �50%
contains roughly 70% elastin, by dry weight (44), whereas
tendon, which works at strains <4% contains only 2%
elastic fibers by dry weight (1). It is fairly easy to see
why highly extensible tissues have a high proportion of
elastin, but not quite as easy to explain the presence of
elastic fibers in a relatively inextensible tissue such as
tendon. A clue is provided by some synthetic fibrous com-
posite materials that contain two different kinds of fiber
(45). Here a small proportion of strong, low stiffness fibers
added to the composite produces a material that is less
susceptible to failure under sudden application of load than
one that contains only stiff fibers; that is, it makes the
material less brittle. It may be that the small proportion of
elastic fibers in tendon provide some protection against the
sudden application of load that may occur, for example, if
an animal is startled.

Fiber–Matrix Interactions

The combination of strong fibers in a weak matrix leads to
materials that are less susceptible to mechanical damage
while maintaining a high proportion of the strength of the
fibers. In particular, they are less susceptible to sudden
failure than a homogeneous material would be; a property
called ‘‘toughness’’ (46). This composite nature has been
recognized for many years (6) and provides a theoretical
framework for understanding the properties of the tissues.
It also enables some useful comparisons to be made
between relatively simple synthetic composites and biolo-
gical tissues in which the complexities of composition and
structure make modeling very difficult. The aim is to obtain
an understanding of how the similarities in the tissues,
fibers in a matrix, enable them to function in general terms
before considering the differences (in composition, and
organization), which give them their specific properties.
The function of collagen fibrils and fibers in such a compo-
site is to withstand axial tension, since, like any rope, they
have little resistance compression and flexion (7). As the
tissue is stretched the matrix will try to flow and this will
exert a shear force along the surface of the collagen fibers
tending to stretch and orient them (7,47). This length
increase, which is normally expressed as a fraction of
the original length and is then termed ‘‘strain’’, leads to
a restoring force in the fiber that balances the applied force.
The behavior is rather like a loaded spring that stretches to
enable it to bear load, but returns to its relaxed length on
removing the load. Similarly, collagen fibers are able to
reinforce a tissue if they are oriented so that an applied

load tends to stretch them. The nature of the shear force
exerted by the gel is unknown, but two simple models,
those of elastic and plastic (or frictional) stress transfer,
have been used to investigate stresses in the fibers and the
force that has to be generated at the fiber surface to enable
them to function in this way (47–49). Fibers that are
shorter than the tissue are still able to provide reinforce-
ment (50). Some fibrils observed in tissues (51) and those
grown in vitro (52,53) appear to be tapered, rather than
having a uniform radius. Analytical and finite element
models of idealized single-fiber composites have shown
that tapered fibers have two distinct advantages over uni-
form fibers: the axial stresses within the fiber are more
uniformly distributed and they contain a much smaller
amount of material, though their effectiveness at reinfor-
cing is just as great. A more uniform stress within the fiber
means more of the fiber is carrying a significant stress, thus
making better use of the fiber, and avoids the generation of
stress concentrations that are potentially damaging and
could lead to fiber fracture. In addition, the volume of
material in a cone, for example, is only one-third of that
in a straight cylinder and, therefore, a tapered fiber incurs
a far smaller metabolic cost by the cells to produce it. In
straight-cylindrical fibers it has been calculated that inter-
actions at the fiber surface do not have to be great in order
to load fully the fiber. In tendon, assuming conservatively
only one interaction per 67 nm D-period, it was estimated
that fiber–matrix interaction forces of the order of only 10
pN was sufficient to load fully the fiber (47). These forces
are similar in magnitude to van der Waals forces or hydro-
gen bonds. This suggests that permanent bonds or covalent
interactions between fiber and matrix are not essential for
the mechanical functioning of the tissue though, of course,
it does not preclude them. Regulating the interaction
between fibers and matrix is clearly important in this
model of how the tissues function and decorin, as described
above, is a prime candidate for a role in this. Changes in the
concentration and orientation of collagen and its interac-
tions with the matrix have been used to explain the dra-
matic changes in a similar fibrous tissue, the uterine
cervix, that occur during parturition (54). The presence
of the matrix around the collagen fibrils is also important
when it comes to preventing crack propagation. This will be
considered in more detail in the context of the tissues
themselves.

LIGAMENT

Ligaments are short bands of tough, but flexible, fibrous
connective tissue that bind bones together and guide joint
motion, or support organs in place. The word ligament is
derived from the Latin word ‘‘ligare,’’ which means to bind.
Generally, ligaments can be classified into two major sub-
groups. There are those connecting the elements of the
skeletal system (usually crossing joints) and those connect-
ing other soft tissues, such as the suspensory ligaments in
the abdomen. This section only considers skeletal liga-
ments. The main function of the skeletal ligaments, such
as the anterior cruciate ligament (ACL) of the knee joint, is
to stabilize and control normal kinematics, to prevent
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abnormal displacements and rotation that may damage the
articular surfaces (2,55). At the insertion to bone, the
ligaments change from flexible ligamentous tissue to rigid
bone, mediated by a transitional zone of fibrocartilage and
mineralized cartilage. This helps to prevent stress concen-
tration at the attachment site by allowing gradual change
in stiffness (56,57).

Similar to tendon, ligaments are primarily composed of
collagen embedded in a weak matrix (7). The collagen
molecules in ligaments pack together to form fibrils and
the fibrils aggregate into larger fibrous bundles (2). As
described previously, the function of collagen fibrils is to
provide tensile reinforcing for the matrix. The proportion of
fibers within the ligamentous structure and the orientation
of the collagen fibers are the main factors that govern the
mechanical behavior of the tissue (7). In contrast to tendon,
there is commonly less collagen, which is less highly
oriented than in tendon, conferring a generally greater
extensibility to these tissues.

The collagen fibrils also prevent damaged tissues from
failing suddenly. For example, most ligaments do not tear
straight across when they are damaged (Fig. 3). Instead,
small tears in the matrix are diverted when they encounter
the strong collagen fibrils (see below on failure). There is
then a possibility that a damaged ligament can heal while,
in the meantime, retaining the ability to withstand some
load. Some ligaments, however, (e.g., the ACL), have a
limited ability to heal when ruptured and this means
that it often needs to be replaced or reconstructed when
ruptured. A brief summary of different options available
for treating ruptured ligaments will be presented in a
later section.

Unlike tendons that all have very similar composition,
structure, and function, the same cannot be said of liga-
ments, and it is far harder to make general comments
about their properties. Much less is known, too, about
the relationship between their structures and functions
as the arrangements of their collagen fibrils are more
complex than those in tendons (58,59). This greater com-
plexity is understandable when it is realized that the
function of a ligament is very dependent on its position
in the body; for example, the medial collateral ligament in
the knee of a sheep operates at strains of �0.02 (60),

whereas the ligamentum flavum of the human spine oper-
ates at strains of up to 0.6. Figure 4 shows that ligamentum
flavum is much less stiff than tendon.

It is not surprising that some ligaments contain a high
proportion of elastin (�60–70% of the dry weight), which
enables them to withstand the high strains to which they
are subjected without fracture (61). Ligaments are viscoe-
lastic, that is their properties are time dependent and they
appear stiffer if stretched more rapidly. These ligaments
exhibit hysteresis, that is, they lose energy on being taken
through a cycle of stretching and relaxing. Tkaczuk (61)
published a detailed account of the mechanical properties
of longitudinal ligaments from the human spine. These
deform elastically up to strains of�0.25, when the stress is
�5 MPa, and rupture at a stress of �20 MPa. Shah
et al.(62) also showed that, like tendons, the collagen fibers
are crimped and this crimp disappears at strains of �1.2–
2.8% depending on the ligament. When ligaments are cut
from the joint, they can often be seen to contract rapidly,
suggesting that they are held in a state of tension even
when the joint is in a relaxed state.
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Figure 3. (a) Video image showing a ligament
failing under tensile strain. (b) A schematic diagram
showing a longitudinal section through a fiber com-
posite illustrating how a weak matrix prevents crack
propagationfromonefibertoanotheranddissipatesits
energy by creating cracks in directions other than
across the composite.
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Figure 4. Comparison of force–strain curves obtained for
extension of tendon and ligamentum flavum.



Spinal ligaments provide a good example of the mechan-
ical function of ligaments in a joint (58). The longitudinal
ligaments and the ligamentum flavum act together with
the intervertebral disc to achieve a mechanically stable
joint and serve to limit its mobility. The ligamentum
flavum is almost twice as far from the axis of rotation in
forward bending as the posterior longitudinal ligament,
and hence it can be seen that it needs to be roughly twice as
extensible (58,63). This is partly explained by a higher
elastin and lower collagen content in ligamentum flavum
(61), but also by a less highly aligned organization of
collagen fibers (63). As the ligament is stretched, the fibers
become more highly aligned and this will increase the
stiffness of the tissue, that is its resistance to extension.
X-ray diffraction experiments have measured the spread of
orientations of fibrils in these ligaments and modelling has
shown how this decreases with increasing extension (47).
Figure 5 shows that the width of the distribution, Du, as
measured at half the peak height, is greater for ligamen-
tum flavum than posterior longitudinal ligaments. This
mechanism provides an explanation for the form of the
force–strain curve, shown in Fig. 4, One final point about
ligaments is that they have a nerve supply that makes
them potential sources of pain. It has also been suggested
that they may function as proprioceptors as part of a reflex
arc, that is, the ligaments would act as sensors to detect the
position of a joint and the information would then be used
to control the muscles around the joint thereby controlling
its movement and stability (64).

In summary, ligaments are composite materials con-
taining crimped collagen fibers that are prestressed in the
relaxed joint. They have a nonlinear stress–strain curve

and are viscoelastic. The collagen fibers are relatively
disoriented in the unstretched tissue and become more
highly aligned as the tissue is stretched. They often contain
a proportion of elastin. Their composition and structure
depend on their position in the body and their dynamic
behavior, that is, the change in structure with strain,
becomes more important.

TENDON

The function of tendon is to transmit the force generated by
a contracting muscle to the correct point of application on a
bone so as to manipulate a joint. Tendons are often pre-
ferable to direct attachment of muscle to bone because of
various functional requirements. Muscles have a low ten-
sile strength, defined as load at fracture per unit cross-
sectional area. This means that they must have a large
cross-sectional area in order to transmit sufficient force
without tearing. Around many joints (e.g., the fingers),
there is insufficient space to attach many muscles. The
muscle, therefore, is located further away and attachment
made by a tendon, which may be tens of centimeters long in
the hand and forearm. Tendons, therefore, need to be
strong, so that they can be relatively slender, and stiff,
so that the force developed by the muscle is transmitted to
the bone without energy being wasted on stretching the
tendon. A graph of force as a function of strain for a tendon
is shown in Fig. 6. This type of curve is obtained by
subjecting the tendon to various forces and recording the
amount by which the tendon is stretched, and many of
the early studies have never been bettered (6,9,18,40,65).
The steepness of the stress–strain curve is a measure of the
stiffness of the material. Figure 6 shows that for small
strains the tendon requires very little force to stretch it but
thereafter it stiffens considerably. The stress at this point
is �10 MPa, which is several orders of magnitude greater
than the stresses needed to shear the matrix (6). If the
stiffness did not increase, a muscle would continue to
stretch the tendon and the force would not be transmitted
to the bone.

Tendons are believed to function in the body at strains
up to �0.04 (66,67). Beyond this strain, a tendon does not
return to its original length when the applied stress is
removed. A tendon will break at strains of �0.1 (67). The
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initial stages of tendon extension involve straightening the
crimp of the collagen fibers described previously.

The energy stored in the stretched tendon is given by the
area under the stress–strain curve, as shown in Fig. 7, and
it is this energy that must be used to create a tear in the
tissue. This energy is lower in a material with a J-shaped
stress–strain relationship than if, for example, it were
linear. Minimizing the energy available to cause a fracture
in this way gives the tissue a property known as resilience,
that is, a tendon does not suddenly fail if it is overloaded—
unlike a steel wire. While the crimped collagen fibers are
being straightened, the weak matrix must be sheared.
Because of the fluid-like nature of the matrix, it tends to
flow. The rate of flow depends on the force applied to it and
the amount of flow is greater the longer the force is applied.
The result is that tendons are ‘‘viscoelastic’’ (18,38,68). The
effect of the rate at which force is applied to the tendon is
shown in Fig. 8.

This time dependence of mechanical behavior leads to a
phenomenon known as ‘‘creep’’. For example, when a load
of 10 N was applied to a human flexor digitorum tendon,
the initial strain was 0.015, but 100 s later under the same
load, the strain had increased to 0.016 (69). Thus, if a

tendon is stretched rapidly, the matrix has less chance
to flow and creep in the material is less resulting in the
tendon being stiffer as shown in Fig. 8. Viscous flow of the
matrix also provides a mechanism for dissipating energy;
more work is done in stretching a tendon than is recovered
when the tendon is allowed to relax. This phenomenon is
known as hysteresis and is illustrated in Fig. 9. The beha-
vior of a tendon is therefore intermediate between that of
a steel wire that stores all the energy used to stretch it, and a
viscous liquid that simply flows to a new position and does
not store any of the energy put in to cause it to flow.

MEASURING THE PROPERTIES OF LIGAMENTS
AND TENDONS

To quantify the physical properties of ligaments and ten-
dons, mechanical testing of bone–ligament/tendon–bone
complexes is often performed (70–73). That this method
is often used is partly due to the difficulty in testing
isolated ligaments and tendons. Ideally, testing isolated
ligaments and tendons would provide measures of the
material properties of the tissue alone, but such tests
are complicated by difficulties in effectively securing the
cut ends (2). Putting the free ends in clamps often results in
stress concentrations at the grips, which may contribute to
premature failure. Although the use of bone–ligament/
tendon–bone complexes still provides more secure clamp-
ing, it also increases the difficulty of separating the proper-
ties of the ligament from those of the insertion sites. When
such complexes are subjected to tensile loading, the result-
ing load-displacement curve represents the mechanical
properties of the bone–ligament/tendon–bone complex as
whole rather than specifically about the material that
makes up the ligament or tendon.

In order to obtain the material properties of the liga-
ments, one needs to measure their length (to calculate
strain from deformation divided by original length) and
cross-sectional area (to calculate stress from applied force
divided by original area). From stress–strain curves mate-
rial properties such as Young’s modulus (slope of stress–
strain curve), maximum stress, maximum strain, and
energy density (area under stress–strain curve) can be

246 LIGAMENT AND TENDON, PROPERTIES OF

Strain

S
tr

es
s

Figure 7. Schematic of stress–strain showing energy stored in a
stretched tendon.

0 0.02 0.04 0.06
Strain

S
tr

es
s

Figure 8. Schematic stress–strain curves for tendon to show the
effects of different loading rates. These curves correspond to slow
loading (continuous curve) and rapid loading (dashed curve).

Strain

st
re

ss

Figure 9. Stress–strain curves for tendon that is stretched
(continuous curve) and then relaxed (dashed curve), showing
hysteresis; that is, not as much energy is recovered on relaxing
as was initially used to stretch the tissue.



determined. Special devices such as buckle transducers
(74) and Hall-effect displacement transducers (75) have
been used to measure ligament strains during testing. The
drawback of such devices is that they rely on direct contact
with the tissue sample and that may influence the results.
Optical analysers have also been employed as a noncontact
method to measure ligament strains (2). However, inac-
curacies may occur because the irregular dye blobs used as
markers change shape on stretching making it difficult to
define unique points. Another technique that has been
employed to measure strain is the use of video dimension
analyser (VDA) (76,77). This method requires no direct
contact with the specimen, but relies on a recorded video
image.

The irregular and complex shape and geometry of liga-
ments and tendons also make it difficult to measure their
cross-sectional area. Although flexible callipers, which are
able to follow contours better, have been used to measure
ligament cross-sectional areas (2), they still require con-
tact, and this results in errors in measurements. Other
investigators have calculated the cross-sectional area of a
known length of ligament from measurements of its den-
sity by floatation in a mixture of xylene and carbon tetra-
chloride (78). A number of noncontact methods, such as the
use of a rotating microscope (79), use of the VDA (80) and
the laser micrometer (81) have also been employed to
measure the cross-sectional area.

When mechanical properties of ligaments and tendons
are being determined, it is important to consider the rate at
which they are loaded since they are viscoelastic, that is,
their mechanical properties depend on the rate at which
they are deformed (82–86). This sensitivity to strain rate
means that ligaments and tendons exhibit properties of
stress relaxation (decreased stress with time under con-
stant deformation) and creep (increased deformation with
time under constant load) (87,88).

Because of the complex geometry of tendons and liga-
ments, the orientation of the specimens during mechan-
ical testing affects their physical properties and the
manner in which they fail, and should therefore be taken
into account when performing mechanical tests. Torsion
has been implicated as a factor in the rupture of the ACL
during sporting injuries (89–91). Cyclic loading has also
been found to lower the yield point or soften the ligament
by increasing its compliance (decrease the slope of the
linear region of the stress–strain curve) (55). Azangwe
et al. (92) showed that, when combined, tension–torsion
loading affects both structural and mechanical properties
of anterior cruciate ligaments.

LIGAMENT AND TENDON FAILURE MECHANISMS

Since ligaments and tendons consist of collagen fibers
reinforcing a weak matrix, it is reasonable to compare
their behavior under tensile loading with that of synthetic
fiber-reinforced composites, since their failure mechan-
isms are well established. This section describes some
of the modes of failure of fiber-reinforced composites
and how they are related to those of the ligaments and
tendons. Detailed accounts of failure modes of synthetic

fiber-reinforced composites can be found in textbooks, for
example, Agarwal and Broutman (45), and Kelly and
Macmillan (50). When a material is subjected to any kind
of loading, it can absorb energy by two basic mechanisms:

1. Material deformation.

2. Creation of new surfaces.

Material deformation occurs whenever a material is sub-
jected to load. However, if the energy supplied is suffi-
ciently large, cracks may be initiated. Whether they
propagate depends on the relative amounts of energy
required to create new surfaces compared with that stored
in the deformed matrix. For brittle materials such as glass,
the energy required to create a new fracture surface is
small and though only a small amount of deformation takes
place, this is elastic and the associated energy is sufficient
to propagate the crack. This means that brittle materials
have a low energy-absorption capability. On the other
hand, for ductile materials, large plastic deformations
occur, which dissipate energy, resulting in large energies
being absorbed rather than being available to drive a
fracture. This finding shows that the total energy-absorb-
ing capability or ‘‘toughness’’ of a material can be enhanced
by increasing either the length of the path of the crack
during separation or the material-deformation capability.
In metals, the latter mechanism frequently occurs and
metallurgical processes are developed to maintain ducti-
lity. In composites, replacing low energy-absorbing consti-
tuents with greater energy-absorbing constituents can
enhance the toughness.

As is the case with many materials, failure in a fiber-
reinforced composite emanates from small inherent defects
in the material. Several failure events may occur during
the fracture of a fiber reinforced composite material,
such as,

1. Microcracking of the matrix.

2. Separation of fibers from the matrix (debonding and
pull-out).

3. Breaking of fibers,

Forcing a crack to take a longer path is the main mechanism
encountered in fiber composites to increase toughness. In
fibrous materials, when a matrix crack encounters a strong
fiber placed perpendicular to the direction of crack propaga-
tion, if the crack cannot cross the fiber because it is too
strong, the crack is forced to branch to run parallel with the
fiber (Fig. 10). If the crack goes right around the fiber, this
may result in fiber debonding, and pull-out, that is, becom-
ing detached from the matrix and pulled out leaving fiber
ends showing as the material is stretched. In many cases
the surface area produced by secondary cracks is much
larger than the area of the primary cracks. This may
increase the fracture energy many times and is an effective
way of increasing the toughness of composites or the total
energy absorbed during fracture. Fibers may eventually
fracture when their strength is exceeded. For most
synthetic fiber-reinforced composites, fibers are separated
by matrix and therefore are unable to pass energy directly
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from one to another, hence it is unlikely that they all fail
together. Collagen fibers in ligaments are similarly sepa-
rated by the matrix, and hence the transmission of stress
from fiber to fiber in the ligament is indirect (7). The
situation is more complicated in biological tissues because
of the complexity of the components and their arrangement
within the tissue and because of the possibility of repair. It
seems reasonable to assume that a crack will start first in
the weak matrix rather than in the strong collagen fibers.
It is unlikely that the crack will spread into a fibril, as
previously discussed, but it will be deflected by the fibrils
into new directions.

It appears that tendons and ligaments can continue to
withstand stress long after they are damaged, but before
complete fracture occurs (70,71,93). However, since
damage implies an irreversible change, at least until the
biological repair process begins, the tissue will not return
to its original dimension when the stress is removed. When
testing bone–tendon/ligament–bone complexes, an addi-
tional failure mode may occur at the ligament insertion
to bone. For example, the ligamentum flavum tears at the
enthesis, the junction with the bone, leaving virtually no
possibility of natural healing (72). Fortunately, this injury
does not appear to occur in vivo and can occur in isolation or
in combination with other failure modes. As mentioned
previously, most ligaments appear to be prestressed within
the body so that if they are severed or avulsed they retract
and the damaged ends are no longer in contact. This makes
it very difficult for cells within the tissue then to bridge the
gap by synthesizing new matrix.

The tearing of tendons is a fairly common injury, though
rupture of the tendon tends to occur at the junction with
bone. Healing of torn tendons in humans is slow, and is not
always improved by surgical intervention (3). Healing
starts with the invasion of cells into the damaged area
that first lay down fine, poorly oriented collagen fibrils (94).
These fibrils later increase in diameter and become increas-
ingly oriented as the cell population drops and the structure
becomes more akin to that of the original tendon (95).

Damage to and repair of ligaments follows a very similar
pattern to that described for tendons. A point to note in all

this is that there are differences in healing characteristics
between different ligaments. The ACL of the knee joint, for
example, appears to have a poor healing capacity when
injured prompting the need for reconstruction. At the
junctions of ligaments to bone, the fibers of the ligament
become more compact, then cartilaginous and finally cal-
cified before finally merging into the bone and there are
changes in cell phenotype and expressed proteins (96,97).
This complex structure reflects the difficulty of attaching a
tough, flexible material to a hard, brittle one.

LIGAMENT AND TENDON REPAIR

Because of the slow rate of healing of certain ligaments and
tendons, their reconstruction with synthetic materials has
been attempted, with varying degrees of success, for many
years (98). The area of prosthetic materials and methods is
so vast that only a very brief survey will be attempted here.
The main approaches that have been tried are replacement
using tissues taken from another part of the body, or from
an animal, and complete substitution by a synthetic mate-
rial. None of these approaches has so far proved entirely
satisfactory. Success rates of 80–90% are reported for both
techniques (99–101), but some long-term studies have
shown that this success rate may fall to 40–50% after
�5 years (102) and there are reports of high, �50%, inci-
dence of degenerative change (101,103). Friedman et al.
(104), reviewed the autogenous reconstruction of the ACL
using patellar tendon, iliotibial band, gracilis tendon, semi-
tendinosus, or meniscus that gives some idea of the range
of tissues that have been tried. Unfortunately, most repairs
stretch with time resulting in loss of stability (105); this is
probably due to the differences in structure and mechan-
ical properties between the original tissue and the replace-
ment, described earlier. If the replacement tissue is
stretched too much while being fixed in position, it may
be irreversibly strained.

Early attempts at the synthetic replacement of liga-
ments and tendons, using silk, for example, were not
successful. These prostheses were intended to be perma-
nent, but had not the strength and fatigue resistance to
withstand the millions of cycle of loading imposed on them
during the lifetime of the recipient. More recently polyester
(106), carbon fiber (107,108), or various combinations of
synthetic materials and autogenous tissue have all been
tried but still seem not to overcome this particular problem
(103,109,110).

Another approach that is currently being explored for
augmenting or reproducing ligaments and tendons is that
of tissue engineering (111,113), though this has not yet
reached the stage of clinical utility. These techniques may
include the developmentof biodegradable scaffolds, on which
it is hoped to encourage cells from the patient to grow a
replacement tissue (113), and growth factors (114) and their
introduction into the tissue using gene transfer (112,115).

SUMMARY

Tendons and ligament are connective tissues subject pri-
marily to tensile forces. They comprise crimped collagen
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Figure 10. Model of crack tip in a fiber-reinforced composite
showing how a crack may propagate Fibers become debonded
from the matrix and are pulled out as the crack widens.



fibrils and some elastin embedded in a weak matrix. Col-
lagen fibers in tendon, composed of bundles of fibrils, are
highly aligned along the direction of applied force. The
initial structural response to the application of force is
straightening of the crimp, which occurs at a strain of
�2%, after which the tendon stiffens considerably. Higher
strains are not immediately reversibly and may lead to
structural damage to the tissue. The function of the crimp
appears to be to minimize the energy stored in the
stretched tissue thus reducing the energy available to
cause fracture. Many ligaments can be stretched more
than tendons, because of their more complex collagen fibril
organization and, sometimes, the high proportion of elastin
present. Tendons and ligaments are viscoelastic; they do
not store all the energy used to stretch them, their response
to load depends on the rate at which it is applied, and they
continue to deform even if the applied load remains con-
stant. Because a lot of energy is required to produce a large
fracture surface, they do not break easily, that is, they are
tough materials. Because some ligaments do not heal well
when injured, there is a need to replace them. However,
success in this area is still limited. Future replacements
may include tissue engineered ligaments.
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INTRODUCTION

Several methods of transduction are available to convert
physiological events into electrical signals. Basic physio-
logical variables are first converted by sensing elements
into variables that can easily be measured by available
transducers. One such transducer, the linear variable
differential transformer, commonly abbreviated as LVDT
(some manufacturers designate it as LDVT — linear differ-
ential voltage transformer), is used to convert mechanical
displacement into proportional electronic signals. LVDTs
are capable of measuring physiological variables, such as
displacement, pressure, force, and acceleration, which are
either available in the form of a linear displacement or can
be converted into such movement.

THEORY

An LVDT is an inductive electromechanical transducer
that uses a primary (energizing) coil and two series-
opposed secondary coils. This mode of connecting the
secondaries serves to mutually cancel out the secondary
voltages. In this popular configuration, due to Shaevitz (1),
the primary winding is symmetrically placed with respect
to the secondary windings on a cylindrical former. The
former surrounds a free-moving rod-shaped magnetic core,
which provides a path for the magnetic flux linking the
coils (Fig. 1). The magnetic core is connected to a sensing
device like a movable diaphragm. Movement of the sensor
induces core movement, which in turn produces voltage
variations that are measured directly.

When the sliding magnetic core is in the central (null)
position, the electromotive forces (emfs) generated in the
secondaries are equal, and the net output voltage, e0 is,
therefore, zero. Movement of the core from this central
position causes the mutual inductance (coupling) for one
coil to increase and the other coil to decrease. The ampli-
tude of the output voltage, e0, being the difference between
the emfs in the two secondaries, varies approximately
linearly with the position of the core on either side of
the null position (Fig. 2). The differential secondary con-

nection in the LVDT causes the phase of the output voltage
to change by 1808 as the core passes through the null
position. The output voltage, e0, is generally out of phase
with the excitation voltage, ei. The phase shift is dependent
on the frequency of ei, and each LVDT has a particular
frequency at which phase shift is zero.

FABRICATION

The LVDT features essentially frictionless measurement
and long mechanical life, because there is no mechanical
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Figure 1. Schematic of the cutaway view of an LVDT showing the
core, primary coil, and two secondary coils: (ei) excitation voltage;
(e0) output voltage.

Figure 2. Output voltage of an LVDT as a linear function of core
position.



contact between the enclosed coil assembly and the sepa-
rate freely moving core within the coil assembly (Fig. 1).

A typical alternating current (ac) LVDT core consists of
a uniformly dense cylindrical slug of a high permeability
nickel–iron alloy. The core is internally threaded to accept
nonmagnetic core rods from an external sensing or actuat-
ing element. The core moves within a cylindrical coil
assembly. Hollow cores are employed when a low mass
core is desired. Recently, researchers have developed light-
weight glass-covered amorphous wire cores that can be
used to fabricate high sensitivity LVDTs with good
mechanical and corrosion resistance (2). The primary
and secondary windings are spaced symmetrically by wind-
ing them on a slotted cylindrical former. To avoid material
corrosion or insulation leakage, the windings are impreg-
nated with an insulating varnish under a vacuum. The
coils are encapsulated in epoxy for further mechanical and
moisture protection. Magnetic or ferromagnetic materials
in the proximity of an LVDT can disrupt its magnetic field.
The magnetic field of an LVDT may also induce eddy
currents into nonmagnetic materials in its vicinity. These
currents in turn would create a magnetic flux that would
interfere with the LVDT output. These problems are
avoided in practice by enclosing the LVDT in a case fab-
ricated from an alloy, a high permeability iron, or a stain-
less steel. The LVDT assembly is then mounted in a C- or
split block. LVDTs that can measure rotational movement
are also available.

In addition to the ac LVDTs described in the previous
sections, direct current (dc) LVDTs are also available (3,4).
These LVDTs, in addition to having all the advantages of ac
LVDTs, possess the simplicity of dc operation. They consist
of two integral parts: an ac-operated LVDT and a carrier
generator–signal conditioning module. The small carrier
system eliminates the need for the ac excitation, demodu-
lation, and amplification equipment required for conven-
tional ac LVDTs. This cuts down the cost and reduces the
volume of LVDT instrumentation; dc units can be battery
operated or be supplied by a simple dc power supply (3,4).
Also, any dc meter can be employed to read the LVDT
output. These advantages, coupled with the small size of
the dc LVDTs, make them attractive for use in hospitals
and other medical environments.

The LVDTs have several advantages and a few disad-
vantages (3–6) as briefly reviewed next.

1. Essentially frictionless operation and long mechan-
ical life: As described in the previous section, the
LVDT has no moving mechanical contact between
the moving core and the windings. This ensures that
LVDTs have a fast dynamic response as no additional
load apart from the core mass is imposed on the
measured event. In addition, this helps LVDTs to
have a long, essentially infinite, mechanical life.

2. Good in hostile environments: LVDTs can be man-
ufactured to withstand the vagaries of chemical
corrosion and extremes of temperature and pres-
sure. This is facilitated by the separation between
the core and windings of the LVDT. Only a static
seal is required to isolate the coil assembly from
hostile environments.

3. Extremely high resolution: LVDTs can respond to
extremely small displacements. Microdisplacement
LVDT transducers capable of measuring displace-
ments down to 100 pm have been fabricated (7).

4. Null repeatability: The null position of an LVDT is
very repeatable, even with large temperature varia-
tions.

5. Input–Output isolation: Since the primary and sec-
ondary windings are isolated from each other, the
signal ground can be isolated from the excitation
ground.

6. Cross-axis rejection: The LVDT is only responsive to
axial core motion. Cross-axis motion induced by con-
ditions such as jarring or continuous vibration will
not affect the LVDT output.

7. Overtravel damage resistance: As the LVDT core
can pass completely through the coil assembly, the
transducer is inherently immune to damage from
unanticipated overtravel that can be encountered in
applications where materials or structures can yield
or fail.

8. Absolute output: Unlike a lot of other transducers
that are incremental output devices, LVDTs are
absolute output devices, that is, the displacement
information from an LVDT is not lost if the system
loses power. When the measuring system is restarted,
the LVDTs output value will be the same as it was
before the power failure occurred.

All these advantages, in addition to their reasonable
cost, have made the LVDT an attractive displacement
measurement technique. However, LVDTs for use in med-
ical applications have the following disadvantages: (1)
They require a constant amplitude excitation of high fre-
quency. (2) They cannot be used in the vicinity of equip-
ment that creates strong magnetic fields.

LVDT INSTRUMENTATION

Instrumentation normally used with an ac LVDT should
perform the following functions (3,4).

Excitation

An LVDT needs an ac input of constant amplitude at a
frequency that is not readily available. Hence, an oscillator
of the appropriate frequency has to be connected to an
amplifier with amplitude regulation on its output.

Amplification

As in the case of most transducers, the low level outputs of
LVDTs require amplification. One procedure for amplifica-
tion employs two steps: (1) use of an ac carrier–amplifier
before demodulation; and (2) a dc amplifier after the demo-
dulator (3,4).

Demodulation

As discussed earlier, the output of an LVDT remains
proportional to the displacement while it undergoes a
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phase shift of 1808 when the core goes through the null.
When this LVDT output is connected to a voltmeter, the
meter will register the same reading for equal amounts of
core displacement on either side of the null position. This
lack of directional sensitivity has to be overcome if one has
to tell to which side of the null the core is displaced. Two
techniques can be used to confer directional sensitivity on
an LVDT output. In one technique, the core is offset, and
the operation is centered on a position other than the null
point. In this case, the output signal either increases or
decreases. The other procedure uses a phase-sensitive
demodulator (also called a detector). Several such devices
are available and are discussed in detail elsewhere (8). The
simplest forms employ diode rectification while the com-
plex forms involve synchronous demodulation. Figure 3
shows the block diagram for an LVDT employing a series
1000 oscillator–demodulator supplied by Trans-Tek, Inc. (9).

The demodulator confers directional sensitivity on its
input (output of the LVDT), which is either in phase with,
or 1808 out of phase with, the carrier signal (10). The
demodulator output e0 is usually sent to a low pass filter
that will pass only the frequencies present in x and reject
all higher frequencies created by the modulation proce-
dure. Obviously, demodulation is not required if the LVDT
transducer is to be used only on one side of the null position.

Recent developments allow all LVDT support circuitry
to be accomplished using an inexpensive flexible field pro-
grammable analog array (FPAA). The FPAA consists of
‘‘configurable analog blocks’’ consisting of switched-capa-
citor op-amp cells surrounded by a programmable inter-
connect and I/O structure (11).

dc Power

Stable dc voltage sources are required for operation of the
electronics associated with LVDTs. The dc LVDTs avail-
able at the present time employ a microcircuit module
including all the electronics needed to provide ac excitation
to the primary of the LVDT and to demodulate and amplify
the analog LVDT signal. The module is mounted in tandem
with the LVDT and only increases the effective LVDT
length slightly.

Figure 4 shows the block diagram for a dc LVDT (9). The
oscillator produces a constant amplitude sine wave
excitation for the primary of the LVDT. A phase sensitive
demodulator and an RC filter network process the second-
ary coil output. Some dc LVDT modules are furnished with

a reverse polarity protector for the dc power input. dc LVDTs
are becoming increasingly popular due to their advan-
tages in the areas of calibration and signal conditioning.

SELECTION CRITERIA

Several criteria have to be considered in selecting a parti-
cular LVDT for a certain application (12). The manufac-
turer supplies several of these parameters as specification
criteria.

Total Stroke

Stroke-length specification in the selection of an LVDT for
a particular application is governed by the displacement to
be measured. LVDTs can be custom-made for either short-
(up to 0.01 m) or long-stroke (up to 1.5 m) operation;
however, cost of fabrication increases greatly with increase
in length, and lengths over 0.03 m may not be cost effective.

Linearity and the Nominal Linear Range

The output of an LVDT is a nearly linear function of core
position for a rather wide range on either side of the
balance (null) position (Fig. 2). A nominal linear range is
defined for an LVDT as the core displacement on either side
of the balance position for which the LVDT output as a
function of displacement remains a straight line. Outside
this range, the output starts to deviate gradually from the
ideal straight line in the form of a smooth curve. Linearity
of an LVDT is defined as ‘‘the maximum deviation from a
best-fit straight line (applied to a plot of LVDT output
voltage vs. core displacement) within the nominal linear
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Figure 3. Block diagram for an LVDT employing a series 1000 oscillator–demodulator supplied by
Trans-Tek, Inc. (Courtesy of Trans-Tek Inc.)

Figure 4. Block diagram of a dc LVDT. (Courtesy of Trans-Tek
Inc.)



range’’ (12). Linearity is usually expressed as a percentage
of the full scale. A typical LVDT has a linearity of about
�0.25%.

Sensitivity

The sensitivity of an LVDT is usually expressed as the
output in millivolts (or V) per 0.001 m core displacement
per volt input. Normally, both the input voltage and the
frequency are specified as well, because voltage sensitivity
may vary with frequency over a limited frequency range. A
typical miniature LVDT transducer has a sensitivity of
�8–200 mV out/0.001 m/V input.

Resolution

Resolution of an LVDT is the smallest core movement that
can produce an observable change in the voltage output
(12). With careful circuit design, displacements smaller
than 100 nm can be detected.

Armature Mass

The mass of the armature (core) of the LVDT should be
small so as not to unduly load the measured event. A
reduction in the length of the LVDT results in a reduction
in either the linearity or the maximum linear range,
whereas sensitivity increases.

Excitation Frequency and Voltage

The sensitivity of the LVDT depends on both the excitation
voltage and frequency. Normally, a sinusoidal voltage of
3–15 V rms amplitude and a frequency of 60 Hz–20 kHz is
used for the excitation of LVDTs. The sensitivity of an
LVDT increases with the excitation frequency, particularly
at the lower part of the operating frequency range (12).
Normally, an excitation frequency range of 1–5 kHz pro-
duces optimal LVDT operation.

Operating Environment

LVDTs have the advantage of being available in hostile-
environment-proof format. Transducers designed to with-
stand both high and cryogenic temperatures and high
pressures are available. Immersion-type LVDTs resistant
to corrosive liquids are also available. Normally, specifica-
tion criteria for an LVDT include information on the tem-
perature range of operation and the temperature coefficient.

Residual Voltage Output

The residual voltage output is the LVDT output when the
core is in the null position. This should ideally be zero;
however, the null voltages and the harmonics of the excita-
tion source do not cancel, resulting in a nonzero residual
output (12). In practice, the residual voltage is about 1% of
that obtained with maximum displacement.

Repeatability

Repeatability, the ability of the LVDTs to give the same
output if the core is displaced and returned to the

original position is an important consideration. LVDTs
with repeatability better than 100 nm are available for
some critical applications.

MEDICAL APPLICATIONS

LVDTs are used in medical applications and research to
measure physiological variables that are either available in
the form of a linear displacement or can be converted into
such movement. LVDTs for medical applications can be
readily fabricated in very small sizes with low mass cores.
This will ensure that only a negligible force is imposed on
the measured physiological event. Also, due to the low
alternating currents in the windings, negligible magnetic
load is imposed. When not in use, the core remains in the
null position, and no force is imposed on the measured
event. Even when the core is displaced from null, the load
imposed on the event is small. These advantages, coupled
with the general advantages of LVDTs discussed in the
previous paragraphs, make these transducers very attrac-
tive for physiological measurements.

One early application of LVDTs was in the fabrication of
invasive blood pressure measurement transducers (13).
These transducers consisted of three essential parts: (1)
a dome with pressure fittings, (2) a stainless steel dia-
phragm and core assembly, and (3) the LVDT coils. Pres-
sure transmitted via the catheter exerts a force on the
diaphragm. This causes a movement of the diaphragm,
which in turn manifests itself in a movement of the core
attached to it. Movement of the core of the LVDT creates a
proportional output that can then be recorded after suita-
ble electronic circuit processing. Catheter tip and implan-
table transducers employed the same principle (13).
However, these rugged LVDT blood pressure transducers
have been supplanted by cost-effective microelectromecha-
nical system (MEMS) type transducers (14).

Another application for LVDT transducers is in inden-
tation tests on tissue to determine mechanical properties.
The authors have developed an LVDT indenter for the
characterization of the mechanical properties of skin and
the underlying soft tissue (Fig. 5). The indenter uses a
loaded hemispherical tip coupled with a load cell-LVDT
system for simultaneously measuring both the force and
displacement during indentation tests. This information in
turn was used to evaluate soft tissue properties. Walsh and
Schettini (15) used a similar indenter to measure the
in vivo viscoelastic response properties of brain tissue.
Oculotonometers operating on the same principle and
designed to indent the corneoscleral shell use LVDTs to
measure deflections in the micrometer range (16). In
another similar application, Gunner et al. (17) used an
LVDT transducer-mounted extensometer to measure the
in vivo recoil characteristics of human skin. The device
consisted of two flat rectangular tabs, one fixed and
the other capable of rectilinear sliding motion, attached
to the test skin surface with double-sided adhesive tape.
This combination was attached to an LVDT displacement
transducer. Behavior of the skin resulting from the move-
ment of the tabs was converted by the LVDT into electronic
signals that were then analyzed to characterize the skin.

LINEAR VARIABLE DIFFERENTIAL TRANSFORMERS 255



Christiansen et al. (18) used a similar device for the
viscoelastic characterization of skin. These examples are
just a few of the myriad potential applications for LVDT
transducers in soft tissue characterization.

Several radiological and neurological devices have
incorporated LVDTs. For example, Laser Diagnostic
Technologies of San Diego, CA, incorporated a position-
sensing DC-DC LVDT into a scanning laser tomography
instrument designed for retinal topography (9). The stable
and repeatable DCDT output is part of a continuous
feedback loop in the scanner’s on-board logic control sys-
tem. Radionics, Inc., employed an LVDT in a sophisticated
modular probe drive used to support the precise implan-
tation of deep brain stimulating electrodes (9). The device
uses a push–pull cable drive mechanism to move the
carrier that guides the probe to the desired location in
the brain. The LVDT is mounted at the top of the mech-
anism and is used to accurately monitor probe position
(Fig. 6). The LVDT used in this application was sealed to
resist moisture and was modified to withstand the rigors
of steam sterilization.

LVDTs have been used in endocrinology and pharma-
cology to evaluate in vitro and in vivo contractile properties
of vascular smooth muscle. Erdos et al. (19) designed an

in vitro isotonic myograph employing an LVDT. The
device resembled a beam-type balance. One arm of the
device was connected to the contracting muscle specimen,
and the other arm was counterbalanced by a suspended
weight. Motion of the weight was translated via the move-
ment of an LVDT core into electronic signals.

Gow (20) employed a novel LVDT electronic caliper for
the continuous monitoring of arterial diameter changes
during pulsation. This low mass device was found to
possess a rapid response time with a natural resonant
frequency greater than 180 Hz. Shykoff et al. (21) used
LVDT measurements of changes in diameter of dorsal
hand veins to establish diameter, pressure, and compli-
ance relationships. LVDT-based devices have been used to
evaluate the in vivo vascular effects of drugs with the
dorsal hand vein technique (22). For example, Landau et
al. (23) used an LVDT-based device to evaluate the mag-
nesium-induced vasodilation in the dorsal hand vein. A
similar technique was used by Streeten and Anderson (24)
to measure venous contractile responses to locally infused
norepinephrine.

LVDTs have been used in numerous orthopedic and
dental devices. Chen et al. (25) used an LVDT bonded to
the mandibular first molars to quantify mandibular defor-
mation during mouth opening. Other possible medical
applications are the mapping of facial contours before
and after maxillofacial surgery and the profiling of spinal
deformation in abnormalities like scoliosis. Buhler et al.
(26) and Flamme et al. (27) used LVDTs to quantify
micromotion in orthopedic implants. Recently, Dong et
al.(28) incorporated an LVDT into a device for quantitative
assessment of tension in wires of fine-wire external orthopedic
fixators.

An LVDT was used to calibrate finger movements and to
correlate these movements with surface electromyograms
from the flexor digitorum superficialis muscles in the
forearm (29,30). This work was designed to develop tech-
niques for control of anthropomorphic teleoperator fingers

256 LINEAR VARIABLE DIFFERENTIAL TRANSFORMERS

Figure 5. An LVDT skin and tissue indenter. (Courtesy of N. P.
Reddy, J. Kagan and G. V. B. Cochran.)

Figure 6. Mechanism of modular brain probe drive showing the
LVDT used to help in precise electrode placement. [Courtesy of
Radionics (a division of Tyco Healthcare).]



using surface electromyographic signals obtained from the
forearm.

Wang et al. (31) used six spring-loaded LVDTs in an
experimental technique to measure three-dimensional (3D),
six-degrees-of-freedom motion of human joints. Rotary
LVDTs are useful for measuring joint angles. For measuring
3D rotations, rotary LVDTs are incorporated into six-
degree-of-freedom motion linkages.

As illustrated in the applications discussed above, LVDTs
are highly suited for biomedical device and research appli-
cations requiring accurate displacement measurements
with high resolution, input–output isolation, and cross-
axis rejection. Although LVDTs are being replaced by
miniaturized, cost-effective transducers utilizing advanced
fabrication technologies in many applications, their advan-
tages still render them excellent candidates for biomedical
applications.
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INTRODUCTION

The clinical introduction of shock wave lithotripsy (SWL)
by Chaussy in 1980 has revolutionized the way in which
patients with renal and ureteral calculi are treated. Shock
wave lithotripsy is a noninvasive method of fragmenting
stones located inside the urinary tract. Since its initial
introduction, SWL technology has advanced rapidly in
terms of the means for shock wave generation, shock wave
focusing, patient coupling, and stone localization. Despite
rapid technological advances, most current commercial
lithotripters are fundamentally the same; they produce a
similar pressure waveform at the focus, which can be
characterized by a leading shock front with a compressive
wave followed by a trailing tensile wave (Fig. 1). The
acoustic fields produced by different lithotripters differ
from each other in terms of the peak amplitudes of the
pressure waveform, pulse duration, beam size, total acous-
tic energy, and therefore, their overall performance.

Clinical experience has guided the technical development
of second and third generation lithotripters with the aim of
providing user convenience and multifunctionality of the
device, rather than on further understanding of how SWL
fragments calculi or injures surrounding renal tissue.
Furthermore, the evolution of lithotripter design thus far
has overwhelmingly relied upon the importance of the com-
pressive wave component of the shock wave (positive portion
of the sound wave), with almost total neglect of the contribu-
tion of the tensile component of the waveform. Consequently,

current lithotripters have suffered from inferior fragmenta-
tion rates compared to the original HM3 lithotripter.

In contrast, significant progress in SWL basic science
research has been made in the past 5 years to improve our
understanding of the primary mechanisms for stone com-
minution (fragmentation) and tissue injury. It is now
recognized that the disintegration of renal calculi in a
lithotripter field is the consequence of dynamic and syner-
gistic interaction of two fundamental mechanisms: stress
wave-induced dynamic fracture in the form of nucleation,
growth, and coalescence of preexisting microcracks inside
the stone (1) and cavitation erosion caused by the violent
collapse of bubbles near the stone surface (2,3). Similarly,
two different mechanisms have been proposed for SWL-
induced tissue injury: shear stress due to shock front
distortion (4) and cavitation induced inside blood vessels,
especially the expansion of intraluminal bubbles (5).

To understand how SWL fragments stones and causes
tissue injury, the basic components of current lithotripters,
the mechanisms behind stone fragmentation and kidney
injury, and clinical results of the original electrohydraulic
lithotripter in fragmenting kidney stones in patients will
be described. In addition, the future directions of SWL will
be reviewed based on current research that is investigating
ways to make lithotripters more efficient and safer.

HISTORY AND EVOLUTION OF SWL

Physicists at Dornier Systems, Ltd. and Friedrich Shafen,
Germany began experimenting with shock waves and their
travel through water and tissue in 1963. Throughout the
1970s, numerous experimental lithotripters were devel-
oped that used new methods of shock wave generation
and focusing as well as different techniques of stone loca-
lization. In addition, experimental studies were being per-
formed in vitro and in vivo (in animal models) examining
the effects of shock waves on various organs and tissues.

In 1980, Chaussy and associates successfully treated the
first human and reported their first series of 72 patients in
1982 (6). Subsequently, > 1800 articles have been published
in the peer-reviewed literature, detailing the use of SWL for
the management of renal and ureteral calculi. Moreover,
numerous second and third generation devices have been
introduced and are currently being used throughout the
world. To understand how SWL results in stone fragmenta-
tion, the fundamentals of this technology are reviewed.

SWL PRINCIPLES

Despite the tremendous number of lithotripters currently
available for fragmentation of renal and ureteral stones, all
of these devices rely on the same laws of acoustic physics.
Shock waves (i.e., high pressure sound waves) consisting of
a sharp peak in positive pressure followed by a trailing
negative wave are generated extracorporeally and passed
through the body to fragment stones. Sounds waves readily
propagate from a water bath or water medium into the
human body, due to similar acoustic impedances.

As a consequence, all lithotripters share four main
features: an energy source to generate the shock wave, a
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Figure 1. Pressure–time relationship of typical shock waves.
Typical pattern of a lithotripter-generated shock wave. The shock
wave is characterized by a leading positive or compressive
component (Pþ) followed by a negative or tensile component (P�).



device to focus the shock wave at a focal point, a coupling
medium, and a stone localization system. (Fig. 2a) The
original electrohydraulic lithotripter utilized a spark plug
energy generator with an elliptical reflector for focusing
the shock waves. A water bath transmitted the shock
waves to the patient with stone localization provided by
biplanar fluoroscopy. Modification of the four basic compo-
nents of this first generation lithotripter has provided the
development of second and third generation devices that
are currently available.

Shock Wave Generation and Focusing

While all lithotripters share the four aforementioned features,
it is the mode of shock wave generation that determines the
actual physical characteristics of that particular device. The
types of energy sources differ on how efficient they are in
fragmenting stones and how many treatments are required to
adequately treat the stone. Figure 2 diagrammatically

summarizes the three different shock wave generation
sources used in commercially available lithotripters.

Electrohydraulic Generator. In the original Dornier
HM3 lithotripter, the electrohydraulic generator (Fig. 2a)
was located at the base of a water bath and produced shock
waves by electric spark discharges of 15,000–25,000 V of
1 ms duration. This high voltage spark discharge produced
the rapid evaporation of water that created a shock wave by
expanding the surrounding fluid. The generator was located
in an ellipsoidal reflector that concentrated the reflected
shock waves at a second focal point, F2, with F1 being the
point of origin of the primary shock waves. While the HM3
continues to be the gold standard lithotripter for stone
fragmentation, the short half-life of its electrode results
in variable pressure between shocks the longer it is used.
In addition, minimal displacement of the electrode, as it
deteriorates at F1, results in displacement of the F2
resulting in inaccurate focusing of the shock wave on the
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Figure 2. Schematic of different shock wave lithotripters. (2a) Electrohydraulic lithotripsy. Spark
electrode generates shock wave which is focused at F2 by an ellipsoid reflector. In the original
electrohydraulic lithotripter, a water bath served as a coupling medium to allow passage of the
shock wave from the source (F1) to the patient and stone (F2). Fluoroscopy or ultrasound can be used
to focus to identify and focus the shock waves on the stone. 2b) Piezoelectric lithotripsy. Many ceramic
elements are arranged in a spherical pattern. When energy passes through them, they vibrate and
send shock waves through a coupling medium to the stone. 2c and d) Electromagnetic lithotripsy. An
electromagnetic coil (2c) or cylinder (2d) are stimulated to vibrate by passage of electric current. Their
shock waves are focused on the stone (F2) by an acoustic lens (2c) or a parabolic reflector.



stone. The need for frequent replacement of the electrode
increases the cost of electrohydraulic lithotripsy.

Piezoelectric Generator. Piezoelectric shock waves are
generated (Fig. 2b) by the sudden expansion of ceramic
elements excited by a high frequency, high voltage pulse.
Thousands of these elements are placed along the inner
surface of a hemisphere at the base of a pool of water. While
each of these elements moves only slightly in response to a
pulse of electrical energy, the summation of the simulta-
neous expansion of multiple elements results in a high
energy shock wave directed to the focal area, at the center
of the sphere. The shock wave is propagated through either
a small water basin or a water-filled bag to the focal point,
F2. The spherical focusing mechanism of the piezoelectric
lithotripters provides a wide area of shock wave entry at
the skin surface, which causes minimal patient discomfort,
but a very small focal area with the smallest amount of
energy at F2 compared to other energy sources (7). The
small focal area necessitates greater precision to focus and
fragment the stone inside the kidney.

Electromagnetic Generator. In electromagnetic devices
(Fig. 2c and d), shock waves are generated when an elec-
trical impulse moves a thin, spherical metallic membrane,
which is housed within a cylindrical shock tube. The result-
ing shock wave, produced in the water-filled shock tube,
passes through an acoustic lens and is thereby directed to
the focal point, F1 (Fig. 2c). The shock wave is coupled to the
body surface with a moveable water cushion and coupling
gel (8). Alternatively, when energy is passed through a
cylindrical coil, the resulting magnetic field pushes away
the surrounding cylindrical membrane producing a shock
wave that can be focused by a parabolic reflector (Fig. 2d).
While these devices produce reliable shock waves with
consistent pressures and focus on F2, they also produce
small focal regions that may result in reduced stone frag-
mentation and higher tissue parenchymal injury.

Shock Wave Focusing. Shock waves must be focused in
order to concentrate their energy on a calculus. The type of
shock wave generation dictates the method of focusing
used. Machines that utilize point sources, such as spark-
gap electrodes (electrohydraulic lithotripters), generate
shock waves that travels in an expanding circular pattern.
All of these machines use ellipsoid reflectors for focusing
shock waves at the second focal point, F2.

Since a single piezoelement produces a very small
amount of energy, larger transducers with multiple cera-
mic elements are required for piezoelectric lithotripters.
The array of elements is positioned in a spherical dish that
allows focusing in a very small focal region, F1. Finally, the
vibrating metal membranes of the electromechanical litho-
tripters produce an acoustical plane wave that uses an
acoustic lens for focusing the shock wave at F1.

Coupling Medium

The original Dornier HM3 machine utilized a 1000 L water
bath to transmit shock waves into the patient. This method
of patient coupling required unique positioning of the
patient, since the anesthetized subject had to be lowered

into the tub and the calculus accurately positioned at the
second focal point. Second generation lithotripters were
designed to alleviate the physiologic, functional, and eco-
nomic problems of a large water bath. Current models utilize
an enclosed water cushion, or a totally contained shock tube,
to allow simplified positioning and ‘‘dry’’ lithotripsy (9).

Stone Localization

Stone localization during lithotripsy is accomplished with
either fluoroscopy or ultrasonography. Fluoroscopy pro-
vides the urologist with a familiar modality and has the
added benefits of effective ureteral stone localization. How-
ever, fluoroscopy requires more space, carries the inherent
risk of ionizing radiation to both the patient and medical
staff and is not useful in localizing radiolucent calculi
(certain noncalcium-containing stones are not seen on
fluoroscopy or conventional radiographs).

Ultrasonography utilizes sound waves to locate stones.
These sound waves are generated at a source. When they
encounter different tissue densities, part of the sound wave
is reflected back and these reflected waves are used to
generate a two dimensional image that can be used to
focus the shock wave on a calculus. Sonography-based
lithotripters offer the advantages of stone localization with
continuous monitoring and effective identification of radi-
olucent stones, without radiation exposure (7). Addition-
ally, ultrasound has been documented to be effective in
localizing stone fragments as small as 2–3 mm, and is as
good or better than routine radiographs to assess patients
for residual stone fragments following lithotripsy (8). The
major disadvantages of ultrasound stone localization
include the basic mastery of ultrasonic techniques by the
urologist and the inherent difficulty in localizing ureteral
stones. While there are several systems that utilize both
ultrasound and fluoroscopy to aid in stone localization,
many commercially available lithotripters now use a mod-
ular design in which the fluoroscopy unit is not attached to
the lithotripter reducing storage space as well as allowing
use of the fluoroscopy unit for other procedures.

MECHANISMS OF STONE FRAGMENTATION

Due to recent advances made in the basic science of shock
wave lithotripsy, there is a better understanding of how
shock waves result in stone fragmentation. Both the posi-
tive and negative portions of the shock wave (Fig. 1) are
critical in stone fragmentation and also play a role in renal
tissue injury. The four mechanisms described for stone
comminution include compressive fracture, spallation,
cavitation, and dynamic fatigue. As the calculus develops
in vivo, it is formed by both crystallization of minerals as
well as organic matrix material. This combination forms an
inhomogeneous and imperfect material that has natural
defects. When the shock wave encounters this inhomoge-
neous structure, the force generated in the plane of the
shock wave places stress on these imperfections resulting
in compression-induced tensile cracking. This mechanism
is known as compressive fracture. Spallation, another
mechanism of shock wave induced stone fragmentation,
occurs when the shock wave encounters fluid behind the
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stone and part of the wave is reflected back onto the stone
placing tensile stress on the same imperfections.

Shock waves cause bubbles to form on the surface of the
stone. These bubbles grow during the negative or tensile
component of the shock wave. When the positive component
of the next wave passes, these bubbles violently collapse
releasing their energy against the stone surface as secondary
shock waves and/or microjets. This phenomenon, known as
cavitation, represents the third mechanism of stone fragmen-
tation. Dynamic fatigue describes the sum of accumulated
damage to the stone that coalesce to result in stone fragmen-
tation and eventually destruction of the stone (10,11).

CLINICAL RESULTS OF SHOCK WAVE LITHOTRIPSY

Because many experts continue to consider the Dornier
HM3 (the original electrohydraulic lithotripter, Dornier
MedTech America, Inc., Kennesaw, GA) the gold standard
in lithotripsy, the available clinical literature comparing the
Dornier HM3 (first generation) lithotripter to other commer-
cially available lithotripters is summarized in Table 1. This
type of summary does not truly allow a comparison between
different lithotripters currently in use. Yet, this comparison
demonstrates that modifications to second and third gen-
eration lithotripters have traded better patient comfort for a
lessening of stone free rates. This current clinical data has
been one of the driving forces behind the modifications that
are currently being investigated to improve SWL.

Summarized results of five large early series on the
clinical efficacy of SWL using the unmodified Dornier
HM3 lithotripter demonstrate stone free rates for renal
pelvis (RP), upper calyx (UC), middle calyx (MC), and lower
calyx (LC) stones were 76% (48–85), 69% (46–82), 68% (52–
76), and 59% (42–73), respectively. Stone free rates in these
series were better for smaller stones (0–10 mm) and RP
stones with relatively poorer stone free rates for LC stones.
In comparison, results of five large published series on the
Siemens Lithostar, a lower power machine demonstrated
stone free rates for RP, UC, MC, and LC stones of 69% (55–
80), 67% (46–90), 63% (43–82), and 60% (46–73). A compar-
ison of integrated stone free rates stratified by size in a
regression model of the HM3 and Lithostar found signifi-
cantly greater stone free rates across all stone sizes for the
HM3 lithotripter (11). While most studies have evaluated
the efficacy of SWL for adults, stone free rates with the HM3
are similar for children (21). The limited number of com-
parative studies of newer machines and the explosion in the
number of commercially available lithotripters makes it
difficult to assess their clinical efficacy.

While the HM3 has been shown to produce excellent
stone free rates for renal calculi, there continues to be
debate on the clinical efficacy of SWL for ureteral stones.
The main problem is that stones in the ureter are more
difficult to locate and therefore more difficult to target with
the shock wave. However, several studies have demon-
strated stone free rates close to 100% for the treatment
of proximal ureteral stones with SWL (22). However, stone
free rates appear to decline to 70% for mid-ureteral stones
for many lithotripters (23). Treatment of distal ureteral
stones with SWL typically involves a prone or a modified

sitting position to allow shock wave targeting of the stone
below the pelvic brim. Stone free rates of distal ureteral
stones with the HM-3 lithotripter have been as high as
85–96% (24). Endoscopic methods (ureteroscopy) can also
be employed for ureteral stones, especially those located in
the distal ureter with equivalent or better stone free rates.

While many of the lithotripters sighted in Table 1 are no
longer in clinical use or have been updated, these studies
clearly demonstrated several key points. The HM3 con-
tinues to provide equivalent and likely superior stone free
rates when compared to other lithotripters in studies.
While most commercially available lithotripters provide
acceptable stone free rates for stones located within the
kidney, these stones often require more treatment sessions
and adjunctive procedures to achieve the stone free rates of
the HM3 device. Additionally, success rates with all litho-
tripters declines the further the stone progresses down the
ureter and poses positioning challenges with alternative
methods indicated to remove ureteral stones.

TISSUE INJURY WITH CLINICAL LITHOTRIPSY

Clinical experience treating patients with SWL has demon-
strated that while SWL is generally safe, shock waves can
cause acute and chronic renal injury. This concept has been
confirmed by multiple animal studies and a few human
clinical studies (11). Originally, shear stress to the tissue
was believed to be the main cause of this renal injury.
However, recent studies have sugggested that SWL
induced renal injury is a vascular event induced by vaso-
constriction or cavitation-induced injury to the microvas-
culature (25). Additionally, this initial tissue damage may
promote further renal injury via the effects of free radical
production (26). Acute damage to the kidney appears to be
mainly a vascular insult.

While clinicians have long recognized the acute effects
of SWL, most have believed that there was no long-term
sequela to shock wave treatment. The> 25 years of clinical
experience with SWL serves as a testament to its safety
and effectiveness. However, several chronic problems may
develop as a consequence of SWL. Table 2 summarizes the
acute and chronic effects of SWL. Perhaps the most serious
long-term problem of SWL is the increased risk of hyper-
tension. A review of 14 studies on the impact of SWL on blood
pressure demonstrated that when stratified according to the
number of shock waves administered, higher doses of shock
waves seem to correlate with a greater likelihood of increased
rates of new-onset hypertension or changes in diastolic blood
pressure (11). The impact of hypertension on cardiovascular
disease including the risk of myocardial infarction, stroke,
and renovascular disease make this a serious long-term effect
that needs further investigation.

Three mechanisms of SWL induced tissue injury have
been reported: cavitation, vasoconstriction, and free radi-
cal induced tissue injury. Investigators have demonstrated
in vitro that cavitation bubble expansion can rupture
artificial blood vessels (5). Other investigators have shown
in animal models that cavitation takes place in kidneys
exposed to shock waves (27). While cavitation bubbles that
form on the stone surface contribute to stone fragmentation,
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Table 1. Literature Comparison of Lithotripters to Gold Standard Dornier HM3

Study Type Reference HM3 Compared to:

Stone
Location

Number of
Patients

Stone Free Rates
(SFR), %

Auxiliary
Procedures

Retreatment
Rate, % Comment

Prospective 12 Wolf Piezolith Kidney HM3: 334
Wolf: 378

HM3: 75Wolf: 72 HM3: 15.5
Wolf: 45

Wolf required more
retreatment, more shocks,
treatment rates
decreased dramatically
for ureteral stones
with Wolf

13 EDAP LT01 Kidney HM3: 500
EDAP: 500

HM3:77.2-90.4
EDAP: 42.5-87.5

> with EDAP More sessions, increased
shocks required
with EDAP

14 MFL 5000 Kidney 198 total HM3: 80MFL: 56 Increased subcapsular
hematoma and longer
treatment times
with MFL

15 Wolf Piezolith 2300 Ureter 70 total HM3: 74Wolf: 76.6 Comparable 3 month
SFR but used plain
radiographs for
comparison

16 Siemens Lithostar Kidney HM3: 91Siemens:85 HM3: 91Siemens: 65 HM3: 4
Siemens: 13

SFR comparable at
3 months, Increased
tissue injury with
HM3 by urinary
enzymes

Retrospective 17 EDAP LT01
Sonolith 2000

Kidney
and ureter

HM3: 70EDAP:
113Sono: 104

HM3: 79EDAP:
82Sono: 79

HM3: 12EDAP:
13Sono: 9

HM3: 4EDAP:
42Sono: 26

SFR at 3 months
comparable with
HM3 and EDAP, lower
for Sonolith, lower
retreatment with HM3

18 Siemens Lithostar,
Dornier HM4,
Wolf Piezolith 2300,
Direx Tripter X-L,
Breakstone

Kidney and
ureter

Multicenter comparable between
2nd generation

All were deemed inferior
to HM3 in terms of stone
free rates

19 Medstone STS Kidney HM3: 5698Med:
8166

HM3: 70Med: 81.5 HM3: 3.1Med: 5.5 HM3: 4.4
Med: 5.2

Slightly better retreatment
and need for auxiliary
procedures with HM3

20 Lithotron Kidney 38 matched pairs HM3: 79Lithotron:
58

> for Lithotron > for Lithotron HM3 superior to Lithotron
using matched pair
analysis

11 Siemens Lithostar Meta-analysis HM3: 59-76
Siemens: 60-69

Using regression model,
SFR better with
HM3 across all
stone sizes

2
6
2



their formation in other locations (tissue, blood vessel lumen)
is an unwanted end product that results in tissue injury.

Recent investigations have elucidated yet another
potential mechanism of renal injury secondary to high
energy shock waves. Evidence suggests that SWL exerts
an acute change in renal hemodynamics (i.e., vasoconstric-
tion) that occurs away from the volume targeted at F2, as
measured by a transient reduction in both glomerular
filtration rate (GFR) and renal plasma flow (RPF) (28).
Prolonged vasoconstriction can result in tissue ischemia
and permanent renal damage.

Vasoconstriction and cavitation both appear to injure the
renal microvasculature. However, as the vasoconstriction
induced by SWL abates, reperfusion of the injured tissue
might also result in further tissue injury by the release of free
radicals. These oxidants produced by the normal processes of
cellular metabolism and cellular injury cannot be cleared and
injure the cell membrane destroying cells. Free radical for-
mation has been demonstrated in animal models (26).

It appears that the entire treated kidney is at risk of
renal damage from SWL-induced direct vascular and dis-
tant vasoconstrictive injury, both resulting in free radical
formation. Although previous studies have suggested that
the hemodynamic effects are transient in nature in nor-
mally functioning kidneys, patients with baseline renal
dysfunction may be at significant risk for permanent renal
damage (28). Patients of concern may be pediatric patients,
patients undergoing multiple SWL treatments to the same
kidney, patients with solitary kidneys, vascular insuffi-
ciency, glomerulosclerosis, glomerulonephritis, or renal
tubular insult from other causes.

SHOCK WAVE LITHOTRIPSY ADVANCES

Based on a better understanding of cavitation in stone
fragmentation as well as the role of cavitation, vasocon-
striction, and free radical formation in SWL-induced tissue
injury, several groups are investigating ways in which
SWL can be clinically more effective and safe. In general,
these advancements involve changes to the shock wave
itself, by modifying the lithotripter, alterations in treat-
ment technique, improvements in stone fragmentation /
passage or the reduction in tissue injury through medical
adjuncts, and improved patient selection.

Changes to the Lithotripter

There are two major mechanical modifications that can
improve stone comminution, based on our current under-
standing of acoustic physics. One is to enhance the compres-
sive component of the shock wave. The original HM3 relies on
a high energy output and thus the compressive component to
achieve stone fragmentation. The downside of this effect, from
clinical experience, is patient discomfort and potential renal
tissue injury. Alternatively, one can improve stone comminu-
tion by altering the tensile component of the shock wave and
thus better control cavitation. Below, several ways are
describe in which investigators are modifying the shock wave
to improve comminution, with decreased renal tissue injury.

Several investigators have modified lithotripters to alter
the negative portion of the shock wave that is responsible for
cavitational-induced stone fragmentation and tissue injury.
In one study, a reflector insert is placed over the original
reflector of an electrohydraulic lithotripter to create a second
shock wave that arrives behind the original shockwave, thus
partially canceling out the negative component of the shock
wave. These investigators found that this modification
reduced phantom blood vessel rupture, while preserving
stone fragmentation in vitro (29). Similarly, an acoustic diode
(AD) placed over the original reflector, has the same impact
as this modified reflector (30).

However, because reducing the tensile component of the
shock wave weakens that collapse of bubbles at the stone
surface, two groups have designed piezoelectric inserts into
an electrohydraulic lithotripter that send small, focused
shock waves at the time of bubble collapse near the stone
surface thus, intensifying the collapse of the cavitation bubble
without injuring surrounding tissue (29).

Another way in which investigators have modified the
shock wave is by delivering shock waves from two litho-
tripters to the same focal point, F2. Dual pulse lithotripsy
has been evaluated by several investigators both in vitro,
animal models and in clinical trials. Several investigators
have demonstrated in an in vitro model that the cavitation
effect became more localized and intense with the use of two
reflectors. Also, the volume and rate of stone disintegration
increased with the use of the two reflectors, with production
of fine (< 2 mm) fragments (31). In both animal models and
clinical studies, dual pulse lithotripsy has been shown to
improve stone fragmentation with reduced tissue injury.

Modifications to Treatment Strategy

The original Dornier HM3 lithotripter rate was synchronized
with the patient’s electrocardiogram so that the shock rate
did not exceed the physiologically normal heart rate. Experi-
ence with newer lithotripters has revealed that ungating the
shock wave delivery rate results in few cardiac abnormalities.
As a result, there has been a trend to deliver more shock
waves in a shorter period of time. However, increasing doses
of shock wave energy at a higher rate may have the potential
to increase acute and chronic renal damage.

As a result, several investigators have evaluated ways
in which the treatment strategy can be modified to optimize
SWL treatment. One proposed strategy is altering the rate
of shock wave delivery. Several investigators have reported
that 60 shocks � min�1 at higher intensities resulted in the
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Table 2. Acute and Chronic Injury with SWL

Acute Chronic

Renal edema (swelling) Hypertension(elevated
blood pressure)

Hematuria (blood in urine) Decreased renal function
Subcapsular hematoma Accelerated stone formation

(in animal models)
Decreased renal

blood flow
Altered renal
function:
Impaired urine
concentration
Impaired control of
electrolytes

Renal scar formation



most efficient stone fragmentation than 120 shocks � min�1.
This has been confirmed in vitro, in animal models and also
in randomized clinical trials. These studies speculate that at
increased rates, more cavitation bubbles were formed in
both the fluid and tissue surrounding the stone that did
not dissipate between shocks. As a result, these bubbles
scattered the energy of subsequent shocks resulting in
decreased efficiency of stone fragmentation (32).

In order to acclimate patients to shock waves in clinical
treatment, lower energy settings are typically used and
gradually increased. A study investigating whether
increasing voltage (and thus increasing treatment dose)
impacted on stone fragmentation has been performed in
vitro and in animal models. Stones fragmented into smaller
pieces when they were exposed to increasing energy com-
pared to decreasing energy. The authors speculate that the
low voltage shock waves ‘‘primed’’ the stone for fragmenta-
tion at higher voltages (33). In addition, animals exposed to
an increasing voltage had less tissue injury than those
kidneys exposed to a decreasing or stable dose of energy.
While this treatment strategy has not been tested clini-
cally, it might be able to improve in vivo stone comminution
while decreasing renal parenchymal injury (34).

In the same vein, several studies have reported that
pretreating the opposite pole of a kidney with a low voltage
dose of shock waves (12 kV), prior to treating a stone in the
other pole of a kidney with a normal dosage of shock waves,
reduced renal injury when as little as 100 low voltage shocks
were delivered to the lower pole. It is believed that the low
voltage shock waves causes vasoconstriction which protects
the treated pole of the kidney from hemorrhagic injury (35).

Other SWL treatment modifications being tested include
aligning the shock wave in front of the stone in order to
augment cavitation activity at the stone surface or apply
overpressure in order to force cavitation bubble collapse.
While these techniques have only been investigated in vitro,
these alterations in shock wave delivery, as well as the
previous treatment strategies demonstrate how an improved
understanding of the mechanisms of SWL can enhance stone
comminution and potential reduce renal tissue injury (36,37).

Adjuncts to Improve SWL Safety and Efficacy

Antioxidants. A number of studies have investigated
the role of antioxidants in protecting against free radical
injury to renal parenchyma (38). Table 3 summarizes the
results of various in vitro and in vivo studies on the use of
antioxidants to protect against SWL-induced renal injury
due to free radicals. While these studies are intriguing,
further clinical trials will be needed to evaluate potential
antioxidants for use in patients undergoing SWL.

Improving Stone Fragmentation. Another potential way
to improve stone fragmentation is to alter the stone’s
susceptibility to shock wave energy. One group has demon-
strated that after medically pretreating stone in an in vitro
environment, one could achieve improved stone fragmen-
tation. These data suggest that by altering the chemical
environment of the fluid surrounding the stones it is
possible to increase the fragility of renal calculi in vitro
(49). Further studies are warranted to see if calculi can be

clinically modified, prior to SWL therapy, in the hopes of
enhanced stone fragmentation.

Improving Stone Expulsion. Several reports have demon-
strated that calcium channel blockers, steroids, and alpha
blockers all may improve spontaneous passage of ureteral
stones. (ref) Compared to a control group, investigators found
improved stone clearance and shorter time to stone free in
patients treated with nifedipine or tamsulosin following SWL
compared to the control group. Additionally, retreatment rates
were lower (31%) for the medical treatment group compared to
the control group (51%). While expulsive therapy appears to
offer improved outcomes following SWL for ureteral stones,
confirmation with a randomized controlled study is needed
(50). Another intriguing report from the same group involves
the use of Phyllanthus niruri (Uriston) to improve stone
clearance of renal stones following SWL. This medication is
derived from a plant used in Brazilian folk medicine that has
been used to treat nephrolithiasis. Again, stone free rates were
improved with the administration of Uriston following SWL
compared to a control group with apparently the greatest
effect seen in those patients treated with lower pole stones (51).

Improving Stone/Patient Selection for SWL. Another way
to enhance the efficacy of SWL is improve patient selection.
Advances in computed tomography (CT) have allowed better
determination of internal stone architecture (52). As a con-
sequence, a few studies have demonstrated that determining
the Hounsefield units (i.e., density unit of material on CT) of
renal stones on pretreatment, noncontrasted CT could pre-
dict stone free rates of patients treated with SWL (53).
Current micro-CT and newer multidetector CT scanners
have the potential to identify stone composition based on
CT attenuation. Therefore, stone compositions that are SWL
resistant, such as calcium oxalate monohydrate or cystine
stones, can be identified and those patients can be treated
with endoscopic modalities, therebye avoiding additional
procedures in these patients (54). Clinical trials utilizing this
concept will need to be performed.

Other factors, such as the distance of the stone from the
skin, weight of the patient, and other imaging modalities,
are being investigated to help determine who is likely to
benefit the most from SWL and which patients should be
treated initially with other modalities.
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Table 3. Investigated Antioxidants Providing Protection
against SWL-Induced Free Radical Injury

Reference Study Type Antioxidant

39 In vitro nifedipine, verapamil,
diltiazem

40 In vitro Vitamin E, citrate
41 In vitro, animal Selenium
42 Animal Verapamil
43 Animal Verapamil
26 Animal Allopurinol
44 Animal Astragulus membranaceus,

verapamil
45 Human Antioxidant vitamin
46,47 Human Verapamil, nifedipine
48 Human Mannitol



CONCLUSIONS

Shock wave lithotripsy has revolutionized the way in which
urologists manage urinary calculi. Patients can now be
treated with minimal discomfort using an outpatient pro-
cedure. While all lithotripters rely on the same funda-
mental principles of acoustic physics, second and third
generation lithotripters appear to have traded patient
comfort and operator convenience for reduced stone free
rates, as compared to the original HM3 lithotripter. In
addition, mounting evidence demonstrates that SWL has
both acute and chronic impact on renal function and blood
pressure as a result of renal scarring.

Basic science research has provided insight into how
SWL results in stone comminution as well as renal tissue
injury. While the compressive component of the shock
wave causes stone comminution, it is apparent that the
tensile component plays a critical role in creating passable
stone fragments. These same forces cause tissue injury by
damaging the microvasculature of the kidney. This knowl-
edge has resulted in several novel modifications to
improve both stone free rates as well as SWL safety.
Mechanical modifications to lithotripsy have focused on
controlling cavitation. Preventing bubble expansion in
blood vessels while intensifying bubble collapse near the
stone surface has been demonstrated to achieve improved
stone comminution with decreased tissue injury in vitro
and in animal models. Many of these designs could be
adapted to conventional lithotripters. Modification of
treatment techniques have also stemmed from our better
understanding of SWL. Slowing treatment rates may limit
the number of cavitation bubbles that can interfere with
the following shock wave. Voltage stepping and alterna-
tive-site pretreatment with low dose shock waves, may
cause global renal vasoconstriction that prevents cavita-
tional injury to small vessels during treatment. In addi-
tion, our understanding that free radicals may be the end
culprit in parenchymal damage has suggested that pre-
treatment with antioxidants may prevent SWL-induced
renal injury. Finally, improved CT imaging may allow us
to predict which stones and patients are best suited for
SWL versus endoscopic stone removal. Further advances
will continue to make SWL a major weapon in the war
against stone disease for years to come.
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INTRODUCTION

From a conceptual perspective, liver transplantation involves
the replacement of a diseased or injured liver with a new
organ. Historically, liver transplantation has emerged from
an experimental procedure deemed ‘‘heroic’’ therapy for
patients not expected to survive, to the treatment of choice
with anticipated excellent long-term outcomes for patients
with end stage liver disease. This article will outline the
history of and indications for liver transplantation, delineate
short- and long-term complications associated with the pro-
cedure, and discuss the role of immunosuppressive therapy,
intrinsic to the long-term success of the procedure.

HISTORY

Historically, the most significant and persistent impedi-
ment to liver transplantation has been the availability of
suitable organs. Up until the early 1960s, ‘‘death’’ was
defined as cessation of circulation, and thus, donation from
deceased donors was thought to be both impractical and
impossible, as organs harvested from pulseless, nonperfus-
ing donors would not function when transplanted, due to
massive cellular injury. The concept of ‘‘brain death’’ and
ability to harvest organs from individuals defined as such
first occurred at Massachusetts General Hospital in the
early 1960s, when a liver was harvested from a patient
whose heart was beating despite central nervous system
failure. This seminal event led to the development of a new
concept; death was defined when cessation of brain function
occurred, rather than the cessation of circulation. Thus, brain
dead donors with stable blood pressure and the absence of
comorbid disease could serve as potential organ donors.
Improvements in the ability to preserve and transport organs
dramatically increased organ availability, necessitating a
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centralized system to facilitate procurement and allocation of
organs to individuals waiting for transplantation. This was
initially provided by SEOPF (the Southeast Organ Procure-
ment Foundation), founded in 1968, from which UNOS (the
United Network for Organ Sharing) arose. At present, UNOS
operates the OPTN (Organ Procurement and Transplanta-
tion Network), providing a centralized agency that facilitates
recovery and transportation of organs for transplantation,
and appropriately matches donors and recipient.

LIVER TRANSPLANTATION: INITIAL RESULTS

The first reported liver transplantation occurred in 1955, in
the laboratory of Dr. Stuart Welch (1). In a dog model, an
‘‘auxiliary’’ liver was transplanted into the abdominal cavity,
leaving the native liver in situ. Between 1956 and 1960,
various investigators initiated experiments in different animal
models whereby ‘‘orthotopic’’ liver transplantation was per-
formed, achieved by removal of the native liver and implanta-
tion of a ‘‘new’’ liver in its place, requiring anastamoses of the
donor and recipient hepatic vein and artery, bile duct, and
portal vein (see Fig. 1). These initial attempts at liver trans-
plantation refined the surgical procedure, however, graft dys-
function and death of the animals occurred quickly, due to
ineffective immunosuppression and eventual rejection of the
liver mediated by the animal’s immune system (2).

The first human liver transplants were performed by
Dr. Thomas Starzl in 1963, at the University of Colorado
(3). These early attempts at transplantation highlighted
the difficulties associated with extensive abdominal sur-
gery in desperately ill patients, and were associated with
poor outcomes, largely due to technical difficulties and the
inability to effectively prevent rejection. Similar negative
experiences at other centers led to a worldwide moratorium
on liver transplantation. However, a major breakthrough
in the ability to prevent rejection and prolong the survival
of the transplanted liver occurred following the availability
of Cyclosporine in 1972 (described below). With continued
refinement of the surgical techniques required to perform
liver transplantation, combined with the ability to minimize

organ rejection, posttransplant outcomes improved signifi-
cantly. From 1963 to 1979, 170 patients underwent liver
transplantation at the University of Colorado; 56 survived
for 1 year, 25 for 13–22 years, and several remain alive today
30 years after their surgery. Continued improvement in
posttransplantation outcomes were achieved, and thus, in
1983, the National Institutes of Health (NIH) established
that liver transplantation was no longer considered an
‘‘experimental’’ procedure, rather, as definitive therapy for
appropriately selected patients with end-stage liver disease.
Additional advances in immunosuppression (reviewed below)
including the discovery of polyclonal and monoclonal anti-
bodies to T-cells or their receptors, and other agents such as
Tacrolimus, Mycophenolate Mofetil, and Sirolimus have
further improved outcomes.

INDICATIONS FOR LIVER TRANSPLANTATION

Liver transplantation is an accepted therapeutic modality for
complications of chronic liver disease, or acute liver failure. In
general, liver transplantation is recommended when a
patient with end stage liver disease manifests signs and
symptoms of hepatic decompensation, not controlled by alter-
native therapeutic measures. This is evidenced by

1. Esophageal and/or gastric variceal bleeding, or
bleeding from portal hypertensive gastropathy.

2. Hepatic encephalopathy.

3. Spontaneous bacterial peritonitis.

4. Significant ascites.

5. Coagulopathy.

Patients with liver disease complicated by early stage
hepatocellular carcinoma (HCC), often defined as either a
single lesion <5 cm or not more than three lesions, each <3
cm are also considered candidates for liver transplantation
irrespective of evidence of concomitant hepatic decompen-
sation (4).

If a patient meets these initial criteria, further require-
ments must be realized. It is generally accepted that liver
transplantation is indicated if the patient is not moribund
and the transplant is likely to prolong life with a > 50%
chance of 5-year survival. Furthermore, it is anticipated
that the transplant will restore the patient to a range of
physical and social function suitable for the activities of
daily living. Patients who are suitable candidates should
not have comorbid disease with involvement of another
major organ system, which would preclude surgery or
indicate a poor potential for rehabilitation.

Transplant candidates undergo a thorough psychological
assessment prior to liver transplantation. Adequate family
and social support must be demonstrated to ensure adher-
ence to the difficult long-term medical regimen that will be
required posttransplant. In addition, if a history of substance
abuse is present, most transplantation programs require that
the patient complete at least 6 months of documented reha-
bilitation with displayed freedom from alcohol and/or drug
recidivism. ‘‘Psycho-social’’ assessment is usually performed
by several individuals, including a Psychiatrist or Psycholo-
gist and an experienced social worker. In addition, living
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donor liver transplantation (LDLT), discussed in greater
detail below, requires a detailed psychosocial assessment of
both recipient and potential donor. In most transplantation
centers, an independent donor advocate team consisting of a
social worker, internist, and surgeon who are independent of
the team evaluating the recipient performs the difficult task
of educating a potential donor regarding the risks and ben-
efits of LDLT, assessing motivation to be a donor, and
determining if coercion is present.

Another indication for liver transplantation is fulmi-
nant hepatic failure, defined as hepatic encephalopathy
(confusion) arising in the setting of massive liver injury in a
patient without preexisting liver disease. This condition is
rapidly fatal unless recovery of hepatic function occurs
spontaneously, and thus, emergent liver transplantation
may be required. Conditions associated with fulminant
hepatic are listed in Table 1.

ETIOLOGY OF LIVER DISEASES REQUIRING LIVER
TRANSPLANTATION

Diseases associated with hepatic dysfunction in adults and
childrenareoutlined inTables2and3, respectively. Ingeneral,
any disease process in adults or children that induces either
acute or chronic hepatocellular, biliary, or vascular injury may
necessitate liver transplantation. The indications for liver
transplantation in children are identical to those in adults, that
is, liver transplantation is indicated in the presence of progres-
sive liver disease in patients who fail medical management.

Manyof thediseaseprocesses inadults that induce liver failure
are recapitulated in children. However, specific disease states
seen in children including metabolic diseases and congenital
biliary anomalies represent additional indications for liver
transplant. Moreover, liver transplantation is indicated in
infants and children if the transplant will prevent or attenuate
derangements in cognition, growth, and nutrition. Therefore,
children should be considered for liver transplantation when
there is evidence that hepatic decompensation is either una-
voidable(basedonknowledgeofthehistoryofthediseaseitself),
imminent, or has already occurred. The clinical scenarios that
determine when liver transplantation is required in children
can include one or more of the following:

1. Intractable cholestasis.

2. Portal hypertension with or without variceal bleeding.

3. Multiple episodes of ascending cholangitis.

4. Failure of synthetic function (coagulopathy, low
serum albumin, low cholesterol).

5. Failure to thrive or achieve normal growth, and/or
the presence of cognitive impairment due to meta-
bolic derangements, and malnutrition.

6. Intractable ascites.

7. Encephalopathy.

8. Unacceptable quality of life including failure to be
able to attend school, intractable pruritis.

9. Metabolic defects for which liver transplantation
will reverse life-threatening illness and/or prevent
irreversible central nervous system damage.
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Table 1. Diseases Associated with Fulminant Hepatic
Failure

Viral Infection
Frequent Hepatitis A, B, D, E, Hepatitis Non A-G

Rare Hepatitis C
Cytomegalovirus
Epstein Barr virus
Herpes simplex virus

Metabolic Acute fatty liver of pregnancy
Reye’s SX

Toxin, Drugs Acetaminophen
Nsaid’s
CCL4
Isoniazid
Sodium valproate
Methyl DOPA
Tetracycline
Halothane
Amanita phalloides (mushroom poisoning)
Yellow Phosphorus
‘‘Herbal Medication’’

Drug Combos Acetaminophen and ETOH
Acetaminophen and barbiturates,

isoniazid trimethoprim, and
sulamethoxazole amoxicillin
and clavulinic acid

Ischemic Hepatic artery thrombosis
Budd-Chiari Syndrome
Right ventricular failure, cardiac

tamponade shock
Miscellaneous Hyperthermia

Hellp SX

Table 2. Indications for Liver Transplantation

Diseases Effecting Hepatic Parenchyma
Viral hepatitis with cirrhosis (Hepatitis B with or without

Delta Virus, Hepatitis C, Non A-E hepatitis)
Autoimmune hepatitis
Alcoholic cirrhosis
Metabolic disorders (Wilson’s disease, hemochromatosis, alpha 1

Antitrypsin, Tyrosinemia, protoporphyria, Cystic fibrosis,
familial amyloidosis, Neiman-Pick disease)

Fulminant hepatic failure due to any cause
Drug induced liver disease

Diseases Effecting Biliary System
Primary and secondary biliary cirrhosis
Sclerosing cholangitis
Caroli’s disease
Relapsing cholangiohepatitis
Choledochal cysts with obstruction and bilary cirrhosis

Hepatic Neoplasia/Malignancies
Patients with nonmetastatic primary hepatocellular carcinoma,

with;
A single tumor not > 5 cm
No more than three lesions with the largest lesion < 3 cm
No thrombosis of the portal or hepatic vein

Hemangioendothelioma (confined to the liver)
Neuro endocrine tumors with hepatic involvement
Large hepatic Hemangioma

Miscellaneous Causes
Hepatic vein thrombosis (Budd-Chiari syndrome)
Portal vein thrombosis
Hepatic artery thrombosis
Trauma



10. Life threatening complications of stable liver dis-
ease (e.g., hepatopulmonary syndrome).

CONTRAINDICATIONS TO LIVER TRANSPLANTATION
(ADULTS AND CHILDREN)

At present, ‘‘absolute exclusion’’ criteria for liver trans-
plantation are evolving. In general, patients with advanced
cardiac or pulmonary disease, severe pulmonary hyper-
tension, active substance abuse, coma with evidence of
irreversible central nervous system injury, sepsis, or
uncorrectable congenital abnormalities that are severe
and life threatening are not transplant candidates. In
addition, individuals with evidence of extrahepatic malig-
nancy do not meet criteria for transplantation, unless the
patient meets standard oncologic criteria for ‘‘cure’’. ‘‘Rela-
tive’’ exclusion criteria include renal insufficiency when
renal transplantation is not feasible, prolonged respiratory
failure requiring > 50% oxygen, advanced malnutrition,
primary biliary malignancy, inability to understand the
risk/benefits of the procedure, and inability to comply with
medications and conform to follow-up regimens. Recent
data indicates successful outcomes in HIV infected patients
who undergo liver transplantation, a population formerly
considered noncandidates for the procedure. However,
initial enthusiasm regarding successful transplantation out-

comes must be restrained by evidence that HCV recurrence
in HIV–HCV coinfected patients may be problematic (5).

RECIPIENT CHARACTERISTICS AND PRIORITIZATION FOR
TRANSPLANTATION

Given the relatively stable number of available donor
organs in the setting of a rapidly expanding pool of poten-
tial recipients, the timing of transplantation is critical.
Liver transplantation in a stable patient who is anticipated
to do well for many years while waiting for an available
organ may not be appropriate, while liver transplantation
in a moribund patient with a low probability of posttrans-
plantation survival is similarly inappropriate. Prior to
1997, prioritization for liver transplantation was based
on the location where patients received their care (i.e.,
home, hospital, intensive care unit) and waiting time on
the transplant list. In 2002, several policies were instituted
by UNOS in an attempt to produce a more equitable organ
allocation scheme. Waiting time and whether the patient
was hospitalized were eliminated as determinants of prior-
itization of organ allocation. The ‘‘MELD’’ score (Model for
End Stage Liver Disease) a logarithmic numerical score
based on the candidate’s renal function (creatinine), total
bilirubin, and INR (international normalized ratio for pro-
thrombin time) has been shown to be the best predictor of
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Table 3. Additional Indications for Liver Transplantation in Infants and Children

Cholestatic Liver Disease
Obstructive: Biliary Atresia (most common indication for liver transplantation in children)
Intrahepatic: Alagille’s Syndrome, Bylers disease, familial cholestatic symptoms

Other
Congenital hepatic fibrosis
Metabolic Diseases

Disease Defect Inheritance Comments

Alpha 1 antitrypsin Decreased serum A1AT Codominant May reverse both liver and lung disease
Wilsons’s Disease Decreased Ceruloplasmin Autosomal

Recessive (AR)
Tyrosinemia Fumarylacetoacetate hyrolase AR Transplant in fulminant liver failure,

or to prevent hepatic neoplasia
Urea cycle defects Example: ornithine

transcarbamylase
x-linked

dominant
Prevent CNS injury

Arginosuccinate synthetase AR
Galactosemia Galactose phosphate uridyl transferase AR Prevent development of cirrhosis and Hepatoma
Glycogen storage Diseases Glucose 6 phosphatase AR Consider transplant if dietary management not

successful
Type 1A

Type IV
Brancher enzyme

Familial
hypercholesteroloemia

Type 2 A-LDL receptor deficiency AR Avoids ASHD

Gaucher’s Disease Glucocerebrosidase AR May need combined liver/bone marrow t-plant
Nieman-Pick disease Sphingomyelinase AR
Crigler-Najjar type 1 Uridine diphosphate glucoronly

transferase
AR prevents fatal Kernicterus

Cystic fibrosis Chloride ion transfer gene AR May need combined liver/lung transplant
Hyperoxaluria type 1 Alanine glyoxalate aminotransferase AR Usually requires combined liver/kidney
Neonatal Fe storage Unknown Varies Transplant as infant
Hemophilia A and B Factor VIII/IX x-linked Transplant indication varies (?iron overload,

factor inhibitor present)
Disorders of bile acid

synthesis (Bylers disease)
Unknown Varies Transplant indicated if associated with end stage

liver disease



mortality among cirrhotic patients, including those on the
transplant waiting list. It was therefore adopted by UNOS
as a mechanism to prioritize waiting list candidates.
MELD had been validated as a predictor of 3-month sur-
vival in diverse groups of patients with various etiologies
and manifestations of liver disease (6). Presently, a
patient’s position on the liver transplantation waiting list
is now determined by their MELD score; patients with
highest MELD scores are ranked highest on the list.
Prospective analysis of the impact of MELD indicates
improvement in both the rate of transplantation, pretrans-
plantation mortality, and short-term posttransplantation
mortality rates (7). However, retrospective analysis has
suggested that posttransplantation survival may be
reduced in patients with very high pretransplantation
MELD score, particularly in Hepatitis C infected patients
(8). Conversely, MELD score effectively delineates when a
patient is ‘‘too well’’ for transplantation. A recent review
indicates that posttransplantation survival in patients
transplanted with a MELD score of <15 is lower than a
nontransplanted cohort with similar MELD score (9).
Thus, it is clear that careful recipient selection, with
attention to pressor and ventilatory requirements, need
for dialysis, age, and MELD score are important factors in
selecting appropriate candidates for liver transplantation.

LIVER TRANSPLANTATION: SOURCE OF ORGANS

At present, there are three potential types of organ donors
specific to liver transplantation, identified as deceased, liv-
ing, or non-heart beating. Deceased donors (DD) comprise
the majority of liver donors. Either by self-identification
while living, or after discussion with ‘‘next of kin’’ when
donor brain death has been declared, individuals are
acknowledged as potential organ donors. Recent data from
UNOS indicate that 1- and 3-year patient survival in reci-
pients of DD liver transplant is 81 and 71%, respectively
(10). However, despite efforts to maximize utilization of
organs acquired from DD including the use of older donors,
steatotic (fatty) livers, and livers infected with Hepatitis C
or B, a growing disparity exists between the number of
available livers and the number of individuals waiting
for transplantation. This critical shortage of organs has
resulted in both an increase in the waiting time for liver
transplantation and death rate among patients on the
waiting list. In response, the modalities of adult-to-child
and adult-to-adult LDLT have emerged as alternatives to
deceased donor liver transplantation (11,12). Adult-to-child
LDLT usually involves the removal of the left lateral seg-
ment of the liver (�20% of hepatic mass) from an adult donor
for implantation into a child, while adult to adult living
donor liver transplantation requires that the larger, right
lobe of the liver (which accounts for �50–60% of the hepatic
mass) be removed from the donor to ensure adequate hepa-
tic mass in the recipient. Rapid regeneration of the liver
remnant in the donor and the partial allograft transplanted
into the recipient occurs, to the extent that appropriate liver
volume is restored within 1–2 months in both donor and
recipient following surgery. Since most pediatric LDLT
recipients are <2-years old, they receive a liver graft of

adequate or even excessive size, and thus liver insufficiency
due to the receipt of inadequate liver mass is rare. In
contradistinction, as the recipient of an adult-to-adult living
donor liver transplantation receives a graft that must over
time grow to an appropriate volume, selection of recipients
best able to tolerate transplantation of a ‘‘partial’’ graft is
necessary. In appropriately selected pediatric and adult
recipients, 1- and 3-year graft and patient survival in indi-
viduals who undergo LDLT is similar or superior to DD (10).
However, when comparing postoperative complications in
recipients of DD versus LDLT, recipients of LDLT have a
greater rate of biliary complications including bile leaks and
biliary strictures, which occur in 15–32% of patients (13). In
addition, the ‘‘small-for-size syndrome’’ manifested as pro-
longed posttransplantation cholestasis with or without por-
tal hypertension may occur following LDLT, if the graft is of
inadequate size (14). Fortunately, the majority of patients
who experience this syndrome recover without the require-
ment of retransplantation.

Recently, significant interest in the utilization of ‘‘non-
heart beating’’ donors (donation after cardiac death,
DACD) as a potential modality to further increase the pool
of available organs has emerged. In contrast to DD who are
declared brain dead, DACD are critically ill patients who
are not brain dead, but have no expectation of recovery and
who based on their own prior wishes or families request are
removed from life support. Following cardiac arrest and
declaration of death, organs are harvested. There are two
types of DACD, ‘‘controlled’’ and ‘‘uncontrolled’’. In the
controlled DACD (Maastricht category 3 ‘‘death antici-
pated’’) the patient is removed from life support and death
occurs in the operating room. Once death has been
declared, organs deemed suitable for transplantation are
rapidly perfused with preservation solution and removed
surgically. The uncontrolled DACD (Maastricht category
1 and 2 ‘‘death not anticipated’’) is declared dead after
cardiac arrest, rushed to the operating room, and organs
are harvested. Uncontrolled DACD are usually not uti-
lized for liver transplantation due to the high rate of
primary nonfunction (defined below), usually due to pro-
longed ischemia of the graft. When utilizing controlled
DACD for transplantation, emerging data indicates that
recipient and graft survival are diminished when com-
pared to deceased and living donor liver transplantation
with a higher incidence of primary nonfunction, biliary
injury, and requirement for retransplantation. However,
several centers have reported acceptable outcomes when
utilizing controlled DACD organs, particularly those without
significant ischemia in well-selected recipients (15).

Finally, ‘‘domino’’ transplantation is an option for
patients afflicted with familial amyloidotic polyneuropathy
(FAP). Familial amyloidotic polyneuropathy is a fatal dis-
ease caused by an abnormal amyloidogenic transthyretin
(TTR) variant generated by the liver. Liver transplantation
in these patients removes the source of the variant TTR
molecule, and represents the only known curative treat-
ment. As no intrinsic liver disease exists in patients
affected by FAP, the liver explanted from a patient with
FAP may be transplanted into another patient, thus,
allowing ‘‘domino’’ transplantation. Survival in both reci-
pients of FAP livers and transplanted FAP patients has
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been reported to be excellent and comparable to survival
with OLT performed for other chronic liver disorders (16).

POSTTRANSPLANTATION MANAGEMENT

The complex nature of the surgical procedure utilized to both
explant (remove) the diseased, cirrhotic liver and implant
(transplant) the new allograft into the recipient make it
intuitive that the majority of the early complications fol-
lowing liver transplantation are technical and related to the
surgical procedure itself. However, following the first post-
operative days, and as patients progress to the first month
posttransplantation and beyond, the nature and variety of
complications change. Early complications (within the first
2 months) and late complications (beyond 2 months) may
negatively affect patient and graft survival (Table 4). Com-
plications specific to the surgical procedure and those that
directly affect the transplanted organ are discussed below.

EARLY COMPLICATIONS

Primary Nonfunction and Early Graft Dysfunction

A major threat to the newly transplanted liver is primary
graft nonfunction (PNF). This syndrome defined as acido-
sis, rising INR, progressive elevation in liver transami-
nases and creatinine, and decreases in mentation occurs
when the newly transplanted liver allograft fails to func-
tion normally. The mechanisms responsible for this phe-
nomenon are complex, and relate to donor factors,

inadequate preservation of the liver, prolonged ischemia,
extensive steatosis of the graft, hepatic artery thrombosis
(see below) or immune response to the implanted organ
(17). In the setting of PNF, a rapid assessment of hepatic
artery flow needs to occur, as immediate surgical repair of a
thrombosed hepatic artery may reverse PNF. In the
absence of hepatic artery thrombosis, emergent retrans-
plantation is required for PNF.

In contrast to PNF, early graft dysfunction (EGD) is
manifested by an early rise in serum transaminases to values
> 2000–3000 IU/L, cholestasis with rising Bilirubin levels,
without marked coagulopathy or impairment in mental sta-
tus and renal function. EGD may occur in the setting of
ischemic injury or steatosis in the graft, and typically occurs
within the first 24–48 h after the transplant. Unlike PNF, the
manifestations of EGD usually improve with supportive care,
and emergency retransplantation is not necessary.

Hepatic Artery Thrombosis

A potentially devastating posttransplantation complica-
tion is hepatic artery thrombosis (HAT). Hepatic artery
thrombosis occurs more commonly in pediatric transplant
recipients compared to adults due to the technical diffi-
culties associated with the anastomosis of smaller size
vessels. In HAT, the immediate postoperative period may
be associated with graft failure, elevation in serum liver
transaminases, bile leak, hepatic necrosis, and sepsis.
Since the blood supply to the biliary tree in the early
posttransplant period is principally from the hepatic
artery, HAT is frequently associated with irreversible
injury to the biliary tract (18). Thus, HAT in the first 7
days after liver transplantation is an indication for emer-
gent artery repair or retransplantation.

Due to the potentially devastating consequences of HAT,
most transplant centers screen for this complication with
duplex-ultrasound (US) in the immediate posttransplant per-
iod. If duplex-US suggests HAT, angiography is usually
performed to confirm the diagnosis, and if present, surgical
revision of the hepatic artery is required. If surgical repair
cannot be achieved, liver retransplantation may be necessary.

PORTAL AND HEPATIC VEIN THROMBOSIS

Though less common than HAT, thrombosis of the portal
and/or hepatic veins in the immediate posttransplant per-
iod can also adversely affect patient and graft survival.
Acute ‘‘Budd-Chiari’’ syndrome due to hepatic vein or vena
cava thrombosis is associated with abdominal pain, per-
ipheral edema, and the threat of graft failure, as hepatic
congestion in the newly transplanted liver is poorly toler-
ated. In this circumstance, emergency thrombectomy and
surgical revision is required. Acute portal vein occlusion
may be associated with exacerbation of preexisting portal
hypertension, associated with gastrointestinal bleeding
from porto-systemic collateral vessels such as esophageal
and gastric varices. Acute portal vein thrombosis is man-
aged by surgical repair, while chronic portal vein throm-
bosis may be well tolerated. A potential alternative to
surgical repair for both hepatic and portal vein stenosis
or occlusion is thrombolysis and/or the placement of
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Table 4. Early and Late Complications Following Liver
Transplantation

Early
Graft Specific

Primary nonfunction
Early graft dysfunction
Hepatic artery thrombosis
Hepatic and portal vein thrombosis
Preservation injuryBiliary complications: bile leak, biliary
stenosis
Acute cellular rejection

Other
Bacterial and fungal infection
CMV infection
Recurrent Hepatitis B and C

Late
Graft Specific

Chronic rejection
Recurrence of primary disease

Other
Hypertension
Hyperlipidemia
Diabetes
Obesity
Cardiac disease
Renal dysfunction
Fungal infection (Cryptococcus, Aspergillus)
CMV
Posttransplant lymphoproliferative disorder
Nonhepatic malignancy: i.e., skin cancer



endovascular stents by an experienced interventional radi-
ologist (19).

ACUTE CELLULAR REJECTION

Rejection of any transplanted organ is a constant threat, as
immunologic recognition of the graft as ‘‘foreign’’ may be
associated with injury. However, compared to other
organs, liver allografts are relatively privileged immuno-
logically, and thus, the incidence and consequences of
acute cellular rejection (ACR) are diminished when com-
pared to other solid organs utilized for transplantation.
The reported incidence of ACR within the first posttrans-
plant year is 30–50%, in most cases, usually occurring
within the first 2–3 weeks postoperatively. The clinical
presentation is variable; ACR may be asymptomatic, or
associated with fever or abdominal pain. Laboratory find-
ings include elevation or failure of normalization of serum
transaminases, usually in association with a rising alka-
line phosphatase and/or bilirubin. The diagnosis of acute
liver graft rejection is confirmed by liver biopsy and exam-
ination of liver histology (20). Conventional histologic
criteria associated with ACR include the presence of peri-
portal lymphocytic infiltrate, as well as bile duct and
hepatic vascular endothelial cell injury. Most cases of
ACR respond to treatment with intravenous bolus gluco-
corticoids. Approximately 10% of patients with ACR will
not improve with intravenous glucocorticoids, requiring
the administration of monoclonal or polyclonal anti-T cell
antibodies (reviewed below). Mild and moderate ACR may
also respond to either increasing the dose of the primary
immunosuppressive agent, or switching to an alternate
calcineurin inhibitor. This approach has been used with
increasing frequency, particularly in patients transplanted
for HCV and HBV due to concerns regarding the negative
impact of over-immunosuppression on viral recurrence.

BILIARY COMPLICATIONS

Bile leaks and strictures generally occur at the anastomo-
sis of the donor and recipient bile ducts, recognized by a rise
in serum bilirubin and/or alkaline phosphatase or by the
presence of bile in surgical drains in the immediate post-
transplantation period. The incidence of biliary complica-
tions is between 5 and 15% following deceased donor liver
transplantation. However, between 15 and 30% of patients
who undergo living donor liver transplantation develop
biliary complications, due to the complexity of the biliary
reconstruction required (21). In both deceased and living
donor recipients, the majority of bile leaks resolve sponta-
neously without the need for reoperation. As previously
stated, the biliary tree receives the vast majority of its
blood supply from the hepatic artery, and thus, the ade-
quacy of hepatic artery blood flow needs to be evaluated in
the setting of any biliary injury. If spontaneous resolution
of the bile leak does not occur, endoscopic or radiologic
placement of a biliary stent across the biliary anastamoses
is often successful (22). In some cases, surgical exploration
and revision of the biliary anastamoses with a Roux-en-Y
choledochojejunostomy may be required.

Anastamotic biliary strictures require careful attention,
as if left untreated, cholangitis, graft dysfunction, and
eventually secondary biliary cirrhosis may occur. Techni-
ques for management include dilatation and stenting via
biliary endoscopy or percutaneous transhepatic cholangio-
gram by an interventional radiologist. If these modalities
are unsuccessful, surgical revision of the biliary anasta-
mosis with a Roux-en-Y choledochojejunostomy may be
required. In rare cases with diffuse stricturing, retrans-
plantation may be necessary.

ISCHEMIC AND PRESERVATION INJURY

The newly transplanted liver is always subjected to some
degree of ischemic injury (23). Cold (or hypothermic) ische-
mia is unavoidable, as it occurs prior to transplantation
while the liver is cooled in preservation solution, awaiting
implantation. Warm (normothermic) ischemia occurs dur-
ing the transplantation procedure itself, when hepatic
blood flow is interrupted to minimize blood loss during
transplantation, or when the formerly ‘‘cooled’’ liver is
subjected to body temperature during transplantation.
Cold ischemia is usually well tolerated, while in contrast,
warm ischemia often leads to death of hepatocytes, with
resultant elevation in serum transaminases, apoptosis and
centrilobular necrosis. In the setting of significant warm
ischemia, graft failure may result. Several investigators
have noted improvement in ischemic injury and enhanced
graft and patient outcomes by employing a technique
described as ‘‘ischemic preconditioning’’ defined as a brief
period of controlled ischemia followed by a short interval of
reperfusion before the actual surgical procedure (24). This
is accomplished during liver transplantation by transiently
interrupting hepatic inflow by placing a vascular clamp or
a loop around the portal triad (i.e., portal vein, hepatic
artery, and bile duct), rendering the whole organ ischemic
for 10–15 min, after which the clamp is removed and the
liver is reperfused. This technique may be of particular
benefit in organs with significant steatosis.

Complications Beyond Two Months

Progress in the surgical techniques required to perform
transplantation, the treatment of postoperative complica-
tions and prevention of rejection have been associated with
significant improvements in short-term morbidity and mor-
tality following transplantation. Coincident with improve-
ments in short-term outcomes has been a rise in long-term
complications. These complications, including side effects of
chronic immunosuppression, neoplasia, and infections are
discussed in detail elsewhere. Long-term complications that
affect the transplanted liver are discussed below.

CHRONIC REJECTION

Chronic allograft rejection or ‘‘vanishing bile duct syn-
drome’’ is rare, but in contradistinction to acute cellular
rejection, a much more difficult to treat complication.
Diagnostic criteria for chronic rejection include bile duct
atrophy affecting the majority of bile ducts, with or with-
out bile duct loss. Arterial and venous injury affecting the
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large branches of the hepatic artery or portal vein (foamy
arteriopathy) may also be present (24). Risk factors for
chronic liver rejection include transplantation for pri-
mary sclerosing cholangitis, primary biliary cirrhosis,
HLA mismatch between donor and recipient, and cytome-
galovirus infection. Chronic rejection is usually a harbinger
of poor outcomes, often resulting in the requirement for
retransplantation; altering immunosuppression is rarely
associated with improvement.

Recurrence of Primary Disease Following Liver
Transplantation

A major challenge to the liver transplant community is recur-
rence of the primary disease that caused the patients native
liver to fail. Diseases that do not recur following liver trans-
plantation include congenital anatomic anomalies (e.g., biliary
atresia, polycystic liver disease, Caroli’s disease, Alagilles
syndrome, congenital hepatic fibrosis) and metabolic diseases
of the liver (e.g., Wilson’s disease, alpha 1 antitrypsin defi-
ciency). However, all other causes of liver disease including
primary biliary cirrhosis, primary sclerosing cholangitis, auto-
immune hepatitis, nonalcoholic fatty liver disease, hemochro-
matosis and alcohol related liver disease have been reported to
recur after liver transplantation. In some cases, recurrent
disease may lead to significant liver injury with resultant
graft failure (26–30). Disease processes most commonly asso-
ciated with recurrence include viral hepatitis B (HBV) and C
(HCV). The recurrence of HBV is associated with uniformly
poor outcomes with graft failure and death. Fortunately,
recurrence of HBV after liver transplantation can be pre-
vented by administering hepatitis B immune globulin (HBIG)
at the time of transplantation and at regular intervals there-
after, with or without the use of antiviral agents such as
Lamivudine and Adefovir. In contradisctinction to HBV,
HCV recurrence following liver transplantation remains a
significant source of morbidity and mortality, with negative
impact on post-transplantation outcomes. In patients with
active HCV replication prior to transplantation, reacquisition
of viremia following transplantation is universal, and histo-
logic injury due to HCV occurs in up to 90% of patients
followed for 5 years (31). Although histologic injury in the
allograft due to HCV is exceedingly common, disease pro-
gression after the development of hepatitis is variable, with
some patients experiencing indolent disease and others
rapidly progressing to cirrhosis and liver failure. In patients
that develop HCV associated cirrhosis posttransplantation,
up to 42% will experience decompensation manifested as
ascites, encephalopathy, or hepatic hydrothorax, and <50%
of patients survive > 1 year after the development of decom-
pensation (32). It is important to contrast the natural his-
tory of HCV before and after transplant; prospective and
retrospective data are emerging which indicate that the
progression of HCV following liver transplantation is
accelerated when compared to the nonimmunosuppressed
pretransplant patient population.

Whether HCV recurrence is more severe in recipients of
LDLT than in DD recipients is controversial. Although
several recent reports indicate that HCV recurrence may
be more problematic in recipients of LDLT when compared
to DD (33), particularly the cholestatic variant of HCV (34),

other authors have noted no differences in outcomes in
HCV infected patients who undergo LDLT when compared
to DD (35,36). At present, both the optimal timing for
transplant in HCV patients and the therapy for recurrent
HCV following liver transplantation are incompletely
described. Theoretically, eradication of HCV prior to liver
transplantation in patients with decompensated liver dis-
ease would be beneficial, although in practice, this strategy
has been marred by exacerbation of encephalopathy, infec-
tions, and other serious adverse events, particularly in
patients treated with high dose Interferon and ribavirin
(37). A novel approach including initiating therapy with
low dose interferon (including Pegylated interferon pre-
parations) and ribavirin with slow escalation in dose may
be associated with improved tolerability and efficacy (38).
Following liver transplantation, both preemptive therapy
prior to the development of histologic injury and directed
therapy after the onset of liver injury have been attempted
with varying degrees of success. It is important to note,
however, that posttransplantation, tolerability of inter-
feron preparations, and ribavirin is suboptimal. Significant
leucopenia and anemia are common, likely due to drug
induced bone marrow suppression and renal insufficiency
potentiating ribavirin induced hemolysis (39).

Immunosuppressive Medications

A cornerstone to posttransplantation management is the abil-
ity to prevent or attenuate immunologic rejection of
the transplanted graft, which when left untreated, can be
associated with graft failure. From a conceptual standpoint,
understanding how recognition of the newly engrafted liver as
‘‘foreign’’ occurs, how to modulate immune mediated injury,
and at the same time prevent ‘‘overimmunosuppression’’
are critical to achieve optimal post transplantation out-
comes. The various immunosuppressive medications and
their mechanism of action currently utilized in liver trans-
plant recipients are listed in Table 5. Unfortunately, all
immunosuppressive therapy is associated with undesired
effects, with the potential for additive effects when agents
are combined. In general, most transplant centers utilize
three agents to prevent allograft rejection in the immediate
posttransplant period, utilizing a combination of a calci-
neurin inhibitor such as Cyclosporine (CYA) or Tacrolimus
(TAC), a second agent such as Mycophenolate mofetil (MMF)
or Azathioprine (AZA), and a glucocorticoid such as Predni-
sone. As patients achieve adequate liver function and free-
dom from rejection beyond 6-months posttransplantation,
satisfactory immunosuppression can be achieved in many
patients with monotherapy, usually with a calcineurin inhi-
bitor, although in patients who are at increased risk of
rejection such as those with autoimmune hepatitis, primary
biliary cirrhosis, or sclerosing cholangitis, long-term immu-
nosuppression is achieved with a combination of a calcineurin
inhibitor with either low dose MMF or Prednisone (40).

Corticosteroids

Corticosteroids achieve their desired immunosuppressive
affects by the suppression of leukocyte, macrophage, and
cytotoxic T-cell activity, and diminution of the effect of
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cytokines, prostaglandins, and leukotrienes. However, hyper-
tension, dyslipidemia, glucose intolerance, bone loss, peptic
ulcers and psychiatric disorders are often associated with
therapy. Therefore, a strategy to taper and discontinue gluco-
corticoids within the first 6 months–1 year following trans-
plantation while maintaining adequate levels of calcineurin
inhibitor is employed by many transplant centers. This tactic is
often altered in patients who undergo liver transplantation
secondary to an immunologic disorder such as autoimmune
hepatitis, primary biliary cirrhosis and sclerosing cholangitis
due to an enhanced risk of acute cellular rejection. In these
patients,eitherlong-termuseofcorticosteroidswithanattempt
to minimize doses is advocated, or chronic use of MMF or
AZA in combination with a calcineurin inhibitor is required.

T-Cell Depleting Agents

In the past, ‘‘induction therapy’’ with antilymphocyte
agents such as antilymphocyte globulin or antithymocyte

globulin or monoclonal antibody preparations such as
OKT3 was utilized immediately after liver transplantation
to rapidly induce an immune suppressed state via the rapid
destruction of the host’s T cells. However, due to significant
systemic side effects including fevers, allergic reactions,
serum sickness, and thrombocytopenia, the use of these
agents is now usually reserved for the treatment of gluco-
corticoid resistant rejection, or less commonly, in patients
with severe renal insufficiency in an attempt to delay the
use of either CYA or TAC, which may be associated with
worsening of renal function (41).

IL-2 Receptor Blockers

T-cell activation and proliferation following presentation of
a foreign antigen requires the induction of several cyto-
kines, including IL-2 (interleukin 2). Antibodies directed
against the interleukin (IL)-2 receptor are effective for
initial immunosuppression, as IL-2 receptor blockade
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Table 5. Immunosuppressive Agents

Agent Mechanism of Action Side Effects

Antilymphocyte
globulin

Antithymocyte
globulin

Depletes circulating lymphocytes Flu-like symptoms
Anaphylaxsis
Lymphoproliferative disorders

OKT3 Depletes circulating T cells Flu-like symptoms
Anaphylaxsis
Lymphoproliferative disorders

Basiliximab
Daclizumab

IL-2 receptor blockade Infections
Gastrointestinal distress
Pulmonary edema and
bronchospasm (rare)

Cyclosporine Inactivates calcineurin, decreases
IL2 production, Inhibits
T-cell activation

Hypertension
Renal insufficiency
Neuropathy
Hyperlipidemia
Gingival hyperplasia
HirsutismInsulin resistance

Prednisone Suppression of leukocyte, macrophage,
and cytotoxic T-cell activity
Decrease cytokines, prostoglandins,
and leukotrienes

Hypertension
Dyslipidemia
Glucose intolerance
Bone abnormalities
Peptic ulcers
Psychiatric disorders

Azathioprine Inhibits adenosine and guanine production
Inhibits DNA and RNA synthesis in rapidly
proliferating T cells

Leukopenia
Anemia
Thrombocytopenia
Pancreatitis

Tacrolimus Inactivates calcineurin, decreases IL2
production, Inhibits T-cell activation

Hypertension
Renal insufficiency
Insulin resistance
Neuropathy
Hyperlipidemia

Mycophenolate
mofetil

Inhibits of inosine monophosphate
dehydrogenase (IMPDH)
Prevents T- and B-cell proliferation

Leukopenia
Anemia
Thrombocytopenia
GI side effects

Sirolimus inhibiting mTOR (target of Rapamycin)
Prevents T-cell replication.

Hepatic artery thrombosis
Bone marrow suppression
Hyperlipidemia
Pneumonitis
Inhibits wound healing



down regulates IL-2 mediated T-cell proliferation. The IL-2
receptor antibodies such as Basiliximab and Daclizumab,
given intravenously at the time of transplant and during
the first posttransplantation week can reduce the incidence
of acute liver graft rejection when utilized in combination
with a calcineurin inhibitor, although these agents may not
be sufficient to prevent rejection when utilized alone. The
IL-2 receptor antibodies are generally well tolerated,
although side effects may include infections, gastrointest-
inal distress, and rarely, pulmonary edema and bronchos-
pasm. As these agents rarely induce renal dysfunction,
many transplant programs utilize IL-2 receptor antibodies
as ‘‘induction’’ therapy in individuals with renal insuffi-
ciency at the time of transplantation (42), in an attempt to
delay initiation or diminish dose of calcineurin inhibitors,
which may exacerbate renal insufficiency.

Calcineurin Inhibitors

IL-2 inhibition effectively suppresses T-Cell activation.
Cyclosporine and TAC achieve this by binding to cytoplas-
mic receptors, forming complexes which inactivate calci-
neurin, a key enzyme in T-cell signaling. The major side
effects of both CYA and TAC include hypertension, renal
insufficiency, and neurologic complications. However,
there is evidence to suggest that obesity, hyperlipidemia,
hirsutism, and gingival hyperplasia occur more commonly
in patients who receive CYA, while a higher rate of diar-
rhea, insulin resistance, and diabetes is seen in patients
who receive TAC. In response to inconsistent absorption of
standard Cyclosporine, the development of a microemulsi-
fied formulation of cyclosporine (e.g., Neoral) has allowed
consistent blood levels (43). Given their efficacy and oral
administration, calcineurin inhibitors have a central role
in posttransplant immunosuppression.

Safety and efficacy of calcineurin inhibitors is generally
assessed by monitoring blood levels drawn prior to the dose
(trough), although several investigators describe that blood
levels drawn 2 h after a dose of Cyclosporine (i.e., C2 levels)
rather than trough levels more accurately indicate exposure
to drug. At many transplantation centers, the definition of
appropriate target level of calcineurin inhibitor is linked to
the patients time posttransplantation; in general, higher
levels are required in the first several months postoperatively
while the threat of rejection is acute. The target levels for
calcineurin inhibitors can be appropriate adjusted downward
as patients achieve both normal liver function and freedom
from rejection months to years following surgery. In addi-
tion, a philosophy of minimizing exposure to high levels of
calcineurin inhibitors in HBV or HCV infected patients is
adopted by many transplant centers, due to the negative
impact of ‘‘overimmunosuppression’’ on viral replication
and disease recurrence.

Antiproliferative Agents

Antiproliferative agents such as AZA and MMF prevent
the expansion of activated T cells and B cells and regulate
immune mediated injury. Azathioprine, a purine analogue,
is metabolized in the liver to its active compound, 6-mer-
captopurine, which inhibits adenosine and guanine pro-
duction, thus inhibiting DNA and RNA synthesis in rapidly

proliferating T cells. Mycophenolate Mofetil is a potent
noncompetitive inhibitor of inosine monophosphate dehy-
drogenase (IMPDH), an enzyme necessary for the synth-
esis of guanine, a purine nucleotide. Mycophenolate
Mofetil, when used in combination with a calcineurin
inhibitor and steroids has been shown to be associated
with lower rejection rates in the first 6 months posttrans-
plantation when compared to AZA (44). The major toxi-
cities associated with the use of either MMF or AZA are
bone marrow suppression with resultant leukopenia, ane-
mia, and thrombocytopenia, though this is more marked
with AZA. Mycophenolate Mofetil has been associated with
a greater incidence of dyspepsia, peptic ulcers, and diar-
rhea when compared to AZA, while pancreatitis may occur
in individuals prescribed AZA. These side effects usually
abate by dose reduction or discontinuation. The majority of
transplant centers utilize a combination of a Calcineurin
inhibitor with either MMF or, less commonly, AZA for at
least the first 3–6 months posttransplantation. Since AZA
and MMF do not cause renal insufficiency, they can be
utilized in a strategy to minimize or avoid calcineurin inhi-
bitor use, particularly in patients with renal dysfunction.

Other Immunosuppressive Agents

The limitations and untoward effects of available immuno-
suppressive agents have induced research and development
of alternative agents. Sirolimus (Rapamycin) (RAPA) and its
derivative Everolimus represent a new class of compounds,
which achieve their immuosuppressive effect by inhibiting
mTOR (target of Rapamycin). Inhibition of mTOR dimini-
shes intracellular signaling distal to the IL-2 receptor and
prevents T-cell replication. As the lymphoproliferative path-
ways inhibited by RAPA and Everolimus are distinct from
those affected by calcineurin inhibitors, investigators have
utilized these agents in combination with calcineurin inhibi-
tors to achieve synergistic effect. However, enthusiasm for
RAPA has been tempered by recent data showing higher
rates of hepatic arterial thrombosis in patients who receive
RAPA in the weeks immediately following transplantation
(45). In addition, impaired wound healing has been noted in
patients who receive RAPA, potentially due to impairment of
granulation mediated by inhibition of TGF-b. Leukopenia,
thrombocytopenia, and hyperlipidemia are the principal toxi-
cities associated with RAPA and Everolimus. Recent reports
of pneumonitis in RAPA treated patients have also emerged.
A positive attribute of both RAPA and Everolimus is the
absence of renal toxicity; some data suggest that post trans-
plantation renal insufficiency can be reversed when calci-
neurin inhibitors are withdrawn and RAPA is initiated (46).
Newer immunosuppressive agents will continue to be devel-
oped; it is hoped that these agents will be associated with
diminished short- and long-term toxicity and facilitate a state
of ‘‘immune tolerance’’ of the graft that will ultimately allow
minimization of the requirement for immunosuppressive
medications.

SUMMARY

Liver transplantation is the treatment of choice for appro-
priately selected patients with end stage liver disease.
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Over the last several decades, significant advances in
surgical technique and immunosuppression, selection of
appropriate donors, grafts, and recipients, and improved
therapies to prevent and treat postoperative complications
have greatly improved posttransplantation outcomes.
Despite these impressive achievements, many challenges
remain. It is becoming increasingly apparent that the
growing disparity between the number of liver transplant
candidates and available organs will be associated with
escalating death rates on the transplant waiting list.
Enhanced posttransplantation survival has led to the
emergence of complications associated with patient long-
evity, including nonhepatic disease, complications of
immunosuppression, infections, neoplasia, and recurrence
of the primary disease for which the liver transplantation
was indicated. Further progress in liver transplantation
will be achieved by maximizing the use of available organs,
refinement and exploration of alternatives to deceased
donor liver transplantation, improvements in immunosup-
pression, and enhanced recognition and treatment of long-
term complications, particularly recurrent liver disease.
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LUNG SOUNDS

ROBERT G. LOUDON

RAYMOND L. H. MURPHY

INTRODUCTION

Medical devices and instrumentation have developed rapidly
in the last few decades, yet the first diagnostic medical
instrument, the stethoscope, is still the most widely used,
and it has changed only superficially in design and function.

The lungs, as we breathe, produce sounds that are
transmitted to the body surface and to the mouth. The
characteristics of these sounds convey information about
the sound-producing and -transmitting structures. This
information often has diagnostic value. Auscultation of the
lungs is therefore widely taught and practiced. Textbooks of
physical diagnosis present a body of information that has
been derived by careful workers since the introduction of
the stethoscope by R.T.H. Laennec in 1819. Much of that
information was indeed presented by Laennec himself in
his remarkable treatise, De l‘Auscultation Mediate(1,2).

In this article, the medical devices and instruments that
have been applied to the study of lung sounds, including
the traditional acoustic stethoscope are reviewed. This
survey will include sound transducers and their place-
ment, methods, and equipment used for the recording
and analysis of lung sounds, results obtained by the use
of these techniques, and their clinical meaning. Recent
work on this subject helps in the understanding of what
we hear with the stethoscope; some is aimed at answering
specific questions in physiology or pathology, and some is
designed to provide new diagnostic and monitoring tools.
Much of this work has been done in the past three decades,
reflecting the enormous increase in the availability and
quality of sound recording and processing techniques dur-
ing that period. Reviews of lung sounds (3–5) and the
success of the International Lung Sounds Association
and its annual meetings bear witness to the upsurge of
interest in the subject. Recommended standards for terms
and techniques used in computerized respiratory sound
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analysis (CORSA) have been prepared by a Task Force of
the European Respiratory Society and published in the
European Respiratory Review series (6). Better under-
standing of the meaning of current and future observations
promises a larger place in the future for clinical and
research applications.

THE STETHOSCOPE

The introduction of the stethoscope is an interesting story,
well described in a bicentenary appreciation of Laennec’s
birth (7). Laennec, a young physician practicing in Paris,
had occasionally found it useful to listen directly to a
patient’s chest, as had been done by physicians at least
since the time of Hippocrates. In 1816, he wished to listen to
an obese young lady’s heart, but was reluctant to do so. He
recollected (and this part of the story may be apocryphal)
having seen boys playing on a park bench, one listening to the
wooden bench at one end with his ear, and the other scratch-
ing the other end. Laennec’s own words were that ‘‘he
happened to recollect a simple and well know fact in acous-
tics, that sound could be transmitted through solid material
or along a tube. He rolled a quire of paper into a sort of
cylinder’’, placed one end over her heart, and listened at the
other end. He was ‘‘not a little surprised and pleased’’ to hear
the sounds more clearly in this ‘‘mediate’’ fashion than he had
ever been able to do by the immediate application of his ear
(2). Over the next 3 years he amassed an enormous amount of
information about the sounds heard over the chests of his
patients. As he did all of the autopsies at the Hopital Necker
in Paris where he worked, he could often relate these sounds
to the underlying pathology.

The first edition of Laennec’s book (1) cost 13 francs for
the two volumes; for an extra 2.50 francs, one received a
wooden stethoscope. This ‘‘cylinder’’ served its purpose
well. Modifications were introduced over the years, such
as earpieces, flexible tubing, binaural stethoscopes, and a
diaphragm on the chest piece. The relative merits of dia-
phragm and bell, the effect of the length and bore of the
tubing, and the convenience of different patterns have been
debated over the years, and the design of modern stetho-
scopes has been largely empirical, better models surviving
because of their popularity with auscultators. Some char-
acteristics that acousticians might think of as defects may
indeed be advantageous from the physician’s point of view.
Those using them tend to feel comfortable listening to
sounds with which they are familiar and may reject a
stethoscope that lets them hear too much.

The assessment of acoustical performance of stetho-
scopes is not as simple as it might seem, and approaches
to this problem have been described by several authors
(8–10). The value of the traditional stethoscope is in no way
reduced by the recent introduction of devices and instru-
ments that can record and analyze the sounds that we hear.
Rather, its value is increased. Appropriate use on new
medical devices and instrumentation adds science to art,
measurement to impression, and recordings to memory.
Better understanding of what lung sounds mean, and of
how much the simple stethoscope can tell us and how much
it cannot, will make the use of the simple stethoscope in

examining rooms or on clinical rounds more important
than ever.

SOUND TRANSDUCERS

Microphones transform mechanical energy to electrical
energy, in the sound frequency range. Mechanical move-
ment at the chest wall, resulting from the transmission of
vibrations representing lung sounds to the chest wall sur-
face, may be detected by any one of several devices. The
main categories are ceramic, condenser (capacitor), and
electret microphones. Ceramic microphones use a piezo-
electric ceramic element that produces voltage when it is
stressed. They tend to be stable and rugged and do not need
a bias voltage for operation. Condenser microphones of the
conventional type act as a variable capacitor that requires
a bias voltage. They have good sensitivity and frequency-
response characteristics. Electret microphones are a more
recent type; a permanent charge on the diaphragm and no
free electrostatic charge on its surface relieve the need
for a polarizing (bias) voltage and reduce sensitivity to
humidity.

Most microphones are designed to receive sound trans-
mitted through air. Air coupling has been used by several
investigators recording sounds from the surface of the
chest wall, or from the trachea, and it is not surprising
that stethoscope chest-pieces have been used for this pur-
pose. The sound transmitted through the air column in
stethoscope tubing can be applied to a microphone just as it
can to an auscultating eardrum. Direct mechanical cou-
pling of the transducer to the signal site (chest wall or
tracheal surface) is an alternative to air coupling.

Several authors have reviewed the relative advantages
and disadvantages of the various types of microphones as
lung sound transducers (11,12). Desirable characteristics
include sensitivity, rejection of ambient noise and surface
noise, appropriate frequency response, insensitivity to var-
iation in pressure of application, ease of attachment, rug-
gedness, and low price. Sensitivity is necessary because of
the low level of the sound signal. Vesicular breath sounds
will on occasion be virtually inaudible, for example, when
airflow rates at the mouth are <0.27 L/s (13).

It is not always possible to study lung sounds in ideal
circumstances, and rejection of ambient noise is important
for many applications. Microphone housing can be helpful
in this regard. Heart sounds are often of greater amplitude
than lung sounds and may obscure them. They can be made
less troublesome by the frequency response of the micro-
phone because heart sounds are in a lower frequency
range. Air coupling or inherent microphone characteristics
may help by increasing the high frequency response.
Microphone placement can also reduce the interference
from heart sounds, which are, of course, loudest over the
front of the chest, particularly in the left lower zone, and
are less obtrusive on the right side, especially at the base of
the right lung posteriorly. One method that has been
adopted to reduce contamination of lung sounds by the
heart sounds is to record the electrocardiogram simulta-
neously and to use some form of gating to delete segments
where the heart sounds are present (14). The periodicity of
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the heart sound makes this an attractive alternative for
some purposes. Muscle noise can also contaminate lung
sounds; again the frequency content of muscle noise is
considerably lower than that of lung sounds, and a micro-
phone that is insensitive to low frequency noise, or sub-
sequent filtration of the signal, can be helpful. Muscle noise
has the disadvantage of being timed with respiration
because it arises from respiratory muscle activity, and this
prevents it from being gated out on a time base. Most
investigators have found that the frequency range of most
interest in the recording and analysis of lung sounds lies
between 100 and 1000 Hz, well within the frequency range
of most microphones.

Surface noise is another important source of difficulty
that can arise in recording and interpreting lung sounds.
The movements associated with respiration make it easy
for the microphone to slide over the skin surface in phase
with respiration, producing sounds that are in phase with
respiration, may be in the same frequency range as lung
sounds, and may be very difficult to distinguish from
friction sounds such as a pleural friction rub. Surface noise
is more likely to arise when the microphone is mechanically
in contact with, but not firmly fixed to, the chest wall. Air
coupling may have advantages over mechanical coupling in
this respect, but not always if the chest piece is of the
diaphragm type commonly used in stethoscopes. Respira-
tory movement may also cause changes in the pressure
with which a microphone is applied to the chest wall; if the
microphone is strapped to the chest by a circumferential
band, pressure on the microphone will increase as inspira-
tion occurs and the chest diameter increases. Variation in
pressure of the microphone against the chest wall is liable
to alter the acoustic coupling, particularly if mechanical
coupling is used to transmit surface movement to the
sensitive microphone element. If the pressure exerted is
sufficient, the deformation of the sensitive element may
approach the limit of its range, damping the signal. Air-
coupled microphones are less sensitive to changes in pres-
sure of application, provided that the air chamber between
chest wall surface and microphone element is vented to
theoutside, usually by a small-bore needle; but too large a
vent may increase the amount of ambient sound recorded
(15).

For some purposes, the sound transducer is applied only
briefly at a specific site on the chest wall while a few
breaths are recorded. For monitoring purposes, attach-
ment of a sound recording device for a period of hours or
overnight may be necessary. Lightness and small bulk are
important in this type of application, and in some cases
two-sided adhesive tape or an adhesive patch similar to
that used for electrocardiograph electrodes is adequate for
attachment.

If chest wall surface movement is unimpeded, the vibra-
tions that correspond to the lung sound do not involve
actual mechanical displacement of the chest wall surface
by more than a few micrometers. A sensor applied to the
surface may measure displacement or, if it applies a load to
the chest wall surface, it may measure pressure rather
than displacement, or a combination of the two. Some
sound transducers measure acceleration rather than
actual physical displacement. In each case, the reaction

of the sensor to the signal being sensed will influence its
characteristics. Inertia, rigidity, or counterpressure by the
sensing element may cause distortion of the sound. Parti-
cularly in the case of accelerometers, the mass of the
sensing element will determine its frequency response
characteristics. It is not always clear what criteria are
used in making a decision about microphone type. The
human ear is remarkably good at separating out the dif-
ferent sounds that may be combined to form a mixed signal,
and often the final judgment may be made by listening to
replay of a recorded signal. The efficiency of a particular
sound system depends on the purpose for which it is
intended, but unless the signal is listened to with an
educated ear it is easy to be misled by, for example,
frequency components whose origin is not obvious from
inspection of a graphic or calculated spectrum.

RECORDING AND DISPLAY SYSTEMS

Those using devices and instruments to study lung sounds
will choose recording and display systems appropriate to
their purpose. Audio tape and strip-chart recorders have
now virtually all been replaced by computers or systems
designed or modified for the purpose. The signals of inter-
est may be presented to the observer audibly, visually, or in
a variety of forms during and after analysis. Standard
physical examination of the chest does, in a sense, present
audible and visual displays to the clinician. The stetho-
scope presents an audible signal at the earpieces, and the
clinician observes his patient breathe to get a visual display
of respiratory movement.

For teaching purposes at the bedside, an electronic stetho-
scope or microphone may be connected to several headsets
worn by students, by telemetry if preferred, giving the instruc-
tor an opportunity to share the sounds with them. In this way,
a realistic learning experience is provided with less imposition
on the patient’s patience. Recording of sounds for teaching
purposes usually involves a computer system, or an electronic
stethoscope and audio tape recorder. Standard audiovisual
equipment has been used for editing, for adding comments,
and for preparation of cassettes or disks for distribution (16,17)
for teaching purposes.

For research purposes, arrays of microphones are now
available with computer recording, analysis, and display
systems to show the distribution of sound signals over the
surface of the chest (18–20). Brief differences in time of
sound signals have clinical relevance by allowing compar-
ison in timing of the same sound signal of a crackle or the
start of a wheeze arriving at different surface sites in the
same patient. And on a longer time base, in asthmatics, for
example, the site, the frequency pattern, and the sound
amplitude of wheezing may change during exercise, sleep,
exposure to cold air or to inhalants such as pollen, or
industrial exposure, or in response to drug treatment.
Sleep disorders such as nocturnal asthma, the sleep apnea
syndrome, and snoring, may be studied by sound monitor-
ing. Nocturnal asthma and snoring are present in the same
patient more often than would be expected as a result of
chance alone, especially in asthmatics under the age of 40
(21). Snoring is a respiratory, but not a lung sound, as it
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rises in the upper airways, at or above the larynx. Possible
explanations for the association with asthma, and sound
monitoring methods and devices, have been reviewed (22).

Comparisons over long periods of time were once made
by recording the results of analyses of wheezes, rather than
by comparing the actual recorded sounds. The development
and proliferation of computers with rapidly increasing
audiovisual capability and storage capacity are now, how-
ever, changing the situation to allow storage of original
data on tape or disk together with derived values. Kraman
et al. (23) evaluated minidisk recorders, with their con-
siderable increase of storage capacity for music, for lung
sound recording. They found no distortion of frequency or
waveforms that would interfere with this use. For some
studies, analyzing sound signals in real time as they are
being acquired makes it simpler to monitor results as they
accrue, and helps direct the course of an experiment.

An early example of audiovisual recording is in a paper by
Krumpe et al. (24), in which the authors discuss the evaluation
of bronchial air leaks by auscultation and phonopneumogra-
phy. They describe three patients who develop air leaks from
the bronchi after resectional lung surgery and in whom
‘‘videophonopneumography’’ provided more precise correlation
of abnormal sounds with the underlying visibly leaking bron-
chial abnormalities. Audiovisual tapes or disks are useful for
teaching or demonstration purposes, by providing examples of
classical or of unusual sounds.

Simultaneous sound recordings at several sites have
been used to study the spatial distribution of lung sounds.
This has provided information on regional ventilation, and
on the localization of abnormalities in disease such as
pneumonia, airways obstruction, bullae, or small areas
of infarction, atelectasis, fibrosis, or interstitial lung dis-
ease. Indeed, lung imaging by sound production provides a
potential alternative to chest X rays and computed tomo-
graphy (CT) scans, without the need to inject possibly
damaging energy or drugs.

For research purposes, analysis of sound signals and any
associated physiological measurements were formerly con-
ducted off-line. The signals were recorded on tape or disk
and replayed for analysis. This allowed editing for selection of
relevant segments of data and for quality control and signal
conditioning, such as amplification, filtering, or attenuation.
The purpose of each study will determine the equipment
needs, but most current lung sound research uses computers
with high speed audiovisual capabilities. These can be adapted
to record lung sounds along with physiological respiratory
variables, such as airflow, lung volume, and esophageal pres-
sure, measured simultaneously, which can then be related to
the lung sounds. If relationships in time are to be studied with
any precision, it is necessary to record signals together on one
medium and it is necessary to know the frequency character-
istics of the items of equipment used, and the time delays
introduced by filters, envelope detectors, integrators, fre-
quency analyzers, and other acquisition or processing devices.

SOUND ANALYSIS

Sound amplitude and frequency content are the two mea-
surements that most commonly form the basis of lung

sound analysis systems. Early studies presented the sound
signal as a time-amplitude plot. If such plots represent a
respiratory cycle on a few centimeters of paper, the result is
a compressed representation that superimposes many suc-
cessive sound signal cycles to form an envelope. Simple
integrating and rectifying circuits can provide the outline
of the envelope as a single line, thus acting as an envelope
detector, ac–dc converter, or sound-level meter. Filters
incorporated in such circuitry can yield a method for
comparing sound amplitude in different frequency bands
(14,17) or to provide a signal believed to represent the
important band range of vesicular sound from the ventila-
tion point of view (25).

The sound spectrogram is really an extension of this
principle, the signal of interest being passed repetitively
through a narrow bandpass filter with slowly changing
center frequency and the signals passed being assembled to
present a graphic display of time on the horizontal axis,
sound frequency on the vertical axis, and sound amplitude
by the degree of blackening of the paper. Sound spectro-
grams of this type, used routinely in the speech sciences,
were applied to heart and lung sounds extensively by
McKusick et al. (26) and are still widely used to good effect.

The time-amplitude plot of a sound signal has been used
to advantage in a different way by Murphy et al. (27).
Features of the sound waveform cannot be studied in detail
without using a rapid time sweep on an oscilloscope, and
only a brief (a few milliseconds) segment can be viewed in
this way. By digitizing a sound signal at a rapid rate and
playing the signal back through a digital-to-analogue con-
verter (DAC), a ‘‘time-expanded’’ waveform was prepared.
This has proved of particular value in studying crackles
(rales), the brief sounds heard over fibrotic, edematous,
consolidated, or atelectatic lung. Measurable characteris-
tics of these crackles, such as the initial or the largest
deflection width, show diagnostic value and automatic
methods for their measurement are now being applied.

The sound characteristics of rhonchi, as opposed to
crackles (continuous versus discontinuous adventitious
sounds) require an additional approach. Essentially, they
are longer in duration, possessed of perceptible pitch, and
have a repetitive waveform pattern. Waveform analysis is
a rapidly moving field. Sound frequency spectrum analysis
of lung sounds has most frequently been reported in terms
of discrete Fourier analysis. Several workers have used a
fast Fourier transform algorithm to measure frequency
content of signal segments. One way of representing
time-variant sound signals is to assemble a sequence of
spectra with frequency on the horizontal axis, sound ampli-
tude or power on the vertical axis, and time on an oblique
axis. Usually, some overlapping of the sequential segments
and appropriate windowing (e.g., Hanning) are used. The
resulting ‘‘bird’s-eye view’’ has proved to be readily related
to sounds, providing a mental image that can evoke a
mental image of the sounds represented. Individual peaks
on a frequency spectrum may be related to individual
wheezes coming from the chest, and peak detection pro-
grams have been used (28,29) to compare them statisti-
cally. The fast Fourier transform is the most frequently
reported type of waveform analysis, but other techniques,
such as those of linear predictive coding (LPC), the
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maximal entropy method of waveform analysis, fractal-
dimension analysis, wavelet networks, and artificial
neural networks, are being explored. They are most likely
to prove useful in brief sounds, in timing the onset or rapid
changes in complex sounds, or in noting time relationships
among sounds recorded at separate or at adjacent sensors.
Any graphic form of waveform analysis is more readily
interpreted when it can be combined with visual examina-
tion of a simultaneous time-amplitude plot.

RESULTS AND CLINICAL APPLICATIONS

Increasing attention and techniques for more exact repre-
sentation have led to a rapid growth in information avail-
able about lung sounds. The meaning of these various
items of information will emerge more slowly, as will
clinical applications. The objective, quantitative study of
lung sounds, is still at an interesting rapid growth phase of
development. It is clear that a good deal of information is
contained in the signals that we hear emerging from the
chest (2) and that auscultation is one of the safest of
diagnostic procedures, since no external energy or chemi-
cal is inserted into the body. It is also clear that some of the
information conveyed would be difficult to obtain in any
other way. Much of it is regional or local and may be able to
tell us about mechanical events and structural character-
istics at specific sites in the chest (30,31). The vesicular
lung sounds have been studied in sufficient detail that we
now know more about the probable general range of bron-
chial dimensions involved in the production of these
sounds, but not the exact site; the effects of flow rate
and lung volume, but not the exact nature of the relation-
ships; and we know that there are relationships between
vesicular lung sound intensity and regional ventilation,
but not their exact nature. The roles of production and of
transmission of these sounds are not always easy to dis-
tinguish from one another in the end-product, sensed at the
site of their detection, but recent work by Kiyokawa and
Pasterkamp (32) shows progress in this distinction.

We know that wheezing indicates airflow obstruction
and roughly its levels in the bronchial tree. We know that
several factors, such as airway dimensions, geometry, and
compressibility, are important. Endobronchial surface
characteristics and the presence and nature of secretions
may also have some effect. We know that flow rates and
intrathoracic pressure and volume history affect wheezes;
but we do not know the relative importance of these factors
and the extent of variation from one disease state to
another. Crackles are known to be associated with certain
diseases and not with other radiographically similar dis-
eases, but we are not sure why. We know that crackles from
different types of abnormal lungs have different character-
istics, but a great deal of clinical observation will be needed
to test their diagnostic value: and physiological or patho-
logical studies to understand the basic mechanisms
involved.

Laennec’s stethoscope—and for that matter the stetho-
scope pulled currently from the pocket of a white coat—
allows the user to consider the sound of one breath at one
place at one time. Medical devices and equipment are now

being developed that can expand the observations in time,
in space, in content, and in information; for example, from
one or two breaths to hundreds of breaths, and from one
specific point on the chest to the entire chest. From one
breath described or remembered as vesicular, reduced in
volume, with a few end-expiratory crackles the information
may expand to an assembly of pages of tables and graphs
showing a variety of measured features. These can include
diagrams of the chest showing where and how the lungs
and ventilation vary, where and how much airflow obstruc-
tion or lung collapse is present, and can offer a regional
description of airways’ diameters and other characteristics.

Que et al. (33) developed a system to measure tracheal
flow from tracheal sounds, and to use this to estimate tidal
volume, minute ventilation, respiratory frequency, mean
inspiratory flow rate, and duty cycle. Careful observations
and comparison of the results with simultaneously
recorded pneumotachygraph-derived volumes in various
postures allowed them to address the problems inherent in
the adverse signal/noise ratio and the low level of the flow-
derived sound at flow rates seen in quiet breathing. The
system that they developed suggests that their method of
phonospirometry measures overall ventilation reasonably
accurately without mouthpiece, noseclip, or rigid postural
constraints.

The study by Kiyokawa and Pasterkamp (32) in a sense
complements this by measuring lung sounds at two closely
spaced sensors on the chest surface. In five healthy sub-
jects, volume-dependent variations in phase and amplitude
of signals recorded over the lower lobe might reflect spatial
variations of airways and diaphragm during breathing.
These authors noted similar variations in phase and ampli-
tude on passive sound transmission, suggesting that a differ-
ence in sound transmission was a more likely cause of the
variations than a difference in sound generation. Their obser-
vations compare local sounds that reflect local circumstances;
the observations discussed in the previous paragraph concern
central sounds that reflect total ventilation.

Several systems are now available or under develop-
ment that can record sound signals simultaneously from a
number of sites, with or without associated physiological
signals, and present the observations for read-out by the
physician. Lung sound documentation and analysis can
now be done on personal digital assistants (PDAs) as well
as on laptop computers. Stethoscopes can be connected to
these devices wirelessly or by a short cable. This allows
objective quantification of these sounds at the bedside
(34,35). A personal computer based ‘‘telemedicine’’ system
has been described in which two remote hemodialysis sites
were connected by high speed telephone lines to allow video
and audio supervision of dialysis from a central site (36).
Such equipment may eventually be used to supplement—
or perhaps in some circumstances replace—other diagnos-
tic devices such as fluoroscopy or other types of radio-
graphic imaging. They have the great advantage of
avoiding the subjection of a patient to any potentially
harmful radiation or other energy, and can therefore be
used over prolonged periods of time.

Transthoracic speed of sound introduced at the mouth
or the supraclavicular space (35) can be mapped at sev-
eral sites on the chest using sound input with specific

LUNG SOUNDS 281



characteristics. This may allow noninvasive monitoring of
conditions such as pneumonia, congestive heart failure,
or pleural effusion that increase intrathoracic density.
Chronic obstructive lung disease may be detected by
reading lung sound maps showing time intensity plots
at several sites over the chest; this appears to be more
accurate than current clinical diagnostic methods. The
ability to detect diaphragmatic movement by multichan-
nel lung sound analysis suggests that it may prove to be
an inexpensive bedside test. It may also have useful
applications in ventilator management.

It seems clear that wider application of these new
developments in lung sound analysis will lead to safe,
useful, and rewarding forms of clinical and physiological
information that can answer many imaging, diagnostic,
and monitoring problems.
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INTRODUCTION

The principle of nuclear magnetic resonance (NMR) was
discovered by Felix Bloch and Edward Purcell indepen-
dently in 1946. The two were awarded the Nobel Prize in
Physics for the discovery, which had numerous applica-
tions in studying molecular structure and diffusion. Atomic
nuclei with an odd number of protons or an odd number of
neutrons behave like spinning particles, which, in turn,
create a small nuclear spin angular momentum. This
angular momentum of an electrically charged particle such
as the nucleus of a proton leads to a magnetic dipole
moment. In the absence of an external magnetic field,
the orientation of these magnetic moments is random
due to thermal random motion. These magnetic moments
are referred to as spins, because the fundamentals of the
phenomena can be explained using classical physics where
the moments act similarly to toy tops or gyroscopes. The
NMR phenomenon exists in several atoms and is used
today to study metabolism via imaging. However, hydro-
gen is the simplest and most imaged nucleus in MR exam-
inations of biological tissues because of its prevalence and
high signal compared with other nuclei.

NMR imaging was renamed Magnetic resonance
imaging (MRI) to remove the word nuclear, which the
general public associated with ionizing radiation. MRI
can be explained as the interaction of spins with three
magnetic fields: a large static field referred to as B0, which
organizes the orientation of the spins; a radio frequency
(RF) magnetic field referred to as B1, which perturbs the
spins so that a signal can be created; and spatially varying
magnetic fields referred to as gradients, which encode the
spatial location of the spins. These subsystems are shown in
Fig. 1.

When an external magnetic field is present, the distribu-
tion of the magnetic moments is no longer random.
Current technology allows large, homogenous static

magnetic fields to be created using superconducting
magnets, whereas smaller fields are possible with
permanent magnets. In most conventional systems, the
static field is aligned along the longitudinal axis or the long
axis of the body, as shown in the z axis in Fig. 1. Clinical MRI
scanners have been built with static fields ranging from
0.1 to 7 T, but the vast majority of scanners are between
0.5 and 3.0 T.

THEORY

Creating Net Magnetization

Consider a static field oriented along the z axis with mag-
nitude B0, or represented as a vector B¼B0k. Hydrogen
protons have a quantum operator whose z component is
quantized to �½. According to quantum mechanics, only
two discrete sets of orientations exist for the magnetic
dipole of each hydrogen nucleus. In the parallel energy
state, the magnetic moment vector m orients itself so that
its projection on the z axis aligns with the direction of the
main magnetic field B0. In the antiparallel energy state,
this projection aligns in the opposite direction of the
main field. It can be shown that the two allowed angles
between magnetic dipoles and the static field are u¼�548
(1), and thus a population of spins will be oriented as in
Fig. 2b.

The ratio of spins in the parallel state n� to the spins in
antiparallel state nþ is given by the Boltzmann equation

n�

nþ
¼ e

�DE
kT ¼ e�

g2p
h B0kT (1)

where g is a nuclei-specific constant referred to as the
gyromagnetic ratio, k denotes the Boltzmann constant,
and T is the absolute temperature. There are only slightly
more spins in the parallel state than in the antiparallel
state because this state is of lower energy; however, the
prevalence of water in biological tissue can create an
adequate signal with this differential. This distribution
of spin orientations in a small volume element results in
an average or net magnetization M, which aligns along
the longitudinal or z axis, as shown in Fig. 2b. The entire
process is referred to as polarization. The contributions in
the transverse (x�y) plane sum to zero. As the argument
of the exponential in Equation 1 is small and the
difference in energy levels varies proportionally with field
strength, the length of the net magnetization vector varies
linearly with field strength. A quantum mechanics
description of the spin distribution can be found
elsewhere (2).

Signal Generation

The behavior of the net magnetization vector in an external
field can be described by the classical model according to
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the Bloch equation.

dM

dt
¼ gðM�BÞ (2)

A useful parallel description is a spinning toy top where the
axis of the top is analogous to M and gravity is analogous to
B. In the equilibrium state, the net magnetization M and
the static magnetic field B0 are parallel so that M does not
experience a torque and consequently the direction of M
does not change. Similarly, the axis of a spinning top
oriented vertically remains vertical.

The second magnetic field in MRI is an RF field that is
created using an RF amplifier that supplies oscillating
current into a coil that surrounds the patient. The coil is
designed to create a magnetic field, referred to as B1

field, oriented in the transverse plane and approximately
on the order of 10 T. By having the RFenergy oscillate at
the resonant frequency of the nuclei, this relatively low
field can perturb and rotate the net magnetization away
from its orientation along the longitudinal axis. The
resonant or Larmor frequency v0 is related to the static
field strength such that v0¼ gB0. For protons, the gyro-
magnetic ratio g/2p¼ 42.57 MHz/T. The field created by
the tuned RF coil, referred to as an excitation, can be

viewed as an applied torque that tips or flips spins away
from the longitudinal axis by an angle referred to as the
flip angle. The strength of the B1 field and the length of
time it is applied determine the flip angle. The flip angle
usually varies between 5 and 1808 depending on the
application.

Once the magnetization is no longer parallel to the static
field, the right-hand side of Equation 5 is no longer zero and
the direction of the net magnetization will change. In fact,
it will begin to precess about the axis of the static magnetic
field and at the Larmor frequency. In general, the preces-
sional frequency is directly proportional to the magnetic
field experienced by the spin, such that v¼ gB. Similar to a
toy top that is tipped an angle u off its vertical axis, the top
will maintain an angle of u as it rotates about the vertical
force supplied by gravity.

The net magnetization can be described by its long-
itudinal component Mz and its transverse component
Mxy, a complex value whose magnitude describes the com-
ponent’s strength and whose angle describes the location of
the component in the x–y plane. The rapid rotation of the
transverse component will create a time-varying magnetic
flux. A properly oriented receiver coil will detect this time-
varying flux as a time-varying voltage, in agreement with
Faraday’s law of induction. Often, the same coil used for
excitation can also be used for reception. This voltage
signal, known as a Free Induction Decay, or FID, is shown
after a 908 excitation in Fig. 3, which is the most basic form
of a MR signal. Although the entire magnetization vector is
tipped into the transverse plane in this example, smaller
flip angles will also create a transverse magnetization and
thus an FID.
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Figure 2. (a) shows the precession of a spin with a magnetic
moment m in a static field with magnetic flux density of B0. An
assembly of spins in parallel and antiparallel states is shown in (b).
The Boltzmann equation determines the ratio of the spins in the
two states. As the components in x and y compensate each other,
the net magnetization M has a component in the z direction only
(parallel to B0). The coordinate system is shown with its unit
vectors i, j, and k along x, y, and z.

Figure 3. Generation of a free induction decay after a 908 RF
excitation.

Figure 1. Clinical 1.5 T MRI scanner with static
field oriented along long axis of the body (z).
Patient’s head lies in RF coil, which is used to
both perturb and receive MR signal. Scanner
bed will move patient into middle of cylinder
before imaging begins. MR gradient coils for y
dimension are shown, which have mirrored coils
on the opposite side of the magnet. A portion of the
z gradient, based on solenoid design, is also shown.
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The complex motion of the net magnetization, and thus
the recorded FID signal, can be described in a simplified
manner by using a rotating reference frame that rotates at
the Larmor frequency about the static B0 field. In this
rotating frame, the FID will decay as a simple exponential.
The causes of this decay, and its use as potential image
contrast mechanism, will be described after spatial encod-
ing is described. Most MR signals are demodulating using
the Larmor frequency and, thus are effectively acquired in
the rotating frame.

Spatial Encoding

The first two magnetic fields described above allow
biological tissue to be polarized, perturbed, and measured.
In terms of clinical imaging, however, these fields merely
allow us to integrate the signal derived throughout the
body, a measure of little value. The field of MRI developed
only when a third spatially varying magnetic field, referred
to as a gradient field, was invented to spatially encode
the MRI signal. This method allows us to achieve sub-
millimeter resolution while using RF energy whose wave-
lengths are on the order of tens of centimeters to meters.

Dr. Paul Lauterbur realized, in 1973, that, instead of
working like others to build a more homogenous field for
NMR spectroscopy, spatially varying the strength of the
magnetic field could provide a means to build an imaging
system. For this work, he won the Nobel Prize in Medicine
along with Sir Peter Mansfield in 2003.

The three gradient coils in a cylindrical MRI system, two
of which are shown in Fig. 1, are laid out concentrically on a
cylinder. The cylinder surrounds the patient as he or she lies
inside of the static B0 field. The three coils are designed to
create longitudinal magnetic fields in z that vary in strength
linearly with the x, y, and z dimensions, respectively. The
digital scanner hardware controls the current waveforms,
which are amplified by three respective gradient amplifiers
before being sent to the gradient coils. The strength of each
component gradient field, Gx,Gy, or Gz, is measured in G/cm
or mT/m and is directly proportional to the current supplied
to the coil. Changing gradient strengths quickly on clinical
scanners is possible with amplifiers capable of slew rates of
approximately 200 mT/m/s.

As the resonant frequency of an MR spin is directly
proportional to the magnetic field it experiences, a gradient
coil allows us to linearly vary the frequency of spins
according to their position within the magnet. For example,
a gradient of strength Gx, which does not vary in time,
causes the frequency of spins to vary linearly with the x
coordinate.

wðxÞ ¼ g½B0 þGxx	 ð3Þ

Spins to the left of the magnet center rotate slower, spins
at the exact magnet center remain unchanged, and
spins to the right rotate faster than they did without
the gradient.

Gradients can be used to selectively excite only spins
from a slice or slab of tissue. Slice thicknesses in 2D MRI
range from 1 to 20 mm. To select a transverse slice, the z
gradient can be applied during RF excitation, which will
cause the resonant frequency to vary as a function of z in

the magnet, such that wðzÞ ¼ g½B0 þ Gzz	. Instead of excit-
ing all the spins within the magnet, only spins whose
frequency matches the narrow bandwidth of a pulsed-
RF excitation will be excited within a slice at the center
of the magnet. Modulating the frequency of the RF pulse
up will move the slice superior in the body, whereas
modulating it down will excite an inferior slice. Likewise,
slices perpendicular to the x or y axis can be excited by
applying a Gx or Gy gradient, respectively, simultaneously
with RF excitation. In fact, an oblique slice orientation can
be achieved with a combination of two or more gradients.
The ability to control from which tissue signal is obtained,
without any patient movement, is a major advantage of
MRI.

Simplified MR Spatial Encoding. Once a slice of tissue is
selected, the two remaining spatial dimensions must be
encoded. A somewhat simplified method of visualizing
encoding follows. For a transverse slice, receiver data
could be obtained after RF excitation while a constant
gradient was applied in the x direction. Tuning a receiver
to select a very narrowband frequency range would deter-
mine which spins were present within a spatial range x1<
x< x1 þ Dx. By repeating the experiment while changing
the narrowband frequency range, a projection of the spin
densities along the x axis could be determined. Likewise,
the same experiment could be repeated while applying a
constant y gradient to obtain a projection of spin densities
along the y axis. Likewise, projections along arbitrary
axes could be achieved by acquiring data while applying
a combination of x and y gradients after RF excitation. In a
matter very similar to computed tomography (CT) ima-
ging, an image could be reconstructed from this set of
acquired projections.

MR Spatial Encoding in the Fourier Domain. Although
possible, the proposed method would be very slow because
each sample point within each projection would require its
own MR experiment or excitation. Time between excita-
tions in MR vary in duration from 2 ms to 4 s depending on
the desired image contrast. Even with the shortest excita-
tion, each slice would require over 3 min of scan time. All
the data for an entire projection can be acquired within
milliseconds by considering how the phase of the trans-
verse magnetization varies, instead of the frequency, with
spatial position. This description also uses the concept that
position in MR is encoding using an alternative Fourier
domain where signal location is mapped onto spatial fre-
quencies.

Integrating the frequency expression in Equation 3
indicates how the spin phase, or location of the transverse
magnetization within the transverse plane, will vary with
the x coordinate during a general time-varying gradient
Gx(t) applied after excitation. Ignoring the phase term due
to the B0 field, which will be removed during demodulation
of the received signal, gives a phase term for each spin that
varies with the spatial position x and the integral of the
applied gradient at each point in time.

Mxyðx; tÞ ¼MxyðxÞe� j2p
g

2p

R t

t0¼0
½Gxðt0Þx	dt0 (4)
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The signal received by the MR coil can be expressed as an
integration of all the excited spins in the x–y plane using
the following equation:

SðtÞ ¼
Z

y

� Z

x

Mxyðx; yÞe� j2pkxðtÞxdx

�
dy (5)

where a Fourier spatial frequency, termed kx(t) in MR, has
been substituted for g

2p

R t
t0¼oðGxðt0ÞxÞdt0. In this example,

the coil simply integrates all the spins in the y dimension,
and thus only spatial information in x is available. The
received signal can be seen as a 1D Fourier transform of the
projection of transverse magnetization Mxy(x, y) onto the x
axis. The corresponding coordinate in the Fourier domain
at each point in time t is determined by the ongoing integral
of the gradient strength. Thus, we can acquire an entire
projection in one experiment rather than numerous MR
experiments as in the simplified example with the narrow-
band receiver.

The last spatial dimension for this 2D imaging example
y has a corresponding Fourier dimension termed ky, which
can be similarly traversed by designing the integral of the
Gy gradient current.

SðtÞ ¼
Z

y

Z

x

Mxyðx; tÞe� j2pkxðtÞx e� j2pkyðtÞydxdy (6)

where kyðtÞ ¼ g
2p

R t
t0¼oðGxðt0ÞxÞdt0. The integral of the gra-

dients determines location in the Fourier space known as k
space in MRI. Numerous strategies can be used to traverse
and sample k space before transforming the data, often
with a Fast Fourier Transform (FFT), into the image
domain. The method can be extended to three dimensions
by exciting a slab of tissue and using the Gz gradient to
encode the third dimension.

As in the simplified example, a combination of Gx and Gy

can be used to sample the 1D Fourier expression of projec-
tions of Mxy at arbitrary angles. This data can be trans-
formed into the actual projections using 1D inverse Fourier
transforms. Methods very similar to computed tomography
can translate the projection data into an image. Alth-
ough acquiring data in this manner, known as radial
imaging, has interesting properties, by far the most pop-
ular method in clinical imaging traverses the Fourier space
in a Cartesian raster pattern known as spin-warp imaging.

This sampling is typically completed in a series
of experiments, where the time between consecutive

excitations is referred to as the repetition time TR. In
many MR acquisition schemes, a complete k space line is
acquired along kx, known as the frequency-encoding or
readout direction, for each TR. During each subsequent
TR, a line parallel to the previous one is sampled after
applying a short, pulsed Gy gradient. By changing the
strength of the pulsed Gy gradient by equal increments
during each MR experiment, a different phase shift is
placed on spins depending on their position in y. In terms
of the k space formalism, the area under the Gy gradient
pulse causes a vertical displacement in k space such that a
different horizontal line in k space is acquired in each MR
experiment, as shown in Fig. 4. Here, the vertical direction
in k space is known as the phase-encoding direction. By
applying 1D Fourier transforms in the kx direction, spin
position is resolved based on their frequency during read-
out. An image is formed by following these horizontal
transforms with 1D Fourier transforms in the ky dimen-
sion. Here, the y position of spins is resolved due to the
different phase shifts experienced in each experiment prior
to the readout gradient.

The image coverage, or field of view, in MRI decreases as
the sampling rate decreases. As MR samples in the fre-
quency domain, failure to sample fast enough in k space
leads to aliasing in the image domain. Higher resolution in
MRI requires obtaining higher spatial frequencies or lar-
ger extents of k space. Achieving adequate resolution and
coverage then increases the amount of k space sampling
that is required and increases imaging time. Unlike other
modalities where hundreds to thousands of detectors can
be used at a time, encoding spatial position in this method
only allows one point of data to be taken at a time, which
explains MR’s relatively slow acquisition speed. Industrial
scanners have only recently determined how to partially
bypass this limitation by using up to 32 different receivers
who have different spatial sensitivities to different tissues.
The differences of each receiver in proximity, and thus
sensitivity to each spin, can be used to synthesize unac-
quired regions of k space.

Image Contrast Through Varying Decay Rates

Imaging the spatial density distribution of hydrogen often
produces a very low contrast image, as the density of
hydrogen is relatively consistent in soft tissue. However,
the imaging experiments described above can be easily
modified to exploit the differences in time for which the
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Figure 4. 2D spin-warp imaging with one
readout per TR. One complete line is
sampled along the readout direction on a
rectilinear grid in the Fourier domain (k
space) with a resolution of Dkx (circles on
the arrow). The next line is acquired
parallel at a distance of Dky on the grid by
increasing the phase-encoding gradient. This
scheme is repeated until the desired grid is
sampled. Images are reconstructed by an
inverse 2D Fourier transform (FT).



MR spins remain perturbed. The differences account for
the vast majority of image contrast in standard clinical
MRI.

After the spins are perturbed, the transverse magneti-
zation decays toward zero, whereas, the longitudinal mag-
netization returns toward its equilibrium magnetization.
As more mechanisms exist for the loss of transverse mag-
netization than for the regrowth of longitudinal magneti-
zation, the length of the magnetization vector M does not
remain constant after excitation. Although related, the
rate of longitudinal relaxation time, termed T1, is always
larger than the rate of transverse relaxation time, termed
T2.

If the magnetization has been completely tipped in the
transverse plane with a flip angle of 908, then the long-
itudinal magnetization recovers as

Mz ¼M0½1� e�t=T1 	 (7)

T1 is also called the spin–lattice relaxation time, because it
depends on the properties of the nucleus and its interac-
tions with its local environment. The transverse relaxation
time T2 is also referred to as the spin–spin relaxation
time, reflecting dephasing due to interactions between

neighboring nuclei.

Mxy ¼Mxyð0Þe�t=T2 (8)

where Mxy(0) is the initial transverse magnetization
(Mxy(0)¼M0 for a 908 pulse). The temporal evolution of
the longitudinal and transverse magnetization is shown in
Fig. 5. In general, hydrogen protons in close proximity to
macromolecules have lower relaxation times than bulk
water that is freer to rotate and translate its position.

Delaying the encoding and acquisition of the transverse
magnetization until some time after RF excitation gener-
ates T2 image contrast. As injured and pathological tissues
generally have higher T2 relaxation rates, T2-weighted
images have positive image contrast. T1-weighting can
be achieved by using an interval between MR experiments,
the TR parameter, which does not allow enough time for
tissue to fully recover its longitudinal magnetization. Thus,
tissues with shorter T1 relaxation rates will recover more
quickly and thus have more signal present in the subse-
quent experiments used to build the image than tissues
with longer T1. In general, T1-weighting provides negative
contrast for pathological tissue. An example is shown in
Fig. 6 for a human brain tumor. The differing rates of
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Figure 5. The regrowth of the longitudinal magnetization Mz (a) and the decay of the transverse
magnetization Mxy (b) after an RF excitation.

Figure 6. The flexibility of MR to image in different planes with different types of image contrast is
shown in these sagittal and axial brain tumor (arrows) images.



recovery can also be used to null out an unwanted tissue,
such as fat, by inverting all the spins 1808 prior to imaging.
As the point where unwanted tissue passes through the
null of the recovery phase, an imaging experiment is
begun. This technique is referred to as inversion recovery
magnetization preparation or simply inversion recovery.
Table 1 lists representative relaxation times for some
tissues (3). Extensive reviews of the relaxations times (4)
and methods for their measurement (3,4) are available.

Spin Echoes

Ideally, the transverse magnetization decays according to
T2. However, the signal dephasing in the transverse plane
is significantly accelerated by field inhomogeneities due to
difference in magnetic susceptibility between tissue types
or the presence of paramagnetic iron. The largest inhomo-
geneities occur at air/tissue interfaces, such as near the
sinuses or near the diaphragm. These effects lead to dif-
ferent precession frequencies and loss of coherence that are
described by a T2

� relaxation time

1

T�2
¼ 1

T2
þ 1

T02
(9)

where T02 represents the decay due to the effects described
above.

A method to reverse these often undesirable dephasing
effects uses a 908 pulse followed by a 1808 spin refocusing
pulse after a time delay td, as shown in Fig. 7b. The
first pulse rotates the longitudinal magnetization into
the transverse plane as in the case of the FID. Prior
to the second pulse, the magnetization dephases in the
transverse plane due to T2

� effects, with some spins

rotating faster than the Larmor frequency and others
spinning slower. The second pulse flips all magnetic
moments about an axis in the transverse plane, effectively
inverting the phase accruals due to different rotational
frequencies. Over the second interval td, the faster spins
will catch up with the slower spins. As a result, a spin echo
is said to form at the time 2td, also known as the echo time
or TE time. The amplitude of the signal at time TE is only
decreased due to T2 decay whereas the T2

�
effects have been

reversed. A simplified pulse sequence for the generation of
a spin echo is shown in Fig. 7b without the gradient
waveforms necessary for spatial encoding.

Signal-to-Noise Ratios

Signal in MR is generally proportional to the number of
nuclei and, thus, to the volume of the image voxel. Noise in
MR is caused by the random fluctuations of electrons in the
patient, and thus the source of noise is independent from
the signal generating sources. The data acquisition system
is designed such that the noise level from properly designed
MR electronics will be dominated by patient noise. Overall,
SNR ¼ voxel volume �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
total data sampling time

p
.

Imaging Sequences

Ideally, all MRI would be performed with high spatial
resolution, a high signal-to-noise ratio (SNR), ultrashort
imaging time, and no artifacts. The difficulty in achieving
all of these properties simultaneously has led to the devel-
opment of many acquisition methods that differ in image
contrast, acquisition speed, SNR, susceptibility to and type
of artifacts, energy deposited in the imaged patient, and
suppression of unwanted signal such as fat. Their corre-
sponding images represent a combination of tissue-specific
parameters T1, T2, proton density r, and scan-specific
parameters such as repetition time (TR), echo time (TE),
flip angle, field of view (FOV), spatial resolution, and
magnetization preparation.

Gradient Recalled Echo (GRE) Imaging

Spin-echo imaging is desirable because signal voids due to
magnetic field inhomogeneity are avoided that could mask
pathological tissue or injury. Long repetition times, and
thus long scan times, are necessary in spin-echo imaging to
allow longitudinal magnetization to return after the rela-
tively high flip angles used. Long scan times hinder the
capture of dynamic processes such as the beating heart,
cause discomfort to the patient, and limit the number of
patients who can be imaged with this expensive resource.
Thus, other methods of imaging have been developed. In
gradient recalled echo (GRE) imaging, the echo is formed
by dephasing and rephasing of the signal with gradient
fields as shown in Fig. 8. In these diagrams, known as pulse
sequence diagrams, plots of the time-varying gradient and
RF waveforms are shown as function of time. Compared
with the spin-echo sequences, gradient recalled echo ima-
ging does not have a refocusing RF pulse. The absence of
this pulse allows for a reduced minimal repetition time and
echo time compared with spin-echo imaging, but the signal
becomes susceptible to T2

* decay rather than T2 decay.
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Figure 7. Generation of a (a) free induction decay and (b) a spin
echo. In (a), other local factors dephase signal faster according to a
T2
� decay rate. If a second RF pulse is applied at time td¼TE//2 to

flip the magnetization by 1808, the spins will refocus and form an
echo at TE¼ 2td, which is only subject to T2 decay.

Table 1. Longitudinal (T1) and Transverse (T2) Proton
Nuclear Magnetic Resonance Relaxation Times for Sev-
eral Tissues and Blood at 1.5 T

Tissue T1/ms T2/ms

Gray brain matter (3) 950 100
White brain matter (3) 600 80
Cerebrospinal fluid (CSF) (3) 4500 2200
Muscle (3) 900 50
Fatty tissue (3) 250 60
Oxygenated blood 1200 220
De-oxygenated blood 1200 120



After RF excitation, the signal is dephased along the read-
out direction x with a prewinding gradient lobe. The
amplitude of this gradient is then inverted to rephase
the spins. When the area under the readout gradient is
zero, the trajectory passes through the origin of k space and
the echo forms with maximum amplitude. During the
prewinder along the x axis, a gradient in y is played out
to produce y depending on phase shifts for phase encoding.

By using a flip angle less than 908, significant amounts
of transverse magnetization are available without the need
for long repetition times needed for recovering longitudinal
magnetization. For example, after a single 308 excitation,
the transverse magnetization contains sin(308) or one-half
of the available magnetization. Meanwhile, the longitudi-
nal magnetization still contains cos(308) or nearly 87%
percent of the equilibrium magnetization. In fast GRE
imaging, the repetition time is significantly reduced and
generally less than the T2 values of biological tissues.
Under this condition, the transverse magnetization from
preceding RF pulses is not completely dephased and gen-
erally results in a complex superposition of echoes from
multiple RF pulses. Under certain conditions, a steady-
state can be reached from repetition to repetition for one or
more components of the magnetization (6).

GRE sequences can be used to generate T1, T1/T2, T2,
T2

�
, and proton density-weighted contrast, depending on

the choice of TR, TE, the flip angle a, and the phase f of the
RF pulse. By altering the phase of the RF transmit pulse in
a pseudo-random method, the steady state of the trans-
verse magnetization can be scrambled while the beneficial
aspects of the longitudinal steady state are maintained.
Although the signal from the transverse steady state is lost
and only the signal from the current RF pulse is available,
strongly T1-weighted images are available with this tech-
nique, known as RF spoiling or spoiled gradient recalled

(SPGR) imaging. This technique is popular with contrast-
enhanced MR angiography, where an intravenously
injected paramagnetic contrast agent significantly
decreases the T1 of blood while the T1 of static tissues
remains unchanged.

In an opposite approach, known as steady-state free
precession (SSFP), the maximum amount of the transverse
magnetization is maintained by rewinding all gradients
prior to each RF pulse. The method provides T2-like con-
trast very quickly and has proven very popular when fast
imaging is essential such as in cardiac imaging.

Other Rapid MR Imaging Methods

In many applications, a short scan time is required to
reduce artifacts from physiological motion or to observe
dynamic processes. Many techniques exist to reduce the
scan time while preserving high spatial resolution. One
way to decrease spin-echo imaging time is to acquire multi-
ple or all k space lines after a single preparation of the
magnetization as explored with RARE (Rapid Acquisition
with Relaxation Enhancement) (7). Also referred to as fast
or turbo spin echo, the method works by creating a train of
spin reversal echoes for which one line of k space is
acquired for each. In echo-planar imaging (EPI) (8), an
oscillating Gx gradient is used to quickly create many
gradient echoes. By adding small blip gradients in between
the negative and positive pulses of Gx, different horizontal
lines in k space can be acquired.

Although the first MRI method proposed the acquisition
of projections (9) as in CT, acquiring k space data on a
Cartesian grid is fairly robust to magnetic field inhomo-
geneities and other system imperfections. Although spin-
warp imaging (10) is predominant today, k space can be
sampled along numerous 2D or 3D trajectories. The
PROPELLER technique (11) acquires concentric rectan-
gular strips that rotate around the origin, as shown in
Fig. 8c. This method offers some valuable opportunities for
motion correction due to the oversampling of the center of k
space. K space can be sampled more efficiently with fewer
echoes using spiral trajectories (12), as shown in Fig. 8d.
Here, the amount of k space that can be acquired in one
excitation is limited only by T2 decay and possible blurring
due to off-resonance spins. In nonCartesian acquisitions,
phase errors due to off-resonance spins cause blurring. The
sampling trajectories for these acquisitions schemes are
shown in Fig. 9.

Applications

MRI is quickly moving beyond morphological and anato-
mical imaging. The advent of new functional image con-
trast mechanisms is making MR a tool for a much wider
group of people than radiologists. Psychology, psychiatry,
neurology, and cardiology are just some of the new areas
where MR is being applied. A description of application
areas in functional brain, diffusion-weighted brain, lung,
MR angiography, cardiac, breast, and musculoskeletal
imaging follows.

Functional Magnetic Resonance Imaging (fMRI). Func-
tional Magnetic Resonance Imaging (fMRI) is a method of
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Figure 8. Basic 2D gradient echo pulse sequence. First, the
magnetization is tipped into the transverse plane by an angle a

during the application of a slice select gradient Gz. Then, the
gradients Gy and Gx are used for phase encoding and the
readout gradient. An echo forms at t¼TE when the area under
the readout gradient is zero. This experiment is then repeated
every TR with a different phase encode.



measuring the flow of oxygenated blood in the brain (13–
15). FMRI is based on the blood oxygen-level-dependent, or
BOLD, effect. BOLD MRI is accomplished by first exposing
a patient or volunteer to a stimulus or having them engage
in a cognitive activity while acquiring single-shot images of
their brain. The region of the brain that is responding to
the stimulus or is engaged in the activity will experience an
increase in metabolism. This metabolic increase will
require additional oxygen. Therefore, an increase in oxy-
genated blood flow will occur (oxyhemoglobin) to the local
brain area that is active. Oxyhemoglobin differs in its
magnetic properties from deoxyhemoglobin. Oxyhemoglo-
bin is diamagnetic like water and cellular tissue. Deoxy-
hemoglobin is more paramagnetic than tissue, so it
produces a stronger MR interaction. These differences
between oxyhemoglobin and deoxyhemoglobin in BOLD
imaging are exploited by acquiring images during an

‘‘active’’ state (more oxyhemoglobin) and in a ‘‘resting’’
state (more deoxyhemoglobin), which creates a signal
increase in the ‘‘active’’ state and a signal decrease in
the resting state. Figure 10 shows a typical BOLD time
course (shown in black) where four ‘‘active’’ states and four
‘‘resting’’ states exist. With prior knowledge of the activa-
tion timing (shown in red), we can perform a statistical test
on the data to determine which areas of the brain are
active. This statistical map (shown in color) is superim-
posed on a high resolution MR image so that one can
visualize the functional information in relation to relevant
anatomical landmarks.

Diffusion Imaging. The random motion of water mole-
cules may cause the MRI signal intensity to decrease. The
NMR signal attenuation from molecular diffusion was first
observed more than a half century ago by Hahn (1950) (16).
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Figure 9. 2D k space sampling trajectories. Shown are the spin-warp (a), radial sampling (b),
PROPELLER (c), and interleaved spiral imaging (d) examples.

Figure 10. Color brain activation map is
superimposed on high resolution MR image. Signal
levels of the activated pixels are shown to increase
during cognitive activity periods, whereas they fall
off during periods of rest.



Subsequently Stejskal and Tanner (1965) described the
NMR signal attenuation in the presence of field gradients
(17). More recently, field gradient pulses have been used to
create diffusion-weighted MR images (18).

Diffusion-Weighted Pulse Sequences. Typically, diffu-
sion-weighting is performed using two gradient pulses
with equal magnitude and duration on each side of a
1808 refocusing pulse, as shown in Fig. 11. The first gra-
dient pulse dephases the magnetization as a function of
position, and the second pulse rephases the magnetization.
For stationary (e.g., no flow or diffusion) molecules, the
phases induced by both gradient pulses will completely
cancel, no signal attenuation will occur. In the case of
motion in the direction of the applied gradient, a net phase
difference will occur, Df¼ gvGdD, which is proportional to
the velocity v, the area of the gradient pulses defined by the
amplitude G, and the duration d, and the spacing between
the pulses D. For the case of diffusion, the water molecules
are also moving, but in arbitrary directions and with
variable effective velocities. Thus, in the presence of diffu-
sion gradients, the signal from each diffusing molecule will
accumulate a different amount of phase, which, after sum-
ming over a voxel, will cause signal attenuation. For simple
isotropic Gaussian diffusion, the signal attenuation for
the diffusion gradient pulses in Fig. 11 is described by
S ¼ Soe�bD where S is the diffusion-weighted signal, So is
the signal without any diffusion-weighting gradients
(but otherwise identical imaging parameters), D is the
apparent diffusion coefficient, and b is the diffusion-
weighting described by the properties of the pulse pair
b¼ (gGd)2(D-d/3).

Diffusion Tensor Imaging. The diffusion of water in
fibrous tissues (e.g., white matter, nerves, and muscle) is
anisotropic, which means the diffusion properties change
as a function of direction. A convenient mathematical
model of anisotropic diffusion is using the diffusion tensor
(19), which uses a 3� 3 matrix to describe diffusion using a
general 3D multivariate normal distribution. The diffusion

tensor matrix describes the magnitude, anisotropy, and
orientation of the diffusion distribution. In a diffusion
tensor imaging (DTI) experiment, six or more diffusion-
weighted images are acquired along noncollinear diffusion
gradient directions. Maps of the apparent diffusivity for
each encoding direction are calculated by comparing the
signal in an image without diffusion-weighting and the
signal with diffusion-weighting. The diffusion tensor may
then be estimated for each voxel, and maps of the mean
diffusion, anisotropy, and orientation may be constructed,
as shown in Fig. 12.

The primary clinical applications of diffusion-weighted
imaging and DTI are ischemic stroke (20,21) and mapping
the white matter anatomy relative to brain tumors and
other lesions (22). DTI is also highly sensitive to subtle
changes in tissue microstructure and, therefore, has
become a popular tool for investigating changes or differ-
ences in the microstructure as a function of brain devel-
opment and aging, as well as disease.

Vascular Imaging. Magnetic Resonance Angiography
(MRA) describes a series of techniques that can be used to
image vascular morphology and provide quantitative blood
flow information in high detail. Two widely used techni-
ques, phase contrast angiography and time-of-flight angio-
graphy, use the inherent properties of blood flow in the MR
environment to create angiograms. A third technique,
contrast-enhanced angiography, uses the injection of a
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Figure 11. Temporal schematic of a diffusion-weighted, spin-echo
pulse sequence with an EPI readout. The diffusion gradient pulses
are shown as gray boxes on the gradient axes. The direction of
diffusion-weighting can be changed by changing the relative
weights of the diffusion gradients along Gx, Gy, and Gz.

Figure 12. Representative diffusion tensor images. The images
are (top-left): a T2-weighted (or nondiffusion-weighted) image;
(bottom-left): a mean diffusivity map (note similar contrast to
T2-weighted image with cerebral spinal fluid appearing hyper-
intense); (top-right): a fractional anisotropy map (hyperintense in
white matter); and (bottom-right) the major eigenvector direction
indicated by color (red¼R/L, green¼A/P, blue¼S/I) weighted by
the anisotropy (note that specific tract groups can be readily identified).



paramagnetic contrast agent into the vascular system to
specifically alter the magnetic properties of the blood in
relation to the surrounding tissue.

Phase-contrast (PC) angiography (23) usually uses a
pair of gradient pulses of equal strength and opposite
polarity, placed in the MRI sequence between the RF
excitation pulse and the data acquisition window. During
the imaging sequence, stationary nuclei accumulate phase
during the first gradient pulse, and accumulate the oppo-
site phase during the second gradient pulse, resulting in
zero net phase. Moving nuclei accumulate phase during the
first gradient pulse, but during the second pulse are in
different positions, and accumulate phase different from
that obtained during the first pulse. The net accumulated
phase is proportional to the strength of the gradient pulses
and the velocity of the nuclei. From the resulting data,
images can be formed of both blood vessel morphology and
blood flow.

TOF angiography techniques (24) (more accurately
called ‘‘inflow’’ techniques) typically use a conventional
gradient-echo sequence to acquire a thin 3D volume or a
series of 2D slices. The nuclei in stationary tissue are
excited by many consecutive slice-selective RF pulses. As
a short TR is used, the longitudinal magnetization is not
able to return to equilibrium, resulting in saturation of
magnetization and low signal. Moving nuclei in the blood
flow into the slice during each TR period, having been
excited by zero or very few RF pulses. As these nuclei
arrive in the imaging slice at or near full equilibrium
magnetization, high signal is obtained from blood.
Figure 13 shows a projection image of a 3D TOF dataset
acquired in the head. The TOF technique can produce high

quality MRA images in many situations, but slow or in-
plane blood flow can result in blood signal saturation and
reduced the quality of the images.

Contrast-enhanced MRA (CE-MRA) is performed using
an injection of a paramagnetic contrast agent into the
intravenous bloodstream (25). Although several transition
and rare-earth metal ions can be used, the most common is
Gadolinium (Gd+3) chelated to a biologically compatible
molecule. The compound is paramagnetic, having a strong
dipole moment and generating strong local magnetic field
perturbations, which increase the transfer of energy
between the excited hydrogen nuclei and the lattice, pro-
moting T1 relaxation and return to equilibrium of the
longitudinal magnetization.

The contrast agent is injected intravenously in a limb
away from the area of interest and circulates into the
arterial system. The longitudinal relaxation rate is typi-
cally enhanced by a factor of 15 to 25 during this initial
arterial phase, resulting in a much shorter T1 for blood
compared with the surrounding tissue. As the longitudinal
magnetization in blood is much higher after each TR
period, background tissue is suppressed in a manner simi-
lar to TOF imaging, and blood vessels have a comparably
bright signal on the resulting images. Imaging is typically
performed so that the central k space lines, which contain
most of the image contrast information, are acquired while
the contrast agent is distributed in the arteries of interest,
but before it can circulate into the neighboring veins.

MRA data consist of large volumetric sets of image data,
which are stored in the format of contiguous image slices.
Specialized image display techniques are used to display
the data in a manner that can be interpreted by the
radiologist. Maximum Intensity Pixel (MIP) projections
are widely used and are formed by projecting the volume
set of data onto a single image plane. Here, each image
pixel is obtained as the maximum value along the corre-
sponding projection, as shown in Fig. 13. Volume rendering
is beginning to be used more often to display MR angio-
grams. The individual slices of data are always available
for detailed review by the radiologist and can be refor-
matted into any plane on the computer workstation to
optimally display the vasculature of interest.

Cardiac MRI. Cardiac magnetic resonance (CMR) ima-
ging is an evolving technique with the unprecedented
ability to depict both detailed anatomy and detailed func-
tion of the myocardium with high spatial and temporal
resolution. The past decade has seen tremendous develop-
ment of phased array coil technology, ultra-fast imaging
sequences, and parallel imaging techniques, all of which
have facilitated ultra-fast imaging methods capable of
capturing cardiac motion during breath-holding. The abil-
ity to perform imaging in arbitrary oblique planes, the lack
of ionizing radiation, and the excellent soft tissue contrast
of MR make it an ideal method for cardiac imaging.
Comprehensive cardiac imaging is performed routinely
in both in-patient and out-patient settings across the
country and is widely considered the gold standard for
clinical evaluation of many cardiac diseases (26).

Ischemic heart disease caused by atherosclerotic coron-
ary artery disease (CAD) is the leading cause of mortality,
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Figure 13. Time-of-flight (TOF) angiography in the head uses
inflow of fresh blood to produce contrast between blood and the
surrounding tissue. A Maximum Intensity Projection (MIP)
reformatted image is used to compress the acquired volume
data into a single slice for display.



morbidity, and disability in the United States, with over 7
million myocardial infarctions and 1 million deaths every
year (27). Consequently, ischemic heart disease is the
primary indication for CMR. Accurate visualization of wall
thickness and global function (ejection fraction), as well as
focal wall motion abnormalities, is performed with retro-
spectively ECG-gated ultra-fast short TR pulse sequences,
especially steady-state gradient recalled echo imaging (28),
as shown in Fig. 14. Breath-held cinemagraphic or CINE
images have high SNR, excellent blood to myocardial
contrast, and excellent temporal resolution (< 40–50 ms)
capable of detecting subtle wall motion abnormalities.
Areas of myocardial infarction (nonviable tissue) are exqui-
sitely depicted with inversion recovery (IR) RF-spoiled
gradient echo imaging, acquired 10–20 minutes after intra-
venous injection of gadolinium contrast (29), as shown in

Fig. 14. Areas of normal myocardium appear dark, whereas
regions of nonviable myocardium appear bright (delayed
hyper-enhancement). Accurate depiction of subtle myocar-
dial infarction is possible because of good spatial resolution
across the heart wall. The combination of motion and
viability imaging is a powerful combination. Areas with
wall motion abnormalities but without delayed hyper-
enhancement may be injured or under-perfused from a
critical coronary artery stenosis but are viable and may
benefit from revascularization.

Cardiac ‘‘stress testing’’ using CMR has seen increasing
use for the evaluation of hemodynamically significant
coronary artery stenoses (30). Imaging of the heart during
the first pass of a contrast bolus injection using rapid
T1-weighted RF-spoiled gradient echo sequences is a
highly sensitive method for the detection of alterations
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Figure 14. End-diastolic (a), mid-systolic (b), and end-systolic (c) short axis CINE images of the
heart in a patient with a myocardial infarction in the anterior wall and septum, demonstrated by
decreased wall thickening (arrows in b, c). The corresponding T1-weighted RF-spoiled gradient
recalled echo first-pass perfusion image (d) shows a fixed perfusion deficit (darker myocardium) in
the corresponding territory (arrows). Finally, an inversion recovery RF-spoiled gradient echo image
acquired at the same location (e) demonstrates a large region of delayed hyper-enhancement
(arrows) indicating a full wall thickness region of nonviable myocardium that corresponds to the
region of decreased perfusion and decreased contraction.



in myocardial blood flow (perfusion). Perfusion imaging
during both stress (pharmacologically induced) and rest
can reveal ‘‘reversible’’ perfusion defects that reflect a
relative lack of perfusion during stress. In this way,
coronary ‘‘reserve’’ can be evaluated and CAD can be
uncovered, leading to further evaluation with coronary
catheterization and possible angioplasty and stenting.
Direct imaging of coronary arteries with CMR has shown
tremendous technical advances, but is not commonly
used, except for imaging of proximal coronary arteries
in the evaluation of anomalous coronary arteries.

Other important indications of CMR include congenital
heart disease, primarily, but not exclusively, in the
pediatric population (31). Accurate diagnosis of a wide
variety of congenital abnormalities requires high resolu-
tion, high contrast imaging that permits depiction of com-
plex anatomical variants seen with congenital heart
disease. Although anatomic imaging can be performed
accurately with cardiac-gated CINE sequences, conven-
tional sequences such as cardiac-gated black-blood fast
spin-echo (FSE) and T1-weighted spin-echo imaging are
invaluable tools. Equally important to accurate anatomical
imaging is functional imaging. With altered anatomy
comes radically altered hemodynamics, requiring visuali-
zation of myocardial function with CINE imaging. Phase-
contrast velocity imaging permits flow quantification
through the heart, including the great vessels (pulmonary
artery, aorta, etc.). An important example includes quan-
tification of left-to-right ‘‘shunts’’ with resulting over-cir-
culation of the pulmonary circulation. With a wide variety
of pulse sequences, flexible scan plane prescription and the
lack of ionizing radiation, CMR is ideally suited for evalua-
tion of congenital heart disease.

Other important applications of CMR include visualiza-
tion of valvular disease, pericardial disease, valvular dis-
ease, and cardiac masses. The latter two are particularly
well evaluated with CMR; however, they are relatively
uncommon and will not be discussed here.

Hyperpolarized Contrast Agents in MRI. Conventional
MR imaging measures the resonant signal from the hydro-
gen nuclei of water, the most ubiquitous and highly con-
centrated component of the body. However, many other
nuclei exist with magnetic dipole moments that produce
MR signals. Many of these nuclei, such as phosphorous-31
and sodium-23, are biologically important in disease pro-
cesses. However, these species typically exist at a very low
concentration in the body, making them difficult to image
with sufficient signal. One approach is to align, or polarize,
the nuclei preferentially using physical processes other
than the intrinsic magnetic field of the MR scanner. In
some cases, these polarization processes can align many
more nuclei than otherwise possible. These hyperpolarized
nuclei can then act as contrast agents to better visualize
blood vessels or lung airways on MRI. For example,
helium-3 and xenon-129 are inert gases whose magnetic
dipole moments can be hyperpolarized using spin-
exchange optical pumping—a method of generating a pre-
ferred alignment of the nuclear dipoles using polarized
laser light (32). As they are inert gases, polarized
helium-3 and xenon-129 are used as inhaled contrast

agents for visualizing the lung airspaces (upper-right
panel) using MRI (33),(34). Unlike other parts of the body,
conventional MRI of the lungs suffers from poor signal due
to low water proton density and the multiple air-tissue
interfaces that further degrade the MR signal in the upper
left of Fig. 15. Hyperpolarized gas MRI has been particu-
larly useful for depicting airway obstruction in several lung
diseases including asthma (lower panel of Fig. 15) (35),
emphysema (36), and cystic fibrosis (37). Additional tech-
niques based on this technology show promise for MR
imaging of blood vessels using injected xenon-129 dissolved
in lipid emulsion (38), gas-filled microvesicles (39) and
liquid-polarized carbon-13 (40). Hyperpolarized carbon-
13 agents are of particular interest because of the wide
range of biologically active carbon compounds in the body.
Another important advantage of this technology is its
ability to maintain high signal using low magnetic field
(0.1–0.5 T) scanners (41). These systems are much cheaper
to purchase and maintain than the high field (1.5–3.0 T)
MRI scanners in common clinical use today.

Breast MRI. Breast MRI is presently used as an adjunct
to mammography and ultrasound for the detection and
diagnosis of breast cancer. Dynamic contrast-enhanced
(DCE) MRI has been shown to have high sensitivity
(83%–96%) to breast cancer but has also demonstrated
variable levels of specificity (37–89%) (42). DCE-MRI
requires an injection of a contrast agent and acquisition
of a subsequent series of images to enable the analysis of
the time course of contrast uptake in suspect lesions.
Lesion morphology is also important in discerning benign
from malignant lesions in breast MRI. Standard in-plane
spatial resolution is sub-millimeter. A typical clinical
breast MRI includes a spoiled gradient echo (SPGR) T1-
weighted sequence both precontrast (Fig. 16a) and, at
minimum, at 30 second intervals postcontrast (Fig. 16b).
Along with their morphologic characteristics, lesions can
be further described by the shape of their contrast uptake
curve. The three general categories of contrast uptake are
(1) slow, constant contrast uptake (2) rapid uptake and
subsequent plateau of contrast, and (3) rapid uptake and
rapid washout of contrast (43). Although the slowly enhan-
cing lesions are usually benign and fast uptake and wash-
out is a strong indication of malignancy, time course lesion
characterization is not absolute. The ambiguity of time
course data for certain classes of lesions drives the inves-
tigation into higher temporal resolution imaging methods.
A standard clinical breast MRI also includes acquisition of
a T2-weighted sequence for the identification of cysts
(Fig. 16c). Present research in breast DCE-MRI is focused
on development and application of pulse sequences that
provide high temporal and spatial resolution. Also, inves-
tigation is ongoing into more specific characterization of
uptake curves. Diffusion-weighted MRI, blood-oxygen-
level-dependent imaging, and spectroscopy are also being
investigated as possible methods to improve the specificity
of DCE-MRI in the breast. In some circumstances, the high
sensitivity of breast DCE-MRI outweighs the variable
specificity leading to the present use of DCE-MRI to deter-
mine the extent of disease, with equivocal mammographic
findings, and for the screening of high risk women.
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Figure 16. Fat-suppressed (a) pre-contrast T1-weighted image (b) postcontrast T1-weighted image
(c), and noncontrast T2- weighted image. Images are from different patients.

Figure 15. Upper left shows normal lack of signal in parenchyma of lungs in MRI. Ventilated areas
are clearly seen after imaging inhaled hyperpolarized helium. Rapid imaging during inhalation and
exhalation shows promise for capturing dynamic breathing processes.



MRI of Musculoskeletal Disease. Musculoskeletal imaging
studies traumatic injury, degenerative changes, tumors,
and inflammatory conditions of the bones, tendons, liga-
ments, muscles, cartilage, and other structures of joints.
Although X-ray imaging is the work-horse imaging mod-
ality for many musculoskeletal diseases, MRI plays a
critical role in several aspects of diagnosis, staging, and
treatment monitoring.

Fast spin-echo (FSE) pulse sequences are typically
used to acquire T1, T2, and proton density-weighted
images of the joints. For the assessment of joint structures,
images are acquired in multiple planes to ensure adequate
spatial resolution in all dimensions. These MR images
can be used to evaluate tissues including ligaments,
bone, cartilage, meniscus, and labrum. As a result of
their high spatial resolution and excellent soft tissue
contrast, MR images can provide accurate diagnosis that
can prevent unnecessary surgeries and can facilitate
pre-operative planning when surgical intervention is
required.

Osteoarthritis is a degenerative disease that
affects approximately 20 million Americans and countless
others around the world. Currently, this debilitating dis-
ease is often not detected until the patient experiences
pain that can be reflective of morphologic changes to joint
cartilage. MR can be used to accurately measure cartilage

thickness and volume. New MR techniques are also
under development that may provide insight into bio-
chemical changes in cartilage at the earlier stages of
osteoarthritis that precede gross morphologic changes
and patient pain.

Fortunately, primary bone tumors are relatively rare.
However, bone is a common site for metastatic disease,
which is especially true for breast, lung, prostate, kidney,
and thyroid cancers. MR is a sensitive test for metastatic
bone disease and is being adopted as a standard of care in
some parts of the world, replacing nuclear scintigraphy. A
typical approach employs inversion recovery pulse
sequences to generate fat-suppressed, T2-weighted images.
Diffusion-weighted imaging also shows promise to detect
hemotalogic cancers such as multiple myeloma, leukemia,
and lymphoma.

Inflammatory diseases include infection and inflamma-
tory forms of arthritis. Infection of the foot is a common
complication of microvascular disease often seen with dia-
betes, a disease afflicting 18 million Americans. MR can be
used to assess the vasculature of the foot as well as diag-
nose infection and evaluate treatment efficacy. Two million
Americans have rheumatoid arthritis, a common form of
inflammatory arthritis. Inflammation from a condition
known as synovitis, which often occurs in rheumatoid
arthritis patients, is shown in Fig. 17. New MR methods
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Figure 17. Axial knee image in a
patient with inflamed synovium
shows excellent soft tissue contrast
available in MRI. The thickened
intermediate signal intensity for
synovium (arrowheads) is well dis-
tinguished from the adjacent high
signal intensity of joint fluid (arrow).



are being developed to detect rheumatoid arthritis earlier
and to gauge treatment success.
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INTRODUCTION

It has been shown that reduced breast cancer mortality
in the past decade can be attributed to the high sensitivity
of screening mammography in detecting nonpalpable
lesions (1,2). There has been a wide variety of equipment
and imaging modalities employed in the breast cancer
detection and imaging; ranging from ultrasound imager,
X-ray mammography, computed tomography scanner (CT),
to magnetic resonance imager (MRI). Additionally, ther-
mography, light diaphanography, electron radiography,
and microwave radiometry have also been utilized, experi-
mentally, to detect breast cancer without much success.
Brief explanations of these imaging modalities have been
described in the first edition of this Encyclopedia, NCRP
Report No.85, and in a review article by Jones (3–5).
Among those modalities; ultrasound, X-ray mammogra-
phy, CT, and MRI, X-ray mammography is the most prac-
tical and relatively inexpensive, and is the only main
stream of equipment available for breast cancer detection.
At present, the ultrasound imager is often employed as an
adjunct to the X-ray mammography and is not the primary
screening imaging device. However, when mammography
is mentioned, it is normally meant to say ‘‘X-ray mammo-
graphy’’. For these reasons, this article will devote all of its
effort to X-ray mammography.

THE MAMMOGRAPHY QUALITY STANDARDS ACT
OF 1992 (MQSA), (PUBLIC LAW 102–539)

Breast cancer was a major public health issue in the
early 1990s; U.S. Congress enacted MQSA ‘‘to ensure that
all women have access to quality mammography for the

detection of breast cancer in its earliest, most treatable
stages’’. Thus, it is required by law that facilities providing
mammography services be properly accredited and be
certified by the U.S. Food and Drug Administration
(FDA). ‘‘Accreditation and Certification’’ of mammogra-
phy facilities are beyond the scope of this article, and
interested readers are requested to refer to the FDAs
WEB Site (6), and the American College of Radiology
(ACR) WEB Site (7).

X-RAY MAMMOGRAPHY

Conventional X-ray equipment was initially employed for
breast cancer imaging with industrial (thick) emulsion film,
or portal imaging film for use in radiation therapy as the
image receptor in order to visualize the small microcalcifica-
tions, prior to, as late as 1970s. The breast entrance dose of
this imaging process exceeded well over 85 mGy per film
(�10 R per film) and the radiographic techniques were
typically in the range of 45–55 kVp, and �1000 mAS with
a radiation beam quality of half-value layer (HVL)¼ 1.0–
1.5 mm of aluminum (mmAl) (8). The X-ray beam spectrum
produced by a conventional X-ray tube, equipped with tung-
sten anode, is not necessarily optimized for breast cancer
detection. The mammography images obtained in this man-
ner had the desired spatial resolution (�20 lpmm�1), but
had a less than desirable radiographic contrast. This com-
bination of ‘‘high entrance dose’’ with ‘‘low radiographic
contrast’’ was not an acceptable approach. The radiology
community was searching for a new breast imaging solution.
In the 1970s, xeromammography imaging plates provided
the much needed improvement in image quality and low-
ered the breast entrance dose by a factor of two thirds to
one half compared to using the thick emulsion industrial
type film (9).

Due to its unique patient positioning of breast imaging,
the geometrical arrangement of dedicated mammography
units should be pointed out. As shown in Fig. 1, with the
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Figure 1. Geometric arrangement of conventional radiography.
The X-ray system, the anatomy of interest, and the screen-film
cassette are centered and aligned for exposure.



conventional radiography system, the X-ray tube is setup
in the center of the anatomy of interest. The radiation field
is a projection of diverging X rays restricted by the colli-
mator, centered to the area of interest. The geometry of a
dedicated mammography system on the other hand is off-
set so as to maximize inclusion of breast tissue close to the
chest wall (see Fig. 2a). If the geometry were setup in the
same manner as the conventional radiography as depicted
in Fig. 2b, the black triangular area of the breast would not
be included in the imaging field possibly missing a sus-
pected cancer site.

THE PHYSICS OF MAMMOGRAPHIC IMAGING

Considering that various tissues in the breast are radi-
ologically similar, but not identical, the task of differentiat-
ing the fibrous, ductal, and glandular tissues is extremely
difficult. This is due to the fact that (1) water; the main
ingredient of human tissue, has a density of r¼ 1.0 gcm�3

and effective atomic number of Zeff¼ 7.4–7.6, and (2) fat
has a density of ¼ 0.9 gcm�3 and effective atomic number
of Zeff¼ 5.9–6.5 (10). Thus, various breast tissues with
varying degrees of fat and water contents are very similar
from radiological point of view.

The development of screen-film mammography was, in
reality, paired with the redesigning of dedicated X-ray
equipment for breast imaging. Breasts are relatively thin
(physical thickness and X-ray attenuation property) com-
pared to other body parts. Radiographs of extremities, for
example, are obtained with X-ray tube potential in the

range of 50–60 kVp. Breast tissues contain no high
attenuation anatomy, such as bones, a lower tube potential
(< 35 kVp) would be more suitable for breast imaging (11).
Use of lower tube potential has a potential benefit of taking
advantage of the photoelectric effect in differentiating the
subtle differences of breast tissues.

It should be pointed out that there are five basic ways
that X-ray photons interact with matter; they are (1)
coherent scattering, (2) photoelectric effect, (3) Compton
effect, (4) pair production, and (5) photodisintegration
(12). Of these five interactions, photoelectric effect and
Compton effect predominantly contribute to the image
formation in diagnostic radiology. The probabilities of
photoelectric effect and the Compton effect can be
expressed as following;

Photoelectric effect � Z3=E3 ð1Þ

Compton effect � E � Z ð2Þ

In equations (1) and (2), E is the photon energy, and Z is
the atomic number. Clearly, from Eq. 1, the lower the X-
ray photon energy, and the higher the atomic number the
probability of the photoelectric effect will be higher. Since
the photoelectric effect is proportional to the ‘‘cube’’ of
(Z/E), the differential of breast tissues in Zeff is ‘‘en-
hanced’’ in the image formation. Thus, a better approach
to differentiate and image the breast tissues is to employ a
lower X-ray tube potential for imaging. While this
approach is ‘‘good’’ for imaging, the radiation dose
absorbed by the breast would still be a major concern.

Conventional X-ray tubes employ tungsten as the target
material and produce a broad X-ray spectrum through the
bremsstrahlung process. At X-ray tube potential of 35 kVp
and lower, the tube potential used on most dedicated
mammography systems, the tungsten target X-ray tubes
would produce broad energy spectrum that contribute less
to the image formation and more to the radiation dose.
Tungsten, rhodium, and molybdenum are ideal for use in
X-ray production due to their relatively high melting points
than other metallic elements. Typically, dedicated mam-
mography equipment is equipped with molybdenum target
X-ray tube with beryllium window (port), and 30-mm thick
molybdenum filter. The X rays, generated at 25–30 kVp
tube potential, produced by the molybdenum target X-ray
tube contain a large fraction of characteristic X rays at
energies �17–20 keV (13,14). It is, therefore, quite natural
to optimize and utilize these characteristic X rays for image
formation and, consequently, patient exposure reduction at
the same time. Most dedicated mammography equipment
employ a combination of molybdenum target with alumi-
num, molybdenum, or rhodium filters. The characteristic
X rays generated at the molybdenum target have X-ray
photon energies of 17.4 and 19.6 keV, just below the
K-absorption edge of 20 keV, thus are quite transparent
to the molybdenum filter. This is illustrated in Fig. 3. On
the left of Fig. 3a, is a schematic drawing of the X-ray
spectrum generated at 30 kVp with a molybdenum target
and aluminum filter. In the middle of Fig. 3b, is the same
system with 30mm thick molybdenum filter. Notice that
the K-absorption edge curve (dashed curve) of molybdenum
shows that the X-ray photons with energies just above
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Lateral View of Mammography Examination Setup

(a) Correct alignment of X-ray
system with the patient's
chest wall included in the
field-of-view.

(b) Improper setup. The "black"
triangular shaped area is not
in the field-of-view.

Figure 2. Geometry of dedicated mammography systems. On the
left side of (a), the geometrical arrangement of a dedicated
mammography unit is correctly setup where the center of the
radiation beam is aligned to the chest wall of the patient with
the compression cone pressing down on the breast being imaged.
On the right side (b), improper setup for mammography
examination is evident. The ‘‘black’’ triangular area is not
included in the image captured by the image receptor,
potentially missing the suspected cancer site.



20 keV would be preferentially absorbed than those just
below 20 keV. Similarly, the same can be said for the
rhodium target with rhodium filter as shown in Fig. 3c.
Figure 3b and c are graphically speaking quite similar. It is
noteworthy to point out that a careful study of Fig. 3b, and c
will reveal that X-ray beams generated from rhodium
target X-ray tube ‘‘must not’’ be filtered with molybdenum!
The intensity of rhodium K-characteristic X rays (Ka, and
Kb) would be in the energy range where the molybdenum K
absorption is high. Taking advantage of the spectral infor-
mation, in 1991,GE introduced the Senographe DMR unit
equipped with a dual track and dual filter (molybdenum
and rhodium) X-ray tube for mammography applications.
Some of the physical characteristics and the spectral
energy data of molybdenum, rhodium, and tungsten are
summarized in Table 1.

For illustration purposes and descriptions of imaging
components, following this paragraph, the screen-film
mammography (SFM) system manufactured by GE, the
Senogaphe DMR mammography unit, is shown in Fig. 4.
The photograph in Fig. 4 represents the overall external

and mechanical design of a typical ‘‘dedicated’’ X-ray
mammography unit. It represents ‘‘the overall’’ design with
respect to the tilting gantry with the X-ray tube housing at
the top and the image receptor at the bottom. And, the
gantry is attached to a column (or stand), which houses the
elevation mechanism of entire gantry.

THE SCREEN-FILM MAMMOGRAPHY

The screen-film mammography employs the same basic
image receptor system as conventional radiographic ima-
ging. While conventional radiography employs a double-
emulsion film sandwiched between two intensifying \
screens yielding a spatial resolution of (up to) 8 lpmm�1

for a detailed screen (15), a typical SFM image receptor
consists of a single-emulsion film and a single thin rare-
earth phosphor intensifying screen yielding a spatial reso-
lution of �20 lpmm�1 (16).

In order to optimize the efficiency of the SFM, manu-
facturers including Agfa, Kodak, Konica, and Fuji, have
produced matching pairs of the intensifying screen and
film specifically for use with mammography. And, to
further improve the sensitometric characteristics of the
screen-film, the processing chemistry, particularly the
developer, have also been carefully prescribed along with
its development conditions. Note that the sensitometric
characteristics of screen-film system refers to the ‘‘photo-
graphic effect or blackening effect’’ of the screen-film
system in response to the X-ray absorption (17). An
example of this matching pair of intensifying screen and
film is depicted in Fig. 5, the emission and absorption
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Figure 3. The spectrum of X rays generated with molybdenum and rhodium. On the far left (a) is
the X-ray spectrum generated by a molybdenum target at 30 kVp and filtered with aluminum filter.
The characteristic X rays Ka (17.4 keV), and Kb (19.6 keV) appear as the two peaks in the graph. In
the middle (b) is the X-ray spectrum generated by the same X-ray system in part a, but is filtered
with 30mm thick molybdenum. The K-absorption edge curve is shown in dashed line. On the far
right (c) is an X-ray spectrum generated by a rhodium target at 30 kVp and filtered with 20mm thick
rhodium. The general shapes of middle figure and far right figure are similar with differences in the
peak energies of K-characteristic X rays (Ka¼20.2 keV, and Kb¼22.7 keV), and the K-absorption
edge energy (23.2 keV).

Table 1. K-Characteristic X Rays and K-Absorption Edge
of Molybdenum, Rhodium, and Tungsten

Molybdenum Rhodium Tungsten

Atomic Number 42 45 74
Ka

a 17.4 20.2 59.3
Kb

a 19.6 22.7 69.1
K-edgea 20.0 23.7 69.5

aEnergy in keV.



characteristics of intensifying screen and film employed in
SFM. Note that the emission of 550 nm wavelength light
from AD Mammo Screens is matched by the absorption
spectra of the AD-M Film.

In order to accommodate the varying size of breasts, two
imaging cassette sizes are available with dedicated mam-
mography equipment, they are 18� 24 cm (8� 10 in.), and
24� 30 cm (10� 12 in.). The film is loaded on the topside of
the cassette with the emulsion side facing the intensifying
screen. Figure 6 is a schematic drawing showing the cross-
section of a typical screen-film mammography cassette (the
single emulsion film, single intensifying screen) with
enlarged views of the film (top, right), and the screen
(bottom, right). The ‘‘sponge’’, in the cassette, is employed
to assure good screen-film contact.

THE ANTISCATTER GRID

The antiscatter grid is placed between the breast holder,
and the cassette slot, refer to Fig. 4. Scattered radiation is
one of the main causes of degrading the image quality in
X-ray imaging. The antiscatter grid is employed to mini-
mize the scattered radiation from reaching the screen-film
system while allowing the primary radiation to pass
through. Although, mammography examinations are typi-
cally conducted with X-ray potentials <30 kVp, would still
require a moving (reciprocating) antiscatter grid to cleanup
the scattered radiation. Typically, the antiscatter grid used
in mammography has a grid ratio of 5 : 1, or 4 : 1. While the
exposure time in X-ray mammography imaging is rela-
tively long (�1 s), the speed of the moving grid must be
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Figure 4. A typical dedicated mammography unit; GE
Senographe DMR. (Courtesy of GE Healthcare.) The overall
mechanical design of a typical dedicated X-ray mammography
showing the tilting gantry with the X-ray tube housing at the
top and the image receptor at the bottom. The gantry (or the
elongated C arm) is normally attached to a column or a stand in
which the elevation mechanism of entire gantry is housed.
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Figure 5. Spectral characteristics of screen-film mammography
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film is orthochromatic. The figure shows the light-emitting spec-
trum of the AD Mammo Screens, the spectral sensitivity curve of
the AD-M film, and the transmittance spectrum of SLG-8U safety
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Cassette front

Cassette back

Sponge
(for film-screen contact)

Intensifying screen
Screen base

Emulsion
Film base

Protective coating
Antihalation layer

Film base
Lower emulsion
Upper emulsion
Protective coating

Phosphor layer
(Gd2O2:Tb)
Fine grain
Highly transparent binder
High packing density

Screen base

Figure 6. The cross-sectional view of screen-
film cassette. (Courtesy of Fujifilm Medical
Systems USA, Inc.)



carefully adjusted to avoid artifact associated with grids.
For the antiscatter grids, the grid line rate must be suffi-
ciently high, or the attenuation material structure must be
so designed to avoid being imaged as grid artifacts on the
mammograms. The honeycomb design antiscatter grid;
Cellular (HTC) Grid utilized in LoRad mammography
systems and marketed by Hologic is well known for its
high transmission of useful primary radiation with
increased absorption of scattered radiation (18).

THE COMPUTED RADIOGRAPHY FOR MAMMOGRAPHY

Computed radiography was introduced to radiology in 1981
and the ‘‘digitization’’ of routine radiographic examinations
had started in earnest. The CR image plate housed in
cassette replaced, directly, the screen-film cassette in rou-
tine radiography applications. This direct replacement
design required no mechanical modifications on the exist-
ing radiographic equipment. With the introduction of CR, a
whole new set of technology including the optical CR read-
ers, image processing software programs, image display
subsystems, and so on, made the filmless radiology depart-
ment within an achievable reality (19).

The difference between the routine CR and the CR for
mammography (CR-M) is largely due to the optical
response of the CR phosphor; thus, the radiation dose
required to reduce the image noise, and the spatial resolu-
tion capability for mammography applications. In 2001,
Fuji introduced the FCR 5000MA, which was used in the
America College of Radiology Imaging Network (ACRIN);
Digital versus Screen-Film Mammography (DMIST) study
(20,21). While the study had already been concluded, the
official results are in the final preparation stage, and have
not been released yet. The FCR 5000MA differentiated
itself from the previous generation of CR products by
utilizing a 50 mm pixel spot size for the laser and intro-
duced dual side IP reading to the market.

In January 2004, Fuji introduced the Profect CS, or
‘‘ClearView-CS’’ in the United States. Clear View CS is
pending FDA approval and not yet commercially available
in the United States. Fuji recently finished the Premarket-
ing Approval (PMA) application to FDA, and the approval
is anticipated sometime during the second half of 2005 (22).
Note, however, that the 100mm pixel spot size digital
mammography system has been in use for the past few
years in Europe, Australia, and Japan. The mechanism in
which ‘‘how’’ the IP and the CR reader work together to
produce an image is beyond the scope of this article and
readers are suggested to turn to publications available
(23,24), or corresponding articles in this Encyclopedia.

The obvious advantage of CR-M, and the full field digital
mammography (FFDM) systems, is its wide dynamic range
and its linear response to radiation. In screen-film mam-
mography, over-or underexposure was one of the main
causes of ‘‘repeat’’ examinations. Such exposure related
repeats can be minimized due to the wide latitude in
exposure acceptable for imaging. Furthermore, the images
are no longer ‘‘fixed’’ or ‘‘limited’’; the subject contrast and
the overall image brightness can be adjusted for image
interpretation by adjusting the display window ‘‘level’’, and

‘‘width’’. The display ‘‘window level’’ corresponds to the film
optical density in SFM, and the ‘‘widow width’’ corresponds
to the contrast. In digital imaging systems, both window
level and width may be adjusted to optimize the image
rendered on the monitor. Figure 7 shows the response dif-
ferences of these two image receptor systems to the radia-
tion exposure. The exposure range for the CRs ‘‘Image
Plate’’ is wider than that of a typical screen-film combina-
tion by an order of 2 to 3 in magnitude.

THE STEREOTACTIC BREAST BIOPSY MAMMOGRAPHY

Breast biopsy is often required when an area of suspicious
malignancy site is revealed after a mammography is
obtained. In order to accurately extract the specimen, a
stereo mammogram may be obtained so that the biopsy
needle can be accurately inserted to the site where it is
suspected of malignancy; core biopsy (25). Most dedicated
mammography equipment are designed to perform routine
(screen-film, or FFDM) mammography, and with an
attachment to perform stereotactic mammography and
core biopsy in an ‘‘up right’’ posture; either the patient is
standing or sitting on a chair.

From a pair of stereo images separated by 308 (�158
from the centerline), using the triangulation technique, the
three-dimensional (3D) coordinates of the suspicious site
can be calculated within an accuracy of 1 mm (25), see the
schematic diagram of stereotactic imaging geometry in
Fig. 8. It is essential that the patient remain still before
and after the acquisition of the stereo images. The core
biopsy can be localized accurately only if the patient posi-
tioning remain the same.

Stereotactic mammography requires that the breast
being examined is compressed (just as in routine mammo-
graphy), but the patient should remain standing still while
the mammogram is being processed. The processing time
alone takes at least 90 s with typical automatic film pro-
cessor. Thereafter, the best location of the biopsy needle
entrant site, and the coordinates of the sampling must be
determined. The prolonged time represents substantial
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discomfort on the part of the patient not to mention the
anxiety of fear for the possibility of being diagnosed and
confirmed as having breast cancer.

DIGITAL SPOT MAMMOGRAPHY

Before the introduction of FFDM, in order to ease the
discomfort of undergoing the biopsy process, a small detec-
tor with imaging area of 5� 5 cm had been developed by
LoRad, for example, so that the stereo images of the breast
can be displayed immediately after exposures are made.
This is one of the successful biomedical applications that
have resulted from collaborative technology transfer pro-
grams between the National Aeronautics and Space
Administration (NASA), the National Cancer Institute
(NCI), and the U. S. Department of Health and Human
Services Office on Women’s Health (OWH) (26). Since the
imaging area is only 5� 5 cm, it is referred to as Digital
Spot Mammography. The biopsy coordinate is then calcu-
lated via the built-in software program with a shorter
overall examination time.

In addition, dedicated breast biopsy systems have been
developed where the patient would be lying on her stomach
(recumbent). The breast under examination is positioned
through a hole in the examination table and aligned with
the X-ray equipment and the biopsy needle gun. The
recumbent core biopsy mammography unit manufactured
by LoRad is depicted in Figs. 9 and 10. LoRad is now one of
the brand names sold under Hologic. A similar recumbent
core biopsy unit, called Mammo Test Biopsy System, is
available from Fisher Imaging.

FULL FIELD DIGITAL MAMMOGRAPHY

The CR-M is a direct replacement of the screen-film cas-
sette. In other words, the IP cassette replaced the screen-

film cassette. Therefore, no major mammography equip-
ment modification would be necessary. In DR on the other
hand, just as in conventional radiography and fluoroscopy
applications, the image receptor system may be built into
the image receptor compartment as an integral part of the
imaging assembly (27,28). Manufacturers had attempted to
physically fit the DR detector assembly, or more accurately;
the Flat Panel (FP) detector assembly, into the space occu-
pied by the SFM cassette. To date, no commercial product of
FP detector assembly has been fitted as a direct physical
replacement of the SFM cassette is available (29). In other
words, due to technical difficulties, there is no FP detector
assembly that is sufficiently compact to fit into the space
designed to accommodate the SFM cassette. The image
acquired with FP detector is transmitted to and processed
by the image processing chain thereafter.

While there are a hand full of FFDM systems either
under development or manufactured for clinical applica-
tions, three FFDM units are currently available in the
United States, and are described here (27). The fact that
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Figure 8. Schematic drawing of geometrical setup for stereotactic
mammography. From the stereo images, with known geometry
and the X–Y coordinates, the depth in Z direction is calculated via
triangulation.

Figure 9. The recumbent stereotactic core biopsy system. A
recumbent design provides a stable patient positioning to
acquire a pair of stereo images for accurate localization of
biopsy site while the patient lays flat on her stomach with
comfort during the entire examination. (Courtesy of Hologic.)

Figure 10. The zoomed view of the recumbent stereotactic core
biopsy system. In the zoomed view, the breast under the
examination is positioned through the opening in the tabletop.
(Courtesy of Hologic.)



these three systems are designed to cover an imaging field
of at least (�) 18� 24 cm, the smaller cassette size of SFM,
the name; FFDM was assigned. This is to signify the full
size imaging filed coverage as opposed to the small field
detector of LoRad’s Digital Spot Mammography, or Fischer
Imaging’s Mammo Test Biopsy System.

There is a trend that mammography equipment is being
transformed to ‘‘digital’’ format. One reason of the slow
pace of this transformation is the large initial capital
expenditure of FFDM. Both, analog and digital formats
are expected to coexist for many more years to come. The
impact of Fuji’s CR-M cannot be ignored due to the fact that
it is possible to convert and replace the screen-film cassette
directly. Any of the existing SFM units will be able to join
the ‘‘digital era’’.

Currently, there are three FFDM systems that have
received FDA approval and are sold in the United States.
The GE Senogaphe 2000D was approved by FDA on
January 28, 2000 and ‘‘accredited’’ by ACR in February,
2003. Fischer Senoscan received its FDA approval on
September 25, 2001 with subsequent ACR accreditation
in August, 2003. Hologic/LoRad’s Selenia received FDA
approval and ACR accreditation, respectively, on October 2,
2002, and in September of 2003 (27).

GEs FFDM: SENOGRAPHE 2000D, AND SENOGRAPHE DS

Figure 11 depicts the FP detector developed by General
Electric Medical Systems, and the photo inset (top left)
shows the Cesium–Iodide (CsI) scintillator crystals. The
incident X rays are absorbed by the CsI crystals, which in
turn, convert the X-ray photon energy to light. The CsI
crystals are deposited in columnar shape so as to minimize
the scatter, and optical diffusion of scintillation lights from
one column to the other. The underlying photodiode–
transistor amorphous Silicon (a-Si) arrays is connected
to control data lines, then, converts the light to electrical
signals for further processing (30).

GEs FP detector is an indirect-conversion digital detec-
tor system. The detective quantum efficiency (DQE) of this
FP detector system has been shown to be �60% at Zero
Frequency (31,32). Essentially, being the first FFDM sys-
tem introduced to the commercial market, GEs Senographe

2000D ushered in the digital mammography era to the
radiology community. Depicted in Fig. 12 is the second-
generation FFDM unit, Senographe DS, with the X-ray
gantry set to þ 158 with the stereotactic biopsy needle
assembly attached. Both Senographe systems (2000D
and DS) are equipped with CsI scintillator on an a-Si
photodiode–transistor arrays with pixel size of 100mm
and an image matrix size of 1920� 2304, covering a field
of view 19� 23 cm.

FISCHER IMAGING’S SENOSCAN FFDM

On the other hand, Fischer Imaging Corporation’s answer
to the FFDM is the Senoscan FFDM unit. The unique
feature of Senoscan unit is that it employs a slot mechan-
ism for the X-ray filed collimation that is synchronized to
the detector as the slot and detector assembly sweeps
across the imaging field, see Fig. 13. The detector of
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Figure 11. Schematic drawing of an
amorphous silicon digital detector.
(Courtesy of GE Healthcare.)

Figure 12. Photograph of GE FFDM unit; Senographe DS with
stereotactic attachment installed. The gantry is tilted to þ158 and
prepped for Stereotactic imaging. Note, this is the FFDM version of
similar unit shown in Fig. 1, but with zoomed up view for the
stereotactic attachment. (Courtesy of GE Healthcare.)



Senoscan unit consists of a layer of thallium activated CsI
scintillator connected to charge-coupled-device (CCD)
chips via fiber optics (33). Hence, this is also an indirect-
conversion digital detector system.

The use of slot mechanism also means ‘‘restricting’’ the
X-ray beams for exposure. It offers an advantage of less
scattered radiation for improved image contrast (34).
Therefore, no antiscatter grid is necessary with Senoscan
unit. The absence of the antiscatter grid compensate for a
less efficient use of the available X rays. In addition, a
tungsten anode X-ray tube (35) is employed with this unit,
since the tungsten anode X-ray tube would produce X rays
more efficiently than a molybdenum or rhodium target.
Senoscan is equipped with CCD chips having pixel size of
(1) 27mm, covering a field of view 11� 15 cm under the high
resolution mode, and (2) pixel size of 54 mm, covering a field
of view 19� 29 cm for the normal mode. The image matrix
size of this system is 4096� 5625.

HOLOGIC/LORAD’S FFDM; SELENIA

Selenia’s image receptor is a 250mm thick amorphous
Selenium (a-Se) photoconductor. Underneath a layer of
a-Se photoconductor is a thin-film transistor (TFT) arrays
that serves as an active readout mechanism. The TFT
arrays are typically deposited onto a glass substrate, which
provides a physical support for the entire detector compo-
nents. Selenia uses a 250mm thick a-Se photoconductor to
capture the X-ray photons impinging on the detector sur-

face without the aid of a scintillator. It is said that a
thickness of 250mm a-Se photoconductor is adequate to
stop 95% of the X-ray photons in the mammographic
energy range (36). The photon energy is converted to a
pair of electron, which is negatively charged, and a posi-
tively charged ‘‘hole’’. With bias voltage applied, the signal
is read off by the TFT arrays. Thus, this is a direct-
conversion digital detector system. The detector is an
a-Se photoconductor and TFT arrays with pixel size of
70mm, covering a field of view 24� 29 cm, resulting in
an image matrix size of 3328� 4096. A summary of the
detector characteristics for these three FFDM systems is
given in Table 2, (37).

READING MAMMOGRAPHY IMAGES

Initially, the FFDM images were printed on dry laser
printers and read on high luminance view boxes (ACR
accreditation required of a luminance of > 3000 cdm�2)
(38). All three FFDM systems are equipped with work-
stations where images are soft-copy read. The workstations
are commonly equipped with two 5-megapixel high resolu-
tion monitors. With the soft-copy reading, an assortment of
image manipulation are possible including, but not limited
to, basic window width and window level adjustments,
zooming, image reversal, and so on for viewing the details
of the pathology. More importantly, the impact of image
processing in transforming the acquired raw data set to the
image displayed for soft-copy reading should be recognized
(39). For example, as can be seen in Fig. 14, substantial
differences not only in the brightness and contrast of the
image but also in the impression of pathology in the images
can be noticed. While all three images are acceptable and
diagnostic, the two enhanced images are easier to recog-
nize various details.

SUMMARY

A brief history of mammography was described as the
introduction to the X-ray mammography. The SFM con-
tinues to play its major role in breast cancer detection while
FFDM is gaining its installed base. Upon the anticipated
FDA approval, the CR-M is poised for introduction for
clinical applications in the second-half of 2005. However,
all three modalities employed in breast cancer detection,
namely; the SFM, FFDM, and the CR-M are expected to
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Figure 13. A schematic drawing of the scanning mechanism of
Fischer Senoscan FFDM. (Adapted from Fisher Imaging Sanoscan
user’s manual with permission. Courtesy of Fischer Imaging.)

Table 2. Summary of Imaging Characteristics of FFDM Units

Manufacturer Model Name Scintillator Detector Pixel Size, mm Image Matrix Size Imaging Size, L�W cm

GE Senographe 2000D, DS CsI (Tl)a TFT 100 1920�2304 19� 23
Fisher Imaging Senoscan CsI (Tl) CCD 24/48 4096�5625 22� 30
Hologic/LoRad Selenia a-Seb TFT 70 3328�4096 25� 29

DSM CsI (Tl) CCD 48 1025�1024 5� 5
Fuji CR-M BaFBr(Eu)c Computed 50 1770�2370 18� 24

radiography 2364�2964 24� 30

aCsI(Tl)¼Talium Activated Cesium Iodide.
ba-Se¼Amorphous Selenium.
cBaFBr(Eu)¼Barium Fluorobromide with Europium.



play their roles in contributing to reduction of breast
cancer deaths through the early detection of mammogra-
phy screening.

Display of FFDM images and its workstations are
important components of the total picture of FFDM
(40,41). However, monitors and workstations associated
with diagnostic radiology imaging including mammogra-
phy are in a domain of their own and no attempt is made to
include these subjects in this article. Such subject matters
belong to digital image processing and display. Finally,
archiving of the acquired digital images is also a very
important aspect of digitized diagnostic images in the
overall operation of radiology. However, this subject is
better handled in Picture Archiving and Communication
Systems (PACS), and readers are refered to articles under
PACS for additional information.
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INTRODUCTION

The amount of knowledge is increasing rapidly in many
disciplines. Medicine is not an exception. Because of scien-
tific research new knowledge comes available at such a
pace, that physicians should read 19 articles a day, every
day of the week, to keep up to date. Since that is not
possible the results of scientific research often are applied
clinically only years later. Computers can support physi-
cians in finding relevant recent information. In the next
section, the reasons for using computers in medical educa-
tion are presented. Then the roles computers can play in
medical education are reviewed. Since health profes-
sionals increasingly use computer systems for their work,
they need to know the benefits and limitations of these
systems. The discipline of medical informatics is respon-
sible for developing these systems and therefore is dis-
cussed. The next sections discuss the use of Internet and
electronic patient records. Also, it is discussed why knowl-
edge of information systems is important for health pro-
fessionals.

THE REASONS FOR USING COMPUTERS
IN MEDICAL EDUCATION

The goal of academic medical education is to educate
students to become physicians. During the study knowl-
edge, skills and attitudes have to be mastered. Students
are taught academic skills like critical reading, they are
acquainted with the principles of research methods, and
they should know the scientific background of the basic
disciplines (like anatomy, molecular cell biology and genet-
ics, endocrinology and metabolism, immunology and
inflammation, growth, differentiation and aging) as far
as they are related to the study of abnormalities and to
diagnosis and therapy. Because of the explosive growth of
biomedical knowledge, it is not possible anymore to teach
all the currently available knowledge. This does not have to
be a problem since part of the knowledge presented to
medical students during their formal education may be
more or less obsolete by the time they are in their main
professional practice. Moreover, it is difficult to teach
medicine for the coming era, since most of the future’s
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technology is probably nonexistent today. Students there-
fore must be taught how to become life-long learners.
Computers can support this process.

Computers play an increasing role in the practice of
medicine too. No doctor—whether a general practitioner or
a specialist in advanced or social care—will be able to
escape the confrontation with some form of information
processing. The work of health professionals is dominated
by information collection, storage, retrieval, and reason-
ing. Health professionals both use individual patient data
and general medical or nursing knowledge. The amount of
medical and nursing knowledge increases so quickly that
health professionals cannot stay fully up to date. Tools are
therefore needed to acquire relevant knowledge at the time
it is needed.

Computer systems are installed in many hospital
departments and physician offices. Hospital information
systems support, for example, financial, administrative,
and management functions. Clinical departmental sys-
tems are used to collect, store, process, retrieve, and com-
municate patient information. Clinical support systems
are used in function laboratories [for electroencephalogram
(EEG), electrocardiogram (ECG), electromyogram (EMG),
and spirometry analysis], for imaging [magnetic resonance
imaging (MRI), computerized tomography (CT), nuclear
medicine, ultrasound], and in clinical laboratories (analy-
sis of electrolytes, etc.). The results of clinical support
systems are increasingly stored in so-called electronic
patient records, together with the medical history, results
of physical examination, and progress notes. Electronic
patient records gradually replace the paper patient record.
Apart from the fact that electronic paper records are better
readable they also support functions (like decision support)
paper records cannot provide. Students must learn the
benefits and limitations of these kinds of systems.

Decision support systems are used to support clinicians
during the diagnostic or therapeutic process and for pre-
ventive purposes to prevent either errors of omission
(when, eg, the physician does not order a mammography
when indicated) or commission (when, eg, the physician
prescribes the wrong drug).

Clinical patient data are increasingly stored in the
above mentioned electronic patient records (EPRs), from
which they can be later retrieved by physicians or nurses
who are in need of the data. Also, information systems can
retrieve relevant data from the electronic patient record
when a suitable interface between system and EPR is
available. When a standard vocabulary is used for repre-
senting data values in the EPR, decision support systems
can interpret these data and remind, alert, or critique the
physician or provide access to relevant knowledge, based
on patient data available in the EPR. Health professionals
should have insight in and knowledge of the principles,
concepts, and methods underlying electronic patient
records.

Also, patients become active players in the field and
increasingly demand access to the EPR.

Patient management increasingly has become the com-
bined task of a group of healthcare workers. Therefore the
memory-aid role of the patient record more and more
changes into a communication role. Paper records have

several limitations in this respect. In addition, since the
appearance of the report ‘‘To err is human’’ of the IOM (1) it
is apparent that due to miscommunication (among which
are problems with reading handwritten information, with
incomplete information, etc.) medical errors are made that
even may lead to the death of patients. Electronic patient
records and order entry systems can reduce the number of
errors because they are not only more readable, but
because they can also be interfaced with decision support
systems when standardized terminology is used.

Decision support can be passive in the sense that the
decision support system contains information that has to
be searched by the physician. In this case, the healthcare
professional takes the initiative to search for information,
for example, via PubMed or the Cochrane Library. Decision
support can also be active. In this case, the decision support
system volunteers advice based on information it can
retrieve from the EPR. Decision support systems can either
proactively suggest the next step in a diagnostic or treat-
ment process or reactively remind the healthcare profes-
sional that a (preventive) procedure was not performed or a
step in the protocol was not carried out.

ROLES FOR COMPUTERS IN MEDICAL EDUCATION

What roles can computers play in medical education? In
the first place, information systems can be used to manage
the learning process. Students can get access to the curri-
culum via so-called learning environments (e.g., Black-
board or WebCT), can get overviews of their marks, can
access computer aided instruction programs, can access
PowerPoint presentations of their teachers, and so on.
Computers provide access to the internet so that they
can search for content knowledge.

Computer-aided instruction can be used to teach stu-
dents certain subjects. For example, computers are used to
simulate regulatory mechanisms occurring in the human
body. With a simulation program, students can treat
‘‘patients’’ without risking their patient lives. The simula-
tion is often based on models that present (patho)physio-
logic processes in the form of mathematical equations.
When the models become increasingly accurate they can
even be used in patient care. Also, patient management
problems can be simulated. In this case, usually no mathe-
matics is involved, but the patient’s signs and symptoms as
they develop as a function of time are expressed as
text.

There are simulation tools that allow users to evaluate,
plan, or redesign hospital departments, or parts of other
healthcare systems. Physicians will be confronted with the
results of simulations. The model that is used in the
simulation has to be checked for validity. Some tools pre-
sent the modeled processes visually so that physicians or
nurses can easily determine the correctness of the model.
An example is the modeling of a phlebography service. On
the screen, the cubicles and other rooms are displayed and
the movements of patients, physicians, and nurses can be
followed. In this way, the users can judge whether the
model represents the situation of a phlebography service in
an adequate way.
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Note that computers should not be considered as surro-
gate teachers controlling students’ learning. Computers
should enrich the learning environment by expanding
the student’s control over their self-learning and by pro-
viding a better learning environment as a supplement to
traditional methods of learning. The effectiveness of CAI
has always been a subject of controversy. Studies have
claimed both that CAI is superior and that CAI is inferior to
traditional methods. The majority of the publications, how-
ever, support the notion that CAI is as effective as tradi-
tional educational methods (2).

Although decision making is the pre-eminent function of
a physician, hardly anywhere is the student confronted
with a systematic exposition of procedures of good decision
making. The use of computers can facilitate the teaching of
these procedures. Computer support offers new possibili-
ties to teach problem solving techniques and analytical
methods that are presently learned by the student through
practice and the observation of mentors.

MEDICAL INFORMATICS

Education concerning the advantages and limitations of
the use of computers for supporting the work of health
professionals is the responsibility of medical informatics
departments. Medical informatics can also be instrumental
in developing computer-aided instruction programmes and
simulation packages. Medical informatics is the discipline
that deals with the systematic processing of data, informa-
tion, and knowledge in the domains of medicine and health-
care. The objects of study are the computational and
informational aspects of processes and structures in med-
icine and healthcare (3). Medical informatics is a very
broad discipline covering subjects like applied technology
(bioinformatics, pattern recognition, algorithms, human
interfaces, etc.) and services and products (quality man-
agement, knowledge-based systems, electronic patient
records, operations–resource management, etc.). Also
human and organizational factors (managing change, legal
issues, needs assessment, etc.) should be taken into
account.

Informatics can be either a systems-oriented discipline
in which computer systems, operating systems and pro-
gramming languages are the object of study or a methods-
oriented discipline in which the methods are studied that
can be used to create algorithms that solve problems in
some application domain. In the case of the methods-
oriented approach, a problem is studied and formalized
solutions are determined. Medical informatics is an exam-
ple of this approach: it studies the processing of data,
information, and knowledge in medicine and healthcare.
Medical informatics focuses on the computational and
informational aspects of (patho)physiological processes
occurring in the patient, cognitive processes going on in
the brain of physicians, and organizational processes that
control healthcare systems.

The resulting knowledge can be used to design informa-
tion systems that can support healthcare professionals. It
is clear that healthcare professionals need to have some
medical informatics knowledge in order to optimally use

information systems. Medical informatics education
should therefore be part of the medical curriculum.

Various groups of professionals with quite different
backgrounds can be identified who carry out medical infor-
matics tasks ranging from the use of IT to developing
information systems. Users of information systems natu-
rally need less medical informatics knowledge than health
informatics experts who develop health information sys-
tems or support other healthcare workers in designing
terminology servers, coding systems, and so on.

There exists a wide range of job opportunities in the field
of medical informatics. These jobs require various medical
informatics capabilities. In addition to medical informatics,
students (and graduate students) with other backgrounds
may prefer a job in the field of medical informatics. In order
to obtain the relevant capabilities these students have to
learn additional subjects depending on their previous edu-
cation and the type of specialization they want to achieve.
These students can be graduates from healthcare related
programs or from informatics–computer science programs.
Graduates from healthcare related programs possess the
relevant medical knowledge, but need to increase their
medical informatics knowledge. Graduates with an infor-
matics or computer science background must learn how the
healthcare system is organized and how healthcare profes-
sionals are working in order to develop systems that are
appreciated by healthcare professionals. Medical infor-
matics is therefore taught in different ways (4) depending
on the type of students and the type and extent of specia-
lization that they want to achieve.

USE OF THE INTERNET

Much knowledge can be found on the internet. Browsers
allow health professionals and patients to access sites
containing (references to) medical knowledge. PubMed is
an example. It contains references to the medical litera-
ture. The web contains a lot of information of which the
quality is not always guaranteed. Especially in the medical
arena, this is a big disadvantage. The internet has become
one of the most widely used communication media. With
the availability of Web server software, anyone can set up a
Web site and publish any kind of data that is then acces-
sible to all. The problem is therefore no longer finding
information, but assessing the credibility of the publisher
as well as the relevance and accuracy of a document
retrieved from the net. The Health On the Net Code of
Conduct (HONcode) has been issued in response to con-
cerns regarding the quality of medical and health informa-
tion (5). The HONcode sets a universally recognized
standard for responsible self-regulation. It defines a set
of voluntary rules to make sure that a reader always knows
the source and the purpose of the information they are
reading. These rules stipulate, for example, that any med-
ical or health advice provided and hosted on a site will only
be given by medically trained and qualified professionals
unless a clear statement is made that a piece of advice is
offered from a nonmedically qualified individual or orga-
nization. Another guideline states that support for the Web
site should be clearly identified, including the identities of
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commercial and noncommercial organizations that have
contributed funding, services or material for the site. Stu-
dents searching for information should be introduced to
these guidelines.

Searching can be carried out by entering keywords.
These keywords can be connected by Boolean operators
like AND, OR, and NOT. A user can for example enter:
Diuretics and Hypertension to search for documents that
discuss the use of diuretics in hypertension. The NLM
(National Library of Medicine) uses the Medical Subject
Headings (MeSH) vocabulary for indexing most of their
databases. Students should be taught how to efficiently
search in bibliographic databases using, for example, the
MeSH vocabularies.

We speak of e-learning when content is accessible via
Web browsers. Some characteristics of e-learning follow:
Internet is the distribution channel. Access to the content
is possible 24 h/7 days a week. It is learner-centered. The
student determines the learning environment, the speed of
learning, the subjects to consider, the learning method. A
mix of learning methods can be used (blended learning): for
example, virtual classroom, simulations, cooperation, com-
munities, and ‘‘live’’ learning.

Virtual learning environments aim to support learning
and teaching activities across the internet. Blackboard and
WebCT are examples of such environments. These envir-
onments offer many possibilities. New or modified educa-
tional modules can be announced or teachers can give
feedback regarding the way a module is progressing. Also
general information about a module can be provided. Staff
information can be presented with photo, email address,
and so on. Assignments can be posted, and so on. The
virtual classroom allows students to communicate online,
whereas discussion boards allow asynchronous communi-
cation. Also, links to other websites can be provided. The
internet is a source of information for patients. They can
retrieve diagnostic and therapeutic information from the
internet. Increasingly, patients present this information to
their care providers. Health professionals must know how
to cope with this new situation and must be able to assess
the quality of the information.

KNOWLEDGE OF INFORMATION SYSTEMS

Information systems are increasingly used in healthcare.
They not only support administrative and financial, but
also clinical and logistic processes. Since healthcare work-
ers have to use information systems they should know the
possibilities, but also the limitations, of information sys-
tems. Since in information systems, for example, data can
be easily retrieved, the quality of entered data determines
the quality of the results: garbage in, garbage out. In
addition, they should have the skills to work with informa-
tion systems. Information systems relevant for healthcare
professionals include hospital information systems,
departmental systems, electronic patient record systems,
order entry and result reporting systems, and so on. But
healthcare workers should also be proficient in the use of
productivity tools like word processing systems, biblio-
graphic search systems, and so on.

Logistics is becoming more important these days. Hos-
pitals have to work not only effectively, but also more
efficiently, thereby taking the preferences of patients into
account. Planning systems can reduce the time that ambu-
latory patients have to spend in the hospital for undergoing
tests, but also the length of stay of hospitalized patients can
be reduced by planning both the patients and the needed
capacity (6).

It is important for healthcare workers to know what
support they can expect from information systems and to
know which conditions have to be satisfied in order that
information systems can really be of help. Optimal use of
information systems therefore does not only depend on
acquired skills, but also on the insight in and knowledge
of the principles, concepts, and methods behind informa-
tion systems. This is true for all types of healthcare profes-
sionals. When hospitals or physicians consider the
purchase of information systems they must be able to
specify their requirements so that they will not be con-
fronted with systems that do not perform as expected.

ELECTRONIC PATIENT RECORDS

Physicians store information about their patients in
patient records. The patient record frequently is a paper
record in which the physician writes his notes. Paper
records have several advantages because they are easy
to use, easy to carry, and so on. But there are also limita-
tions: they may be difficult to read and are totally passive:
the physician records the information with little support
(e.g., headings in a form) and therefore the recordings are
often incomplete. Not only are the data incomplete, they
also contain errors, for example, due to transcription or
because the patient gave erroneous information. The read-
ers of patient records can interpret the data in the patient
record incorrectly. The fact that data are recorded in
chronological order makes the retrieval of facts sometimes
difficult: such data are not recorded on standard positions
in the record. A study showed that because of the con-
strained organization of paper records, physicians could
not find 10% of the data, although these data were present
in the paper record (7). The patient data are usually stored
in more than one type of record, because each department
uses its own records, each with a different lay-out. Paper
records are not always available at the time they are
needed. Paper records are passive: they will not warn
the physician if he overlooks some results. If the results
of a lab request are unexpectedly not yet available, the
paper record will not indicate that. Despite these draw-
backs physicians are usually very positive about the use of
the paper record, because they do not recognize their
shortcomings.

Electronic patient records have some advantages over
paper records. The legibility of electronic patient records is
per definition good. Data can be presented according to
different views (time-, source-, and problem-oriented),
making the data easier to access. Electronic patient
records, when interfaced with decision support systems,
can provide reminders when a physician forgets some-
thing.
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The use of computers in medical education is diverse.
They can be used for managing the learning process, for
distributing content, for assessing the student’s knowledge
or skills, and so on. In this case, they can be regarded as
educational tools. As is clear from the above information
systems are extensively used in the practice of health
professionals. Students should be taught the benefits,
but also the limitations of the use of information systems.
Finally the information systems have to be developed. To
be able to do so students need additional education in
medical informatics.
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INTRODUCTION

Modern technology has transformed the practice of med-
icine. We can now see where we could not before, conduct
surgery with minimal trauma, intervene at the genetic
level, replace whole natural organs with functional artifi-
cial ones, make rapid diagnoses, and peer into the workings
of the brain. More patients are surviving, and those who do
are living better. Much of the credit for these advances goes
to the engineers, physicians, and physiologists who
together decided what needed to be done, the science
required to support it, and how it could be made practical.
Medical engineers are now very much involved in the
process of developing medical advances. They bring to
medicine the abilities of conceptualization, computation,

and commercialization. They use varied tools such as
biophysics, applied mathematics, physiological modeling,
bioinstrumentation and control, imaging, and biomecha-
nics to accomplish their advances.

The result is that there are nearly as many subspecial-
ties of medical engineering as there are medical special-
ties. Tissue engineers, for instance, grow bioartificial
tissues and organs as replacements; metabolic engineers
find means to adjust cellular metabolic pathways to pro-
duce greater quantities of biochemicals and hormones;
and rehabilitation engineers design new prostheses or
modify existing units to reestablish adequate function
in patients who have lost ability usually as the result of
trauma. There are medical engineers working with bio-
sensors, bioprocess optimization, multiple imaging modes,
pancreatic function, vascular replacement, and drug
delivery. Biomaterials engineers have produced materials
that can function in different regional corporal environ-
ments. Indeed, there is no part of the human body that has
not been studied by medical engineers to improve or
replace lost function.

As the body of medical knowledge has increased overall
and has been repeatedly split more and more finely into
specialties, there has been a concomitant proliferation of
organizations to communicate, share, and advocate action
related to their particular specialties. Some of these would
be recognized as chiefly engineering organizations with
application interests in medicine; some are medical socie-
ties with significant engineering contributions. There is
almost no significant human disease, physiological system,
organ, or function without a group or organization repre-
senting associated interests. There is even a group inter-
ested in developing synthetic biological forms that,
although it is too premature to link with medicine, may
someday have a profound effect on medicine. All of these
groups can be found by searching the Internet, and any
attempt to enumerate them here would be outdated very
quickly.

DEFINITIONS

Progress in biological science and engineering has not been
made with a clear distinction between medical and non-
medical applications. Advances in human medicine often
find applications as well in veterinary medicine. Genetic
coding techniques have been applied equally to humans
and fruit flies. Prospective biomaterials are modeled on
computer without regard for the ultimate specific applica-
tion, and they are tested in animals, plants, or fungi before
approval for human use. Progress toward better nutrition
through science, and toward purer environments through
improved pollutant detection monitoring, have resulted in
better human health for most humans living in the devel-
oped world. Biology is biology, whether applied to human
health care or not, so a convergence of basic knowledge and
methods between medical and biological engineers is
expected to continue.

Several relevant definitions attempt to distinguish
among various fields where engineers have and will con-
tinue to contribute.
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The U.S. National Institutes for Health (NIH) has the
following definition of bioengineering:

Bioengineering integrates physical, chemical, mathematical,
and computational sciences and engineering principles to
study biology, medicine, behavior, and health. It advances
fundamental concepts; creates knowledge from the molecular
to the organ systems levels; and develops innovative
biologics, materials, processes, implants, devices, and infor-
matics approaches for the prevention, diagnosis, and treat-
ment of disease, for patient rehabilitation, and for improving
health.

The U.S. National Science Foundation program in Bio-
chemical Engineering and Biotechnology (BEB) describes
its program in the following way:

Advances the knowledge base of basic engineering and scien-
tific principles of bioprocessing at both the molecular level
(biomolecular engineering) and the manufacturing scale (bio-
process engineering). Many proposals supported by BEB pro-
grams are involved with the development of enabling
technologies for production of a wide range of biotechnology
products and services by making use of enzymes, mammalian,
microbial, plant, and/or insect cells to produce useful biochem-
icals, pharmaceuticals, cells, cellular components, or cell com-
posites (tissues).

The Whitaker Foundation definition of biomedical engi-
neering is as follows:

Biomedical engineering is a discipline that advances knowl-
edge in engineering, biology, and medicine, and improves hu-
man health through cross-disciplinary activities that integrate
the engineering sciences with the biomedical sciences and
clinical practice. It includes: 1) The acquisition of new knowl-
edge and understanding of living systems through the innova-
tive and substantive application of experimental and analytical
techniques based on the engineering sciences, and 2) The
development of new devices, algorithms, processes, and sys-
tems that advances biology and medicine and improve medical
practice and health care delivery.

And, finally, the Institute of Biological Engineering
(IBE) defines biological engineering as follows:

Biological engineering is the biology-based engineering disci-
pline that integrates life sciences with engineering in the
advancement and application of fundamental concepts of bio-
logical systems from molecular to ecosystem levels. The emer-
ging discipline of biological engineering lies at the interfaces of
biological sciences, engineering sciences, mathematics and com-
putational sciences. It applies biological systems to enhance the
quality and diversity of life.

HISTORICAL DEVELOPMENTS

In 1948, in New York City, a group of engineers from the
Instrument Society of America (ISA) and the American
Institute of Electrical Engineers (AIEE), with professional
interests in the areas of X-ray and radiation apparatus
used in medicine, held the First Annual Conference on
Medical Electronics. Soon thereafter the Institute of Radio
Engineers (IRE), joined with the ISA and AIEE, and the

series of annual meetings continued. Subsequent years
witnessed a remarkable growth of interest in biomedical
engineering and participation by other technical associa-
tions. By 1968 the original core group evolved into the Joint
Committee on Engineering in Medicine and Biology
(JCEMB), with five adherent national society members:
the Instrument Society of America (ISA), the Institute of
Electrical and Electronics Engineers, Inc. (IEEE), the
American Society of Mechanical Engineers (ASME), the
American Institute of Chemical Engineers (AIChE),
and the Association for the Advancement of Medical
Instrumentation (AAMI), who jointly conducted the
Annual Conference on Engineering in Medicine and Biol-
ogy (ACEMB).

Professional groups responded vigorously to the
demands of the times. Attendance at the annual conference
by natural scientists and medical practitioners grew to
approximately 40% of the total; medical associations
requested formal participation with their technical coun-
terparts on the JCEMB. New interdisciplinary organiza-
tions were formed. New intrasociety and intersociety
groups, committees, and councils became active; meetings
filled the calendar; and publications overflowed the
shelves.

In 1968, a document was prepared that read as follows:
WHEREAS:

1. Common interdisciplinary purposes cannot be well
served by individual groups working independently
from each other;

2. Certain associations have developed in attempts to
meet the need;

3. Conferences and publications have proliferated in
attempts to meet the needs;

4. At present, no mutually satisfactory mechanism
exists for the coordination of the relevant groups
and functions;

5. There does exist an annual meeting and proceedings
publication sponsored by a limited number of socie-
ties through the Joint Committee on Engineering in
Medicine and Biology (JCEMB);

6. The JCEMB is formally structured with a constitu-
tion, plural societal representati9on, and an estab-
lished pattern of operation. This structure and
pattern of operation, however, are not deemed ade-
quate to fulfill present and future needs. To the
best of our knowledge, there exists no other single
organization that seems capable of fulfilling these
needs.

THEREFORE, it is appropriate that a new organization
be established.

On July 21, 1969, at the 22nd ACEMB in Chicago,
Illinois, representatives of 14 national engineering, scien-
tific, and medical associations founded the Alliance for
Engineering in Medicine and Biology (AEMB). It was
incorporated on December 24, 1969, in Washington, D.C.
Lester Goodman, Ph.D., served as Founder President in
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1970–197l; Arthur C. Beall, MD(1972); Alan R. Kahn,
MD(1973); Harry S. Lipscomb, MD(1974); Anthony Sances,
Jr., Ph.D. (1975); Charles Weller, MD(1976–1977); Edward
J. Hinman, MD MPH(1978–1979); Paul W. Mayer,
MD(1980–1982); Francis M. Long, Ph.D., (1983–1984);
Arthur T. Johnson, PE, Ph.D. (1985–1988); and Alfred
R. Potvin, PE Ph.D. served as the final President in
1989–1990.

The Alliance operations were determined by an Admin-
istrative Council composed of delegates from each of its
affiliates. Later the Alliance was to consist of more than 20
such organizations:

Aerospace Medical Association (ASMA)

American Academy of Orthopaedic Surgeons (AAOS)

American Association of Physicists in Medicine
(AAPM)

American College of Chest Physicians (ACCP)

American College of Physicians (ACP)

American College of Radiology (ACR)

American College of Surgeons (ACP)

American Institute of Aeronautics and Astronautics
(AIAA)

American Institute of Biological Sciences (AIBS)

American Institute of Chemical Engineers (AIChE)

American Institute of Ultrasound in Medicine
(AIUM)

American Society for Artificial Internal Organs
(ASAIO)

American Society for Engineering Education (ASEE)

American Society for Hospital Engineers of the
American Hospital Association (ASHE)

American Society for Testing and Materials
(ASTM)

American Society of Agricultural Engineers (ASAE)

American Society of Civil Engineers (ASCE)

American Society of Heating, Refrigerating and Air
Conditioning Engineers (ASHRAE)

American Society of Internal Medicine (ASIM)

American Society of Mechanical Engineers (ASME)

Association for the Advancement of Medical Instrumen-
tation (AAMI)

Biomedical Engineering Society (BMES)

Institute of Electrical and Electronics Engineers (IEEE)

Instrument Society of America (ISA)

National Association of Bioengineers (NAB)

Neuroelectric Society (NES)

RESNA—Rehabilitation Engineering & Assistive Tech-
nology Society of North America

Society for Advanced Medical Systems, now American
Medical Informatics Association (AMIA)

Society for Experimental Stress Analysis (SESA)

SPIE—International Society for Optical Engineering

Alpha Eta Mu Beta—National Biomedical Engineering
Student

Honor Society, established under the auspices of A
EMB.

The Alliance headquarters office opened on November 1,
1973. John H. Busser served as the first Executive Direc-
tor. Patricia I. Horner served as Assistant Director, as
Administrative Director, and succeeded Busser as the
Executive Director. Among its goals, is the following
excerpted in part from its constitution, bylaws, and
recorded minutes:

to promote cooperation among associations that have an active
interest in the interaction of Engineering and the physical
sciences with medicine and the biological sciences in enhance-
ment of biomedical knowledge and health care.

to establish an environment and mechanisms whereby peo-
ple from relevant various disciplines can be motivated and
stimulated to work together
to respond to the needs of its member societies, as expressed by
their delegates, rather than to seek authoritative preeminence
in its domain of interest. . .

to support and enhance the professional activities of its
membership. . .

The 23rd ACEMB in Washington, D.C., in 1970, was the
first held under the aegis of the Alliance. From 1979 to
1984, the IEEE Engineering in Medicine and Biology
Society (EMBS) held their conferences immediately pre-
ceding the ACEMB. The Society for Advanced Medical
Systems, later to become AMIA, and the Biomedical Engi-
neering Society also held their meetings for several years
in conjunction with the ACEMB.

The accomplishments of the Alliance far outstripped the
expectations of its founders. The Alliance more than ful-
filled responsibilities for the annual conference inherited
from the predecessor JCEMB, but the Alliance made
important contributions through a variety of studies and
publications ranging from a 5-year ultrasound research
and development agendum to a guideline for technology
procurement in health-care institutions:

� First International Biomedical Engineering Work-
shop Series held in Dubrovnik, Yugoslavia, under
the sponsorship of the National Science Foundation.
This project was in cooperation with AIBS and the
International Institute of Biomedical Engineering in
Paris. Five workshops were held, and planning hand-
books were completed.

� Assessment of selected medical instrumentation;
Tasks 1–4, ultrasonic diagnostic imaging; Task 5,
radiologic and radionuclide imaging technology.

� Summary guidelines and courses on technology pro-
curement; practices and procedures for improving
productivity in research and health-care institu-
tions.

� Information exchange and problem assessments in
medical ultrasound, including preparation and dis-
tribution of a directory of federal activities, conducted
instrumentation conferences, delineated training
needs, assessed technology transfer potential, and
prepared guidelines for the establishment of clinical
ultrasound facilities.
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� Joint U.S.–Egypt international technology transfer
project in medical diagnostic ultrasound, including
international workshops and the design and support
of a focus laboratory for ultrasonic diagnosis at Cairo
University Medical School.

� Short courses for continuing education at the
annual conference on engineering in medicine and
biology.

� International directory of biomedical engineers.

Before long, the proliferation of medical engineers, and
competing interests among societies, led to a fragmenta-
tion of the field. It became clear that the Alliance no longer
represented positions of the entire field. No organized
group could speak for the entire profession, and the spirit
of unity that had led to the development of AEMB no longer
existed. It was time for a new beginning.

AMERICAN INSTITUTE FOR MEDICAL
AND BIOLOGICAL ENGINEERING

In 1988, the National Science Foundation funded a grant
to develop an infrastructure for bioengineering in the
United States. The AEMB, jointly with the U.S. National
Committee on Biomechanics (USNCB), was to develop a
unifying organization for bioengineering in the United
States. The co-principal investigators were Robert M.
Nerem and Arthur T. Johnson, and Patricia Horner served
as Project Director. The AEMB/USNCB Steering Commit-
tee consisted of Robert M. Nerem, Arthur T. Johnson,
Michael J. Ackerman, Gilbert B. Devey, Clifford E. Bru-
baker, Morton H. Friedman, Dov Jaron, Winfred M. Phil-
lips, Alfred R. Potvin, Jerome S. Schultz, and Savio L-Y
Woo. The Steering Committee met in January and
March 1989, and the first workshop was held in August
1989. Two more Steering Committee meetings were held
in December 1989 and March 1990, and the second work-
shop was held in July 1990. The outcome of these two
workshops was to establish the American Institute for
Medical and Biological Engineering (AIMBE). All AEMB
members voted to cease operation of the Alliance for
Engineering in Medicine and Biology in 1990 and to
transfer the AEMB assets and 501(c)3 status to AIMBE
in 1991.

AIMBE opened an office in Washington, D.C., in 1995
with Kevin O’Connor as Executive Director. He was suc-
ceeded by Arthur T. Johnson in 2004 and Patricia Ford-
Roegner in 2005. AIMBE Presidents have been as follows:
Robert Nerem (1992–1993), Pierre Galletti (1994), Jerome
Schultz (1995), Winfred Phillips (1996), Larry McIntire
(1997), William Hendee (1998), John Linehan (1999),
Shu Chien (2000), Peer Portner (2001), Buddy Ratner
(2002), Arthur Coury (2003), Don Giddens (2004), Thomas
Harris (2005), and Herbert Voigt (2006).

Representing over 75,000 bioengineers, the AIMBE
seeks to serve and coordinate a broad constituency of
medical and biological scientists and practitioners, scien-
tific and engineering societies, academic departments, and
industries. Practical engagement of medical and biological

engineers within the AIMBE ranges from the fields of
clinical medicine to food, agriculture, and environmental
bioremediation.

AIMBE’s mission is to

� Promote awareness of the field and its contributions
to society in terms of new technologies that improve
medical care and produce more and higher quality
food for people throughout the world.

� Work with lawmakers, government agencies, and
other professional groups to promote public policies
that further advancements in the field.

� Strive to improve intersociety relations and coopera-
tion within the field.

� Promote the national interest in science, engineering,
and education.

� Recognize individual and group achievements
and contributions to medical and biological engineer-
ing.

AIMBE is composed of four sections:

� The College of Fellows—1000 Persons who are the
outstanding bioengineers in academic, industry, and
government. These leaders in the field have distin-
guished themselves through their contributions in
research, industrial practice, and/or education. Most
Fellows come from the United States, but there are
international Fellows.

� The Academic Council—Universities with educa-
tional programs in bioengineering at the graduate
or undergraduate level. Currently there are approxi-
mately 85 member institutions. Representative to the
Council generally are chairs of their departments.
Many also are members of the College of Fellows.
The Council considers issues ranging from curricular
standards and accreditation to employment of grad-
uates and funding for graduate study.

� The Council of Societies—The AIMBE’s mechanism
coordinating interaction among 19 scientific organi-
zations in medical and biological engineering. The
purposes of the Council are to provide a collaborative
forum for the establishment of society member posi-
tions on issues affecting the field of medical and
biological engineering, to foster intersociety dialoge
and cooperation that provides a cohesive public repre-
sentation for medical and biological engineering, and
to provide a way to coordinate activities of member
societies with the activities of academia, government,
the health-care sector, industry, and the public and
private biomedical communities.

� The Industry Council—A forum for dialog among
industry, academia, and government to identify
and act on common interests that will advance the
field of medical and biological engineering and con-
tribute to public health and welfare. Industrial orga-
nizations may be members of the Industry Council if
they have substantial and continuing professional
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interest in the field of medical and biological engi-
neering.

Current members of the Council of Societies are as follows:

American Association of Physicists in Medicine

American College of Clinical Engineering

American Institute of Chemical Engineers; Food, Phar-
maceutical and Bioengineering Division

American Medical Informatics Association

American Society of Agricultural and Biological Engi-
neers

American Society for Artificial Internal Organs

American Society for Biomechanics

American Society of Mechanical Engineers, Bioengi-
neering Division

Biomedical Engineering Society

Controlled Release Society

IEEE Engineering in Medicine and Biology Society

Institute of Biological Engineering

International Society for Magnetic Resonance in
Medicine

Orthopaedic Research Society

Rehabilitation Engineering and Assistive Technology
Society of North America

Society for Biomaterials

SPIE: The International Society for Optical Engineer-
ing

Surfaces in Biomaterials Foundation

Current members of the Industry Council are as follows:

Biomet, Inc.

Boston Scientific Corporation

Genzyme Corporation

Medtronic, Inc.

Pequot Ventures

SmithþNephew

Vyteris, Inc.

Wright Medical Technology, Inc.

Zimmer, Inc.

The AIMBE Board of Directors oversees the work of the
College of Fellows and the three councils. The Board con-
sists of a President who is assisted by two Past Presidents,
the President-Elect, four Vice-Presidents at Large, a Secre-
tary-Treasurer, and the Chair of the College of Fellows—
all of whom are elected by the Fellows. The Board also
includes chairs of the other councils and chairs of all
standing committees. AIMBE’s day-to-day operations are
supervised by the Executive Director in the Washington
headquarters.

AIMBE’s Annual Event each winter in Washington,
D.C., provides a forum on the organization’s activities
and is a showcase for key developments in medical and

biological engineering. The annual event includes a 1-day
scientific symposium sponsored by the College of Fellows, a
ceremony to induct the newly elected Fellows, and a 1-day
series of business meetings focused on public policy and
other issues of interest to AIMBE’s constituents. For addi-
tional information about AIMBE’s mission, memberships,
and accomplishments, visit http://www.aimbe.org.

The AIMBE has focused on public policy issues asso-
ciated with medical and biological engineering. The
AIMBE enjoys high credibility and respect based on the
stature of its Fellows, support from constituent societies,
and its intention to be a forum for the best interests of the
entire field. The AIMBE has taken positions on several
important issues and advocated that they be adopted by
various agencies and by Congress. A few of the AIMBE’S
public policy initiatives that have met with success are as
follows:

� National Institute of Biomedical Imaging and Bioen-
gineering (NIBIB)—Created in 2000 with the help of
AIMBE advocacy, the NIBIB has received strong
support from the AIMBE and other institutions that
value the role of technology in medicine, particularly
the Academy of Radiological Research. The NIBIB
has experienced rapid growth and development in all
areas, including scientific programs, science admin-
istration, and operational infrastructure. The prog-
nosis for the near future is continued growth and
development especially in bioengineering, imaging,
and interdisciplinary biomedical research and train-
ing programs.

� FDA Modernization Act (FDAMA)—Enacted in 1997,
this legislation amended the Federal Food, Drug, and
Cosmetic Act relation to the regulation of food, drugs,
devices, and biological products. FDAMA enhanced
the FDA’s mission in ways that recognized the Agency
would be operating in a twenty-first century charac-
terized by increasing technological, trade, and public
health complexities.

� Biomaterials Access Assurance Act—The 1998 legis-
lation provides relief for materials suppliers to man-
ufacturers of implanted medical devices by allowing
those suppliers to be dismissed from lawsuits in which
they are named if they meet the statutory definition of
a ‘‘biomaterials supplier.’’

� National Institutes of Health Bioengineering Consor-
tium (BECON)—This is the focus of bioengineering
activities at the NIH. The Consortium consists of
senior-level representatives from all NIH institutes,
centers, and divisions plus representatives of other
Federal agencies concerned with biomedical research
and development. The BECON is administered by
NIBIB.

The AIMBE Hall of Fame was established in 2005 to
recognize and celebrate the most important medical and
biological engineering achievements contributing to the
quality of life. The Hall of Fame provides tangible evidence
of the contributions of medical and biological engineering
during the following decades:
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1. 1950s and earlier

� Artificial kidney

� X ray

� Cardiac pacemaker

� Cardiopulmonary bypass

� Antibiotic production technology

� Defibrillator

2. 1960s

� Heart valve replacement

� Intraocular lens

� Ultrasound

� Vascular grafts

� Blood analysis and processing

3. 1970s

� Computer-assisted tomography (CT)

� Artificial hip and knee replacement

� Balloon catheter

� Endoscopy

� Biological plant/food engineering

4. 1980s

� Magnetic resonance imaging (MRI)

� Laser surgery

� Vascular stents

� Recombinant therapeutics

5. 1990s

� Genomic sequencing and micro-arrays

� Positron emission tomography

� Image-guided surgery

The AIMBE has now turned its attention to Barriers to
Further Innovation. It is providing forums and platforms
for identification and discussion of obstacles standing in
the way of advances in medical and biological engineering.
Barriers could be procedures, policies, attitudes, or infor-
mation and education, anything that can yield when
AIMBE constituents apply pressure at appropriate levels.

OTHER SOCIETIES

These are other general biomedical engineering societies
that operate within the United States Among these, the
Biomedical Engineering Society (BMES), Engineering in
Medicine and Biology Society (EMBS), and the Institute
for Biological Engineering (IBE) are probably the most
inclusive. Others direct their attentions to specific parts of
the discipline. There are trade organizations that have an

industry perspective (such as AdvaMed for the medical
device industry and the Biotechnology Industry Organiza-
tion (BID) for the biotech industry), and there are peripheral
organizations that deal with public health, the environment,
and biotechnology. Many of these organizations publish
excellent journals, newsletters, and information sheets.
Those from trade organizations are often distributed free
of charge, but they do not include peer-reviewed articles.
Information about these can be found on the Internet.

Internationally, an organizational hierarchy exists.
National and transnational organizations can belong to
the International Federation for Medical and Biological
Engineering (IFMBE), and that confers membership
privileges to all AIMBE members and constituent society
members. The IFMBE and the International Organization
for Medical Physics (IOMP) together jointly sponsor a
World Congress on Medical Physics and Biomedical Engi-
neering every 3 years. The IOMP and IFMBE are members
of the International Union for Physical and Engineering
Sciences in Medicine (IUPESM), and the IUPESM, in
turn, is a member of the International Council for Science
(ICSU). ICSU members are national and international
scientific unions and have a very broad and global out-
reach.

THE FUTURE

At least for the foreseeable future, new groups will be
formed representing medical engineering specialties.
Whether these groups organize formally and persist will
depend on the continuing importance of their areas of
focus. The organizations with a more general foci will
continue to function and may spawn splinter groups. Given
the political importance of concerted effort, organizations
such as the AIMBE will continue to be active in promoting
policy. Competitive pressures among different organiza-
tions, especially when expectations of continuing growth
cannot be sustained, will always be a threat to the current
order. Given that the cycle of competition and disorder
leading to a realization that some ordered structure is
preferable has been repeated at least once, there will
continue to be some undercurrent of turmoil within the
community of medical engineering organizations.

U.S. PROFESSIONAL SOCIETIES AND ORGANIZATIONS

Biomedical Engineering Associations and Societies

Advamed. 1200 G Street NW, Suite 400, Washington,
D.C. 20005. 202-783-8700, http://www.advamed.org. Ste-
phen J. Ubl, President. 1300 Members.

Represents manufacturers of medical devices,
diagnostic products, and medical information systems.
AdvaMed’s members manufacture nearly 90% of the $80
billion of health-care technology purchased annually in the
United States. Provides advocacy, information, education,
and solutions necessary for success in a world of increas-
ingly complex medical regulations.

Alpha Eta Mu Beta. 8401 Corporate Drive, Suite 140,
Landover, MD 20785. 301-459-1999, http://www.ahmb.org.
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Herbert F. Voigt, National President; Patricia I. Horner,
Executive Director. 20 chapters.

Alpha Eta Mu Beta, the National Biomedical
Engineering Honor Society, was founded by Daniel Reneau
at Louisiana Tech University in 1979. This organization
was sponsored by the AEMB. The AEMB was established
to mark in an outstanding manner those biomedical engi-
neering students who manifested a deep interest and
marked ability in their chosen life work to promote an
understanding of their profession and to develop its mem-
bers professionally.

American Institute for Medical and Biological Engineer-
ing. 1901 Pennsylvania Ave NW, Suite 401, Washington,
D.C. 20006. 202-496-9660, http://www.aimbe.org. Patricia
Ford Roegner, Executive Director. 1000 Fellows; 18 Scien-
tific Organizations; 85 Universities.

Founded in 1991 to establish an identity for the field of
medical and biological engineering, which is the bridge
between the principles of engineering science and practice
and the problems and issues of biological and medical
science and practice. The AIMBE comprises four sections.
The College of Fellows with over 1000 persons who are the
outstanding bioengineers in academia, industry, and gov-
ernment. The Academic Council is 85 universities with
educational programs in bioengineering at the graduate or
undergraduate level. The Council of Societies is 18 scien-
tific organizations in medical and biological engineering.
The Industry Council is a forum for dialog among industry,
academia, and government. Principal activities include
participation in formulation of public policy, dissemination
of information, and education. Affiliated with the Interna-
tional Federation for Medical and Biological Engineering.
Annual event each winter in Washington, D.C.

American Association of Engineering Societies. 1828 L
Street NW, Suite 906, Washington, D.C. 20036. 202-296-
2237, http://www.aaes.org. Thomas J. Price, Executive
Director. 26 Engineering Societies.

Founded in 1979 in New York City. Member societies
represent the mainstream of U.S. engineering with more
than one million engineers in industry, government, and
academia. The AAES has four primary programs: commu-
nications, engineering workforce commission, interna-
tional, and public policy. Governance consists of two
representatives from each of 26 member societies. Con-
venes diversity summits, publishes engineering and tech-
nology degrees, and holds annual awards ceremony.

American Academy of Environmental Engineers. 130
Holiday Court, Suite 100, Annapolis, MD 21401. 410-
266-3311, http://www.aaee.net. David A. Asselin, Execu-
tive Director.

The American Sanitary Engineering Intersociety Board
incorporated in 1955 became the American Academy of
Environmental Engineers in 1966; and in 1973, it merged
with the Engineering Intersociety Board. Principal pur-
poses are improving the practice, elevating the standards,
and advancing public recognition of environmental engi-
neering through a program of specialty certification of
qualified engineers.

American Academy of Orthopaedic Surgeons. 600 North
River Road, Rosemont, IL 60018. 847-823-7186, http://
www.aaos.org. Karen L. Hackett, Chief Executive Officer.
24,000 Members.

Founded in Chicago in 1933. Provides education and
practice management services for orthopedic surgeons and
allied health professionals. Maintains a Washington, D.C.,
office. Annual spring meeting.

American Academy of Orthotists and Prosthetists. 526
King Street, Suite 201, Alexandria, VA 22314. 703-836-
0788, http://www.oandp.org. Peter D. Rosenstein, Execu-
tive Director. 3000 Members.

Founded in 1970 to further the scientific and educa-
tional attainments of professional practitioners in the dis-
ciplines of orthotics and prosthetics. Members have been
certified by the American Board for Certification in Ortho-
tics and Prosthetics. Annual spring meeting.

American Association of Physicists in Medicine. One
Physics Ellipse, College Park, MD 20740. 301-209-3350,
http://www.aapm.org. Angela R. Keyser, Executive Direc-
tor. 4700 Members.

Founded in Chicago in 1958 and incorporated in
Washington in 1965. Promotes the application of physics
to medicine and biology. Member society of the American
Institute of Physics. Annual summer meeting.

American Chemical Society. 1155 Sixteenth Street NW,
Washington, D.C. 20036. 800-227-5558, http://www.che-
mistry.org. Madeleine Jacobs, Executive Director, and
CEO. 159,000 Members.

Founded in 1877 in New York City. Granted a national
charter by Congress in 1937. Encourages the advancement
of chemistry. Semiannual spring and fall meetings.

American College of Nuclear Physicians. 1850 Samuel
Morse Drive, Reston, VA 20190. 703-326-1190, http://
www.acnponline.org. Virginia M. Pappas, Executive Direc-
tor. 500 Members.

Established in 1974, the organization provides access to
activities that encompass the business and economics of
nuclear medicine as they impact nuclear medicine physi-
cians. Semiannual meetings fall and winter.

American College of Physicians. 190 N. Independence
Mall West, Philadelphia, PA 19106. 215-351-2600, http://
www.acponline.org. John Tooker, Executive Vice Presi-
dent. 119,000 Members.

Founded in New York City in 1915. Merged with the
Congress of Internal Medicine in 1923 and merged in 1998
with the American Society of Internal Medicine. Patterned
after England’s Royal College of Physicians. Members are
physicians in general internal medicine and related sub-
specialties. Maintains a Washington, D.C., office. Annual
spring meeting.

American College of Radiology. 1891 Preston White
Drive, Reston, VA 20191. 703-648-8900, http://www.
acr.org. Harvey L. Neiman, Executive Director. 30,000
Members.
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Founded in 1923 in San Francisco and incorporated in
California in 1924. Purpose is to improve the health of
patients and society by maximizing the value of radiology
and radiologists by advancing the science, improving
patient service, and continuing education. Annual fall
meeting.

American College of Surgeons. 633 N. St. Clair Street,
Chicago, IL 60611. 312-202-5000, http://www.facs.org.
Thomas R. Russell, Executive Director. 64,000 Fellows,
5000 Associate Fellows.

Founded in 1913 and incorporated in Illinois. U.S.
member of the International Federation of Surgical Col-
leges. Members are Fellows who must meet high standards
established by the College. Purpose is to improve the
quality of care for the surgical patient by setting high
standards for surgical education and practice. Annual fall
clinical congress.

American Congress of Rehabilitation Medicine. 6801
Lake Plaza Drive, Suite B-205, Indianapolis, IN 46220.
317-915-2250, http://www.acrm.org. Richard D. Morgan,
Executive Director. 1700 Members, 15 Companies.

Founded in 1923 as the American College of Radiology
and Physiotherapy. Name changed in 1926 to American
College of Physical Therapy and in 1930 to American
Congress of Physical Therapy. Changed again in 1945 to
American Congress of Physical Therapy and in 1953
became American Congress of Physical Medicine and
Rehabilitation. Adopted its current name in 1967. Provides
education for professionals in medical rehabilitation. Fall
annual meeting.

American Institute of Biological Sciences. 1444 I Street
NW, Suite 200, Washington, D.C. 20005. 202-628-1500,
http://www.aibs.org. Richard O’Grady, Executive Director.
80 Societies, 6000 Members.

Founded in 1947 as part of the National Academy of
Sciences. Incorporated as an independent nonprofit since
1954. Absorbed America Society of Professional Biologists
in 1969. Represents more than 80 professional societies
with combined membership exceeding 240,000 scientists
and educators. Also more than 6000 individual members.
Purpose is to better serve science and society. Annual
meeting in August.

American Institute of Chemical Engineers. 3 Park Ave-
nue, New York, NY 10016. 212-591-8100, http://www.ai-
che.org. John Sofranko, Executive Director. 40,000
Members.

Organized in 1908 and incorporated in 1910. Member of
Accreditation Board for Engineering and Technology,
American National Standards Institute, American Asso-
ciation of Engineering Societies, and other related organi-
zations. Purpose is to advance the chemical engineering
profession. Annual meeting in November.

American Institute of Physics. One Physics Ellipse,
College Park, MD 20740. 301-209-3131, http://www.ai-
p.org. Marc H. Brodsky, Executive Director, and Chief
Executive Officer. 10 Societies and 24 Affiliates.

Chartered in 1931 to promote the advancement of phy-
sics and its application to human welfare. Federation of 10
Member Societies representing spectrum of physical
sciences.

American Institute of Ultrasound in Medicine. 14750
Sweitzer Lane, Suite 100, Laurel, MD 20707. 301-498-
4100, http://www.aium.org. Carmine Valente, Chief
Executive Officer.

Began in 1951 at a meeting of 24 physicians attending
the American Congress of Physical Medicine and Rehabi-
litation. Membership includes biologists, physicians, and
engineers concerned with the use of ultrasound for diag-
nostic purposes. Provides continuing education, CME
tests, and accreditation of ultrasound laboratories. Annual
fall meeting.

American Medical Informatics Association. 4915 St.
Elmo Avenue, Suite 401, Bethesda, MD 20814. 301-657-
1291, http://www.amia.org. Don Detmer, President, and
CEO. 3000 Members.

Founded in 1990 through a merger of three existing
health informatics associations. Members represent all
basic, applied, and clinical interests in health-care infor-
mation technology. Promotes the use of computers and
information systems in health care with emphasis on direct
patient care. Semiannual meetings: spring congress in the
West and fall annual symposium in the East.

American Society for Artificial Internal Organs. P.O. Box
C, Boca Raton, FL 33429. 561-391-8589, http://www.asaio.
net. 1400 Members.

Established in 1955 in Atlantic City, NJ. Annual June
conference.

American Society for Engineering Education. 1818 N
Street NW, Suite 600, Washington, D.C. 20036. 202-
331-3500, http://www.asee.org. Frank L. Huband, Execu-
tive Director. 12,000 Members, 400 Colleges, 50 Corpora-
tions.

Founded in 1893 as the Society for Promotion of Engi-
neering Education. Incorporated in 1943 and merged in
1946 with Engineering College Research Association.
Members include deans, department heads, faculty mem-
bers, students, and government and industry representa-
tives from all disciplines of engineering and engineering
technology. Member of the American Association of Engi-
neering Societies, Accreditation Board for Engineering
and Technology, American Institute for Medical and
Biological Engineering, and American Council on
Education. Participating society of World Federation of
Engineering Associations. Purpose is to further education
in engineering and engineering technology. Annual June
meeting.

American Society for Healthcare Engineering of the Amer-
ican Hospital Association. One North Franklin, 28th Floor,
Chicago, IL 60606. 312-422-3800, http://www.ashe.org.
Albert J. Sunseri, Executive Director.

Affiliate of the American Hospital Association. Annual
June meeting.
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American Society for Laser Medicine and Surgery. 2404
Stewart Avenue, Wausau, WI 54401. 715-845-9283, http://
www.aslms.org. Dianne Dalsky, Executive Director. 3000
Members.

Founded in 1980 to promote excellence in patient care
by advancing laser applications and related technologies.
Annual spring meeting.

American Society of Agricultural and Biological Engi-
neers. 2950 Niles Road, St. Joseph, MI 49085. 269-429-
0300, http://www.asabe.org. Melissa Moore, Executive Vice
President. 9000 Members.

Founded in 1907 as the American Society of Agricul-
tural Engineers and changed its name in 2005. Dedicated
to the advancement of engineering applicable to agricul-
tural, food, and biological systems. Annual meeting in
July.

American Society of Civil Engineers. 1801 Alexander
Bell Drive, Reston, VA 20191. 703-295-6000, http://
www.asce.org. Patrick J. Natale, Executive Director.
137,500 Members.

Founded in 1852 as the American Society of Civil Engi-
neers and Architects. Dormant from 1855 to 1867, but it
revived in 1868 and incorporated in 1877 as the American
Society of Civil Engineers. Over 400 local affiliates, 4
Younger Member Councils, 230 Student Chapters, 36 Stu-
dent Clubs, and 6 International Student Groups. Semi-
annual spring and fall meetings.

American Society of Heating, Refrigerating and Air-Con-
ditioning Engineers, Inc. 1791 Tullie Circle NE, Atlanta, GA
30329. 404-636-8400, http://www.ashrae.org.

Incorporated in 1895 as the American Society of Heating
and Ventilating Engineers, known after 1954 as American
Society of Heating and Air-Conditioning Engineers.
Merged in 1959 with American Society of Refrigerating
Engineers to form American Society of Heating, Refriger-
ating and Air-Conditioning Engineers. Annual summer
meeting.

American Society of Mechanical Engineers. Three Park
Avenue, New York, NY 10016. 212-591-7722, http://
www.asme.org. Virgil R. Carter, Executive Director.
120,000 Members.

Founded in 1880 and incorporated in 1881. Focuses on
technical, educational, and research issues of engineering
and technology. Sets industrial and manufacturing codes
and standards that enhance public safety. Conducts one of
the world’s largest technical publishing operations. Semi-
annual summer and winter meetings.

American Society of Neuroradiology. 2210 Midwest
Road, Suite 207, Oak Brook, IL 60523. 630-574-0220,
http://www.asnr.org. James B. Gantenberg, Executive
Director/CEO. 2700 Members.

Founded in 1962. Supports standards for training in the
practice of neuroradiology. Annual spring meeting.

American Society of Safety Engineers. 1800 E. Oakton
Street, Des Plaines, IL 60018. 847-699-2929, http://

www.asse.org. Fred Fortman, Executive Director. 30,000
Members.

Founded in 1911 as the United Association of Casualty
Inspectors and merged with the National Safety Council in
1924, becoming its engineering section. Became indepen-
dent again in 1947 as the American Society of Safety
Engineers and incorporated in 1962. There are 13 practice
specialties, 150 chapters, 56 sections, and 64 student sec-
tions. Annual spring meeting.

Association for Computing Machinery. 1515 Broadway,
New York, NY 10036. 212-626-0500, http://www.acm.org.
John R. White, Executive Director. 80,000 Members.

Founded in 1947 at Columbia University as Eastern
Association for Computing Machinery and incorporated in
Delaware in 1954. Affiliated with American Association for
Advancement of Science, American Federation of Informa-
tion Processing Societies, Conference Board of Mathema-
tical Sciences, National Academy of Sciences-National
Research Council, and American National Standards Insti-
tute. Advancing the skills of information technology pro-
fessionals and students. Annual fall meeting.

Association for the Advancement of Medical Instrumenta-
tion. 1100 North Glebe Road, Suite 220, Arlington, VA
22201. 703-525-4890, http://www.aami.org. Michael J.
Miller, President. 6000 Members.

Founded in 1967, the AAMI is an alliance of over 6000
members united by the common goal of increasing the
understanding and beneficial use of medical instrumenta-
tion and technology. Annual spring meeting.

Association of Biomedical Communications Directors.
State University of New York at Stony Brook, Media
Services L3044 Health Sciences Center, Stony Brook,
NY 11794. 631-444-3228. Kathleen Gebhart, Association
Secretary. 100 Members.

Formed in 1974 as a forum for sharing information;
adopted a Constitution and Bylaws in 1979, and incorpo-
rated in April 1979 in North Carolina. Members are direc-
tors of biomedical communication in academic health
science settings. Annual spring meeting.

Association of Environmental Engineering and Science
Professors. 2303 Naples Court, Champaign, IL 61822.
217-398-6969, http://www.aeesp.org. Joanne Fetzner,
Secretary. 700 Members.

Formerly, in 1972, the American Association of Profes-
sors in Sanitary Engineering. Professors in academic pro-
grams throughout the world who provide education in the
sciences and technologies of environmental protection.
Biennial conference in July.

Biomedical Engineering Society. 8401 Corporate Drive,
Suite 140, Landover, MD 20785. 301-459-1999, http://
www.bmes.org. Patricia I. Horner, Executive Director.
3700 Members.

Founded in 1968 in response to a need to give equal
representation to both biomedical and engineering inter-
ests. The purpose of the Society is to promote the increase
of biomedical engineering knowledge and its use. Member
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of American Institute for Medical and Biological Engineer-
ing. Annual fall meeting.

Biophysical Society. 9650 Rockville Pike, Bethesda,
MD 20814. 301-634-7114, http://www.biophysics.org. Ro
Kampman, Executive Officer. 7000 Members.

Founded in 1957 in Columbus, OH, to encourage devel-
opment and dissemination of knowledge in biophysics.
Annual winter meeting.

Health Physics Society. 1313 Dolley Madison Boule-
vard, Suite 402, McLean, VA 22101. 703-790-1745, http://
www.hps.org. Richard J. Burk, Jr, Executive Secretary.
7000 Members.

Founded in 1956 in the District of Columbia and rein-
corporated in Tennessee in 1969. Society specializes in
occupational and environmental radiation safety.
Affiliated with International Radiation Protection Associa-
tion. Annual summer meeting.

Human Factors and Ergonomics Society. P.O. Box 1369,
Santa Monica, CA 90406. 310-394-1811, http://www.
hfes.org. Lynn Strother, Executive Director. 50 Active
Chapters and 22 Technical Groups.

Founded in 1957, formerly known as the Human Fac-
tors Society. An interdisciplinary organization of profes-
sional people involved in the human factors field. Member
of the International Ergonomics Association. Annual meet-
ing in September-October.

Institute for Medical Technology Innovation. 1319 F
Street NW, Suite 900, Washington, D.C. 20004. 202-783-
0940, http://www.innovate.org. Martyn W.C. Howgill,
Executive Director.

The concept was developed in 2003 by leaders in the
medical device industry, and the Institute was incorpo-
rated and opened its offices in 2004. Purpose is to demon-
strate the role, impact, and value of medical technology on
health care, economy, and society, for the benefit of
patients.

Institute of Electrical and Electronics Engineers. 3 Park
Avenue, 17th Floor, New York, NY 10016. 212-419-7900,
http://www.ieee.org. Daniel J. Senese, Executive Director.
365,000 Members.

The American Institute of Electrical Engineers was
founded in 1884 and merged in 1963 with the Institute
of Radio Engineers. Three Technical Councils, 300 local
organizations, 1300 student branches at universities, and
39 IEEE Societies including the Engineering in
Medicine and Biology Society with 8000 members and
meets annually in the fall. Maintains Washington, D.C.
office.

Institute of Environmental Sciences and Technology. 5005
Newport Drive Suite 506, Rolling Meadows, IL 60008. 847-
255-1561, http://www.iest.org. Julie Kendrick, Executive
Director.

Formed by a merger of the Institute of Environmental
Engineers and the Society of Environmental Engineers in
1953. Annual spring meeting.

Instrument Society of America. 67 Alexander Drive, Re-
search Triangle Park, NC 27709. 919-549-8411, http://www.
isa.org. Rob Renner, Executive Director. 30,000 Members.

Founded in Pittsburgh in 1945. Charter member of
American Automatic Control Council, affiliate of Amer-
ican Institute of Physics, member of American Federation
of Information Processing Societies, member of American
National Standards Institute, and U.S. representative to
the International Measurement Confederation. Develops
standards, certifies industry professionals, provides edu-
cation and training, publishes books and technical arti-
cles, and hosts largest conference for automation
professionals in the Western Hemisphere. Annual meet-
ing in October.

International Biometric Society ENAR. 12100 Sunset
Hills Road, Suite 130, Reston, VA 22090. 703-437-4377,
http://www.enar.org. Kathy Hoskins, Executive Director.
6500 Members.

Founded in September 1947. Became the International
Biometric Society in 1994. Annual March and June meet-
ings.

International College of Surgeons. 1516 North Lake
Shore Drive, Chicago, IL 60610. 312-642-3555, http://
www.icsglobal.org. Max C. Downham, Executive Director.
10,000 Members.

Founded in Geneva, Switzerland, in 1935 and incorpo-
rated in the District of Columbia in 1940. Federation of
general surgeons and surgical specialists. Annual spring
meeting of U.S. section and biennial international meet-
ings.

International Society for Magnetic Resonance in Medi-
cine. 2118 Milvia Street, Suite 201, Berkeley, CA 94704.
510-841-1899, http://www.ismrm.org. Roberta A. Kravitz,
Executive Director. 6,000 Members.

Formed as a merger of the Society for Magnetic Reso-
nance Imaging and Society of Magnetic Resonance in
Medicine in 1995. Promotes the application of magnetic
resonance techniques to medicine and biology. Annual
meetings in April/May.

Medical Device Manufacturers Association. 1919 Penn-
sylvania Avenue NW, Suite 660, Washington, D.C. 20006.
202-349-7171, http://www.medicaldevices.org. Mark B.
Leahey, Executive Director. 140 Companies.

Created in 1992. Supersedes Smaller Manufacturers
Medical Device Association. Represents manufacturers
of medical devices. Annual May meeting.

Radiation Research Society. 810 East 10th Street,
Lawrence, KS 666044. 800-627-0629, http://www.
radres.org. Becky Noordsy, Executive Director. 2025
Members.

Founded in 1952 as a professional society of persons
studying radiation and its effects. Annual spring-summer
meetings.

Radiological Society of North America. 820 Jorie Bou-
levard, Oak Brook, IL 60523. 630-571-2670, http://
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www.rsna.org. Dave Fellers, Executive Director. 37,577
Members.

Founded as Western Roentgen Society and assumed its
current name in 1918. Members are interested in the
application of radiology to medicine. Holds the largest
medical meeting in the world annually in November with
more than 60,000 in attendance.

RESNA—Rehabilitation Engineering & Assistive Technol-
ogy Society of North America. 1700 N. Moore Street, Suite
1540, Arlington, VA 22209. 703-524-6686, http://www.res-
na.org. Larry Pencak, Executive Director. 1000 Members.

Founded in 1979 as the Rehabilitation Engineering
Society of North America. In June 1995, the name was
changed to the Rehabilitation Engineering and Assistive
Technology Society of North American—RESNA. Twenty-
one special interest groups and seven professional speci-
alty groups. Annual meeting in June.

SPIE—International Society for Optical Engineering. P.O.
Box 10, Bellingham, WA 98227. 360-676-3290, http://
www.spie.org. Eugene G. Arthurs, Executive Director.
14,000 Members, 320 Companies.

Founded in 1956 in California as the Society of Photo-
graphic Instrumentation Engineers, it later became the
Society of Photo-Optical Instrumentation Engineers and
assumed its current name in 1981. Members are scientists,
engineers, and companies interested in application of opti-
cal, electro-optical, fiber-optic, laser, and photographic
instrumentation systems and technology. Semiannual
meetings.

Society for Biological Engineering of the American Institute
of Chemical Engineers. 3 Park Avenue, New York, NY
10016. 212-591-7616, http://www.bio.aiche.org.

Established by the AIChE for engineers and applied
scientists integrating biology with engineering.

Society for Biomaterials. 15000 Commerce Parkway,
Suite C, Mt. Laurel, NJ 08054. 856-439-0826, http://
www.biomaterials.org. Victoria Elliott, Executive Director.
2100 Members.

Founded in 1974. Promotes biomaterials and their
uses in medical and surgical devices. Annual spring
meeting.

Society for Biomolecular Screening. 36 Tamarack Ave-
nue, #348, Danbury, CT 06811. 203-743-1336, http://
www.sbsonline.org. Christine Giordano, Executive Direc-
tor. 1080 Members, 230 Companies.

Supports research in pharmaceutical biotechnology and
the agricultural industry that use chemical screening pro-
cedures. Annual fall meeting.

Society for Modeling and Simulation International. P.O.
Box 17900, San Diego, CA 92177. 858-277-3888, http://
www.scs.org. Steve Branch, Executive Director.

Established in 1952 as the Simulation Council and
incorporated in California in 1957 as the Simulation Coun-
cils. Became Society for Computer Simulation in 1973 and
later changed its name to the current one. A founding

member of the Information Processing Societies and
National Computer Confederation Board, and affiliated
with American Association for the Advancement of
Science. Holds regional simulation multiconferences.

Society of Interventional Radiology. 3975 Fair Ridge
Drive, Suite 400 North, Fairfax, VA 22033. 703-691-1805,
http://www.sirweb.org. Peter B. Lauer, Executive Director.

Society of Nuclear Medicine. 1850 Samuel Morse Drive,
Reston, VA 20190. 703-709-9000, http://www.interacti-
ve.snm.org. Virginia Pappas, Executive Director.

Society of Rheology. Suite 1N01, 2 Huntington Quad-
rangle, Melville, NY 11747. 516–2403, http://www.rheolo-
gy.org. Janis Bennett, Executive Director.

Permanent address is at the American Institute of
Physics and is one of five founding members of the AIP.
Members are chemists, physicists, biologists, and others
concerned with theory and precise measurement of flow of
matter and response of materials to mechanical force.
Annual meeting held in October or November.

Professional Societies and Organizations of Other Countries

Pick up from IFMBE Affiliates on www.ifmbe.org.
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MEDICAL GAS ANALYZERS
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INTRODUCTION

Medical gas monitoring has been so successful in improv-
ing patient safety and reducing patient risk that it has
become standard medical practice today in every part of
medical practice from hospital to home. The argument for
providing additional patient safety will continue to be a
powerful incentive to improve and enhance the methods
and techniques to provide increased knowledge of the
monitoring of respiratory and anesthetic gases. Research
on gas markers to aid in diagnosis is an equally important
application, and with the capability to measure gases at
parts per billion or even trillion, heretofore unobserved
gases can point to early diagnosis of such nearly always
fatal neonatal diseases as necrotizing enterocolitis and
other difficult-to-diagnose states.

Medical gas analyzers are used to sample and measure
gases of medical importance, such as anesthesia and
respiratory monitoring, and detection of trace gases for
diagnostic purposes. This article predominantly discusses
these two cases. The estimation of arterial blood gases is
considered only in terms of measurement of respired gases.
Two basic categories of sensor/analyzers exist: continuous
and batch. Gas analyzers are further broken down by
their sensing mechanisms into two fundamental modes
of operation, specific and analytic.

Continuous devices are used where real-time informa-
tion is needed. Batch systems operate on a bolus of gas,
usually when real-time information is not needed. Many
applications may have to live with the offline, longer
duration of a batch test because nothing else is available.

Specific-type sensors rely on particular physical phe-
nomena that are activated in the presence of a particular
gas. Electrochemical devices, for example, are representa-
tive of a specific sensor wherein a voltage is developed by a
chemical reaction between the sensor material and the gas
being analyzed in some identified or known proportion to
the amount of gas present. The same is true of fuel cells and
other galvanic devices where an electric potential is devel-
oped in the presence of a difference in partial pressures
across a conducting medium.

Specificity is a major issue and is of particular impor-
tance to the medical community. At this point in time, no
truly specific sensors exist. All sensors exhibit some form of
cross-sensitivity to a variety of gases, some in the same
family, some with similar physical properties, and some for
extraneous reasons not always obvious to the user. Nitrous
oxide (N2O) and carbon dioxide (CO2) have practically the
same molecular weight, 44.0128 versus 44.0098. Conse-
quently, they have near-identical physical characteristics
such as specific heat and viscosity. Interestingly, they also
have almost exactly the same absorption wavelengths,
although not necessarily because the atomic weights are

the same but rather because the orbital electron transition
energetics are similar. Thus, it is difficult to distinguish the
two with most conventional techniques, and a carbon
dioxide sensor that is based on absorption at 4.3 mm will
be affected by the presence of nitrous oxide with its peak
absorption at 4.5 mm. Unless a very narrow wavelength
light source is used, such as a laser, the nitrous oxide will
absorb some of the energy and make it appear that more
carbon dioxide is present than there really is.

Analytic devices imply an ability to assay a gas or gas
mixture and tell the user not only how much of a particular
gas is present, but also which gases or elements are present
and in what relative quantities, of which optical spectro-
scopy is a good example where a large number of absorption
lines exist for different gases, so one can scan the entire
spectrum from ultraviolet (UV) to far infrared (IR) and
compare absorption lines to see what is present. This exam-
ple is interesting because IR spectroscopy can also be the
basis for a specific sensor when only a single or a particular
wavelength of light is monitored looking only for a gas at
that absorption line. Gas chromatography (GC) is also a
batch process where a bolus of gas to be assayed is separated
into its constituent parts in time by a molecular sieve and
the binary pairs (the carrier and the separated gas) are
detected and quantized upon exiting the GC column.

Perhaps the most common use of and need for contin-
uous gas analysis or sensing is in real-time respiratory
applications where inspired and expired (end-tidal) con-
centrations of respiratory gases are measured to validate
that the appropriate standards of care are being applied
and that proper ventilation and oxygenation of a patient is
being achieved. An example would be monitoring of a
ventilated patient in the ICU or recovery room. In addition,
the monitoring of anesthetic gases during and immediately
following anesthetic administration in the operating room
is a critical application that can mean the difference
between life and death. Too much can lead to brain damage
or death, and too little can result in unnecessary pain and
memory recall. And, of course, the detection and warning of
the presence of toxic gases such as carbon monoxide
released from desiccated soda lime CO2 scrubbers due to
interactions between the anesthetic agents and various
scrubbers, or the production of the highly toxic Compound
A, is critical to patient safety.

Continuous medical gas monitoring provides the
clinician with information about the patient’s physiologic
status, estimates of arterial blood gases, verifies that the
appropriate concentrations of delivered gases are adminis-
tered, and warns of equipment failure or abnormalities in
the gas delivery system. Monitors display inspired and
expired gas concentrations and sound alarms to alert
clinical personnel when the concentration of oxygen (O2),
carbon dioxide (CO2), nitrous oxide (N2O), or volatile anes-
thetic agent falls outside the desired set limits.

Medical gas analysis has been driven by a need for
safety and patient risk reduction through respiratory
gas analysis and identification and quantification of vola-
tile anesthetic vapors. Perhaps one of the earliest anes-
thetic agent sensors was the Drager Narkotest, which
comprised a polymer rubber membrane that contracted
and moved a needle as it absorbed agent. It did not require
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an electrical power supply and its slow response was not
any slower than the rate of change of gas composition.
Much has transpired since those early days.

Currently, numerous methods and techniques of gas
monitoring are in place, and new techniques and para-
digms are constantly being developed to meet a new need or
to serve the community with better performance or lower
cost. In this review, many of the intrinsic advantages and
disadvantages of these methods and techniques are dis-
cussed. A brief comparison, which includes stand-alone
and multioperating room gas monitors that can determine
concentrations of anesthetic and respiratory gases in
the patient breathing circuit during anesthesia, is also
presented.

Much of the research and development of these monitors
have followed the long use of similar detector principles
from analytical chemistry. As a result of the fast pace of
sensor development, to a great extent driven by the need
for hazardous gas sensors in the face of terrorist threats
and being spearheaded by agencies such as the Defense
Department’s Defense Advanced Research Projects Agency
(DARPA), an attempt is made to cover the most common
systems and provide insights into the future based on solid
technological developments.

The current development of gas analyzers is described
in the extensive anesthesia and biomedical engineering
literature. Complete and specific historical information
about the principles and applications of these devices is
well reviewed in several texts [e.g., Ref. (1)], manufac-
turers’ and trade publications [(2) (ECRI)], and an exten-
sive open literature describing equipment and operating
principles, methods, and techniques that is available on the
Internet. Societies and professional associations also exist
that deal with just one method of gas analysis that can
provide in-depth information about their particular
interests. The Chromatographic Society is one such orga-
nization. It is the purpose of this article to concisely sum-
marize such a large selection of information sources to a
manageable few, but with enough references and pointers
to allow even the casual reader to obtain whatever relevant
information at whatever level is required.

CURRENT GAS MONITOR METHODS AND TECHNIQUES

As a result of the chemically diverse substances to be
measured, medical gas analyzers commonly combine more
than one analytical method. Methods of interest to the
medical practitioner, clinician, researcher, or operator
include, in alphabetical order:

� Colorimetry

� Electrochemistry

� Fuel cells

� Polarography

� Gas chromatography

� Flame ionization

� Photoionization Detectors

� Thermal conductivity

� Infrared/Optical Spectroscopy

� Luminescence/fluorescence

� Mass spectrometry

� Nuclear Magnetic Resonance

� Paramagnetism

� Radioactive ionization

� Raman Laser Spectroscopy

� Solid-state sensors

� Semiconductor metal oxides

� ChemFETs

� Solid-state galvanic cells

� Piezoelectric/Surface Acoustic Wave

Each of these methods will be described in the following
text. Illustrative examples of typical devices may be
mentioned.

COLORIMETRY

Colorimetry is one of the oldest methods of gas analysis
that is typically used to detect the presence of carbon
dioxide in a breath as a means of determining if proper
tracheal intubation has been performed. Basically, it works
on the principle of changing the color of a material such as
paper or cloth impregnated with a reagent in the presence
of a known analyte. An example is the changes in litmus
paper from purple to red in the presence of an acid and blue
in the presence of a base. Carbon dioxide (CO2) in the
presence of water vapor in the exhaled breath produces
carbonic acid, which turns the litmus paper toward red,
usually some shade of pink. The degree of color change can
be quite subjective, but a color scale usually accompanies
most devices so that a coarse estimate, roughly� 0.5% CO2

by volume, can be made. More expensive, sophisticated
devices offer an electronic colorimetric analyzer that does
the comparison automatically and can even provide a
digital output.

Reagents may be tuned to a variety of specific gases and
are quite commonly used in the semiconductor business to
monitor levels of hydride gases to include arsine and
phosphene. Hydrogen sulfide (H2S) is also a common
analyte for colorimetric sensors (1).

Cross-sensitivity can be additive or subtractive with
colorimetric devices. For example, a colorimetric capn-
ometer (CO2 sensor) may register false-positives and
false-negatives. Color may change in the presence of acidic
reflux or the ingestion of acidic liquids (lemonade, wine,
etc.). Conversely, the presence of bases could negate the
acid response, which is true in other applications as well.
For example, in hydrogen sulfide detection, the presence of
methyl mercaptan (CH4S) compounds can cancel out any
reading of H2S. Clearly, any chemical reactions between
the selected analyte and a reactive contaminant can affect
readings one way or another.

Figure 1 shows a photograph of one of the newer colori-
metric capnometers on the market manufactured by
Mercury Medical (www.mercurymed.com). A color-
changing tape used in this device turns yellow in the
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presence of CO2, but returns to green when no CO2 is
present. The same piece of paper will register changes
as the patient breathes. As the tape is consumed, it can
be pulled through the device, and a fresh piece exposed to
the breath.

ELECTROCHEMISTRY

Electrochemical gas sensors operate on the principle that a
current is generated when the selected gas reacts at an
electrode in the presence of an electrolyte, not unlike a
battery. For this reason, these devices are often called
amperometric gas sensors or microfuel cells. Electroche-
mical gas sensors are found ubiquitously in industry
because of their excellent sensitivity to toxic gases (often
low parts per million, ppm) and relatively low cost. They
are, however, consumable devices and have a limited oper-
ating and shelf life, typically a few years. They are not
particularly susceptible to poisoning, that is, being con-
taminated or degraded by absorption of particular con-
taminant gas species. Gases of medical importance that
can be sensed with electrochemical devices are ammonia,
carbon monoxide, nitric oxide, oxygen, ozone, and sulfur
dioxide. The most prominent medical use is in the
measurement of oxygen.

Three basic elements exist in any electrochemical gas
sensor. The first is a gas-permeable, hydrophobic mem-
brane, which allows gas to diffuse into the cell but keeps
the liquid or gel electrolyte inside. It is the slow diffusion
process that limits the time response of these sensors,
although, if they are made very small, they can be quite
responsive. Typically, however, an oxygen sensor may take
as long as 20 s to equilibrate, making these devices imprac-
tical for real-time monitoring of respiration other than
monitoring some average oxygen level.

The second element is the electrode. Selection of the
electrode is critical to the selectivity of an appropriate
reaction. Typically, electrodes are catalyzed noble metals
such as gold or platinum. Gases such as oxygen, nitrogen
oxides, and chlorine, which are electrochemically reduci-
ble, are sensed at the cathode while those that are electro-
chemically oxidizable, such as carbon monoxide, nitrogen
dioxide, and hydrogen sulfide, are sensed at the anode.

The third element is the electrolyte that carries the
ions between the electrodes. The electrolyte must be
kept encapsulated in the cell as leakage would cause
dysfunction.

In many cases, a fourth element exists which is a filter/
scrubber mounted across the face of the sensor and the
permeable membrane, which helps with the specificity by
eliminating some interfering gases. In an oxygen sensor,
this element is often an activated charcoal molecular sieve
that filters out all but carbon monoxide and hydrogen.
Other filters can be tailored to allow only the selected
analyte through.

An oxygen fuel cell gas detector uses a lead anode that is
oxidized during operation. It is powered by the oxygen it is
sensing with a voltage output proportional to the oxygen
concentration in the electrolyte. In this case, the electrolyte
is potassium hydroxide (KOH) solution. With the recent
explosion in research on fuel cells, they have become almost
ubiquitous in medical practice, supplanting the Clark elec-
trodes to a great extent.

Among the most recognizable oxygen-sensing devices
are the Clark electrodes (Ag/AgCl anode, Pt cathode). One
of the first applications of this device was monitoring
oxygen concentrations in the inspiratory limb of the
breathing circuit of an anesthesia machine. Clark electro-
des differ slightly from the above-described fuel-cell-type
devices. Clark electrodes require an external voltage
source to generate a bias voltage against which the
oxygen-induced potential operates. These devices are,
therefore, called polarographic because of the bias voltage
that is required for its operation, contrasting with a gal-
vanic or amperometric cell, which produces current on its
own proportional to the amount of analyte present. Oxygen
from the sample fluid equilibrates across a Teflon mem-
brane with a buffered potassium chloride (KCl) solution
surrounding a glass electrode. The electrode has a plati-
num cathode and a silver/silver chloride anode. With
between 0.5 V and 0.9 V applied across the electrodes,
the consumption of O2 at the cathode, and hence the
current in the circuit, is dependent on the O2 concentration
in the solution, which rapidly equilibrates with the sample.
In practice, 0.68 V is used. Performance is adversely
affected by the presence of N2O and halogenated anesthetic
agents such as halothane. Protection of the platinum
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cathode and the need for semipermeable membranes
reduces their effectiveness.

Fuel cell and polarographic devices both require tem-
perature and pH compensation and, as indicated before,
have limited life spans because of the consumable nature of
the reaction and the propensity of the permeable mem-
branes to eventually lose the effectiveness of the Clark
electrodes.

Datex-Ohmeda, one of the largest manufacturers
of anesthesia equipment, sells many of their systems,
included with which is a galvanometric fuel cell oxygen
sensor. Figure 2 shows a Smart Vent 7900TM (3) display
showing the level of oxygen being delivered. The oxygen
sensor life is specified at 18 months.

GAS CHROMATOGRAPHY

Gas chromatography (GC) is an analytic tool that provides
the user with an assay of what is in the gas sample of
interest. It consists of two parts: (1) separation of different
species by differential travel times through a separation
column and (2) analytic detection of the quantity of each
analyte at the end of the column using any one of a variety
of methods. That is, GC provides a quantification of the
constituent gases as well as an identification of what the
constituent gases are. It is actually a very simple process,
and, were it not for the relatively long analysis time,
usually on the order of several minutes to as long as
an hour, and its batch nature, it would be used more
frequently.

GC requires the separation of a gas sample into its
constituent gases, which is accomplished by mixing the
sample with a carrier gas, usually some inert gas like
helium or nitrogen, which is not adsorbed by the
GC column, and passing it through a column or long
impermeable, nonreacting (e.g., stainless steel) capillary
filled with a zeolite, molecular sieve, or other material that
separates the sample gases according to their physical or
chemical properties. The different gas constituents travel
through the column at different speeds and exit as binary

pairs (a constituent and the carrier) in order of their
adsorption properties. The time it takes for a constituent
to exit the column identifies the constituent. The capillary
columns can be as short as a few centimeters to tens and
even hundreds of meters long. The capillary columns are
heated to maintain a constant temperature, as the trans-
port characteristics tend to be temperature-dependent.

Calibration is required to determine the transit times
for each analyte, which is done by injecting known gas
samples at the start of the column and physically timing
them at the exit. At the exit of the column, a gas detector
exists usually a flame ionization or thermal conductivity
detector that measures the amount of constituent relative
to the carrier. After all the constituents have been
accounted for, the assay of the original sample can be made
by summation of the relative amounts of each constituent
and then taking the ratio of each constituent relative to the
summation, which then gives the concentrations and the
final assay.

Usually, this summation is accomplished by summing
the areas under the detector output peaks and then ratio-
ing the areas under the individual peaks relative to the
total area. The choice of gas chromatographic detectors
depends on the resolution and accuracy desired and
includes (roughly, in order from most common to the least):
the flame ionization detector (FID), thermal conductivity
detector (TCD or hot wire detector), electron capture detec-
tor (ECD), photoionization detector (PID), flame photo-
metric detector (FPD), thermionic detector, and a few
more unusual or expensive choices like the atomic emission
detector (AED) and the ozone- or fluorine-induced chemi-
luminescence detectors.

The Flame Ionization Detector (FID) is widely used to
detect molecules with carbon-hydrogen bonds and has good
sensitivity to low ppm. Basically, in operation, the analyte
is injected into a hydrogen carrier and ignited inside a
grounded metal chamber. Hydrogen is used because it
burns clean and is carbon-free. The latter is important
because output is proportional to the ionized carbon atoms.
An electrode is situated just above the flame and a voltage
potential is applied. The current produced is proportional
to the number of carbon atoms in the analyte. When
applied at the exit of a GC, very accurate measures of
hydrocarbon gases can be made.

Photoionization Detectors (PIDs) are used to detect the
volatile organic compound (VOC) outputs of GCs but are
also widely used in industry and science to detect environ-
mental and hazardous gases. They operate on a similar
principle to that of the FID, but use ultraviolet light (UV) as
opposed to a flame to ionize the flowing gas between
insulated electrodes. As UV energy is a much higher
frequency (lower wavelength) than IR or visible light, it
can be larger and, consequently, can readily ionize gases.
The ionization potentials of the analyte gases are matched
by adjusting the frequency of the emitted light. The output
power of the lamp is roughly the product of the number of
photons and the energy per photon divided by the area and
time, although changing the output frequency will change
the photon energy (E¼hv), thereby changing the power.
The output power can be changed independently by
increasing the fluence of photons.
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An inert gas lamp provides the UV light, (e.g., xenon
lamps emit UV light at 147.6 nm, krypton at 123.9 nm, and
argon at 105.9 nm). An advantage is that the sensitivity to
particular species or groups of compounds can be adjusted
by adjusting the output power to match the distinct ioniza-
tion potentials of analyte gases. Consequently, different
sensor sets can be achieved. For example, amines, aromatic
compounds, and benzene are highly detectable at 9.5 eV.
Disease and other anomaly marker gases often found in the
breath, such as acetone, ammonia, and ethanol, are detect-
able at 9.5 eV as well as 10.6 eV. Other, more complex,
marker gases such as acetylene, formaldehyde, and metha-
nol can be detected at 10.6 eV and 11.7 eV. Typically, the
PID devices are fairly responsive, on the order of a few
seconds, and do well with moderately low concentrations
(e.g., 0.1 ppm isobutylene).

One of the nice things about PIDs is that they can be
made very small in size, as shown in Fig. 3, which shows
the Rae Systems, Inc. ToxiRae personal gas monitor
(www.raesystems.com). Depending on the UV source,
CO, NO, SO2, or NO2 can be read. It works with recharge-
able batteries.

Thermal Conductivity Detectors (TCD) are used to
detect and quantify gases that have large variations in
thermal conductivity. Gases that are discriminated well
are sulfur dioxide and chlorine, which have roughly one-
third the conductivity of air to helium and hydrogen, which
have six and seven times the conductivity of air. As heat
transfer depends on three mechanisms, radiation, convec-
tion, and conduction, the actual TCD sensor itself must be
designed in such a way that conduction dominates, which
implies a very slow, constant, moving flow to minimize or
stabilize convection effects and a radiation-shielded enclo-
sure. Most arrangements use two identically heated coils of
wire comprising two legs of a Wheatstone bridge, one coil in
a reference gas tube and the other in the sample tube.
When the thermal conductivity of the sample increases, the
sample coil is cooled more than the reference, and its
resistance changes (usually decreases), thereby generating
a voltage difference across the bridge. TCDs are usually
used in high concentration applications, as they do not
have the sensitivity of other techniques. TCDs do very well
when mounted at the exit of a GC where the separated gas
analytes are expected to have large variations in thermal
conductivity.

Gas chromatographs have come a long way over the last
decade as far as size and cost are concerned. Although
laboratory-grade devices such as the HP stand-alone sys-
tem shown in Fig. 4 still are fairly common, portability is
being stressed in order to get the almost incomparable

detectibilty of the GC to where the real gas problems exist,
such as in the emergency or operating rooms, in the field,
and at sites where toxins and suspected hazardous gases
may be present. Bringing the GC to the patient or taking
data without having subjects come into the lab has
spawned systems such as Mensanna’s VOC (volatile
organic compound) GC system that uses a PID (Fig. 5)
to check trace gases in the breath, and HP’s has introduced
a briefcase-sized micro-GC (Fig. 6). Lawrence Livermore
National Laboratory has taken the recent developments in
micromachining, MEMS (micro-electromechanical sys-
tems), and microfluidics and developed a real micro-GC.
Researchers at LLNL (4) have micro-machined a very long
capillary on a silicon chip, which serves as the separating
column.
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Figure 3. Seito ToxiRae personal PID gas monitor.

Figure 4. An HP/Agilent laboratory-grade gas chromatograph.

Figure 5. Mensanna portable GC for measuring breath VOCs.



Figure 7 shows the implementation of this device that is
reported to have a response time of less than 2 min.

INFRARED/OPTICAL SPECTROSCOPY

Gases absorb light or photon energy at different wave-
lengths depending on the complexity of their molecular
structure. When a molecule is subjected to light energy of a
particular frequency, the atoms involved in the atomic
bonds will vibrate at the light frequency. If the frequency
matches their resonant frequency, or a harmonic, they will
resonate, thereby becoming highly absorbent as more of
the light energy is used to feed the motion of the resonating
molecules. The more complex a molecule, the greater
number of different atomic bonds it will have and,
consequently, the more absorption frequencies it will have.
Table 1 provides some guidelines for absorption for differ-
ent molecules.

Most infrared analyzers measure concentrations of
volatile fluorocarbon halogenated anesthetic agents, car-
bon dioxide, and nitrous oxide using nondispersive infrared
(NDIR) absorption technology. The transduction means
may differ. Most use an electronic IR energy detector of
one sort or another, such as a bolometer, solid-state photon
detectors, and thermopiles; however, one monitor uses

another IR detection principle, photoacoustic spectroscopy,
based on the level of sound produced when an enclosed gas
is exposed to pulsed/modulated IR energy.

Infrared analyzers have been used for many years to
identify and assay compounds for research applications.
More recently, they have been adapted for respiratory
monitoring of CO2, N2O, and halogenated anesthetic
agents.

Dual-chamber NDIR spectrometers pass IR energy from
an incandescent filament through the sample chamber and
an identical geometry but air-filled reference chamber.
Each gas absorbs light at several wavelengths, but only
a single absorption wavelength is selected for each gas to
determine the gas concentration. The light is filtered after
it passes through the chambers, and only that wavelength
selected for each gas is transmitted to the detector. The
light absorption in the analysis chamber is proportional to
the partial pressure (concentration) of the gas. Most man-
ufacturers use a wavelength range around 3.3 mm, the
peak wavelength at which the hydrogen-carbon bond
absorbs light, to detect halogenated anesthetic hydrocar-
bons (halothane, enflurane, isoflurane, etc.).

In one monitor that identifies and quantifies haloge-
nated anesthetic agents, the analyzer is a single-channel,
four-wavelength IR filter photometer. Each of four filters
(one for each anesthetic agent and one to provide a baseline
for comparison) transmits a specific wavelength of IR
energy. Each gas absorbs differently in the selected wave-
length bands so that the four measurements produce a
unique signature for each gas. In another monitor, potent
anesthetic agents are assessed by determining their
absorption at only three wavelengths of light. Normally,
only one agent is present so this process reduces totagent
ID. However, the use of ‘‘cocktails,’’ mixtures of agents,
usually to reduce undesired side effects of one or another
agent, require very special monitoring because of the pos-
sibility of accidental overdosing.

The Datex-Ohmeda Capnomac (www.us.datex-
ohmeda.com), a multigas anesthetic agent analyzer, is
based on the absorption of infrared radiation. This unit
accurately analyzes breath-to-breath changes in concen-
trations of CO2, NO2, and N2O and anesthetic vapors. It is
accurate with CO2 for up to 60 breaths/min, and 30 breaths/
min for O2 (using a slower paramagnetic sensor), but N2O
and anesthetic vapors show a decrease in accuracy at
frequencies higher than 20 breaths/min. The use of narrow
wave-band filters to increase specificity for CO2 and N2O
makes the identification of the anesthetic vapors, which
are measured in the same wave band more difficult. It is
interesting to note that IR spectroscopy can also be used on
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Figure 6. Agilent (formerly HP) Micro-GC.

Figure 7. LLNL MEMS-based micro-GC.

Table 1. Infrared Absorption Bands for Gases of Medical
Interest

Wavelength
(microns)

Elements of Atomic
Bonds

Typical
Gases

2.7–4mm X-H (X¼C, N, O, S) H2O, CH4,
4.3–5mm C-X (X¼C, N, O) CO2, N2O

5.26–6.6mm C-X (X¼C, N, O) fluorocarbons
7.7–12.5mm C-X (X¼C, N, O) fluorocarbons



liquids, as exemplified by the Inov 3100 near-infrared
spectroscopy monitor that has been offered as a monitor
for intracerebral oxygenation during anesthesia and sur-
gery. Studies with this monitor indicate that it needs a
wide optode separation and the measurements are more
likely those of the external carotid flow rather than the
divided internal carotid circulation (5).

A subset of NDIR is photoacoustic spectroscopy, which
measures the energy produced when a gas expands by
absorption of IR radiation, which is modulated at acoustic
frequencies. A rotating disk with multiple concentric
slotted sections between the IR source and the measure-
ment chamber may be used tmodulate the light energy.
The acoustic pressure fluctuations created occur with a
frequency between 20 and 20,000 Hz, producing sound that
is detected with a microphone and converted totan elec-
trical signal. Each gas (anesthetic agent, CO2, N2O) exhi-
bits this photoacoustic effect most strongly at a different
wavelength. This method cannot distinguish which halo-
genated agent is present, however. The microphone detects
the pulsating pressures from all four gases simultaneously
and produces a four-component magnetic signal. A monitor
using IR photoacoustic technology has been developed that
can quantify all commonly respired/anesthetic gases
except N2 and water vapor. Similarly, a microphone detects
the pulsating pressure changes in a paramagnetic oxygen
sensor (magnetoacoustics).

The Bruel & Kjaer Multigas Monitor 1304 (6) measure-
ments use photoacoustic spectroscopy and also incorporate
a pulse oximeter. It has some advantages over the Datex
Ohmeda Capnomac because it uses the same single micro-
phone for detection of all gases, displaying gas concentra-
tion in real-time.

With the development of both fixed frequency and tun-
able solid-state lasers, a revolution in IR spectroscopy has
occured with new technical approaches appearing every
year. Tuned diode laser spectroscopy, and Laser-induced
Photo Acoustic Spectroscopy (a DARPA initiative) are
developments that bear close watching as they mature.
The ability to produce IR energy at extremely
narrow bandwidths allows discrimination of very closely
related gas species such as CO2 and N2O. In addition, most
of the volatile anesthetic agents such as halothane, des-
flurane, isoflurane, and sevoflurane can also be thus dis-
tinguished.

An advantage of NDIR is that the sensing mechanism
does not interfere or contact the sample, thus minimal
chance exists that the sample would be affected. The costs
of these devices have continued to decrease, with numerous
companies competing to keep the prices low and attractive.
Disadvantages are the susceptibility to dirt and dust in the
optical path and cross-sensitivities to interfering gases.

Companies marketing anesthesia and respiratory
mechanics monitors are involved in either development
or promotion of NDIR. Figure 8 shows a Datex-Ohmeda
Capnomac Ultima that uses NDIR for CO2, N2O and
anesthetic analysis, and agent identification. The top
waveform is the plethysmograph, the next down is the
O2 (measured with a fast paramagnetic sensor), and the
bottom waveform is the capnographic CO2 waveform. As an
added capability beyond gas analysis, to the right of the

capnogram is the pressure-volume loop that is used to
assess the lung compliance.

Another limitation of NDIR is its relatively low sensi-
tivity due, for the most part, to the short path length over
which the IR energy is absorbed. The short path length and
small chamber size is dictated by the need for fast response
in order to be able to monitor human physiological and
respiratory response.

Breath rates are normally about 10 breaths per min
(bpm) but, under acute hyperventilation conditions, can
reach 100 bpm and higher. Also, neonates and small ani-
mals naturally exhibit high breathing rates, which
requires a sensor with a millisecond response in order to
be able to detect breath-by-breath variations. However, in
cases where a fast response is not the driving factor, the
sampling chamber may be lengthened or the path length
increased.

Notwithstanding this limitation, the recent invention
of Cavity Ring-Down Spectroscopy (CRDS) by Princeton
chemist Kevin Lehmann (7,8) is based on absorption of
laser energy over huge path lengths but is extremely fast.
By bouncing laser energy between near-perfect mirrors in
a sample or test chamber, the light can pass through the
gas of interest multiple times, often for total distances of
up to 100 km, which creates the opportunity to detect
miniscule trace amounts of the gas species of interest.
The time it takes for the light energy to get attenuated
to zero provides a measure of the amount of the gas species
present. The shorter the Ring-Down time, the more of the
gas is present. These times are, however, on the order of
only milliseconds. In fact, Tiger Optics of Warrington, PA,
the company that has licensed Dr. Lehmann’s technolo-
gical development, claims that trace gases can be detected
in the hundreds of parts per trillion. The LaserTrace
multi-point, multi-species, multi-gas analyzer (shown in
Fig. 9) is capable of detecting many species such as H2O,
O2, CH4, H2, CO, NH3, H2S, and HF. The O2 module
measures down to 200 parts-per-trillion (ppt), in millise-
conds, noninvasively and can readily be adapted to
respiratory breath measurements. Methane can be
detected at the parts per billion level.
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Figure 8. A Datex-Ohmeda Capomac Ultima multiple gas
analyzer.



Although of interest in the detection and quantification
of oxygen, spectroscopy has not been widely considered for
this application. However, an oxygen absorption line exist
in the center of the visible spectrum at 760 nm. Often
neglected because of the problems associated with the
narrowness of the absorption band (0.01 nm versus
100 nm for CO2 in the IR) as well as with spurious inter-
ference from visible light, it is nonetheless an opportunity
because no interference exists from any other gases of
medical interest. The development of low cost, very nar-
row-band lasers has resulted in the successful introduction
of Laser-based Absorption Spectroscopy from Oxigraf
(www.oxigraf.com). With 100 ms response and � 0.02%
resolution traces, such as that shown in Fig. 10, are pos-
sible. Cost is relatively low in comparison with other
technical approaches with similar capabilities.

LUMINESCENCE/FLUORESCENCE

Gas sensors that use luminescence or fluorescence basi-
cally take advantage of the phenomenon of excitation of a
molecule and the subsequent emission of radiation. Photo-
luminescence implies optical excitation and re-emission of
light at a different, lower frequency. Chemiluminescence
implies the emission of light energy as a result of a che-
mical reaction. In both cases, the emitted light is a function
of the presence of the gas species of interest and is detected
by optical means. Most industrial sensors use photomul-
tiplier tubes to detect the light, but the needs of the medical
community are being met with more compact fiber-optic
systems and solid-state photodetectors.

Fluorescence quenching is a subset of luminescence-
based sensors, the difference being that the presence of
the analyte, rather than stimulating emission of light,

actually diminishes the light output. Fundamentally,
fluorescence occurs when incoming light excites an electron
in a fluorescent molecule to a higher energy state, and, in
turn, when the electron returns to its stable state, it
releases energy in the form of light.

Two important characteristics of fluorescence are that
the light necessary to excite a fluorescent molecule has a
shorter wavelength than that of the fluorescent emission,
and that the fluorescence of a particular molecule may be
suppressed (quenched) or enhanced (dequenched) by the
presence of one or more specific molecules. Consequently,
the presence of such other molecules (called analytes) may
be detected.

A few companies exist that use one form or another of
luminescence sensing, in particular, of oxygen in the
medical arena, although the sensors are ubiquitous for
other gases. For example, Ocean Optics (www.oceanop-
tics.com) FOXY Fiber Optic Oxygen Sensors use the fluor-
escence of a ruthenium complex in a sol-gel to measure the
partial pressure of oxygen. First, a pulsed blue LED sends
light, at �475 nm, to and through an optical fiber, which
carries the light to the probe. The distal end of the probe tip
consists of a thin layer of a hydrophobic sol-gel material. A
ruthenium complex is trapped in the sol-gel matrix, effec-
tively immobilized and protected from water. The light
from the LED excites the ruthenium complex at the probe
tip and the excited ruthenium complex fluoresces, emit-
ting energy at �600 nm. When the excited ruthenium
complex encounters an oxygen molecule, the excess energy
is transferred to the oxygen molecule in a nonradiative
transfer, decreasing or quenching the fluorescence signal.
The degree of quenching is a function of the level of oxygen
concentration pressure in the film, which is in dynamic
equilibrium with oxygen in the sample. Oxygen as a triplet
molecule is able to efficiently quench the fluorescence and
phosphorescence of certain luminophores. This effect is
called ‘‘dynamic fluorescence quenching.’’ When an oxygen
molecule collides with a fluorophore in its excited state, a
nonradiative transfer of energy occurs. The degree of
fluorescence quenching relates to the frequency of colli-
sions and, therefore, to the concentration, pressure, and
temperature of the oxygen-containing media. The energy
is collected by the probe and carried through an optical
fiber to a spectrometer where an analog-to-digital (A/D)
converter converts the data to digital data for use with a
PC.

MASS SPECTROSCOPY

Mass spectroscopy provides, what many consider, the best
accuracy and reliability of all of the gas analyzing/assaying
schemes. The basic concept is to assay the analyte by
reducing it into ionized component molecules and separat-
ing them according to their mass-to-charge ratio. By this
technique, the constituents of the sample gas are ionized.
The resulting ions are accelerated through an electrostatic
field and then passed through a deflecting magnetic field.
The lighter ions will deflect more than the heavier ions.
Detecting the displacement and counting the ions can
achieve the assay of the gas sample.
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Figure 9. Tiger Optics Cavity Ring-Down Spectrometer.

Figure 10. Oxigraf Fast Oxygen Sensor trace of respired O2.



Ion detectors usually comprise an electric circuit where
the impinging ions generate a current, which can be
measured with a conventional circuit. The more current,
the more ions are impinging. In practice, the ionization
must be conducted in a high vacuum of the order of 10�6

torr. The gas is ionized with a heated filament, or by other
means as have been discussed before.

A number of different mass spectroscopic configura-
tions have been developed over the years. Time-of-flight
(TOF) systems differ from the magnetically deflected
devices in that the ions are free to drift across a neutrally
charged evacuated flight chamber after having been accel-
erated electrostatically by a series of gratings that sepa-
rate the ions. The time it takes for the ions to travel across
the chamber is a function of their mass. An output not
unlike that of a GC is developed. Quadrupole mass spectro-
meters focus the ions through an aperture onto a quadru-
pole filter. The ion-trap mass spectrometer traps ions in a
small volume using three electrodes. An advantage of the
ion-trap mass spectrometer over other mass spectro-
meters is that it has a significantly increased signal-to-
noise ratio because it is able to accumulate ions in the trap.
It also does not require the same kind of large dimensions
that the TOF and magnetically deflected devices need, so,
as a consequence, it can be made in a fairly compact size.
Finally, the Fourier-transform mass spectrometer takes
advantage of an ion-cyclotron resonance to select and
detect ions. Single-focusing analyzers use a circular beam
path of 1808, 908, or 608. The various forces influencing the
particle separate ions with different mass-to-charge
ratios. Double-focusing analyzers have an electrostatic
analyzer added to separate particles with difference in
kinetic energies.

A particular advantage of the mass spectrometer is that
it can operate with an extremely small gas sample and can
detect minute quantities. Response was long compared
with most continuous sensors, but with the development
of high speed microprocessors, analysis times have steadily
decreased to where, today, it is not unusual to have assays
in less than one minute. With the development of MEMS
TOF devices, the time-of-flight is measured in microse-
conds.

Mass spectrometers have always tended to be bulky and
expensive and, thus, rarely used on a single patient basis.
Multiplexing up to 30 patients using a complex valving
switching system has been shown to be feasible and has
made the system much more cost-effective. Figure 11
shows a conventional ThermoElectron laboratory-grade
mass spectrometer setup.

The move to miniature mass spectrometers has been
rapid over the last decade, from a suitcase-sized miniature
TOF mass spectrometer, developed at Johns Hopkins
Applied Physics laboratory (Fig. 12) (9), to a micro-electro-
mechanical system (MEMS) device smaller than a penny,
developed in Korea at the MicroSystems Lab of Ajou Uni-
versity (Fig. 13) (10).

Mass spectroscopy is often used as the detector in
combination with gas chromatography to enhance the
sensitivity down to ppb, because in a GC, detection limits
the capability.

NUCLEAR MAGNETIC RESONANCE

Nuclear Magnetic Resonance (NMR) is the process by
which a relatively low intensity radio-frequency (RF) sig-
nal at the resonant frequency of the species of gas of
interest interacts with the atoms in a gas and aligns them
momentarily, which requires some energy. When the RF
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Figure 11. A ThermoElectron laboratory-grade quadrupole mass
spectrometer.

Figure 12. JHU Teeny mass spectrometer.

Figure 13. MEMS TOF mass spectrometers developed at Ajou
University in Korea.



signal is removed, the atoms release the energy that had
been stored in the alignment resonance, return to their
chaotic orientations, and re-emit an RF signal at the same
resonant frequency at which they were excited. Each
atomic bond has its own characteristic frequency so that
a spectroscopic analysis can be made by scanning through a
large number of frequencies. A variant of NMR, nuclear
quadrupole resonance (NQR) is used for detecting explo-
sive vapors, which could be very useful in military medicine
where explosives in clothing during triage pose a major
hazard. The hydrogen bonds in TNT have a resonance at
� 760 kHz and the vapors of plastic explosives have reso-
nances at low MHz frequencies. NMR is very attractive
because gas analysis can be performed without having to
physically take a sample of the analyte in question. As the
initiating and re-emitted RF signals can pass through most
nonferrous materials with little attenuation, gas, liquid,
and solid chemical species can be interrogated noninva-
sively. By summing the returns from a number of signals,
sensitivity to the low ppm can be achieved.

In dirty environments where optical or infrared devices
suffer significant degradation of performance, NMR is
particularly useful. Compared with chromatographic
approaches, NMR eliminates the need for solvents, col-
umns, carrier gases, or separations. Also, NMR analysis
can be performed in real-time because typical atomic
relaxation times, the time it takes for the atomic spin axes
to return to their original orientations, is on the order of
milliseconds for many gases of interest.

PARAMAGNETISM

Many gases exhibit magnetic sensitivity, paramagnetism,
due to their polar nature, which means that they are
attracted to a magnetic field. For oxygen, its paramagnetic
sensitivity is due to its two outer electrons in unpaired
orbits. Most of the gases used in anesthesia are repelled by
a magnetic field (diamagnetism).

Paramagnetic sensors are typically used specifically for
measuring oxygen concentration. The high degree of sen-
sitivity of oxygen (compared with other gases) to magnetic
forces reduces the cross-sensitivity to other gases of para-
magnetic sensors. Sensors come in two variants, the older
balance type and the newer pressure type. The balance
types of sensors are relatively frail and have been replaced
by the pressure types. Nevertheless, some of these older
devices are still being used. The balance type of sensor uses
a mechanical approach that has a dried gas sample flowing
through a chamber in which a nitrogen-filled dumbbell is
balanced in a magnetic field. The paramagnetic force on the
oxygen in the sample puts a torque on the dumbbell. The
output can be read either as a spring-loaded displacement
or, in newer devices, electronically by measuring the cur-
rent required to keep the dumbbell centered.

Most modern paramagnetic oxygen sensors consist of a
symmetrical, two-chambered cell with identical chambers
for the sample and reference gas (often air or nitrogen).
These cells are joined at an interface by a responsive
differential pressure transducer or microphone. Sample
and reference gases are pumped through these chambers

in which a strong, usually varying, magnetic field sur-
rounding the region acts on the oxygen molecules and
generates a static pressure or a time-varying (acoustic)
difference between the two sides of the cell, causing the
transducer to produce a DC or AC voltage proportional to
the oxygen concentration. When the magnetic field is
modulated at acoustic frequencies, these devices may
sometimes be referred to as magnetoacoustic.

Paramagnetic oxygen analyzers are very accurate,
highly sensitive, and responsive, often with a step response
of 200 ms to 90% of maximum. However, they require
calibration, usually with pure nitrogen and oxygen. A
major drawback is that they are adversely affected by
water vapor and, consequently, require a water trap incor-
porated into their design. The frequency response makes
then useful for measurement of oxygen on a breath-by-
breath basis. The Datex Ohmeda Capnomac Ultima that
was previously shown in Fig. 8 uses a paramagnetic oxygen
sensor, as do many of the other mainline medical gas
monitor manufacturers.

RADIOACTIVE IONIZATION

The ubiquitous smoke detector found in every house, hos-
pital, and facility has spawned detectors for other gases
such as carbon monoxide, a very important marker gas in
medical diagnosis. Although usually used as devices that
are set to alarm when a preset level is detected, they are
also used as calibrated sensors. A very low level radioactive
alpha particle source (such as Americium-241) can ionize
certain gases so that, in the presence of an analyte, a circuit
can be completed and current caused to flow in the detector
circuit.

Ionization detectors detect the presence of invisible
particles (less than 0.01 micron in size) in the air. Inside
the detector, a small ionization chamber exists that con-
tains an extremely small quantity of radioactive isotope.
Americium-241 emits alpha particles at a fairly constant
rate. The alpha particles, which travel at an extremely
high rate of speed, knock off an electron from the oxygen
and nitrogen molecules in the air passing through the
ionization chamber. The free electron (negative charge)
is then attracted to a positively charged plate, and the
positively charged oxygen or nitrogen is attracted to a
negatively charged plate, which creates a very small but
constant current between the plates of a detector circuit,
which in itself is a gas detection mechanism much in the
same way that the other ionization detectors operated.
However, when particles, such as soot particles, dust,
fumes, or steam, enter the ionization chamber, the current
is disrupted. If the current decreases too mid, an alarm is
triggered.

The disadvantage of these devices is clearly the health
hazard associated with the presence of the radioactive
material. However, because the detector contains only a
tiny amount of radioactive material, exposure is unlikely
with proper care in handling. Another disadvantage of
these sensitive detectors is the false-positive alarms that
can be triggered by spurious dust and other nontoxic
fumes. However, the big advantage is that ionization
detectors are very sensitive and, given that false alarms
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are tolerable, should be considered in most alarm situa-
tions.

Another form of radioactive detector is the electron
capture detector, which uses a radioactive Beta emitter
(electrons) to ionize some of the carrier gas and produce a
current between a biased pair of electrodes. When organic
molecules that contain electronegative functional groups,
such as halogens, phosphorous, and nitro groups, pass by
the detector, they capture some of the electrons and reduce
the current measured between the electrodes.

RAMAN LASER SPECTROSCOPY

In the 1980s, Raman scattering was first heralded as an
improvement to mass spectrometry (11), although some
individuals had reservations (12). Although no longer
manufactured but still serviced, Ohmeda Rascal II
multi-gas analyzer uses a Raman scattering of laser light
to identify and quantify O2, N2, CO2, N2O, and volatile
anesthetic agents. It is stable and can monitor N2 directly
and CO2 accurately for a wide range of concentrations. One
of the acknowledged disadvantages is that a possibility of
some destruction of volatile anesthetic agent exists during
the analysis because the concentration of halothane does
appear to fall when recirculated and as much as 15% must
be added. Some concern exists over the reliability of the
hardware, software, and laser light source (13) that is
currently being addressed by others.

Raman scattering occurs when a gas sample is drawn
into an analyzing chamber and is exposed to a high inten-
sity beam from an argon laser. The laser energy is absorbed
by the various molecules in the sample and are then excited
into unstable vibrational or rotational energy states, which
is the Raman scattering. The low intensity Raman scat-
tered, or re-emitted, light signals are measured at right
angles to the laser beam, and the spectrum of Raman
scattering lines can be used to identify various types of
gas molecules. Spectral analysis allows identification of
known compounds by comparison with their Raman spec-
tra. This technique is of similar accuracy to mass spectro-
metry.

SOLID-STATE SENSORS

At least four types of solid-state gas sensors exist: semi-
conductor metal oxide (SMO) sensors; chemically sensitive
field effect transistors (ChemFETs); galvanic oxide sen-
sors; and piezoelectric or surface acoustic wave (SAW)
crystal sensors.

Semiconductor metal sensors are an outgrowth of the
development of semiconductor devices. Early in the devel-
opment of transistors and integrated circuits, it was
observed that the characteristics would change in the
presence of different gases. Recalling that a transistor is
basically a voltage-controlled resistor, it was discovered
that the p-n junction resistance was being changed by
chemical reaction with the semiconductor materials (14).
Commercially available Taguchi Gas Sensors (TGS) tin
oxide sensors have found a niche as electronic noses.
Walmsley et al. (15) used arrays of TGS sensors to develop

patterns for ether and chloroform and other vapors of
medical interest.

Hydrocarbons were among the first gases to be detected,
and later, hydrogen sulfide was found to be detectable.
Since the first tin oxide sensors appeared in the late 1960s,
it has been found that by doping transition metal oxides,
such as tin and aluminum, with other oxides, that as many
as 150 different gases could be specifically detected (1) at
ppm levels. The heated oxide adsorbs the analyte and the
resistance change is a function of the concentration of the
analyte. The semiconducting material is bonded or painted
in a paste to a nonconducting substrate and mounted
between a pair of electrodes. The substrate is heated to
a temperature such that the gas being monitored reversi-
bly changes the conductivity of the semiconducting metal
oxide material. When no analyte is present, the current
thinking is that oxygen molecules capture the free elec-
trons in the semiconductor material when they are absorb-
ing on the surface, thereby preventing the mobility of the
electron flow. Analyte molecules replace the oxygen,
thereby releasing the free electrons and, consequently,
reducing the SMO resistance between the electrodes.

The ChemFET is derived from a field effect transistor
where the normal gate metal has been replaced with a
catalytic metal or chemically sensitive alloy. The gaseous
analyte interacts with the gate metal and changes the FET
characteristics to include gain and resistance.

Solid-state galvanic cells are based on the semi-
conductor galvanic properties of certain oxides or hydrides.
The zirconium oxide galvanic cell oxygen sensor is probably
one of the most ubiquitous sensors in daily life. It is the
sensor mounted in every automobile catalytic converter to
measure its effectiveness. Zirconium oxide, when heated to
a temperature of about 700 8C, becomes an oxygen ion
conductor, so that, in the presence of a difference in partial
pressure on either side of a tube with metallized leads
coming off each side, a voltage potential (Nernst voltage) is
developed. These devices are commonly called fugacity
sensors. As the process is reversible, a voltage applied will
cause oxygen ions to flow. This process may also be applic-
able to the hydrogen ions in hydrides. An advantage of
these oxygen sensors over other types is that no consum-
able exists. Hence, life is long. However, the need for
heating tends to make these devices difficult to handle
and they, as well as SMOs, require significant power to
power the heating elements. However, because these sen-
sors can be very small, they can have fast response times,
often less than 100 ms, which makes them suitable for use
for respiration monitoring. The electronics associated with
the detection circuits is simple and should be very reliable.

Piezoelectric sensors use the change in a crystal vibra-
tional frequency or propagation of surface acoustic waves
to measure the concentration of a selected analyte. Most
often, an analyte sample is passed through a chamber
containing two piezoelectric crystals: a clean reference
crystal and a second crystal that has been coated with a
compound that specifically adsorbs specific analyte gases.
Organophillic coatings are used for hydrocarbons such as
anesthetic vapors. The resulting increase in mass changes
the coated crystal’s resonant frequency or the speed of
propagation in direct proportion to the concentration of
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anesthetic gas in the sample. Using either some form of
beat frequency measurement or detection of the phase shift
between the two crystals, a detection circuit can generate a
signal that can be processed and displayed as a concentra-
tion.

EMERGING TECHNOLOGIES—MEMS—
MICROFLUIDICS–NANOTECHNOLOGY

The development of a variety of microfluidic labs-on-a-chip
is leading the charge in the state-of-the-art in gas sensing.
It was noted in the gas chromatography section that micro-
fluidic channels are being used as GC columns and in the
mass spectrometry section that microfluidics plays a major
role in the TOF passages and chambers. The ability to
miniaturize classic technologies has opened the door to
mass production as well as the ability to mix-and-match
sensors and technologies. The development of electronic
noses that can discriminate between thousands of different
chemicals and gases is driving the need to detect odors and
minute quantities of dangerous or toxic gases.

Patient safety in medicine continues to be a major
driver. MEMS (micro-electromechanical systems) and
nanotechnology have become the enabling technologies
for placing thousands of sensors in microdimensional
arrays that can be placed inside a capsule and swallowed
or implanted to monitor physiological and metabolic
processes. IR bolometers that can sense incredibly small
temperature differences as low as 0.02 8C are already a part
of today’s inventory (Fig. 14), and in the future, nanotech-
nology elements that are merely one molecule thick and
dust particle-sized may provide IR spectroscopic capability
in implantable or inhaled micro-packages.

A new paradigm for gas analysis that has been enabled
by the development of microfluidics was originally sug-
gested in the 1960s by Mapleson (16), who suggested
measuring a physical gas property as a way of inferring
binary gas mixture composition. This concept has been
extended and implemented for ternary and quaternary
gas mixtures with a microfluidic gas multiple gas property
analyzer (17–20). Ternary mixtures are assayed with a
chip that measures viscosity with a microcapillary visc-
ometer and density with a micro-orifice densitometer. An
early prototype microfluidic lab-on-a-chip showing the
microcapillaries is shown in Fig. 15. By measuring proper-
ties possessed in common by all gases, such as density,
viscosity, and specific heat, a single chip can be used to

analyze mixtures of any four gases. The concentrations of
the constituents can be determined by simultaneously
solving the equations that relate the mixture properties
to the concentrations, thereby determining the relative
concentrations of the mixture gases required to produce
the measured properties. The only limitation to such an
approach is that one must know what at least all but one of
the constituents are. Microfluidic property sensors such a
capillary viscometers, orifice densitometers, and speed-of-
sound calorimeters can provide real-time simultaneous
assays of respiratory gases (O2, CO2, and N2), the simul-
taneity of which then enables the reduction to practice of a
variety of physiologic analyzers such as metabolic rate,
cardiac output, and cardio-pulmonary function that had
been postulated back in the 1960s (21) but never practically
implemented.

Advances in optics and optical fiber technology, greater
expansion of solid-state sensing, and the revolutionary
aspects of nanotechnology will provide gas analysis and
sensing with new capabilities, provided that the lessons
learned from the past are appropriately heeded.

OTHER CONSIDERATIONS IN GAS ANALYSIS

Most continuous gas analysis devices are side-stream
monitors that acquire gas samples from a breathing circuit
through long, narrow-diameter tubing lines. These lines
may incorporate moisture removal to allow moisture to
pass through the sampling line and into the atmosphere, as
is the case with Nafion tubing. A water trap or filter may
also be used to remove condensation from the sample in
order to reduce water vapor before the gas sample reaches
the analysis chamber. Gas samples are aspirated into the
monitor at either an adjustable or a fixed-flow rate, typi-
cally from 50 to 250 ml/min. Lower rates minimize the
amount of gas removed from the breathing circuit and,
therefore, from the patient’s tidal volume; however, lower
sampling flow rates increase the response time and typi-
cally reduce the accuracy of conventional measurements.
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Figure 14. 25 micron wide longwave IR microbolometer detector.

Figure 15. Microfluidic chip that measures the density and
viscosity of three-component respired gases from which the
constituent gas concentrations of oxygen, nitrogen, and carbon
dioxide are deduced.



Gas monitors have to eliminate the exhaust gas through a
scavenging system or back to the patient’s breathing cir-
cuit.

DISPLAYS, ALARMS, CALIBRATION, AND CONTROLS

Many gas monitors provide a graphic display of breath-by-
breath concentrations and a hardcopy of trends of gas
concentrations from the beginning to the end of an event
(e.g., anesthesia delivery during an operation). The user
typically calibrates or verifies calibration of the sensors
with a standard gas mixture from an integral or external
gas cylinder. Gas monitors are usually microprocessor-
controlled and have user-adjustable alarms that typically
include factory-preset default alarms or alarm-set pro-
grams for both high and low concentrations of the gases
measured. Some monitors also have alarms for system
malfunctions, such as disconnection from a gas source,
and leaks can often be identified from trending of O2

and CO2. Occlusion, apnea, or inadvertent rebreathing
can also be identified. Most monitors typically have a
method for temporarily, but not indefinitely, silencing
audible alarms for low O2, high N2O, and high agent,
whereas other, less critical audible alarms can be perma-
nently silenced. Most monitors typically display real-time
waveforms and long-term trends. They have integral dis-
play capability and are also commonly equipped with out-
put jacks to interface with computerized record-keeping
systems or with additional analog or digital display units
such as chart recorders and printers.

PATIENT SAFETY

A review of the background and significance of medical gas
sensors and monitors would be incomplete without an
expression of the context that patient safety has had on
the impetus for recent gains in technology and the need for
additional improvements. Clearly the intrinsic dangers in
the conduct of anesthesia have been long understood. It
became evident in the early 1980s that patient safety and
reduction to risk was possible if respiratory and anesthetic
gas monitoring was routinely available and used. As a
result of improved and increased availability of medical
gas monitoring technology and professional activity lead by
the Anesthesia Patient Safety Foundation (APSF) with the
support of the American Society of Anesthesiologists
(ASA), a standard for monitoring has been adopted and
is routinely used in today’s clinical practice. This standard
requires assessment of the patient’s ventilation and oxy-
genation in addition to circulation and temperature. The
use of such monitors has resulted in a significant decrease
in the risk of anesthesia-related deaths and morbidity in
the ICU and other critical care situations.

CONCLUSION

Medical gas monitoring has been so successful in improv-
ing patient safety and reducing patient risk that medical
malpractice liability insurance companies have lowered

their risk liabilities and premiums to anesthesiologists
who guarantee the routine implementation of these stan-
dards whenever possible (22). The argument for providing
additional patient safety will continue to be a powerful
incentive to improve and enhance the methods and tech-
niques to provide increased knowledge of the monitoring of
respiratory and anesthetic gases.

The availability of gas sensors and monitors is a boon to
the medical profession from both a clinical as well as a
research point of view. In addition to patient safety, new
diagnostic capabilities are emerging every year. In
research, new gas-sensing capabilities are enhancing the
discovery of markers for all kinds of disease states and
metabolic functions.

Looking to the future, MEMS, microfluidics, and nano-
technology will provide growth in our understanding of
physiologic processes at levels of detail never before con-
ceived of, from inside the body as well as supplanting
today’s conventional techniques.
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INTRODUCTION

Medical physicists are responsible for the application of
physics to the diagnosis and treatment of disease and other
disabilities although, in some countries, the treatment of
patients with disabilities is a separate field, often referred
to as ‘‘biomedical engineering’’ or words to that effect. Here,
we restrict ourselves to applications in the diagnosis and
treatment of disease.

The major applications in diagnosis are the use of
X-rays for imaging (diagnostic radiology, including
computerized tomography (CT), etc.); radioactive isotopes
for imaging and uptake measurements [nuclear medicine,
single photon emission computed tomography (SPECT),
positron emission tomography (PET), etc.]; magnetic reso-
nance magnetic resonance imaging (MRI) and spectro-
scopy (MRS); ultrasound (ultrasonography).

Applications of physics to the treatment of disease
include the following: external beams of X-rays, gamma-
rays, or electrons for the treatment of cancer radiation
oncology, including stereotactic radiosurgery, intensity

modulated radiation therapy (IMRT), total body irra-
diation (TBI), etc.; external beams of heavy particles
for the treatment of cancer (neutrons, protons, heavy
ions); internal radioisotope treatments for cancer
(brachytherapy, systemic radiotherapy, and radioimmu-
notherapy) and other problems (intravascular brachy-
therapy, hyperthyroidism, etc.); hyperthermia for the
treatment of cancer.

Other topics of major interest for medical physicists
include various medical applications of light and lasers,
radiation protection, radiation measurements, radiation
biology, and the applications of computers to all of the
above.

Throughout the world there are medical physics orga-
nizations that represent medical physicists and provide
information to help them in their profession. Most of
these are national associations, with about 70 of these
represented by the International Organization for Medical
Physics (IOMP). In terms of publications, by far the two
most prolific organizations are the Institute of Physics
and Engineering in Medicine (IPEM) in the United
Kingdom, and the American Association of Physicists in
Medicine (AAPM) in North America. These two orga-
nizations between them have published hundreds of
reports, monographs, and meeting proceedings that are
used as reference materials throughout the world. From
the IPEM many of these are published by the Institute of
Physics Publishing (IOPP) in Bristol, UK, and from the
AAPM many are published by either the American Insti-
tute of Physics (AIP) or Medical Physics Publishing
(Madison, WI).

JOURNALS

Several national and international organizations and
independent publishers publish journals used by medical
physicists. Some of these journals are used extensively
for medical physics papers in which at least 25% of the
manuscripts are medical physics articles. These are cate-
gorized as ‘‘Primary’’ journals below. Others contain some
medical physics articles (<25%) and are categorized as
‘‘Secondary’’.

PRIMARY MEDICAL PHYSICS JOURNALS

Australasian Physical & Engineering Sciences in Med-
icine, Australasian College of Physical Scientists and
Engineers in Medicine and the College of Biomedical
Engineers.

Journal of Applied Clinical Medical Physics, American
College of Medical Physics (http://www.jacmp.org).

Journal of Medical Physics, Association of Medical Phy-
sicists of India.

Medical Dosimetry, American Association of Medical
Dosimetrists (Elsevier).

Medical Physics, American Association of Physicists in
Medicine (AIP).

Physica Medica, Istituti Editoriali e Poligrafici Inter-
nazionali Casella Postale n.1, Succursale n.8, 56123
Pisa, Italy (http://www.iepi.it).
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Physics in Medicine and Biology, Institute of Physics
and Engineering in Medicine (IOPP).

Polish Journal of Medical Physics and Engineering,
Polish Society of Medical Physics.

Zeitschrift für Medizinische Physik, Deutschen, Öster-
reichischen und Schweizerischen Gesellschaft für
Medizinische Physik (Elsevier).

SECONDARY MEDICAL PHYSICS JOURNALS

Acta Radiologica, Scandinavian Society of Radiology
(Taylor & Francis).

American Journal of Roentgenology, American Roent-
gen Ray Society.

Applied Radiation and Isotopes (Elsevier).

Australasian Radiology, Royal Australian and New
Zealand College of Radiologists (Blackwell).

Biomedical Imaging and Interventional Journal (Uni-
versity of Malaya: http://www.biij.org).

Biomedical Instrumentation & Technology, Association
for the Advancement of Medical Instrumentation.

Brachytherapy, American Brachytherapy Society
(Elsevier).

British Journal of Radiology, British Institute of
Radiology.

Canadian Association of Radiologists Journal, Cana-
dian Association of Radiologists.

Cancer Radiothérapie, Société Française de Radiothér-
apie Oncologique (Elsevier).

Cardiovascular and Interventional Radiology, Cardio-
vascular and Interventional Radiological Society of
Europe, Japanese Society of Angiography and Inter-
ventional Radiology, and British Society of Interven-
tional Radiology (Springer).

Cardiovascular Radiation Medicine (Elsevier).

Clinical Imaging (Elsevier).

Clinical Radiology, Royal College of Radiologists
(Elsevier).

Critical Reviews in Computed Tomography (Taylor &
Francis).

Computerized Medical Imaging and Graphics, Compu-
terized Medical Imaging Society (Elsevier).

Computers in Biology and Medicine (Elsevier).

Current Problems in Diagnostic Radiology (Mosby).

European Journal of Nuclear Medicine and Molecular
Imaging, European Association of Nuclear Medicine
(Springer).

European Journal of Radiology (Elsevier).

European Journal of Ultrasound, European Federation
of Societies for Ultrasound in Medicine and Biology
(Elsevier).

European Radiology, European Congress of Radiology
(Springer).

Health Physics, Health Physics Society (Lippincott
Williams & Wilkins).

IEEE Transactions on Medical Imaging, IEEE.

International Journal of Radiation Biology (Taylor &
Francis).

International Journal of Radiation Oncology, Biology,
Physics, American Society of Therapeutic Radiology
and Oncology (Elsevier).

Investigative Radiology (Lippincott Williams & Wilkins).

Journal of Biomedical Optics, International Society for
Optical Engineering (SPIE).

Journal of Cardiovascular Magnetic Resonance, Society
for Cardiovascular Magnetic Resonance (Taylor &
Francis).

Journal of Clinical Ultrasound (Wiley).

Journal of Computer Assisted Tomography (Lippincott
Williams & Wilkins).

Journal of Diagnostic Radiography and Imaging, Royal
Society of Medicine.

Journal of Digital Imaging, Society for Computer Appli-
cations in Radiology (Springer).

Journal of Electronic Imaging, International Society for
Optical Engineering (SPIE).

Journal of Labelled Compounds and Radiopharmaceu-
ticals (Wiley).

Journal of Magnetic Resonance Imaging, International
Society for Magnetic Resonance Medicine (Wiley)

Journal of Neuroimaging, American Society of Neuroi-
maging (Sage Publications).

Journal of Nuclear Cardiology, American Society of
Nuclear Cardiology (Elsevier).

Journal of Nuclear Medicine, Society of Nuclear
Medicine.

Journal of Nuclear Medicine Technology, Society of
Nuclear Medicine.

Journal of Radiological Protection, Society for Radiolo-
gical Protection (IOPP, Bristol, U.K.).

Journal of the Acoustical Society of America, Acoustical
Society of America (American Institute of Physics,
New York).

Journal of the American Society of Echocardio-
graphy, American Society of Echocardiography
(Mosby).

Journal of Thoracic Imaging, Society of Thoracic
Radiology (Lippincott Williams & Wilkins).

Journal of Ultrasound in Medicine, American Institute
of Ultrasound in Medicine.

Journal of Vascular and Interventional Radiology,
Society of Interventional Radiology (Lippincott
Williams & Wilkins).

Journal of X-Ray Science and Technology (IOS Press,
Amsterdam).

Lasers in Medical Science (Springer).

Lasers in Surgery and Medicine, American Society for
Laser Medicine and Surgery (Wiley).

Medical Engineering & Physics (Elsevier).

Magnetic Resonance Imaging (Elsevier).
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Magnetic Resonance in Medicine, International Society
for Magnetic Resonance in Medicine (Wiley).

Medical Engineering & Physics, Institute of Physics and
Engineering in Medicine (Elsevier).

Medical Image Analysis (Elsevier).

Molecular Imaging and Biology, Academy of Molecular
Imaging (Springer).

Neuroradiology, European Society of Neuroradiology
(Springer).

NMR in Biomedicine (Wiley).

Nuclear Medicine and Biology, Society of Radiopharma-
ceutical Sciences (Elsevier).

Pediatric Radiology, European Society of Pediatric
Radiology, Society for Pediatric Radiology, Asian
and Oceanic Society for Pediatric Radiology
(Springer).

Photomedicine and Laser Surgery, World Association
for Laser Therapy (Mary Ann Liebert, Inc.).

Physiological Measurement, Institute of Physics and
Engineering in Medicine (IOPP).

Progress in Nuclear Magnetic Resonance Spectroscopy
(Elsevier).

Radiation Measurements (Elsevier).

Radiation Physics and Chemistry (Elsevier).

Radiation Research, Radiation Research Society.

Radiographics, Radiological Society of North
America.

Radiography, College of Radiographers (Elsevier).

Radiology, Radiological Society of North America.

Radiotherapy and Oncology, European Society
for Therapeutic Radiology and Oncology
(Elsevier).

Seminars in Interventional Radiology (Thieme).

Seminars in Nuclear Medicine (Elsevier).

Seminars in Radiation Oncology (Saunders).

Seminars in Roentgenology (Elsevier).

Seminars in Ultrasound, CT and MRI (Elsevier).

Techniques in Vascular and Interventional Radiology
(Elsevier).

Topics in Magnetic Resonance Imaging (Lippincott
Williams & Wilkins).

Ultrasound in Medicine & Biology, World Federation for
Ultrasound in Medicine and Biology (Elsevier).

Ultrasound in Obstetrics and Gynecology (Wiley).

Year Book of Diagnostic Radiology (Elsevier).

Year Book of Nuclear Medicine (Elsevier).

BOOKS AND REPORTS

As with journals, books and reports are published by both
medical physics organizations, especially the AAPM and
the IPEM, and independent publishers. Most of the books
and reports in the following lists can be purchased directly

from the publishers or, alternatively, through bookstores
using the ISBN number provided.

MEDICAL AND RADIOLOGICAL PHYSICS

General

A Century of X-Rays and Radioactivity in Medicine:
With Emphasis on Photographic Records of the Early
Years, Richard F. Mould, ISBN 0-7503-0224-0, 1993,
236 pp, IOPP, Bristol (UK).

Essentials of Radiology Physics, Charles A. Kelsey,
ISBN: 0875273548, 1985, 467 pp, W.H. Green.

Introduction to Radiological Physics and Radiation
Dosimetry, Frank Herbert Attix, ISBN: 0-471-
01146-0, 1986, 640 pp, Advanced Medical Publishing,
Madison (WI).

Meandering in Medical Physics: A Personal Account
of Hospital Physics, J.E. Roberts, N.G. Trott,
ISBN: 0750304944, 1999, 181 pp, IOPP, Bristol
(UK).

Medical Physics and Biomedical Engineering, Brown
BH, Smallwood RH, Barber DC, Lawford PV; Hose
DR, ISBN: 0750303670, 1998, 768 pp, IOPP, Bristol
(UK).

Medical Physics Handbook of Units and Measures,
Freim J, Jr, ISBN: 0944838308, 1992, 47 pp, Medical
Physics Publishing, Madison (WI).

Medical Radiation Physics: Roentgenology, Nuclear Medi-
cine & Ultrasound, Hendee WR, ISBN: 0815142404,
1979, 517 pp, Year Book Medical Publishers.

Physics in Medicine and Biology Encyclopedia (2
Volume Set), T.F. McAinsh, (editor), ISBN:
0080264972, 1986, Pergamon, Elmsfood (NY).

Physics and Engineering in Medicine in the New Mil-
lennium, Sharp PF, Perkins AC editors., ISBN:
0904181952, 2000, 156 pp, IPEM, York, (UK).

Physics of Radiology, 4th ed., Johns H E, John Robert
Cunningham, ISBN: 0398046697, 1983, 796 pp,
Charles C. Thomas.

Physics of Radiology, second edition, Wolbarst A B,
ISBN: 1-930524-22-6. Published: 2005, 660 pp, Med-
ical Physics Publishing, Madison (WI).

Physics of the Body, Cameron JR, Skofronick JG, Grant
RM, ISBN: 094483891X, 1999, 394 pp, Medical Phy-
sics Publishing, Madison (WI).

Principles and Practice of Clinical Physics & Dosimetry,
Michael L.F. Lim, ISBN: 1-883526-11-6, 2005, 500
pp, Advanced Medical Publishing, Madison (WI).

Principles of Radiological Physics, 4th ed., Graham D,
Cloke P, ISBN: 0443070733, 2003, 576 pp, Churchill
Livingstone.

Radiation Biophysics, Alpen EL, ISBN: 0120530856,
1998, 484 pp, Academic Press.

Radiation Physics Handbook for Medical Physicists,
Ervin B. Podgorsak, ISBN: 3540250417, 2005, 360
pp, Springer, New York.
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Review of Radiological Physics, Walter Huda, Richard
M. Slone, ISBN: 0781736757, 2002, 350 pp, Lippin-
cott Williams & Wilkins, Philadelphia.

Topical

How the Body Works, Lenihan J, ISBN: 0944838-48-0,
1995, 200 pp, Medical Physics Publishing, Madison
(WI).

Physics of the Body 2nd ed., Cameron J, et al., ISBN: 0-
944838-91-X, 1999, 394 pp, Medical Physics Publish-
ing, Madison (WI).

Medical Applications of Nuclear Physics, Bethge K,
Kraft G, Kreisler P, Walter G, ISBN: 3540208054,
2004, 208 pp, Springer.

Progress in Medical Radiation Physics, Orton CG,
ISBN: 0306417898, 1985, 248 pp, Plenum, New York.

RADIATION ONCOLOGY PHYSICS

General

AAPM Monograph No. 15, Radiation Oncology Physics,
Kereiakes J, Elson H, Born C, editors, ISBN:
0-883185-33-4, 1986, 812 pp, Medical Physics Pub-
lishing, Madison (WI).

AAPM Monograph No. 26, General Practice of Radia-
tion Oncology Physics in the 21st Century, Almon
Shiu & David Mellenberg, ISBN: 0-944838-98-7,
2000, 368 pp, Medical Physics Publishing, Madison
(WI).

Applied Physics for Radiation Oncology, Robert Stanton
& Donna Stinson ISBN: 0-944838-60-X, 1996, 375 pp,
Medical Physics Publishing, Madison (WI).

Biomedical Particle Accelerators, Scharf WH, Siebers
JV, ISBN: 1563960893, 1994, 480 pp, Springer.

Blackburn’s Introduction to Clinical Radiation Therapy
Physics, Benjamin Blackburn ISBN: 0-944838-06-5,
1989, 218 pp, Medical Physics Publishing, Madison
(WI).

Clinical Radiotherapy Physics, 2nd ed., Jayaraman S,
Lanzl LH, Lanzl EF, ISBN: 3540402845, 2004, 523
pp, Springer.

Handbook of Radiotherapy Physics: Theory and
Practice, Mayles P, Nahum A, Rosenwald J-C,
ISBN: 0750308605, 2005, 700 pp, IOPP, Bristol
(UK).

Modern Technology of Radiation Oncology, Van Dyk J,
ISBN: 0-944838-38-3, 1999, 1072 pp, Medical Physics
Publishing, Madison (WI).

Practical Radiotherapy: Physics and Equipment,
Cherry P, Duxbury A, ISBN: 1900151065, 1998,
224 pp, Cambridge University Press, New York.

Radiation Therapy Physics, Hendee WR, Ibbott GS,
Hendee EG, ISBN: 0471394939, 2004, 450 pp, Wiley,
New York.

Radiotherapy Physics and Equipment, Morris S,
Williams A, ISBN: 0443062110, 2001, 176 pp,
Churchill Livingstone.

Radiotherapy Physics: In Practice, Williams JR,
Thwaites DI, editors, ISBN: 0-19-262878-X, 2000,
362 pp, Oxford University Press, New York.

Review of Radiation Oncology Physics, Prasad SC,
ISBN: 1-930524-08-0, 2002, 95 pp, Medical Physics
Publishing, Madison (WI).

Study Guide for Radiation Oncology Physics Board
Exams, Berman B, ISBN: 0-944838-94-4, 2000, 112
pp, Medical Physics Publishing, Madison (WI).

The Physics of Radiation Therapy, Hardbound 3rd ed.,
Khan F, ISBN: 0-7817-3065-1, 2003, 511 pp, Wiley,
New York.

Walter & Miller’s Textbook of Radiotherapy Radiation
Physics, Therapy and Oncology, 6th ed., Bomford CK
et al., ISBN: 0443062013, 2003, 660 pp, Elsevier.

Topical

3-D Conformal and Intensity Modulated Radiation
Therapy: Physics and Clinical Applications, Purdy
JA, Grant W III, Palta JR, Butler EB, Perez CA,
editors, ISBN: 1-883526-10-8, 2001, 650 pp,
Advanced Medical Publishing, Madison (WI).

A Practical Guide to 3-D Planning and Conformal
Radiation Therapy, Purdy JA, Starkschall G, ISBN:
1-883526-07, 1999, 400 pp, Advanced Medical Pub-
lishing, Madison (WI).

A Practical Guide to Intensity-Modulated Radiation
Therapy, Memorial Sloan-Kettering Cancer Center,
ISBN: 1-930524-13-7, 2003, 450 pp. Medical Physics
Publishing, Madison (WI).

AAPM Manual No. 2: Workbook on Dosimetry and
Treatment Planning for Radiation Oncology Resi-
dents, Wu RK, Gerbi BJ, Doppke KP, editors, ISBN:
0-88318-916-X, 1991, 32 pp, Medical Physics Publish-
ing, Madison (WI).

AAPM Monograph No. 2, Practical Aspects of Electron
Beam Treatment Planning, Orton CG, Bagne F,
editors, ISBN: 0-88318-247-5, 1978, 109 pp, Medical
Physics Publishing, Madison (WI).

AAPM Monograph No. 7, Recent Advances in
Brachytherapy Physics, Shearer DR, editors, ISBN:
0-88318-285-8, 1981, 202 pp, Medical Physics Pub-
lishing, Madison (WI).

AAPM Monograph No. 8, Physical Aspects of
Hyperthermia, Nussbaum GH, editors, ISBN: 0-
88318-414-1, 1982, 656 pp, Medical Physics Publish-
ing, Madison (WI).

AAPM Monograph No. 9, Advances in Radiation Ther-
apy Treatment Planning, Wright AE, Boyer A, edi-
tors, ISBN: 0-883184-23-0, 1982, 626 pp, Medical
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son MA, Hattaway MP, Hall JD, ISBN: 0721634281,
1994, 522 pp, Saunders, Philadelphia.

Principles of Medical Imaging, Kirk Shung K, Smith
MB, Tsui BMW, ISBN: 0126409706, 1992, 289 pp,
Academic Press.

The Essential Physics of Medical Imaging, Hardbound,
2nd ed., Bushberg JT, Seibert JA, Leidholdt EM Jr,
Boone JM, ISBN: 0-683-30118-7, 2001, 965 pp,
Lippincott.

The Physics of Diagnostic Imaging, 2nd ed., Dowsett DJ,
Kenny PA, Johnston RE, ISBN: 0412460602, 2005,
Hodder Headline (Arnold).

The Physics of Medical Imaging, Webb S, ISBN:
0852743491, 1988, 633 pp, IOPP, Bristol (UK).

Topical

AAPM Monograph No. 11, Electronic Imaging in Med-
icine, Fullerton GD, Hendee W, Lasher J, Properzio
W, Riederer S, editors, ISBN: 0-88318-454-0, 1983,
484 pp, Medical Physics Publishing, Madison (WI).

AAPM Monograph No. 12, Recent Developments in
Digital Imaging (1984 Summer School), Doi K, Lanzl
L, Lin P-J P, editors, ISBN: 0-88318-463-X, 1984,
576 pp, Medical Physics Publishing, Madison (WI).

AAPM Monograph No. 25, Practical Digital Imaging
and PACS (1999 AAPM Summer School), Seibert A
et al., ISBN: 0-944838-92-8, 1999, 577 pp, Medical
Physics Publishing, Madison (WI).

Electrical Impedance Tomography: Methods, History
and Applications, Holder DS, ISBN: 0750309520,
2005, 456 pp, IOPP, Bristol (UK).

Mathematics of Medical Imaging, Epstein CL, ISBN:
0130675482, 2003, 768 pp, Prentice Hall, New York.

Medical Imaging Signals and Systems, Prince JL, Links
J, ISBN: 0130653535, 2005, 550 pp, Prentice Hall,
New York.
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Wavelet Analysis with Applications to Image Proces-
sing, Lakshman Prasad and S. Sitharama Iyengar,
ISBN: 0849331692, 1997, 304 pp, CRC Press, Boca
Raton (FL).

COMPUTERIZED TOMOGRAPHY

General

AAPM Monograph No. 6, Medical Physics of CT and
Ultrasound: Tissue Imaging and Characterization
(1980 Summer School), Fullerton GD, Zagzebski J,
editors, ISBN: 1-888340-08-8, 1980, 717 pp, Medical
Physics Publishing, Madison (WI).

Computed Tomography: Fundamentals, System Tech-
nology, Image Quality, Applications, Kalender WA,
ISBN: 3-8957-8081-2, 2000, 220 pp, Advanced Med-
ical Publishing, Madison (WI).

CT Physics: The Basics, Villafana T, ISBN: 0683307118,
2002, 250 pp, Lippincott.

Topical

AAPM Report No. 1, Phantoms for Performance Eva-
luation and Quality Assurance of CT Scanners,
AAPM, ISBN: 1-888340-04-5, 1977, 23 pp, Medical
Physics Publishing, Madison (WI).

AAPM Report No. 39, Specification and Acceptance
Testing of Computed Tomography Scanners, Diag-
nostic X-Ray Imaging Committee Task Group 2;
ISBN: 1-56396-230-6, 1993, 95 pp, Medical Physics
Publishing, Madison (WI).

IPEM Report No. 32, Measurement of the Performance
Characteristics of Diagnostic X-Ray Systems Used in
Medicine. Part III: Computed Tomography X-Ray
Scanners, ISBN: 0904181766, 2003, 94 pp, IPEM,
York (UK).

NUCLEAR MEDICINE

General

AAPM Monograph No. 10, Physics of Nuclear Medicine:
Recent Advances (1983 Summer School), Rao D,
Chandra R, Graham M, editors, ISBN: 0-88318-
440-0, 1983, 560 pp, Medical Physics Publishing,
Madison (WI).

Diagnostic Nuclear Medicine: A Physics Perspective,
Hamilton DI, ISBN: 3540006907, 2004, 465 pp,
Springer, New York.

Essentials of Nuclear Medicine Physics, Powsner RA,
Powsner ER, ISBN: 0632043148, 1998, 199 pp,
Blackwell, Cambridge (MA).

Handbook of Nuclear Medicine, Madsen M, Ponto J,
ISBN: 0-944838-14-6, 1992, 114 pp, Medical Physics
Publishing, Madison (WI).

Introductory Physics of Nuclear Medicine, Ramesh
Chandra, ISBN: 0812114426, 1992, 221 pp, Lea &
Febiger, Philadelphia (PA).

Nuclear Medicine and PET: Technology and Techni-
ques, Christian PE, Bernier D, Langan JK, ISBN:
0323019641, 2003, 640 pp, Mosby.

Nuclear Medicine Physics: The Basics, Ramesh Chandra,
ISBN: 068330092X, 1998, 182 pp, Lippincott, New
York.

Physics in Nuclear Medicine, Cherry SR, Sorenson J,
Phelps M, ISBN: 072168341X, 2003, 523 pp, Saun-
ders, Philadelphia.

Practical Nuclear Medicine, 3rd ed., Sharp PF, Gemmell
HG, Murray AD, ISBN: 185233875X, 2005, 352 pp,
Springer, New York.

Principles and Practice of Nuclear Medicine, Early PJ,
Bruce D,. Sodee MD, ISBN: 0801625777, 1995,
877 pp, Mosby.

Topical

AAPM Manual No. 1: Nuclear Medicine Instrumenta-
tion Laboratory Exercises for Radiology Residency
Training, Van Tuinen R J, Grossman LW, Kereiakes
JG, editors, ISBN: 0-88318-0001, 1994, 81 pp, Med-
ical Physics Publishing, Madison (WI).

AAPM Monograph No. 1, Biophysical Aspects of Medical
Use of Technetium-99m, Kereiakes JG, Corey KR,
editors, ISBN: 1-888340-05-3, 1976, 126 pp, Medical
Physics Publishing, Madison (WI).

AAPM Monograph No. 18, Expanding the Role of Med-
ical Physics in Nuclear Medicine (1989 Summer
School), Frey GD, Yester MV, editors, ISBN:
0-883189-15-1, 1989, 368 pp, Medical Physics Pub-
lishing, Madison (WI).

AAPM Report No. 6, Scintillation Camera Acceptance
Testing & Performance Evaluation, Nuclear Medi-
cine Committee; ISBN: 0-88318-275-0, 1980, 23 pp,
Medical Physics Publishing, Madison (WI).

AAPM Report No. 9, Computer-Aided Scintillation
Camera Acceptance Testing, Nuclear Medicine
Committee Task Group; ISBN: 0-88318-407-9,
1981, 40 pp, Medical Physics Publishing, Madison
(WI).

AAPM Report No. 22, Rotating Scintillation Camera
SPECT Acceptance Testing and Quality Control,
Nuclear Medicine Committee Task Group; ISBN:
0-88318-549-0, 1987, 26 pp, Medical Physics Publish-
ing, Madison (WI).

AAPM Report No. 52, Quantitation of SPECT Perfor-
mance (Reprinted from Medical Physics, Vol. 2, Issue
4), Nuclear Medicine Committee Task Group 4;
ISBN: 1-56396-485-6, 1995, 10 pp, Medical Physics
Publishing, Madison (WI).

IPEM Report No. 65, Quality Standards in Nuclear
Medicine, Edited by Hart GC and Smith AH, ISBN:
0904181642, 1992, 123 pp, IPEM, York (UK).

IPEM Report No. 66, Quality Control of Gamma Cam-
eras & Associated Computer Systems, Hannan J,
editor, ISBN: 0904181650, 1992, 62 pp, IPEM, York
(UK).
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IPEM Report No. 85, Radioactive Sample Counting –
Principles and Practice, Driver I, editor, ISBN:
0904181995, 2002, 63 pp, IPEM, York (UK).

IPEM Report No. 86, Quality Control of Gamma Camera
Systems, Bolster A, ISBN: 1903613132, 2003, 130 pp,
IPEM, York (UK).

IPEM Report No. 87, Basics of Gamma Camera Positron
Emission Tomography Hillel P, editor, ISBN:
1903613183, 2004, 73 pp, IPEM, York (UK).

Positron Emission Tomography: Basic Sciences,
Bailey DL, Townsend DW, Valk PE, Maisey MN,
ISBN: 1852337982, 2005, 382 pp, Springer, New
York.

Principles and Practice of Positron Emission Tomogra-
phy, Wahl RL, ISBN: 0781729041, 2002, 442 pp,
Lippincott, New York.

Therapeutic Applications of Monte Carlo Calculations
in Nuclear Medicine, Habib Zaidi, ISBN:
0750308168, 2003, 363 pp, IOPP, Bristol (UK).

MAGNETIC RESONANCE IMAGING AND SPECTROSCOPY

General

AAPM Monograph No. 14, NMR in Medicine: The
Instrumentation and Clinical Applications (1985
Summer School), Thomas SR, Dixon RL, editors,
ISBN: 0-88318-497-4, 1985 595 pp, Medical Physics
Publishing, Madison (WI).

AAPM Monograph No. 21, The Physics of MRI, Michael
Bronskill, Sprawls P, editor, ISBN: 1-563962-05-5,
1992, 784 pp, Medical Physics Publishing, Madison
(WI).

Magnetic Resonance Imaging: Physical Principles and
Sequence Design, Haacke EM et al., ISBN:
0471351288, 1999, 914 pp, John Wiley & Sons,
Inc., New York.

Magnetic Resonance Imaging: Principles, Methods, and
Techniques, Sprawls P, ISBN: 0-944838-97-9, 2000,
200 pp, Medical Physics Publishing, Madison (WI).

Magnetic Resonance Imaging: Theory and Practice,
Vlaardingerbroek MT, Den Boer JA, ISBN:
3540600809, 1996, 347 pp, Springer, New York.

Magnetic Resonance in Medicine, 4th ed., Peter Rinck,
ISBN: 0632059869, 2001, 245 pp, Blackwell.

Non-Mathematical Approach to Basic MRI, Smith H,
Ranallo F, ISBN: 0-944838-02-2, Published: 1989,
203 pp, Medical Physics Publishing, Madison (WI).

Topical

AAPM Report No. 20, Site Planning for Magnetic Reso-
nance Imaging Systems, Nuclear Magnetic Reso-
nance Committee Task Group 2; ISBN: 0-88318-
530-X, 1986, 60 pp, Medical Physics Publishing,
Madison (WI).

AAPM Report No. 28, Quality Assurance Methods and
Phantoms for Magnetic Resonance Imaging (Rep-
rinted from Medical Physics, Vol. 17, Issue 2),

Nuclear Magnetic Resonance Committee Task Group
1, ISBN: 0-88318-800-7, 1990, 9 pp, Medical Physics
Publishing, Madison (WI).

AAPM Report No. 34, Acceptance Testing of Magnetic
Resonance Imaging Systems (Reprinted from Medi-
cal Physics, Vol. 19, Issue 1), Nuclear Magnetic
Resonance Committee Task Group 6; ISBN:
1-56396-028-1, 1992, 13 pp, Medical Physics Publish-
ing, Madison (WI).

AAPM Report No. 77, Practical Aspects of Functional
MRI, Nuclear Medicine Committee Task Group 8,
ISBN: 1-888340-37-1, 2002, 22 pp, Medical Physics
Publishing, Madison (WI).

AAPM Report No. 78, Proton Magnetic Resonance Spec-
troscopy in the Brain, Magnetic Resonance Task
Group 9, ISBN: 1-888340-38-X, 2002, 21 pp, Medical
Physics Publishing, Madison (WI).

Handbook of MRI Pulse Sequences, Matt Bernstein,
Kevin King, Xiaohong Joe Zhou, ISBN:
0120928612, 2004, 1040 pp, Academic Press.

Introduction to Functional Magnetic Resonance Ima-
ging: Principles and Techniques, Buxton RB, ISBN:
0521581133, 2001, 536 pp, Cambridge University
Press, New York.

IPEM Report No. 80, Quality Control in Magnetic Reso-
nance Imaging, RA Lerski, J De Wilde, D Boyce and J
Ridgeway, ISBN: 0904181901, 1999, 50 pp, IPEM,
York (UK).

Principles of Magnetic Resonance Imaging: A Signal
Processing Perspective, Liang Z-P, Lauterbur PC,
ISBN: 0780347234, 1999, 416 pp, Wiley, New York.

ULTRASOUND PHYSICS

General

AAPM Monograph No. 6, Medical Physics of CT and
Ultrasound: Tissue Imaging and Characterization
(1980 Summer School), Fullerton GD, Zagzebski J,
editors, ISBN: 1-888340-08-8, 1980, 717 pp, Medical
Physics Publishing, Madison (WI).

Advances in Ultrasound Techniques and Instrumenta-
tion, Wells PNT, ISBN: 0443088535, 1993, 192 pp,
Saunders, Philadelphia.

Clinical Ultrasound Physics: A Workbook for Physicists,
Residents, and Students, Kofler JMJr, et al., ISBN:
1-930524-06-4a, 2001, 85 pp, Medical Physics Pub-
lishing, Madison (WI).

Diagnostic Ultrasound: Physics and Equipment,
Hoskins P, Thrush A, Martin K, Whittingam T,
Hoskins PR, Thrush A, Whittingham T, ISBN:
1841100420, 2002, 208 pp, Cambridge University
Press, New York.

Essentials of Ultrasound Physics, Zagzebski J A, ISBN:
0815198523, 1996, 220 pp, Mosby.

Physical Principles of Medical Ultrasonics, Hill CR,
Bamber JC, ter Haar GR, ISBN: 0471970026,
2002, 528 pp, Wiley, New York.
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Physics and Instrumentation of Diagnostic Medical
Ultrasound, Fish P, ISBN: 0471958956, 2005, 250
pp, Wiley, New York.

Principles and Applications of Ultrasound, Langton
CM, ISBN: 0750308052, 2005, 252 pp, IOPP, Bristol
(UK).

The Physics of Clinical MR Taught Through Images,
Runge VM, Nitz WR, Schmeets SH, Faulkner WH,
Desai NK, ISBN: 1588903222, 2004, 221 pp, Thieme
Med. Pub.

Ultrasound in Medicine, Duck FA, Baker AC, Starritt
HC, editors, ISBN: 0750305932, 1998, 314 pp, IOPP,
Bristol (UK).

Ultrasound Physics Mock Exam, Owen CA, Zagzebski
JA, ISBN: 0941022633, 2004, Davies, Inc.

Topical

AAPM Report No. 8, Pulse Echo Ultrasound Imaging
Systems: Performance Tests and Criteria, General
Medical Physics Committee Ultrasound Task Group;
ISBN: 0-88318-283-1, 1980, 73 pp, Medical Physics
Publishing, Madison (WI).

AAPM Report No. 65, Real-Time B-Mode Ultra-
sound Quality Control Test Procedures (Reprinted
from Medical Physics, Vol. 25, Issue 8),
Ultrasound Task Group 1; ISBN: 1-888340-22-3,
1998, 22 pp, Medical Physics Publishing, Madison
(WI).

Basic Doppler Physics, Smith H, Zagzebski J, ISBN:
0-944838-15-4, 1991, 136 pp, Medical Physics Pub-
lishing, Madison (WI).

Doppler Ultrasound: Physics, Instrumental, and Clin-
ical Applications, 2nd ed., Evans DH, McDicken
WN, ISBN: 0471970018, 2000, 456 pp, Wiley, New
York.

IPEM Report No. 70, Testing of Doppler Ultrasound
Equipment, Hoskins PR, Sherriff SB, Evans JA,
ISBN: 0904181715, 1994, 136 pp, IPEM, York
(UK).

IPEM Report No. 71, Routine Quality Assurance of
Ultrasound Imaging Systems ISBN: 0904181820,
1995, 66 pp, IPEM, York (U.K.).

IPEM Report No. 84, Guidelines for the Testing and
Calibration of Physiotherapy Ultrasound Machines,
Pye S, Zequiri B, ISBN: 0904181987, 2001, 67 pp,
IPEM, York (UK).

Safety of Diagnostic Ultrasound, Barnett SB, Kossoff G,
editors, ISBN: 1850706468, 1997, 147 pp, Taylor &
Francis.

The Safe Use of Ultrasound in Medical Diagnosis, ter
Haar G, Duck FA, ISBN 0-905749-42-1, 2000, 120 pp,
British Medical Ultrasound Society and British Insti-
tute of Radiology, London (UK).

Three-Dimensional Ultrasound, Downey B, Pre-
torius DH, Fenster A, ISBN: 0-7817-1997-6, 1999,
272 pp, Lippincott Williams & Wilkins, Philadel-
phia.

LIGHT AND LASERS

General

AAPM Report No. 3, Optical Radiations in Medicine: A
Survey of Uses, Measurement and Sources, AAPM,
ISBN: 1-888340-06-1, 1977, 28 pp, Medical Physics
Publishing, Madison (WI).

An Introduction to Biomedical Optics, Splinter R, ISBN:
0750309385, 2005, 350 pp, IOPP, Bristol (UK).

Applied Laser Medicine, Breuer H, Krasner N, Okunata
T, Sliney D, Berlien H-P, Müller GJ, ISBN:
354067005X, 2004, 740 pp, Springer, New York.

Laser-Tissue Interactions: Fundamentals and Applica-
tions, Niemz MH, ISBN: 3540405534, 2003, 305 pp,
Springer, New York.

Light, Visible and Invisible, and Its Medical Applica-
tions, Newing A, ISBN: 1860941648, 1999, 212 pp,
World Scientific, River Edge (NJ).

Topical

AAPM Report No. 57, Recommended Nomenclature for
Physical Quantities in Medical Applications of Light,
General Medical Physics Committee Task Group 2;
ISBN: 1-888340-02-9, 1996, 6 pp, Medical Physics
Publishing, Madison (WI).

AAPM Report No. 73, Medical Lasers: Quality Control,
Safety, Standards, and Regulations, Task Group 6,
ISBN: 1-888340-31-2, 2001, 68 pp, Medical Physics
Publishing, Madison (WI).

IPEM Report No. 76, Ultraviolet and Blue-Light Photo-
therapy-Principles, Sources, Dosimetry and Safety,
Diffey B, Hart G, ISBN: 0904181863, Published:
1997, 56 pp, IPEM, York (U.K.).

Laser Safety, Henderson R, ISBN: 0750308591, 2003,
480 pp, IOPP, Bristol (U.K.).

Laser Systems for Photobiology and Photomedicine,
Chester AN, Martellucci S, Scheggi AM, ISBN:
0306438860, 1991, 311 pp, Plenum, New York.

Ultraviolet Radiation in Medicine, Diffey BL, ISBN:
0852745354, 1982, 172 pp, IOPP, Bristol (U.K.).

RADIATION PROTECTION

General

Atoms, Radiation, and Radiation Protection, 2nd ed.,
Turner JE, ISBN: 0-471-59581-0, 1995, 576 pp,
Wiley, New York.

Basic Health Physics: Problems and Solutions,
Bevelacqua J, ISBN: 0471297119, 1999, 559 pp,
Wiley, New York.

Basic Radiation Protection Technology (2nd edition),
Gollnick DA, ISBN: 0916339033, 1988, Pacific Radia-
tion Corp.

Contemporary Health Physics: Problems and Solutions,
Bevelacqua J, ISBN: 0471018015, 1995, 456 pp,
Wiley, New York.
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CRC Handbook of Management of Radiation Protection
Programs, 2nd ed., Miller KL, ISBN: 0849337704,
1992, 496 pp, CRC Press, Boca Raton (FL).

Exposure Criteria for Medical Diagnostic Ultrasound:
2. Criteria Based on All Known Mechanisms
(NCRP Report, No. 140), ISBN: 0929600738, 2003,
NCRP.

Handbook of Health Physics and Radiological Health,
Shleien B, Slaback LA Jr, Birky B, ISBN:
0683183346, 1997, 700 pp, Lippincott.

Introduction to Health Physics, 3rd ed., Cember H,
ISBN: 00-71054618, 1996, 731 pp, McGraw-Hill,
New York.

Medical Effects of Ionizing Radiation, 2nd ed., Mettler
FA Jr, Upton AC, ISBN: 0721666469, 1995, 440 pp,
Elsevier.

Physics for Radiation Protection, Martin JE, ISBN:
0-471-35373-6, 2000, 713 pp, Wiley, New York.

Practical Radiation Protection and Applied Radio-
biology, 2nd ed., Dowd SB, Tilson ER, editors,
ISBN: 0721675239, 1999, 368 pp, Saunders, New
York.

Practical Radiation Protection in Healthcare, Martin
CJ, Sutton DG, editors, ISBN: 0192630822, 2002,
440 pp, Oxford University Press, New York.

Radiation Protection, Seeram E, Travis E, ISBN: 0-397-
55032-4, 1996, 320 pp, Lippincott.

Radiation Protection, Kathren RL, ISBN: 0852745540,
1985, 212 pp, IOPP, Bristol (UK).

Radiation Protection, Hallenbeck WH, ISBN:
0873719964, 1994, 288 pp, CRC Press, Boca Raton
(FL).

Radiation Protection: A Guide for Scientists and Phy-
sicians, Shapiro J, ISBN: 0674745868, 1990, 494 pp,
Harvard University Press, Cambridge (MA).

Radiofrequency Radiation Standards: Biological
Effects, Dosimetry, Epidemiology, and Public Health
Policy, Klauenberg BJ, Grandolfo M, Erwin DN,
ISBN: 0306449196, 1995, 476 pp, Kluwer, Norwell
(MA).

Topical

AAPM Proceedings No. 4, Radiotherapy Safety,
Thomadsen B, editor, ISBN: 0-88318-443-5, Pub-
lished: 1984, 169 pp, Medical Physics Publishing.
Madison (WI).

AAPM Report No. 19, Neutron Measurements Around
High Energy X-Ray Radiotherapy Machines, Radia-
tion Therapy Committee Task Group 27, ISBN:
0-88318-518-0, 1986, 34 pp, Medical Physics Publish-
ing. Madison (WI).

AAPM Report No. 25, Protocols for the Radiation Safety
Surveys of Diagnostic Radiological Equipment, Diag-
nostic X-Ray Imaging Committee Task Group 1;
ISBN: 0-88318-574-1, 1988, 55 pp, Medical Physics
Publishing. Madison (WI).

AAPM Report No. 35, Recommendations on Perfor-
mance Characteristics of Diagnostic Exposure

Meters (Reprinted from Medical Physics, Vol. 19,
Issue 1), Diagnostic X-Ray Imaging Committee Task
Group 6; ISBN: 1-56396-029-X, 1992, 11 pp, Medical
Physics Publishing. Madison (WI).

Exposure of the Pregnant Patient to Diagnostic Radia-
tions, Wagner L, et al., ISBN: 0-944838-72-3, 1997,
259 pp, Medical Physics Publishing, Madison
(WI).

How Clean is Clean, How Safe is Safe? Eisenbud M,
ISBN: 0-944838-33-2, 1993, 63 pp, Medical Physics
Publishing. Madison (WI).

IPEM Report No. 50, Chernobyl: Response of Medical
Physics Departments in the UK, Haywood JK,
editor, ISBN: 0904181456, 1986, 99 pp, IPEM, York
(UK).

IPEM Report No. 63, Radiation Protection in Nuclear
Medicine & Pathology Goldstone KE, Jackson PC,
Myers MJ, Simpson A E, editors, ISBN: 0904181626,
1991, 190 pp, IPEM, York (UK).

IPEM Report No. 69, Recommendations for the Pre-
sentation of Type Test Data for Radiation Protec-
tion Instruments in Hospitals, The Radiation
Protection Instrument Calibration Working Party
of the IPEM, ISBN: 0904181707, 1994, 12 pp, IPEM,
York (UK).

IPEM Report No. 72, Safety in Diagnostic Radiology,
ISBN: 904181812, 1995, 119 pp, IPEM, York (UK).

IPEM Report No. 75, The Design of Radiotherapy Treat-
ment Room Facilities, Stedeford B, Morgan HM,
Mayles WPM, ISBN: 1903613855, 1997, 161 pp,
IPEM, York (UK).

IPEM Report No. 82, Cost-Effective Methods of Patient
Dose Reduction in Diagnostic Radiology, ISBN:
0904181944, 2001, 50 pp, IPEM, York (UK).

IPEM Report No. 88, Guidance on the Establishment
and Use of Diagnostic Reference Levels for Medical
X-Ray Examinations, ISBN: 1903613205, 2004, 44
pp, IPEM, York (UK).

Management and Administration of Radiation Safety
Programs (HPS 1998 Summer School), Charles
Roessler, ISBN: 0-944838-01-4, 1998, 603 pp, Medi-
cal Physics Publishing, Madison (WI).

Public Protection from Nuclear, Chemical, and Biologi-
cal Terrorism, Brodsky A, Johnson RH, Goans RE,
editors, ISBN: 1-930524-23-4, Published: July 2004,
872 pp, Medical Physics Publishing, Madison (WI).

Radiation Injuries, Gooden D, ISBN: 33333, 1991, 239
pp, Medical Physics Publishing, Madison (WI).

Radiation Protection Dosimetry: A Radical Reappraisal,
Simmons J, Watt D, ISBN: 0-944838-87-1, 1999, 160
pp, Medical Physics Publishing, Madison (WI).

Radiation Protection in Medical Radiography,
Statkiewicz Sherer MA, Visconti PJ, Ritenour RE,
ISBN: 0323014526, 2002, 336 pp, Mosby.

Radiation Safety and ALARA Considerations for the
21st Century, HPS Midyear Symposium, 2001,
ISBN: 1-930524-02-1, 2001, 280 pp, Medical Physics
Publishing. Madison (WI).
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Shielding Techniques for Radiation Oncology Facilities,
2nd ed., McGinley PH, ISBN: 1-930524-07-2, 2002,
184 pp, Medical Physics Publishing. Madison (WI).

Subject Dose in Radiological Imaging, Ng K-H, Bradley
DA, Warren-Forward HM, ISBN: 0-444-82989-x,
1998, Elsevier.

The Invisible Passenger, Radiation Risks for People
Who Fly, Barish RJ, ISBN: 188352606X, 1999, 119
pp, Advanced Medical Publishing, Madison (WI).

University Health Physics, Belanger R, Papin PJ, edi-
tors, ISBN: 1-930524-15-3, 2003, 408 pp, Medical
Physics Publishing. Madison (WI).

RADIATION MEASUREMENTS

General

Applications of New Technology: External Dosimetry,
Higginbotham JF, ISBN: 0-944838-68-5, 1996, 464
pp, Medical Physics Publishing, Madison (WI).

Fundamentals of Radiation Dosimetry, Green S, ISBN:
075030913x, 2005, 275 pp, IOPP, Bristol (UK).

Medical Radiation Detectors: Fundamental and Applied
Aspects, Kember NF, ISBN: 0750303190, 1994, 236
pp, IOPP, Bristol (UK).

Radiation Detection and Measurement, 3rd ed., Knoll
GF, ISBN: 0-471-07338-5, 1999, 816 pp, Wiley, New
York.

Radiation Dosimetry: Physical and Biological Aspects,
Orton CG, ISBN: 0306420562, 1986, 344 pp, Plenum,
New York.

Radiation Instruments, Cember H, ISBN: 1-930524-
03-X, 2001, 472 pp, Medical Physics Publishing,
Madison (WI).

Topical

A Procedural Guide to Film Dosimetry, Yeo IJ, Kim JO,
ISBN: 1-930524-19-6, 2004, 65pp, Medical Physics
Publishing, Madison (WI).

AAPM Proceedings No. 11, Kilovoltage X-Ray Dosime-
try for Radiotherapy and Radiobiology, Ma C-M,
Seuntjens J, editors, ISBN: 1-888340-16-9, 1998,
220 pp, Medical Physics Publishing, Madison
(WI).

AAPM Proceedings No. 13, Recent Developments in
Accurate Radiation Dosimetry, Seuntjens JP, Mobit
PN, editors, ISBN: 1-930524-12-9, 2002, 353 pp,
Medical Physics Publishing, Madison (WI).

AAPM Report No. 12, Evaluation of Radiation Exposure
Levels in Cine Cardiac Catheterization Laboratories,
Diagnostic Radiology Committee Cine Task Force;
ISBN: 0-88318-439-7, 1984, 28 pp, Medical Physics
Publishing, Madison (WI).

AAPM Report No. 63, Radiochromic Film Dosimetry
(Reprinted from Medical Physics, Vol. 25, Issue
11), Radiation Therapy Committee Task Group 55;
ISBN: 1-888340-20-7, 1998, 23 pp, Medical Physics
Publishing, Madison (WI).

Instrumentation, Measurements and Electronic Dosi-
metry, (HPS Midyear 2000) ISBN: 0-944838-93-6,
2000, 271 pp, Medical Physics Publishing, Madison
(WI).

Internal Radiation Dosimetry (1994 HPS Summer
School), Raabe O, ISBN: 0-944838-47-2, 1994,
667 pp, Medical Physics Publishing, Madison
(WI).

Microdosimetry and Its Applications, Rossi HH, Zaider
M, ISBN: 3540585419, 1996, 321 pp, Springer, New
York.

Practical Applications of Internal Dosimetry, Bolch WE,
editor, ISBN: 1-930524-09-9, 2002, 480 pp, Medical
Physics Publishing, Madison (WI).

RADIATION BIOLOGY

General

An Introduction to Radiobiology, Nias AHW, ISBN:
0471975907, 1998, 400 pp, Wiley, New York.

Basic Clinical Radiobiology, Steel GG, ISBN:
0340807830, 2002, 266 pp, Edward Arnold, London.

Biological Risks of Medical Irradiations, Fullerton G,
ISBN: 0883182793, 1987, 335 pp, American Institute
of Physics, New York.

Effects of Atomic Radiation, Schull WJ, ISBN:
0471125245, 1995, 97 pp, Wiley, New York.

Handbook of Radiobiology, Prasad KN, ISBN:
0849325013, 1995, 352 pp, CRC Press, Boca Raton
(FL).

Primer of Medical Radiobiology, Travis E, ISBN:
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INTRODUCTION

Computers play a vital role in almost every aspect of
modern medical science. If we begin with a primitive
definition of a computer, as a system with a processor unit
capable of performing arithmetic and logical operations
and a memory unit to store programs and data, then almost
every sophisticated piece of modern medical equipment
comes with a computer. Most standard medical procedures
[e.g., magnetic resonance imaging (MRI), computed tomo-

graphy (CT), positron emission tomography (PET), ultra-
sonography] use computers to record and to process data.
Computer-based medical records would seem a natural
choice for documentation of the recorded data. Moreover,
the association of this data with computers presents
numerous advantages including easy and random access
to the data by multiple distributed users, globally search-
able databases, and automated batch processing. However,
the use of computer-based medical records is not as pre-
valent in today’s medical community as one would expect.
In this article, we explain the reasons for this anomaly, and
we present methods to circumvent the problems associated
with computer-based medical records and to allow medical
practitioners to achieve the real potential of computer-
based systems.

PAPER-BASED MEDICAL RECORD SYSTEMS

Medical records chronicle the transactions between health-
care professionals and their patients. They record every
detail of a patient’s visit to a hospital, clinic, or office from
the time of the patient’s arrival to the time the patient is
discharged. Details recorded include the condition of the
patient at the time of examination, procedures and med-
ications administered to the patient, symptoms and obser-
vations, diagnoses and test results, together with the exact
time of each relevant activity.

Traditionally, medical records have consisted of hand-
written documents called charts. This remains the most
prevalent form of recording patient information, especially
in small hospitals and clinics. These charts typically record
every piece of information that is judged potentially rele-
vant to a patient’s case. When a patient visits a hospital or a
primary care physician for the first time, a new chart is
made, and the patient name and contact information are
recorded on it. When the patient is discharged from the
hospital, a discharge note is made on the chart. During
subsequent visits, new charts are added. All patient charts
are maintained in a labeled file bearing the patient’s name
and other information to enable easy identification and
retrieval.

However, paper-based records exhibit shortcomings in
six important areas that are necessary to ensure adequate
long-term care to patients and easy preservation of treat-
ments administered.

1. Accessibility: Accessibility refers to the immediate
availability of patient-related information at all
times to all parties with a need to know. It is impor-
tant to review a patient’s medical history before
commencing any new treatment. If a patient decides
to visit a specialist, emergency room, clinic, or hos-
pital other than the primary care physician, a
request may be made for the patient’s medical history
to be faxed or couriered to the second facility. This
information transfer may take between hours to days
to complete, depending on the distance and arrange-
ments between the two locations, available modes of
communication, availability of authorized personnel
to promptly respond to the request, and so on. During
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emergencies, a delay of just a few minutes in admin-
istering the correct treatment to a patient could have
very serious ramifications. A situation in which
adverse reactions to particular medications known
by a primary care physician simply are not made
available in a timely fashion to emergency room
personnel is all easy to imagine. The delay in dis-
seminating accurate detailed background informa-
tion is perhaps the biggest drawback of paper-based
medical record systems.

2. Legibility: Paper-based records are generally hand-
written documents, and one person’s handwriting is
often not readily understood by another. The fact that
entries may be made by many different people makes
understanding a chart even more difficult. Further-
more, paper-based records are subject to wear and
tear, accidental immersion in water or other liquids
due to leaks, misfortune or negligence, smudging of
ink, and so on. These factors lead to reduced legibility
of the entries on the charts and consequently make
interpreting the charts more subjective.

3. Bulkiness: Paper-based records for a single patient
initially consist of just a few charts, but they can
quickly become a thick file with subsequent visits.
Assuming that a small clinic sees � 10 new patients
daily, that the physicians in the clinic take rotating
holidays and that it is not a leap year,� 3650 new files
will be added over a period of 1 year. The files of many
of the existing patients also become bulkier and sub-
sequently occupy more space. All of this paper forces
the addition of storage space in the clinic for these new
records, even though the space could often be better
utilized for clinical purposes through the addition of
much more profitable and useful treatment or diag-
nostic capabilities.

4. Data Dimensionality: Data dimensionality refers to
the ability to interpret the available information in
multiple, complementary fashions. The data con-
tained in paper-based records simply provide informa-
tion about the medical history of a particular patient.
In order to obtain trends, distributions or statistical
patterns about a particular patient or even groups of
people in a geographical area, the required informa-
tion has to be manually compiled from each record.
This can be extremely laborious and time consuming.
Furthermore, even a simple text search for a particu-
lar word or phrase can take impractically long if the
search must be conducted visually through paper-
based handwritten records.

5. Integrity: A patient will have multiple medical files,
maintained simultaneously at every hospital or clinic
ever visited, yet none of these records contain the
complete medical history of the patient. Usually, the
patient’sprimary care physician is the one who has the
records that will provide the most accurate long-term
information, and during times of emergency the pri-
mary care physician will frequently be the first one
contacted for patient records. However, medical facil-
ities rarely have in place any mechanism to update the
primary care physician. If, for example, during a visit

toa specialist it was foundthata patient wasallergic to
a particular class of medications, the primary care
physician’s records will often not be updated to show
this information. Even if the patient records from
multiple sources were summoned, there will still
remain a very realistic chance of missing one or more
sources, leaving the completeness of paper-based
records questionable. Paper-based systems also risk
inadvertent loss or misfile of complete pages in copy-
ing, transporting, photocopying, faxing, and handling
of records.

6. Replication: Paper-based medical records are prone to
destruction by natural disasters, fires, leaks, and pests
in storage areas. Because paper-based records are
bulky, it is both expensive and tedious to replicate
them and store back-up copies. Hence, if they are
destroyed, patient medical histories can be completely
lost.

Several research papers have been devoted to explain-
ing the shortcomings of paper-based medical records (1,2).
Nevertheless, paper-based records are still the most widely
used method for maintaining patient information. The
process of recording information in charts is a natural
process of making notes, and it requires little specialized
training. Once recorded, the information is relatively per-
manent and cannot be distorted easily. Furthermore, the
chart often bears the signatures of both the patient and the
appropriate medical personnel who treated the patient,
which may be an important legal requirement. Such legal
issues are a significant reason that many organizations
resist wholesale changes to their paper-based record
systems.

COMPUTER-BASED MEDICAL RECORD SYSTEMS

Paper-based records were the only method of storing
patient medical information in use until � 25 years ago.
Since that time, computer technology has experienced
exponential growth, creating endless possibilities for devel-
opments within allied fields. The fields of medicine in
general and medical records in particular have been no
exception. Computer-based records were introduced to
overcome the inherent limitations and problems of
paper-based records and to alter patient medical record
keeping in order to incorporate advancements in computer
technology. The computer-based medical record is com-
monly given several names within differing environments,
including Computer-based Patient Record (CPR), Electro-
nic Health Record (EHR), and Electronic Medical Record
(EMR). Throughout this article, we will use the name
computer-based patient record and the abbreviation CPR
to refer to computer-based medical records. The CPRs are
fundamental to the role of computers in medical records,
and a significant portion of this article deals with them.

A CPR is an electronic patient record that resides in a
computer-based information system. Such systems are
often specifically designed to augment medical practi-
tioners by providing accessibility to complete and accurate
long-term data, alerts, reminders, clinical decision support
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systems, links to medical knowledge databases, and other
aids (3,4). The CPRs are essentially digital equivalents of
paper-based records. Because this patient information is
stored digitally, the enormous information processing and
networking capabilities of computers can be utilized to
drastically increase the efficacy of patient treatment. They
easily overcome the shortcomings of paper-based records
on the six key issues outlined in the previous section, and
they provide several other fascinating features exclusive to
them.

1. Accessibility: With the advent of the Internet and the
World Wide Web, information on virtually any topic
can be quickly and easily obtained. CPR databases
can be stored in networked servers, which can be
searched from any properly networked location. With
properly designed databases and network systems,
the complete medical history of a patient can be
retrieved in a matter of seconds. This helps in ensur-
ing the most prompt and accurate treatment possi-
ble, which is one of the fundamental reasons for
maintaining a medical record.

2. Legibility: The information recorded on CPRs is pre-
sented using digitally reproduced fonts, which are
then independent of the handwriting of the person
entering the data into the system. Anytime patient
information is required, it can be readily visualized
on a viewing device, such as a CRT monitor or PDA,
which does not introduce any wear and tear in the
record itself. If a paper copy of a patient record is
required for a particular activity, a new printout can
be generated every time. Thus there is no subjective
element in understanding the information.

3. Bulkiness: CPRs can be stored on a variety of media,
including Compact Disc (CD), Digital Versatile Disc
(DVD), and Hard Disk Drive (HDD). A single CD,
11.4 cm in diameter and weighing �15 g, can store
700 megabytes (MB) of data. This translates into
>100,000 pages of raw text or two hundred 500-page
books, which would occupy >10 m of shelf space. The
DVDs have >10 times the density of CDs, and HDDs
offer >100 times the information content of a CD.
This means that with proper database design, all of
the medical records of all of 1 year’s new patients at
the aforementioned small clinic can now be stored on
a single CD, and several years of patient data for all
ongoing patient activities can be stored on just one
DVD.

4. Data Dimensionality: Data on CPRs can be exploited
and interpreted in many more ways than can a
simple paper-based record. Entire databases can be
subjected to automated search, and specific informa-
tion from a single record or a collection of records can
be retrieved in a matter of seconds. Trends and
patterns in disease occurrence and treatment admin-
istration and effectiveness can readily be extracted
and processed for limited or wide-ranging popula-
tions. Database Management System (DBMS) soft-
ware can be used to plot the available information on
graphs and pie charts, which greatly simplify the

contents of medical records into a form that can be
interpreted by laymen. All these operations can be
done automatically using state-of-the-art software
and require little, if any, human intervention. Tech-
niques in data mining, for example, allow automated
determination and analysis of data correlations
among very large numbers of variables.

5. Integrity: CPRs are generally stored on local systems
within hospitals, clinics, and physician offices, which
means that medical records of a particular patient
could be distributed across many systems throughout
the world. Using modern networking techniques,
these systems can be easily yet securely networked,
and widely dispersed CPRs can be located and made
available for inclusion in patient diagnosis and treat-
ment. It would also be practical to develop a system
in which all patient records are stored in a central
repository, and any time new records of the
patient are created or updated, they can be added
to this central repository. Using either of these meth-
ods in a well-designed system, the complete medical
history of a patient can be very rapidly retrieved from
any of the authorized locations connected to the
network.

6. Replication: Due to the high densities for computer-
ized storage of data, CPRs occupy very little space
when compared to paper-based systems. It is very
easy and inexpensive to create back-up copies and to
store these copies in geographically diverse locations.
In a well-designed computer-based system with auto-
mated, networked backup, the complete medical his-
tory of every patient can still be retrieved even if a
record storage facility is completely destroyed.

Exclusive Features of CPR

With considerable manual effort, the performance of paper-
based records can be made comparable to that of CPRs
within the six major requirements of a medical record
outlined above. The efficiency advantages of computer-
based medical record systems will nevertheless offer sig-
nificant cost advantages over paper-based systems in
achieving comparable performance levels. Significant
improvements in patient treatment can result when CPRs
are incorporated into expert systems and DBMS frame-
works that engender an entirely new set of features for
medical records.

1. Content-Based Data Retrieval: If a large hospital
system is informed that a popular drug has been
determined to cause serious side effects and that
the manufacturer has consequently issued an
immediate recall, the hospital system may hesitate
to issue a broad public warning, because that action
would lead to unnecessary panic and to patients
flooding the system seeking confirmation on their
prescriptions, even when their medications are com-
pletely unrelated to the recall. If the hospital main-
tained only paper-based records, it would take weeks
to pore through patient charts to obtain the names
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and locations of the patients to whom the drug was
prescribed. Such a situation presents a perfect case
for content-based data retrieval. With properly con-
structed CPRs, the same information can be much
more rapidly retrieved through querying the data-
base to fetch all patient records with the name of the
recalled drug in the ‘Drugs Prescribed’ field. Then,
only the patients who actually have been prescribed
the recalled medication can be individually contacted
with explicit instructions by a qualified staff member.
This data search technique is known as Content-
Based Data Retrieval (CBDR).

2. Automatic Scheduling: With CPR-based systems,
routine periodic check-up or follow-up visits can be
automatically scheduled, and e-mail reminders or
automated telephone recordings can be sent directly
to the patients. This automation will relieve health-
care professionals of a significant administrative
burden.

3. Knowledge-Based Systems: Every physician attempts
to solve a particular condition to the best of his
limited knowledge (5). It is reported that there are
> 5,000,000 medical facts, which are constantly
being appended, updated and questioned by over
30,000 medical journal publications each year (6).
It is humanly impossible to remember all of these
facts and to reproduce them accurately as needed.
However, CPR databases all over the world can be
rapidly and effectively searched in order to find
information about patients who were previously
diagnosed with the same condition, how they were
treated and the end result. While the presiding
doctor still makes the decisions and retains res-
ponsibility, he can have experimental evidence and
experiential knowledge from other experts to assist
his analysis (7). Diagnostic decision support sys-
tems like Quick Medical Reference (QMR) and
Massachusetts General Hospital’s DXplain provide
instant access to knowledge bases of diseases,
diagnoses, findings, disease associations and lab
information.

4. Expert Systems: Human errors in recording informa-
tion can be greatly reduced by programming the
data-entry interface to reject anomalous values
and to restrict the input to a finite set of possible
choices. For example, a pulse rate of 300 beats min�1

would be highly unlikely. Potentially dangerous spel-
ling mistakes in generating a prescription can be
identified. Dates for follow-up activities can be
checked against reasonable parameters. A well-
designed interface would prompt a message to
recheck such entries.

5. In situ Data Access: A medical records system in
which a physician accesses a wireless PDA while
conversing with a patient could allow direct bidirec-
tional communication between a physician and a
pharmacy, a laboratory, or a specialist. Collaborators
on a complex case can simultaneously access each
other’s progress, even when the collaborators are
geographically separated.

In 1991, the United States Institute Of Medicine (IOM)
conducted a study on the advantages and disadvantages of
CPRs and published its findings (3). The IOM concluded
that CPRs greatly enhance the health of citizens and greatly
reduce costs of care, and it called for widespread implemen-
tation of CPRs by 2001. However, 4 years past that deadline,
widespread implementation still remains only a concept.
Figures for CPR adoption rates in hospitals range from 3%
to 21%, while CPR adoption rates for physician offices range
from 20% to 25% (8). It is safe to say that these figures are
not representative of the popularity that one would reason-
ably expect from the benefits of CPRs. The following section
is devoted to explaining this anomaly.

ROADBLOCKS IN CPR IMPLEMENTATION

Recording and processing of information with CPRs
requires installation of computer systems and software,
and, in general, more training of healthcare professionals
is required to get them acquainted with CPR systems than
with paper-based record systems. Furthermore, realizing
the full potential of CPR systems requires not only that
patient records issued in the future should be CPRs but
also that previously taken paper-based records should be
converted into CPRs. Some of the important factors affect-
ing this onerous large-scale conversion will now be dis-
cussed.

1. Cost: Expense is usually the major obstacle to the
full-fledged incorporation of CPRs. Depending on
whether the application is for the office of a single
physician or for a large hospital, the basic infrastruc-
ture needed to establish a CPR system could vary
from a single PC to a complete network of work-
stations and servers loaded with expensive network,
database and records management software. Both
hardware and software computer technologies
become outmoded very quickly, and these technolo-
gies require constant update, increasing mainte-
nance and operation costs. There is also a
significant cost factor involved in hiring data-entry
operators to convert existing paper-based records to
CPRs and in training healthcare professionals to
then operate the new systems and software.
Although several studies have shown that CPRs
are effective in the long run (9,10), both hospitals
and physician offices remain apprehensive about
investing many thousands of dollars on a new tech-
nology while the tried and tested paper-based records
work reasonably effectively.

2. Abundance of Choices and Lack of Standards: There
are > 100 CPR management software systems avail-
able in the market today, and additional entries
arrive in the marketplace annually. Each software
approach will have its advantages and disadvan-
tages, and it is never easy to decide which one is best
suited for a particular application. Furthermore,
different software interfaces use different templates
for the patient record, recording slightly different
patient data within very different structures. A
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standardized CPR format independent of the specific
hardware and software running on a particular sys-
tem is yet to be developed. This lack of standardiza-
tion in CPR formats severely cripples cross-system
interaction and comprehensive integration of CPR
systems. The marketplace has, to date, failed to
produce a clear market leader or an industrial body
with the ability to enforce such standards. A custo-
mer contemplating a purchase and the subsequent
investments in training and maintenance may have
serious reservations concerning the ability to change
from the products of one manufacturer to another.

3. Confidentiality: The United States government
passed the Health Insurance Portability and Account-
ability Act (HIPAA) in 1996, protecting a patient’s
right to confidentiality and specifying the informa-
tion on a medical record that can be shared and the
information that must be considered confidential. A
record can be made available only on a ‘‘need to
know’’ basis, wherein only personnel who absolutely
need to know the data are granted access. For exam-
ple, physicians participating in the diagnosis and
treatment process of a specific patient are granted
complete access to the entire medical record, while
health agencies involved in conducting demographic
studies are granted access only to information that
does not and can not reveal the identity of the
patient.

4. Security: In the case of paper-based records, it is
relatively easy to control access and to ensure secur-
ity by keeping those records under lock and key. The
security of CPRs will be constantly threatened by
hackers, trying to break into a system in order to
retrieve confidential patient information. Unless
properly protected, CPRs are also vulnerable to being
compromised during transmission across a network.
Unlike paper-based records, CPRs can be easily mani-
pulated, intentionally or unintentionally, in fashions
that do not appear obvious. These vulnerabilities
represent an enormous security problem, and effec-
tive solutions are required before CPRs can be put to
widespread use. Furthermore, efforts to provide net-
work security have significant costs, requiring man-
power, equipment, and frequent software upgrades.

5. Apprehension Among Patients: Even in developed
countries like the United States, considerable unea-
siness exists among patients about the use of com-
puters to maintain patient medical records. While
some of this phenomenon can be ascribed to the
reluctance of the older generation in accepting new
technology, the most important reason for this appre-
hension is the lack of clear understanding by patients
about the benefits of CPRs. One of the easiest ways to
overcome this fear is for healthcare professionals to
directly reach out to the patients and explain the
long-term advantages of CPRs.

6. Legal Issues: The validity of CPRs in a court of law is
still questionable. The Millennium Digital Com-
merce Act, otherwise known as the Electronic Sig-
nature Act, was passed in 2000 (although the portion

relating to records retention was passed in 2001). The
act established that the electronic signature and
electronic records cannot be denied legal effect sim-
ply because they are electronic and are not signed in
ink on paper. However, legal implications in CPR
transactions extend far beyond this act. For example,
if it is found that the software system used to manage
CPRs does not comply with stipulated security
requirements, the validity of a CPR can be ques-
tioned in court, even if no indication of tampering
can be identified. The CPR systems are also prone to
computer viruses, worms and Trojans, which exploit
loopholes in the computer security defenses to gain
unauthorized access to sensitive data and/or to mali-
ciously corrupt the information.

Despite significant progress toward overcoming these
hurdles, complete transition from paper-based records to
CPRs is a time-consuming and capital-intensive process,
and during the midst of this transition, the benefits are
unlikely to be immediately apparent. In the following
section, some of the options available to healthcare profes-
sionals in implementing a CPR system, and several techno-
logies available to ensure secure storage and transmission
of confidential medical information are reviewed.

FEATURES OF CPR SYSTEMS

A complete CPR system can consist of individual work-
stations, data input devices (keyboards, mice, light pens,
scanners, cameras), output devices (printers, plotters, and
display monitors), Database Management System (DBMS)
software, text, image and video processing hardware and
software, and the networking infrastructure for intra- and
intersystem communication. The security and reliability
requirements of these systems should never be under-
stated. With so many factors involved, there is always
room for improvement, and a universally perfect combina-
tion has yet to be implemented. Nevertheless, a wide
variety of CPR systems have been successfully implemen-
ted, tested and put to everyday use, with most such systems
working successfully in the environment for which they
were designed. We will now explore some of the general
features of CPR systems and their components, and we
will present advantages and disadvantages of the choices
available.

System Architecture

A fundamental decision that must be made before imple-
menting a CPR system is the choice of the system archi-
tecture to be used. There are two broad choices, which we
now discuss.

1. Centralized Architecture: A block schematic of a cen-
tralized architecture as implemented in CPR systems
is shown in Fig. 1. A CPR system based on the
centralized architecture has a central server that
contains complete medical records of all patients in
the system. Any modification to a record must be
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done to the CPR stored in this central repository to
have any lasting effect. Communication links may be
provided to other departments that will immediately
communicate any new information to the server,
thereby keeping the CPR on the central server fully
updated. The principal advantage of this architec-
ture lies in the immediate availability of the complete
record for use elsewhere within the system. It is also
easier to manage and to maintain the resources of the
system, because they are located in one single loca-
tion. However, a poorly designed system can be prone
to server overloading, leading to delayed responses.
Server or network failures can bring the system to a
complete standstill, and if the data on the server is
corrupted or destroyed, the medical record activity
subsequent to system backup may be completely lost.
These issues can be resolved, but the solutions can be
expensive.

2. Distributed Architecture: The alternative to the cen-
tralized approach is the distributed architecture. A
block schematic is shown in Fig. 2. In this approach,
the load of the server is distributed among smaller
subsystems, distributed through many departments.
No department contains the complete medical record
of all patients. The records are completed ‘‘on
demand’’, that is, when a user at a system work-
station must obtain complete information, the work-
station sends requests to each individual subsystem,
receives data back from them, and arranges them
into a record. This system continues to function even
if one or more of the subsystems become inoperative.
However, the response time, defined as the time
elapsed between the user request to fetch a record
and the arrival of the complete record back to the
requesting workstation, might become significant if
even one of the subsystems is overloaded. The archi-
tecture also provides more opportunities for security
breaches than the centralized approach. There may

also be difficulties related to each subsystem using
different data structures to manage and to store
records, making the design of an effective DBMS
potentially quite complex. These issues have been
successfully addressed in specific implementations of
distributed CPR systems.

DBMS and Media Processing

The general components of a CPR are shown in Fig. 3. An
ideal DBMS would be able to seamlessly integrate different
media formats (text, images, three-dimensional (3D) mod-
els, audio and video). Four important types of DBMS
commercially available are hierarchical, relational, text-
and object oriented. Each of these is better suited for one or
more different media and system architectures than the
others. Many modern CPR systems, especially those based
on a distributed architecture, use a combination of com-
mercial DBMSs or utilize a custom DBMS.
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Figure 1. Centralized Architecture (Reprinted with permission
from (The Computer-Based Patient Record: An Essential
Technology for Health Care, Revised Edition) # (1997) by the
National Academy of Sciences, courtesy of the National
Academies Press, Washington, D.C.)

Figure 2. Distributed Architecture (Reprinted with permission
from (The Computer-Based Patient Record: An Essential
Technology for Health Care, Revised Edition) # (1997) by the
National Academy of Sciences, courtesy of the National Academies
Press, Washington, D.C.)
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Figure 3. Components of a CPR.



An important aspect of a DBMS is the mechanism that it
uses for data retrieval. The details of record construction
can play a significant role in creation of databases that can
be efficiently and accurately searched. Entries in formatted
fields can be searched much more easily than scanned
documents, images or nonformatted text. A DBMS should
also provide organization of the data in a manner that is
sensible and easy to comprehend. Well-organized data-
bases will prove easier to manage and faster to search.

Security and Legal Issues

A core issue in the design of CPR systems is security. A
single security breach could be used to access thousands of
complete CPRs, which are then vulnerable to many mal-
icious activities. Thus, it is extremely critical to protect
individual CPRs from unauthorized access, as well as to
protect the CPR system itself from hackers attempting to
access the system or attempting to cause it to fail. In
addition, the CPR data must be protected before it can
be sent across a network, due to potential communication
leaks that can land sensitive information in the wrong
hands. Tools such as network packet sniffers are extremely
powerful if an unauthorized party can achieve physical
access to network interconnection hardware or cabling. In
general, five conditions must be satisfied before patients or
health care personnel are granted access to the records on a
network (11):

1. The patient must not have recorded an explicit pro-
hibition of CPR transmission across the network.

2. The patient must have consented to the transfer of
the partial or complete CPR to the recipient institu-
tion.

3. The identity of the patient must be accurately ver-
ified and authenticated.

4. The identities of the healthcare provider and
the recipient institution must be accurately
verified.

5. It must be verified that the patient is mentally
competent. If the patient is found to be mentally
incompetent, then the need for the patient record
must be sufficiently urgent that if it is not made
available immediately, serious harm could result to
the patient’s health.

For a CPR produced by a CPR system to be a legally
valid document, the CPR should be able to answer the
following questions (12).

1. Who Wrote It? A single CPR is frequently handled by
many different people, with several healthcare pro-
viders entering, updating, or removing information.
A CPR must include the identities of all the people
who have modified the record, together with the
information that they have modified. This involves
secure access control using smart cards, PINs, fin-
gerprints, passwords, etc. to verify the identity of
requestors before they will be allowed to access or to
modify the information on the records.

2. When Was It Written? Time and date information is
maintained by automatically attaching timestamps
to the CPRs. The system must be designed to ensure
that unauthorized personnel cannot change the sys-
tem time or any timestamp in any CPR.

3. What Does It Say? Computer technology is rein-
vented roughly every 5 years. Data storage and
retrieval media become obsolete very quickly. For
example, the magnetic tapes that were very popular
25 years ago can be found only in museums today.
It is thus important for CPR systems to incorporate
these technological developments, and yet not
become outmoded too quickly, so that the contents
of current CPRs and archived CPRs can both be read
and processed to obtain the same information.

4. Has the Information Been Altered? Undocumented
alteration of information will prove to be the most
important legal issue, and hence, the most
difficult one to solve. A CPR system must be designed
to allow determination of whether the information is
indeed as originally recorded or whether it has
been subsequently modified in a manner that
would affect possible legal proceedings. Several effec-
tive solutions, based on cryptographic techniques,
exist.

A very reliable solution to ensure that a particular CPR
provides answers to all of these four questions is to attach
digital signatures to them. Just as an ink-based signature
provides legal acceptability for paper-based records, digital
signatures can ensure the legal acceptability of a CPR.
Digital signatures offer both signatory and document
authentication, and they have been proven to be more
effective than the ink-based signature (13). Signer authen-
tication provides the capability to identify the person who
signed the document, while document authentication
offers the capability to determine whether a document
was altered after it was signed.

Digital signatures use public-key encryption schemes to
provide this functionality. In public-key encryption
schemes (14), every user gets a pair of keys: a public
key, which everybody is allowed to know, and a private
key, which is kept as a secret known only by the individual
and the authority that issues and verifies the keys. A
digital signature is computed using the data bytes of the
document and both the private and public keys and
attached to the document. Consider that person A creates
a CPR and attaches a digital signature to it using his public
and private keys. Anybody with access to A’s public key can
verify that the CPR was actually created by A using the
CPR, the digital signature and A’s public key. If the result
is correct, according to a straightforward mathematical
relationship, A is authenticated as the signatory of the
CPR, and the CPR is authenticated as accurate. Any
alteration of the CPR after the calculation and attachment
of the digital signature would corrupt the digital signature
and would then cause the CPR to be identifiable as mod-
ified. In this case, the CPR would be considered fraudulent,
although the source of the fraud would not necessarily be
identifiable.
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Public-key encryption can also be used to secure CPRs
before transmitting them across a network. Consider that
person A desires to send a CPR to person B. Person A looks
up the public key of B and encrypts the CPR using B’s
public key. The CPR can only be decrypted using B’s
private key. Since only B has access to his private key,
only he can decrypt the CPR. The principle of public-key
encryption can be extended to CPRs to protect the authen-
ticity of the information, to identify malicious alterations of
the CPR, and to secure transmission across a network.

POINTERS TO THE FUTURE

Much of this article has been devoted to explaining the
benefits of the CPRs and the factors hindering their wide-
spread implementation. Despite their tremendous poten-
tial, the development of commercial CPR systems has not
reflected the progress made in many related fields in
computer technology. In this section, some of these related
technologies that, in the future, the authors feel will have
great potential to broaden the range of advantages of
computer-based medical record services and to make them
sufficiently secure are presented.

Radio Frequency Identification Tags

Radio Frequency (RF) identification (RFID) refers to an
automatic ID system that uses small RF devices to identify
and to track individual people, pets, livestock, and com-
mercial products. These systems are used to automatically
collect highway tolls and to control access to buildings,
offices and other nonpublic sites. An RFID tagging system
includes the tags themselves, a device to write information
to the tags, one or more devices to read the data from the
tags, and a computer system with appropriate software to
collect and to process information from the tag. Many
applications can use the same devices to both read and
write the RFID tags. While the physical layout of the tag
may vary according to the application, its basic components
will include an intelligent controller chip with some mem-
ory and an antenna to transmit and receive information.
According to its power requirements, an RFID tag will be
classified into one of two types. Active tags have their own
power source and hence provide greater range. Passive
tags will be powered by RF pulses from the tag reader (or
writer) and thus exhibit no shelf life issues due to battery
exhaustion.

While plans are underway to replace bar codes with
RFID tags on virtually every single commercial product,
the field of medical informatics has found some unique
applications for RFID tags. The U.S. Food and Drug
Administration (FDA) recently approved the implantation
of RFID tags on humans (15). These tags are similar to the
tags being used on animals, and they are implanted under
the skin in the triceps area. The chip contains a 16-digit
number that can be readily traced back to a database
containing the patient’s information. One such chip made
by VeriChip costs� $125, exclusive of the cost of implanta-
tion. This technology is expected to be a boon to individuals
with life-threatening medical conditions and to lower med-
ical costs by reducing errors in medical treatment.

Testing of replacement of bar codes with RFID tags in
patient bracelets is ongoing. Unlike bar codes, RFID tags
do not require clear line of sight between the bar code and
the bar code reader, nor do they require active operator
intervention. This ensures that healthcare workers will not
fail to scan a patient ID bracelet. One such successfully
tested system is Exavera’s eShepherd, which combines
RFID tags with Wireless Fidelity (Wi-Fi) networks and
Voice over IP (VoIP) to implement a single system that will
track patients, staff and hospital assets (16). The Wi-Fi
routers can deliver patient information directly to a phy-
sician’s handheld PDA every time any RFID transceiver
detects a patient. Physicians and hospital staff can have
the patient information whenever and wherever they
want, and they do not have to refer repeatedly to a secure
physical filing area to retrieve patient records.

A major factor impeding widespread implementation of
RFID tags is the legal and ethical issue of keeping such
detailed records of people, their activities, and all the
things they buy and use, without their consent. However,
once this issue has been resolved, RFID tags will change
the way patient records are processed.

Biometrics

Biometrics refers to automatic recognition of people based
on their distinctive anatomical and behavioral character-
istics including facial structure, fingerprint, iris, retina,
DNA, hand geometry, signature, gait and even the chemi-
cal composition of sweat (17). Biometric systems have been
used in wide ranging applications like user authentication
before entry into buildings and offices, criminal investiga-
tion, and identification of human remains.

Biometric systems will also find an excellent application
in management of medical records. Individual traits of
people who are authorized to access the record can be
stored along with the record. When the system receives
a request from a user to retrieve the record, the system will
attempt to match the biometrics of the user to the database
of biometrics of all the people who are authorized to access
the record. The record is fetched only if the match is
positive. In this manner, a CPR can be viewed and modified
only by authorized personnel. This is potentially an effec-
tive application for biometric systems, because the system
can be trained with as many samples as needed from
authorized personnel. Biometric system applications
where a strong need exists to verify the authenticity of
claimed membership in a preidentified population have
been successfully tested with almost 100% accuracy. Such
systems also offer a deterrent to would-be intruders
because the biometric information associated with an
unsuccessful access attempt can be retained and used to
identify the intruder.

Generally, the biometric information of a user is
encoded on a smart card that the user must use to gain
access into the system. This provides a far better authen-
tication solution than using just a user name and a pass-
word, because both of these can be forged fairly easily.
Most current biometric systems are based on the unique-
ness of human fingerprints, and systems based on more
complicated biometric features are currently undergoing
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investigation. The development of superior biometric sys-
tems holds the key to more secure CPR authentication.

Content-Based Image Retrieval

Content-Based Image Retrieval (CBIR) is the process of
retrieving images from a database based on the degree of
similarity in content between an example image (the query
image) and the various images contained in the database.
Traditional non-CBIR data retrieval mechanisms apply
text-based methods, in which a string query is matched
to user-generated descriptions of documents or to contents
of specific fields in a record. When patient images are
integrated into patient records, simple text-based searches
will not serve the same purpose. Text descriptions of
images are very subjective and require data entry by a
knowledgeable user. If that same image is to be added to a
different database, the accompanying description also
must be added if the image is to be retrievable.

These techniques utilize both global properties, such as
image statistics and color distributions, and local proper-
ties, such as position and texture, to retrieve images that
appear ‘‘similar’’ to the query image. This is a powerful tool
for physicians, because CBIR enables them to compare the
image of a current patient (query image) to similar images
of other patients in the database, to examine descriptions
attached to those images in their corresponding CPRs, and
to study the treatment administered in those cases, all in a
matter of seconds.

More and more frequently, scanned documents such as
referral letters and scanned paper-based records are being
added to CPRs. These documents can be treated as images,
and CBIR systems based on character recognition technol-
ogies can search for text descriptions on these documents,
making these documents compatible with text-based
searches. This technology can save a great deal of time,
money and errors in converting historical or ongoing
paper-based records to CPRs, because the records can
simply be scanned and need not be entered again into
the CPR system. As more and more visual aids are added
to medical diagnostics, CBIR will become indispensable to
CPR management.

Steganography and Watermarking

Steganography and cryptography are related but distinct
methods that are used to ensure secure transmission and
secure archival of information. In cryptography, messages
are encrypted in such a manner that unauthorized recipi-
ents may not decrypt the messages easily, using long,
secure passwords and complex mathematical algorithms
to drastically alter the data. Often, however, the encrypted
messages themselves may be obtained fairly easily,
because they are transmitted over insecure networks
and archived on insecure servers. In steganography, the
very presence of secure information is masked by hiding
that information inside a much larger block of data, typi-
cally an image.

If an oncologist wishes to get a second opinion from a
gynecological specialist concerning a diagnosis of cervical
cancer, he might elect to send a digital image of the cervix
of the patient. He would also include his diagnosis, relevant

patient details including other complications the patient
may have, and a referral letter, all of which are sensitive
and confidential information. The traditional method to
send the supplemental information electronically would be
to encrypt the information using public-key encryption
techniques and to transmit it as separate files together
with the image. If the transmission is intercepted by a
malicious party seeking private data, the transmission
would garner interest, because it would be quite obvious
that any encrypted information following the image infor-
mation would likely be related to that image. The data thief
must still work to decrypt the transmission and to reveal
the confidential information. Decryption itself is difficult
without extensive computational capacity, but data thieves
will often find getting the necessary password to be a much
easier method to access the data. The disadvantage of
encryption is that the data thief knows what to try.

An alternate data transmission method would use ste-
ganography. The sensitive information can be embedded in
inconspicuous areas of the image (18). Thus, no additional
information or files are transmitted, and the image will
raise less suspicion that associated sensitive data can be
located. Although the embedded data is computationally
easier to decode than the encrypted messages, it will only
be decoded by people with foreknowledge that there is
information embedded in the image. Furthermore, the
embedded data can be encrypted before it is embedded,
so that the data thief has another level of barrier. The
information is much more difficult to locate, and the thief
still has to decrypt or to steal the password.

Usually, the clinically important sections of the image
will be identified, and only the remaining regions will be
used for embedding the secret information. Several sophis-
ticated steganography techniques, like BPCS, ABCDE, and
modified ABCDE (19–21) have been successfully imple-
mented. These methods can hide significant amounts of
information without clinically altering the image, although
hiding too much data leaves evidence that can be detected
mathematically using tools from the field of steganalysis.
Figure 4 shows an example of data hiding using the
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Section in b encoded with secret information.



modified ABCDE scheme. Figure 4a is a digital image of a
cervix, and Fig. 4b shows the bottom right section of this
image, which contains no clinically important information.
This section forms an 864�432 RGB image, which requires
1,119,744 bytes to represent directly or 295,727 bytes to
represent when losslessly compressed to PNG format.
Figure 4c is the section in Fig. 4b after 216,326 bytes of
sensitive information have been embedded. This hidden
data corresponds to >40 pages of pure text, at 5000 cha-
racters per page. Figure 4c visually appears very similar to
the section in Fig. 4b, even with this extensive additional
data embedded. An even more secure solution would
encrypt the sensitive information before embedding it
inside the carrier image. This way, even if steganalysis
methods detected that the carrier image contains
embedded information, the decryption problem still
remains.

Watermarking techniques are similar to digital signa-
tures in the sense that they can provide owner and docu-
ment authentication for digital media. They are usually
nonvisibly detectable signals embedded into the media that
can be checked, by authorized personnel, to verify the
validity of the media and to trace its copyright holders.
Watermarking and steganography techniques can also be
used to identify times, dates, locations, and information
that could be used to cross-reference to a patient, so that
misidentification or misfiling of image data under the
wrong patient file can be detected and corrected. It is
the opinion of the authors that both these technologies
will provide valuable solutions for secure CPR systems.

CONCLUDING REMARKS

This article attempted to provide a brief overview of the
applications of computers in medical records, the benefits
of computerization, and issues concerning widespread
deployment of computer-based medical record systems.
The computerization of medical records is a vast area of
research, employing many people from diverse fields of
medicine, science and engineering. While we have
attempted to summarize and present the material from
our own perspective, the topic itself is explored in great
detail by several worthy publications. There are literally
thousands of publications that attempt to explain or to
solve one or more of the issues presented in this article and
to provide much greater detail than is possible in this
article. Thus, the authors felt it appropriate to leave the
reader with a few resources, both in print and on the World
Wide Web (WWW), to obtain more information about com-
puters in medical records.

Much of the material in this article has been inspired
from the extensive discussions in Refs. 3 and 22. These
books provide interesting observations and refer to a
wealth of references that pioneered the computer revolu-
tion in the medical field. Two more recent books, (23 and
24), also provide excellent insight into the various aspects
of using computers to manage medical records. The WWW
contains many websites that provide solid insight into
various aspects of medical records management. Ref. 6 is
one such site that is constantly updated with information

about upgrading to CPR systems, cost benefit calculators,
software vendor surveys, and from basic tutorials on every
aspect of CPR management. Refs. 25 and 26 provide excel-
lent evaluations of commercially available software for
CPR management.
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INTRODUCTION

Microarrays allow for the simultaneous, parallel, interro-
gation of multiple biological analytes. Originally, micro-
arrays were devised as a method by which gene expression
could be measured in a massively parallel manner (all the
genes in the genome at once), however, recent advances
have demonstrated that microarrays can be used to inter-
rogate epigenetic phenomena, promoter binding, protein
expression, and protein binding among other processes.
The overall process is reliant upon the manufacture of a
highly ordered array of biological molecules, which are
typically known entities. The features of this array behave
as probes, which react with and bind to the unknown, but
complimentary material present in a biological sample.
Here we will focus specifically on gene expression (deoxy-
ribonucleic acid, DNA) microarrays, which can be used to
assay the activity of thousands of genes at a time.

In 1993, Affymetrix published a novel method of using
light directed synthesis to build oligonucletide arrays that
could be used for a variety of biological applications (1).
Shortly thereafter, a group lead by Patrick Brown and Ron
Davis at Stanford University demonstrated that roboti-
cally printed cDNA arrays could be used to assay gene
expression (2). Now, more than a decade after this initial
work was made public, both types of DNA array are com-
monly found in genomics laboratories.

BASIC PRINCIPLES

A DNA microarray contains a highly ordered arrangement
(array) of several discrete probe molecules. Generally, the

identity of these probes, be they cDNA or oligonucleotides, is
either known or can be determined readily. The probes are
deposited by some means (see the section Fabrication of
Microarrays) onto a solid-support substrate such as glass or
silicon. DNA microarrays take advantage of a basic char-
acteristic of DNA, namely, the ability of one strand of DNA
to find its complementary strand in solution and bind
(hybridize) to it. This hybridization event is highly specific
following standard Watson–Crick base pairing rules (Fig. 1).

Gene Expression

With some exceptions, the genetic makeup of every cell in
an organism is the same. Each cell has the same comple-
ment of genes, which comprise the organism’s genome. The
subset of genes that are active in a particular cell dictate
that cell’s function. When we say a gene is active or
expressed, we mean that particular gene is being tran-
scribed. Transcription is the process by which ribonucleic
acid (RNA) polymerase II (an enzymatic complex) reads a
gene and creates a complementary copy of messenger RNA
(mRNA). The more a gene is transcribed, the more copies of
mRNA will be present in a cell. Thus genes that are highly
active in the cell will be represented by multiple copies of
mRNA, whereas genes that are inactive in the cell will have
very few or no copies of mRNA in the cell. Microarrays
function to measure the amount of mRNA present in the
cells of a biological sample such as a tumor biopsy. The
activity of the genes is inferred from this measure.

Gene Structure

In higher eukaryotes, somatic cells (diploid) have
two copies of every gene: one maternally and the other
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hybridization, specific base-paring interactions occur by which
Thymine (T) binds specificly to Adenine (A) and Cytosine (C)
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one another is mediated by hydrogen bonding as shown. The GC
base pairs are stronger by virtue of the three hydrogen bonds
formed compard to only two for AT.



paternally derived. In the context of the diploid cell, each
copy is termed an allele. In the case where both inherited
alleles are the same for a given gene, that gene is said to be
homozygous. If the two alleles are different, then the gene
is heterozygous. Alleles may be either dominant (pheno-
typically manifested regardless of what the other allele is),
or recessive (phenotypically manifested only in the absence
of a dominant allele). In the case of a heterozygous gene,
the dominant allele will be phenotypically manifested and
the recessive allele will not. If both alleles are different, but
dominant, they are termed codominant and both alleles
will elicit a phenotype. The gene is comprised of DNA,
which is double stranded. One strand is the sense strand or
the strand that encodes the information, which will be
ultimately represented in mRNA. The other strand is said
to be anti-sense and is the strand of DNA that is actually
read by the RNA polymerase to generate the mRNA. DNA
has directionality: A gene is transcribed starting at the 30

end of the antisense strand of the DNA and is read toward
the 50 end. The resultant mRNA is made from the 50 to the 30

end.
Genes are regulated by specific sequences of DNA that

lie outside the coding region of the gene. The first such
sequence is the promoter. Promoters bind the transcrip-
tional machinery (RNA polymerase II) that performs tran-
scription. Promoters are found 50 (upstream) of the gene
and are proximal to the transcription start site. An addi-
tional class of regulatory sequence called an enhancer may
be associated with the gene. Enhancers may lie upstream,
downstream, or internal (usually in noncoding regions
termed introns) to the gene (3). Specific transcription
factors bind enhancers and promote recruitment or activa-
tion of the basal transcriptional machinery. It is the coor-
dinated function of the promoter and enhancer, with the
transcription factors that bind them, that control if a gene
is active or not within the cell. Thus, genes are regulated,
and can be turned on, off, or modulated up or down by the
regulatory mechanisms of the cell.

RNA Isolation

Ribonucleic acid must be isolated from cells in order to
prepare the material for hybridization to the array. A cell
contains three major species of RNA: mRNA, transfer RNA
(tRNA), and ribosomal RNA (rRNA). Together they are
refered to as total RNA. For the purpose of gene expression
experiments with microarrays, the mRNA is the species we
are interested in and represents � 1% of total RNA. In
order to isolate total RNA from cells, one of two main
modalities is used: solution- or solid-phase extraction. In
solution-phase methods, cells are lysed in the presence of
isothiocyanate in order to inactivate any RNases (naturally
occurring enzymes that nonspecifically degrade RNA). The
lysate is then extracted with an acidified phenol:
chlorophorm:isoamyl alcohol solution. The RNA selectively
partitions to the aqueous phase of this mixture away from
proteins and DNA. The aqueous phase is removed and RNA
is precipitated out of solution using isopropyl alcohol at
high salt concentrations. Solid-phase methods make use of
the variable binding activity of RNA to a silica matrix at
high and low salt conditions. Cells are again lysed in the

presence of isothiocyanate. The high concentration of iso-
thiocyante used in this methodology not only inactivates
the RNases, it also selectively precipitates proteins out of
solution. The lysate is applied to a column containing a
silica filter at the bottom. The lysate is pulled through the
column via vacuum or centrifugation, thereby removing
the proteins and cellular debris. In this method, DNA may
also bind to the column, and as such contaminating DNA is
removed by the application of DNase. The column is
washed to remove any further contaminants, and then
the RNA is eluted from the filter using water.

mRNA Structure

In eukaryotic cells, mRNA has a unique feature that allows
researchers to either purify it away from the rest of the
RNA or to direct enzymes to it specifically while avoiding
the other RNA species. This feature is the polyA tail. The
polyA tail is a long stretch of adenine nucleotides found at
the 30 end of mRNA, which is added post-transcriptionally.
Such stretches of adenine nucleotides do not typically occur
naturally in genes or other RNA species. The polyA tail will
hybridize to an artificially generated oligonucleotide made
up of a series of deoxythymine nucleotides (oligo-dT). If the
oligo-dT is coupled to a support matrix (e.g., beads) the
mRNA can be pulled out of solution thereby purifying it
away from the rest of the total RNA. While some research-
ers prefer to include this step in their process, it is gen-
erally not a requirement for microarray analysis. Rather
than purify the mRNA, the oligo-dT can be used as a primer
for creating an enzymatically labeled complement of the
mRNA.

Labeling

In order to render the RNA visible to a detection system, it
is necessary to label it in some manner. While some
laboratories choose a direct methodology of chemically
labeling the mRNA itself, it is most common to work via
a cDNA or cRNA intermediate that is labeled enzymati-
cally.

The simplest methodology involves creating labeled
cDNA. In this technique, the RNA is reverse-transcribed
(DNA is made from an RNA template) by an enzyme named
reverse transcriptase (RT) (for sample protocols, see Ref.
4). Reverse transcriptase requires a small oligonuclotide
primer that binds to the RNA creating a short double-
stranded region (an RNA:DNA hybrid). In order to ensure
that the RT enzyme reads only the mRNA, the polyA tail of
mRNA is exploited by using a primer made of a stretch of
several (usually 20–25) thymine residues. The resultant
DNA is the complement of the RNA and it is thus referred
to as complementary DNA (cDNA). The RT reaction
requires that free nucleotides (each of A, C, G, and T)
are present to create the DNA. If one of these nucleotides
is chemically modified with some detectable molecule (such
as a fluorophore), then it will be incorporated into the
cDNA strand, and that cDNA will be detectable with a
fluorescent reader. Alternatively, it is possible to use a
reactive molecule (such as amino-allyl) in place of a fluor-
escent molecule. After incorporation into the DNA, the
DNA is then coupled to a reactive form of a fluorophore
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(usually a reactive ester). This latter implementation of the
method has an advantage in that the amino-allyl modifier
is a much smaller chemical group that is incorporated
much more efficiently into DNA than a bulky fluorescent
moiety.

Often the amount of RNA available is limiting and
cannot be detected by standard means. In this case, it is
generally necessary to amplify the amount of material
present. A typical microarray experiment usually requires
5–10 mg of total RNA in order to be able to obtain useful
data. When researchers are working with diminishingly
small samples, such as from a needle biopsy or a fine needle
aspirate, it is often not possible to obtain this amount of
total RNA. To overcome this limitation, various amplifica-
tion strategies have been adopted. The most popular
method of amplification is based on the protocols of Dr.
James Eberwine from the University of Pennsylvania (5).
In this technique, RNA is converted into cDNA using the
same method described above with two key differences: (1)
there is no labeled nucleotide incorporated and (2) the
oligo-dT primer has another short sequence of DNA
appended to it that represents a T7 promoter region.
The T7 promoter is a bacteriophage-derived sequence that
initiates transcription by T7 polymerase. After the cDNA is
created, a second strand is generated creating a double-
stranded artificial gene with a T7 promoter on one end.
This artificial gene is then transcribed by the addition of T7
polymerase, which is allowed to make numerous tran-
scripts of the gene. The transcripts that are obtained can
either be labeled directly, or they in turn can be turned into
labeled cDNA using standard methodologies described
above. The resultant RNA is now actually the opposite
sequence of the original mRNA, so it is said to be cRNA
(complementary RNA).

The Affymetrix GeneChips utilize an amplification sys-
tem based on T7 transcription as described above. During
the production of cRNA, biotin modified nucleotides are
incorporated. Posthybridization (see the section on Hybri-
dization) the arrays are stained with a streptavidin bound
fluorophore. Streptavidin is a protein that specifically and
tightly binds to biotin molecules, allowing the fluorophore
to be attached to the cRNA.

A clean-up step is required to remove any free, unbound
detection molecules. This step helps to ensure that back-
ground signal is kept to a minimum. There are two main
methods by which such purification is performed, one is
based on standard nucleic acid purification systems, simi-
lar to the RNA isolation method described earlier, and the
other is based on size exclusion. For the first method, a
nucleic acid purification column is utilized. The cRNA or
cDNA binds to the silica filter, but the less charged free
nucleotides flow through. After a series of washes, the
cRNA or cDNA is eluted from the column. The second
methodology utilizes a membrane filter (usually incorpo-
rated into a column) that has a defined pore size. The large
cRNA and cDNA molecules are retained on the membrane;
where as the small free nucleotides flow through. The
column is then inverted and the cDNA or cRNA is then
eluted off the column by flowing wash buffer in the opposite
direction. This purified labeled material is then ready for
hybridization to the array.

Hybridization

Microarray technology relies on the natural ability of
single-stranded nucleic acids to find and specifically bind
complementary sequences. Purified labeled material is
exposed to the spotted microarray and the pool of labeled
material ‘‘self-assembles’’ onto the array, with each indi-
vidual nucleic acid (cDNA or cRNA) species hybridizing to a
specific spot on the array containing its complement. The
specificity of this interaction needs to be controlled, as
there may be several similar and related sequences present
on the array. The control of hybridization specificity is
accomplished through the adjustment of the hybridization
stringency. Highly stringent conditions promote exact
matches where as low stringency will allow some related,
but nonexact matches to occur. In a microarray experi-
ment, stringency is typically controlled by two factors: the
concentration of salt in the hybridization solution and the
temperature at which hybridization is allowed to occur.

High salt concentrations tend to lead to lower strin-
gency of hybridization. Both strands of nucleic acid
involved in the hybridization event contain a net negative
charge. As such, there is a small repulsion between these
two strands, which needs to be overcome to bring the
labeled nucleic acid into proximity of the arrayed probe.
The salt ions cluster around the nucleic acid strands creat-
ing a mask and shielding the electrostatic forces. Higher
salt concentrations have a greater masking effect, thus
allowing hybridization to occur more easily. If salt concen-
trations are high enough, the repulsion effects are com-
pletely masked and even strands of DNA that have low
degrees of homology may bind to one another.

Temperature is another important factor. Every double-
stranded nucleotide has a specific temperature at which
the two strands will ‘‘melt’’ or separate. The temperature at
which exactly 50% of a population of pure double-stranded
material separates is termed the melting temperature
(Tm). The Tm of a nucleic acid is controlled partially by
the length of the strand and partially by the percentage of
G and C residues (termed the GC content). The G and C
residues bind to one another as a Watson–Crick base pair.
This pairing interaction is the result of three hydrogen
bonds forming. The other potential base pair in a DNA
hybrid, A:T, only has two such hydrogen bonds and thus
the greater the GC content of the nucleotide, the more
stable the hybrid. At very low temperatures, nonstandard
Watson–Crick base pair interactions can also occur causing
noncomplementary sequences or sequences that are
<100% matched to form hybrids. It is necessary therefore
to find a temperature that will prevent or melt nonspecific
hybrids, but allow the specific interactions to occur. For a
microarray, this presents a challenge as there are thou-
sands of specific interactions that must be accommodated.
In the case of oligonucleotide arrays, the design of the
oligonucleotides to be spotted takes this issue into account
and probes are designed that tend to fall within a narrow
window of potential melting temperatures. cDNA arrays
are more difficult because the sequences spotted vary
greatly in both GC content and length. In such cases, it
is often true that conditions that represent somewhat of a
‘‘compromise’’ are necessary.
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Hybridization kinetics can generally be modeled as
shown in Eq. 1(6). The change in the amount of hybridiza-
tion product LS over time is a function of the decrease in
the concentration of labeled target L and free spotted DNA
S over time. To simplify the equation, the rate of hybridiza-
tion is equal to some rate constant k multiplied by the
product of the concentrations of L and S. Thus hybridiza-
tion rate is a direct function of the concentrations of the
labeled target molecule and the DNA probe in the spot.

d½LS�
dT

¼ �d½L�
dT
� d½S�

dT
¼ d½L� S�

dT
¼ k ½L�½S� ð1Þ

In the case of an oligonucleotide microarray, it is often the
case that the number of spotted DNA molecules is in great
excess to the number of target molecules. As such, the
concentration of the spotted DNA probe remains fairly
constant and can be considered part of the constant k.
Thus the equation for hybridization can be simplified as
shown in Eq. 2 (6), where the rate of hybridization is
typically driven by the concentration of the labeled target
molecules alone.

d½LS�
dT

¼ k0½L� ð2Þ

In the case of two color oligonucleotide arrays, the two
labeled samples compete for hybridization to the probe that
remains in excess and thus hybridization is simply a
reflection of the concentrations of each of the two labeled
targets L1 and L2 [Eq. 3(6)].

d½L1S�
d½L2S� ¼

k01½L1�
k02½L2�

ð3Þ

The situation becomes somewhat more complex when the
probe molecules are not in excess of the target molecules.
This is often the case with cDNA arrays. In these cases, the
concentration of the spotted probe does change signifi-
cantly as hybridization occurs and thus each of the labeled
targets L1 and L2 hybridize in a manner described by Eqs. 4
and 5 (7).

d½L1S�
dT

¼ k1½S�½L1� ¼ k1ð½S0� � ½L1S� � ½L2S�Þð½L0
1� � ½L1S�Þ

ð4Þ

d½L2S�
dT

¼ k2½S�½L2� ¼ k2ð½S0� � ½L2S� � ½L1S�Þð½L0
2� � ½L2S�Þ

ð5Þ

In such a case, the rate of hybridization is affected by the
change in the concentrations of the spotted probe from the
initial concentration S0, where S0 changes as the probe
molecules are bound by either L1 and L2.

When looking at differential hybridization between the
two targets, we can represent the kinetics as shown in
Eq. 6 (7).

d½L1S�
d½L2S� ¼

k1ð½L0
1� � ½L1S�Þ

k2ð½L0
2� � ½L2S�Þ

ð6Þ

If one is to assume that the two fluorescent molecules
used in a two-color experiment behave similarly, and that
the rate of hybridization of the two labeled targets is the
same, we can say k1¼ k2. It has been demonstrated that
under ideal conditions and when the hybridization reaction

is allowed to continue to equilibrium that the ratio of the
concentrations of each possible hybrid L1S and L2S is
equivalent to the ratio of the original concentrations of
the two targets L1 and L2 [Eq. 7 (7)]. This point is important
because it is the basis for microarrays to work, assuming
that the ratios read from the scans during data analysis are
reflective of an actual biological condition.

½L1S�
½L2S� ¼

½L0
1�
½L0

2�
ð7Þ

The goal of microarray hybridization is to produce a
result for which the signal obtained from specific hybridi-
zation is very strong when compared to any background
signal that may be obtained by a nonspecific adsorption of
labeled material to the substrate, or nonspecific binding to
spotted elements. To reach this goal, it is common to use
certain nonspecific blocking reagents in the hybridization
solution. Frequently, nucleic acids from sources known not
to contain any sequences that will interfere with specific
hybridization are used. For example, in a hybridization of a
human sample to an array, one might use yeast tRNA and
salmon sperm RNA as competitors to bind any regions of
the substrate or probes that have a generic nucleic acid
binding capacity. These nucleic acids are nonlabeled and
will therefore not contribute any signal when the array is
scanned.

Washing

Unlike traditional northern blots, the majority of the
stringency of a microarray assay is accomplished at the
hybridization step. The washing step of a microarray
experiment is a critical operation, but is important more
as a means to remove unbound material in order to reduce
background signal than it is to control the specificity of the
signal obtained.

Wash buffers generally contain two components: a salt
solution and a detergent. The salt solution, frequently
sodium chloride sodium citrate (SSC), is set to a concen-
tration that supports the maintenance of the hybridized
molecules. This concentration most frequently falls in the
1� to 2� concentration range with some labs using as low
of a concentration as 0.1� (1� SSC contains 0.15 M NaCl
and 0.015 M Na-citrate).

The detergents used in wash buffers help to remove
the unbound fluorescent molecules that would normally
stick to the surface of the slide. The detergent acts as a
surfactant and helps to isolate and remove the unbound
fluorescent material. Typically, an anionic detergent
such as sodium dodecyl sulfate (SDS) is used for this
purpose.

The temperature for the washes varies depending on the
stringency of the wash solution being used. As with hybri-
dization, the combination of temperature and salt concen-
tration determines the overall stringency of the washes.

After washing the microarrays, it is generally necessary
to perform a rinse. The rinse is typically a solution similar
to the wash solutions without the detergent. If detergent
remains on the slide after drying, the solution may fluor-
esce particularly if the labeled material has been trapped in
detergent micelles.
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Scanning

It is necessary to use an imaging device to detect the
fluorescent labels present on the hybridized microarray.
In general, the imaging device must contain an excitation
light source, an emission filter, and a light gathering
device.

During scanning, the labeled material, be it fluorescent
or some other form of detectable molecule, is imaged and
the resultant data is converted to a digital image. The
optimal resolution at which the image is scanned is depen-
dent on the size of the features and on their interspot
spacing. A general rule of thumb is that the resolution of
the image should be such that the pixels represent one-
tenth of the diameter of the spot. For spotted arrays, for
example, the features tend to be on the order of 100 mm in
diameter and thus 10 mm resolution is frequently used.
Affymetrix’s technology, however, can generate features
that are 11 mm square; in this case, a much higher resolu-
tion of down to 1 mm is required.

Most commonly, the image that is generated is a 16-bit
grayscale TIFF (Tagged Image File Format) image
(Fig. 2). The 16-bit depth of the image provides a total
of 65,536 gray levels providing a possibility of more than
five orders of magnitude range. The TIFF format is impor-
tant because it is a universally accepted format that is
LOSSLESS; that is, even with compression, this format
retains all image information. The images can then
be imported into the appropriate image quantification
software.

Image Quantification

After scanning, it is necessary to extract data from the
images. Image quantification generally starts with
segmentation. Segmentation is the process by which
pixels that represent the signal are isolated from those
that represent background. During segmentation, the
discrete areas of the image that represent the spotted
DNA material are identified and digitally isolated from
the remainder of the image. The intensities of all of the

pixels in the individual spot are averaged to determine
the overall spot intensity. This spot intensity is propor-
tional to the amount of material hybridized to that
region, with higher intensities resulting from increased
numbers of hybridized molecules. Each spot, for each
channel (in the case of two color microarrays) is
quantified, and the resultant data are tabulated. Other
data may also be extracted at this stage. It is common to
also obtain intensity data for the area outside of the
individual spots. This value represents the background
of the image and indicates the amount of signal that would
have been obtained regardless of a specific hybridization
event. It is common, however, not universal, to subtract
the background values from the signal intensities of the
spots.

There are several means by which segmentation can be
carried out. In the most basic setup, a fixed shape (usually a
circle) is placed over each spot. The entire complement of
pixels lying within the circle is used to determine the
average intensity. Pixels lying outside of one of these
circles are deemed to be background signal. More advanced
segmentation algorithms attempt to account for the fact
that most of the spotted features on a microarray are in fact
not perfectly uniform. Spots may deviate from a true
circular shape, or may have regions within the circle in
which DNA was not attached (creating a spot that is
reminiscent of a doughnut). In addition, it is not uncommon
for each of the spots to have some degree of variance in
their diameter. The more advanced methods utilize various
algorithms and statistics to determine which pixels actu-
ally represent signal and which are more representative of
background.

Image quantitation software then processes the entire
image and produces a table of results that represents the
signal, and the background for each feature on the array.
These packages may also export various other data, which
can be used in quality control analysis such as standard
deviations, coefficients of variance, circularity, or unifor-
mity of the spot, and so on. This data table can then be
processed as part of the data analysis.
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Figure 2. Arrays imaged on a
microarray scanner are presented as
16-bit grayscale TIFF images. The
picture shown represents a small
subsection of a larger array. Each
spot is 100 mm in diameter and the
spot-to-spot spacing is 200 mm in this
image. The image was scanned at
10-mm resolution.



Data Analysis

An exhaustive description of the process of DNA micro-
array data analysis is far beyond the scope of this article
(for an excellent review see Ref. 8). The exact process
followed depends greatly on the experimental design and
the question being addressed. There are, however, some
basic principles that tend to be fairly common in dealing
with microarray data: statistical analysis of data, super-
vised and/or nonsupervised data mining, data visualiza-
tion, and validation are all key components.

Statistical analysis of microarray data comes into play
in two main areas. The first is to determine which spots are
reliable and provide sufficient data. Spots that have a high
degree of variance across replicates, for example, are likely
not able to provide reliable data. These hypervariable
genes or signals need to be filtered from the data so as
to not skew the results of data mining. Statistics may also
play a role in supervised data analysis.

There are two major categories of data mining: super-
vised and nonsupervised. Supervised data mining utilizes
algorithms in which the user imparts restrictions on how
the data is grouped. For example, in an experiment where a
cohort of patients was tested in which one group
was healthy and the other group was afflicted with a
particular disease, one would indicate to the algorithm
which arrays were from the healthy patients and which
were from the patients with disease. The algorithm then
tests the data to find genes that are markers for the
diseases. Specifically, each gene is tested to see if the
expression levels for that gene are statistically signifi-
cantly different in each of the two patient groups. The goal
is to find a series of genes that can act as markers that are
diagnostic of the disease.

In nonsupervised clustering, the algorithm is not given
any indication as to how the individual samples are
related. In true nonsupervised clustering, the algorithm
is not even told how many groups exist. The data are
analyzed and the samples are grouped based on similarity
metrics. The classical methods of nonsupervised clustering
include hierarchical clustering and principal components
analysis (PCA). The algorithms generally display the data
via some visualization pattern such as the canonical
‘‘plaid’’ expression patterns seen from hierarchical cluster-
ing. The researcher then overlays the grouping informa-
tion onto the patterns provided to see if the individual
groups naturally separate from one another. In other cases,
this methodology may be being used to determine how
many groups there truly are, as the researcher may not
have this information a priori. In such cases, the groups
can then be further examined to see if there are differences
in treatment response, survival, or any other characteristic
desired. Generally, after this technique is performed one
will attempt to look for clusters of genes in the patterns
that distinguish between the different groups and again
use these genes as markers.

Regardless of the methodology utilized, it is extremely
important to validate the data. Cross-validation strategies
are various, but in their most basic form, one obtains a
cohort of patients to profile. A subset of this cohort is used
to look for potential markers. Once the markers have been

identified, the remaining patients are tested and only the
identified markers are used to try and group the patients. If
the markers are able to stratify the patients into their
appropriate groups, then the markers are considered to be
viable and may provide beneficial diagnostic ability. On
occasion, however, the validation set is not properly
grouped. In such cases, the markers are only useful for
the narrow set of patients used in the initial tests and more
testing is required to find a viable set of markers.

FABRICATION OF MICROARRAYS

There are two main methodologies for manufacturing
microarrays, which differ in the means by which the probe
material spotted onto the arrays is prepared. In one meth-
odology, the DNA to be spotted is generated in situ using
either standard or modified phosphoramidite chemistry.
(Phospohoramidites are reactive forms of each of the
nucleotides that make up DNA. Phosphoramidite chemis-
try is a well-defined process by which moderate length
stretches of DNA can be created with any specific
sequence.) This method is used by Affymetrix and Agilent,
the two largest commercial suppliers of microarrays,
although both groups use a different approach to the
in situ synthesis.

Other groups use ex situ synthesis, whereby the DNA
material is either prepared as PCR products (cDNA) or
oligonucleotides manufactured using standard phosphor-
amidite synthesis. Once this material is prepared it is
spotted onto the array substrate using either contact or
noncontact printing methodologies. Amersham (now GE
Healthcare) and Applied Biosystems use this methodology
to make microarrays as do almost all of the ‘‘homebrew’’
laboratories that make microarrays in house.

Fabrication of DNA Arrays In Situ

There are two main approaches to the generation of micro-
arrays by in situ synthesis of DNA: photolithography and
inkjetting. Affymetrix, the industry leader uses a proprie-
tary photolithography process to mask off areas of the
array, protecting some areas, and leaving others available
for the DNA synthesis reaction to occur (1). This is a
multistep process requiring several masks per array to
be made. Each synthesis reaction is performed sequen-
tially. For each nucleotide position, there are four possible
masks (one for each of A, G, C, and T). Thus, an array
comprised of 25-mer oligonucleotides would require �100
masks to complete the process (typically �70 are required
for an array due to the sequences used). Affymetrix uses a
modified phosphoramidite chemistry for synthesis of the
oligonucleotide chains; whereas standard phospohorami-
dite chemistry uses acid labile protection groups, the Affy-
metrix technology utilizes groups that can be removed by
ultraviolet (UV) light. The Affymetrix technology allows for
extremely high density arrays of hundreds of thousands of
features to be prepared on very small substrates of <1 cm2.

Other groups have developed technologies that allow
them to get around the need for multiple masks to be
made for each array design. The pioneer in this area
was Nimblegen, who uses digital light processor (DLP)
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micromirrors to create the masks (9). Each of these DLP
units (used typically in AV projectors and large screen
televisions) comprises thousands of tiny (10 mm2) micro-
mirrors. The micromirrors can be individually addressed
and the angle of the mirrors changed to allow light to pass
through. In the ‘‘open state’’, the micromirror directs light
onto the surface of the microarray, allowing DNA synthesis
to occur. In the ‘‘closed state’’, the micromirror reflects light
away from the surface, disallowing DNA synthesis. A
computer controls the mirrors and thus each DLP unit
has a near infinite number of combinations that can each
be controlled, and as such, a single unit can create any
pattern desired on the array. Nimblegen uses the same
chemistry as Affymetrix, using light activated deprotection
of the phosphoramidites. A somewhat newer entry into this
area is Xeotron (now part of Invitrogen). Xeotron also uses
micromirror DLPs to address the masks, however, they
have also incorporated small microfluidic channels on their
chips. Each feature is placed in a microscopic well on the
chip. Rather than using the modified phosphoramidite
chemistry of Affymetrix and Nimblegen, Xeotron uses
standard chemistry, but has instead employed a caged acid
that can be freed by light (10,11). As such, the acid that
controls deprotection of the nascent oligonucleotide can be
directed to specific locations by light. The Nimblegen and
Xeotron technologies have the advantage of being highly
amenable to custom array generation, however the Affy-
metrix technology is particularly well suited to mass pro-
duction of a standard array. Each of these approaches has
found customers in the marketplace.

A third approach to in situ synthesis of the oligonucleo-
tides involves ink-jet spotting. Agilent uses this technology
(developed by Rosetta Inpharmatics) in which each of the
reactive phosphoramidites (A, G, C, and T) are loaded in to
a separate ‘‘ink-cartridge’’ to allow for control of which
nucleotide is added to each spot during the synthesis stage
(12,13). This methodology eliminates the need for masks,
but does require very high precision robotics as the print
head must return to the same spot many times, within
micron accuracy, during the course of synthesis. This
technology draws from the strength of each of the others
mentioned in that it is relatively easy to customize the
design of arrays, and yet, mass production of arrays is
possible using a large robotic system.

Fabrication of DNA Arrays Ex Situ

Some of the commercial vendors and nearly all of the
‘‘homebrew’’ microarray centers utilize and approach of
spotting DNA that was prepared ex situ. In the case of
cDNA arrays, the spotted material is prepared by poly-
merase chain reaction (PCR), whereas oligonucleotide
arrays are generated using oligos created via high through-
put oligo synthesis. The DNA material is purified and
placed into a specific spotting buffer that is compatible
with the substrates being used.

The DNA is typically aliquoted out into multiwell plates
(96, 384, or 1536 wells /plate) to facilitate transfer by the
arraying robot. The buffer that the DNA is placed in has
several functions. First, the buffer stabilizes the DNA to
prevent it from degradation. Second, the buffer must

provide an appropriate surface tension to ensure that
the spots that are placed on the substrate are of a con-
trollable size and uniform in shape. Of similar importance,
however, is that the buffer must provide conditions that are
compatible with the attachment chemistry that is going to
be utilized.

The DNA may either be coupled to the slide through
rather simple electrostatic interactions or via a specific
coupling reaction. Electrostatic interactions are mediated
by using a uniform positively charged substrate that
attracts the negatively charged DNA. Often the substrates
used are silylated to provide reactive amine groups on the
surface. Alternatively, one may coat the slides with a
chemical such as poly-L-lysine, which simply adsorbs onto
the substrate and provides a net positive charge. This type
of interaction is mass based. As such, there is a maximum
mass of DNA that can bind to any one spot on the substrate.
Longer DNAs will be represented by fewer copies than
shorter DNAs. To overcome this, it is possible to use more
specific interactions by using modifiers on the DNA that
will react with certain groups on the slide. The two most
common such modalities involve aldehyde or epoxide chem-
istry. In this method, the DNA is modified with a primary
amine group. The substrate has reactive aldehydes or
epoxides that will react specifically with the primary amine
to form a covalent bond (Fig. 3). This type of interaction is
molarity based, and as such, with the exception of steric
effects, the number of DNAs that bind per spot is relatively
equivalent regardless of length.

EQUIPMENT

The manufacture of microarrays, and their subsequent use
requires some very specialized equipment. Generally, a
facility that produces microarrays will require some
advanced robotics for fabrication. A laboratory that uses
arrays will require scanning devices to read the arrays.
Due to the relatively high costs of these pieces of equipment
it is common for many people to rely on core facilities for
some or all of the process.

Arraying Robots

Ex situ prepared DNAs are spotted onto the microarray
substrates via robotics (Fig. 4). Robotics are required to
accurately position the printing devices over the slides to
create the arrays. The majority of systems utilize pins and
direct contact to deposit the DNA material. In this system,
a printhead with several spotting pins in a defined arrange-
ment is used to dip into the multiwell plates and pick up the
material to be spotted. The typical operation sequence of an
arrayer robot may include:

1. Dipping the printing applicators (pins) into a source
plate to pick up DNA samples. Each applicator picks
up a separate DNA sample from an individual well in
the plate. Typically 32–48 pins are used at one time.

2. Movement to a blot-station to preprint from the pins.
This step removes excess solution from the pins to
ensure that the spots that are printed onto the arrays
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are uniform in size and do not run into one another
causing contamination.

3. Movement to the slide platform. The print head then
moves over the slide platform taking position over
the first slide.

4. Printing onto the arrays. The print head moves down
bringing the pins in contact with the slide. The DNA
solution held in the pins by capillary action is spotted
onto the slide. The printhead then moves to the next
slide position and again spots onto the slide. This

process is repeated until all of the slides on the
platform have been printed.

5. Washing the pins. The print head then moves the
pins to a wash station. Although there are many
configurations possible, the basic principle is to use
water or some other solution to remove the excess
liquid from the pins and then to dry the pins (under
vacuum or stream of air). This process may be
repeated several times to make sure there is no
carryover.
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Figure 3. Covalent attachment of amino-
modified DNAs to aledhyde (a) or epoxide (b)
slides is possible. An amino-modified DNA
reacts with an aldehyde surface by a Schiff’s
base reaction. The resultant Schiff base must
be reduced with an agent such as sodium
borohydride (NaBH4) to prevent reversal of the
reaction.
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6. Loading the next sample. The print head returns to
the source plate to pick up the next set of samples.

In a typical high throughput system, such as those
offered by Bio-Rad, BioRobotics, GeneMachines, Genetix,
and Telechem International, 48 pins are used at one time.
The entire operation sequence described above may take
3–4 min to complete for 100 arrays. Often arrays may
contain 20,000–40,000 spots. As such, a typical print run
may require 600 or more cycles through the operation
sequence, which can take as long as 30 h or more to
complete.

Hybridization and Fluidics Stations

Certain array platforms require that a specific hybridiza-
tion and/or fluidics station be utilized. In the case of spotted
arrays (home-brew in particular), this is usually an option
and often a case of personal preference. In these cases, a
hybridization station may be utilized to improve mixing of
the hybridization solution over the array. The rate of
diffusion of a labeled nucleic acid in solution is actually
very low, and as such, some researchers prefer to use an
automated station that performs mixing of the solution.

In the case of Affymetrix GeneChip technology, a spe-
cific hybridization and fluidics station are required. The
hybridization station is simply a rotating incubator in
which the chips are placed. A bubble that is introduced
into the sealed array cartridge moves around during

rotation creating a mixing effect. The fluidics station is a
more advanced system that is required to introduce the
various labeling components and wash solutions required.
This station allows the user to keep the cartridge sealed
without having to attempt to pipette solutions in and out.

Scanners

While some microarray imagers such as the Perkin Elmer
ScanArray and GeneFocus DNAScope are confocal scan-
ners, this is not a strict requirement. Confocal imaging
serves to eliminate extraneous signals, but reduces the
light gathering ability of the device. There are >10,000
commercial microarray scanners in the field capable of
reading standard glass microarrays. The leading scanner
makers include Agilent, Axon, Bio-Rad, GeneFocus, Per-
kinElmer, and other vendors. The laser scanner uses one or
more lasers with wavelengths appropriate to the fluoro-
phores being used. The most commonly used fluorophores
for microarrays are cyanine 3 and cyanine 5 (or fluors with
equivalent spectra). Cyanine 3 has an absorbance max-
imum of 550 nm and emission maximum of 570 nm. There
are 2 main lasers used in scanners to excite this fluorphore:
‘‘Gre-Ne’’ (green neon) gas lasers and Nd:YAG (neodymium
doped yttrium aluminum garnet) frequency doubled solid-
state diode lasers. Cyanine 5 has an absorbance maximum
of 650 nm and an emission maximum of 670 nm. There are
two main lasers used in scanners to excite this fluorophore:
standard He–Ne gas lasers and red diode lasers. Table 1
shows some of the characteristics of these two dyes, along
with two other popular dyes, Alexa 555 and Alexa 647,
which have spectra that are very similar to those of Cy3
and Cy5 respectively (Fig. 5).

Cyanine 3 and 5 have some important features that
make these dyes particularly suitable for use in microarray
analysis. The spectra of these dyes have little over lap and
can generally be separated from one another with little to
no cross-talk. In addition, these fluors have a somewhat
unique property in that they are brighter when dry than
when wet. Most fluorophores have the opposite behavior,
which is impractical for microarrays because the scanners
generally cannot handle wet preparations.

The other major class of microarray imager is a CCD
(charge coupled device) based system. In general, these
imagers use a white light source to excite the fluorophores.
The fluorescent light that is emitted is captured by the
CCD and converted into a digital image. Rather than
scanning the slide, a CCD based imager tiles together
several sections of the slide to create an image of the entire
surface. This tiling can create a stitching effect whereby
the ‘‘seams’’ of the images may not be completely smooth.
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Figure 4. A microarraying robot. The robotic arrayer prints DNA
onto glass slides with very high precision. Robots such as this have
extremely high accuracy, on the order of 10 mm or less.

Table 1. Key Characteristics of the Most Commonly Used Fluorophores for Microarray Analysis

Fluorophore Excitation Max, nm Emission Max, nm Molar Extinction Coefficient Molecular Weight

Cy3 550 570 150,000 766
Cy5 649 670 250,000 792
Alexa555 555 565 150,000 1,250
Alexa647 650 668 239,000 1,250
Phycoerytherin 566 575 19,600,000 240,000



This problem can be overcome with advanced lighting
systems and software.

Affymetrix arrays use a different labeling chemistry for
detection relying on the naturally occurring fluorescent
protein phycoerytherin. Phycoerythrin is a naturally
occurring pigment protein from light harvesting algae that
absorbs strongly at 566 nm and has an emission peak at
575 nm. It is a very bright fluorophore having a molar
extinction coefficient that is 80 times as high as the stan-
dard Cy3 and Cy5 molecules. The limitation of this mole-
cule is that it is also 200 times larger, making the number
of molecules that can be incorporated per sequence
much less. As such, this molecule can only be applied to
the DNA posthybridization for fear that it would create
steric interference.

MICROARRAYS AS MEDICAL DEVICES

To date, microarrays have mostly found use in basic
research applications, and have yet to make a strong
impact on the diagnostic market. [During the preparation
of this text, Roche received FDA clearance for the first ever
array based diagnostic chip. The AmpliChip CYP450 based
on the Affymetrix platform was approved in January
of 2005 (see http://www.roche.com/med-cor-2005-01-12).]
Microarrays have indeed been used to study many diseases
including various cancers, cardiovascular disease, inflam-
matory disease, psychiatric disorders and infectious dis-
ease. This basic research will ultimately lead to the
identification of potential therapeutic markers for drugs
of for diagnostics. The potential of microarrays extends
beyond target discovery, however, and will eventually
impact on the way that medical care is performed.

Target Discovery

The use of microarrays in basic research laboratories
has often focused on target discovery. In these applica-
tions, microarrays are used to profile a particular

disease where disease tissues are compared to healthy
tissues either from the same patient or from a separate
test population. In such experiments, the goal is to find
genes that are differentially regulated (either up or down)
in the disease state compared to a healthy tissue. Such
genes are thought to be involved in the disease state or in
the cellular response to the disease. As such, these genes
are potential diagnostic markers and may also represent
drug targets.

Drug/Lead Discovery

Microarrays can also be used once the target has been
identified. It is possible to use microarrays to screen poten-
tial therapeutic compounds, for example, to determine
which candidates reverse the pattern of gene expression
that is indicative of disease. Microarrays have been even
more effective in looking at toxicity of lead compounds. One
of the leading contributors to failure of a pharmaceutical
compound is toxic or off target events. Microarrays have
proven useful in screening for the up-regulation in toxicity
related genes. In addition, it is possible to determine if the
compound creates other effects that while not toxic per se
could cause undesirable side effects from nonspecific inter-
actions. Often toxicity models are tested in model organ-
isms such as rats or dogs. Several toxicity specific arrays
have been developed that allow for profiling of genes in
these model systems rather than human cells.

Diagnostics and Prognostics

One of the more promising areas for microarrays to
have direct impact as a medical device is in the area of
diagnostics and prognostics. As mentioned under target
discovery, basic research has often strived to look for a
panel of genes that can be used as a molecular fingerprint
of a disease. There are numerous publications in
which researchers have attempted to use molecular
profiles to correlate to patient outcome, disease
state, tumor type, or any of several other factors. DNA
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Figure 5. Representative spectra of the fluors commonly used in spotted microarray experiments.
Alexa Fluor 555 and Cy3 are excited by green wavelengths of light whereas Alexa Fluor 647 and Cy5
are excited by red wavelengths of light. One green excited and one red excited fluor may be used at
the same time as there is little overlap in their excitation spectra.



microarrays are particularly well suited to this type of
analysis. Many complex diseases are multifactoral;
rather than a single prognostic or diagnostic marker being
present, it may be necessary to look at several genes at one
time. Microarrays allow for identification of a panel of
genes, which when looked at together may provide diag-
nostic or prognostic power. Although it has not become
common practice yet, there are examples of microarrays
being used to prescreen patients on the basis of a molecular
profile (14).

Other attempts are being made at using microarrays to
study infectious disease. Often times a patient may present
with a set of symptoms that could be indicative of several
different infectious agents. It is possible to prepare a
microarray that would identify the agent as well as to
subtype the bacterium or virus on the basis of pathogeni-
city. This particular application may prove very useful in
identifying not only the infectious agent, but also the best
course of treatment.

Pharmacogenomics and Theranostics

A concept that is gaining in popularity is pharmacoge-
nomics or theranostics (15). Both of these terms refer to
the idea of tailoring a patient’s treatment or therapy on the
basis of their genetic makeup. Many pharmaceuticals on
the market have not known any potentially serious side
effects in a subset of patients. In addition, there are typi-
cally at least some patients that are nonresponders to a
particular treatment. These effects are often times the
result of the patient’s genetic make-up. Most of the work
in this area has focused on genotyping: looking at certain
variable regions of DNA and determining which variants
are present in people who have negative reactions or in
people who respond well to a treatment. It is hoped that in
the near future it will be possible to screen a patient and
determine which of a panel of drugs will be most beneficial.
Perhaps even more important, it will be possible to prevent
serious negative outcomes by avoiding treatment of a
patient that will have a poor reaction to a drug. Theranos-
tics also involves monitoring a patient through a course of
treatment. It is possible that a patient can be screened
during treatment to ensure that the therapy is working as
expected. If a change occurs, the physician would be able to
alter the therapy to ensure that the disease is treated in the
most effective way possible.

SUMMARY

Microarrays provide a means to screen hundreds to thou-
sands of biological analytes in parallel. These analytes can
be DNA, RNA, or protein. DNA microarrays allow for rapid
profiling of gene expression. While there are a few compet-
ing platforms that can be utilised, the basic principles are
the same: RNA from a biological sample is extracted,
labeled and applied to an array of DNA probes. Signals
generated from the array indicate which genes are active
and which are not. The ability to screen multiple tissues or
patients make microarrays particularly well suited to
uncovering the complex gene networks involved in disease.
While typically used in basic research applications for

target or marker discovery, the future will most likely
see microarrays used in diagnostic applications and for
tailoring medical treatment.
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INTRODUCTION

Infectious diseases accounted for 25–33% of the estimated
54 million deaths worldwide in 1988 (1), of which more
than half are attributed to tuberculosis, malaria, chronic
hepatitis B, diarrheal diseases, and human immunodefi-
ciency virus/Acquired Immune Deficiency Syndrome HIV/
AIDS. The incidence of more than 30 diseases identified
since the mid-1970s continues to grow, which include HIV/
AIDS, liver disease due to hepatitis C virus, cholera, tick-
transmitted Lyme disease, foodborne illness caused by E.
coli O157:H7 and Cyclospora, waterborne disease due to
Cryptosporidium, and the hantavirus pulmonary syn-
drome. Additionally, the first known cases of human influ-
enza caused by the avian influenza virus, H5N1, were
identified in Hong Kong in 1997 (2).

Although death due to infectious diseases in the United
States remains low relative to that of noninfectious dis-
eases, their occurrence is increasing. In 2000, the Federa-
tion of American Scientists reported that infectious-
disease-related death rates nearly doubled from 1980 to
170,000 annually (1). Many of these diseases, most recently
the West Nile virus, were introduced from outside the U.S.
borders by international travelers, immigrants, returning
U.S. military personnel, or imported animals and food-
stuffs. Still, the most dangerous infectious microbes reside
within U.S. borders. Four million Americans are chronic
carriers of the hepatitis C virus, a significant cause of liver
cancer and cirrhosis. It is predicted that the death rate due
to hepatitis C virus infection may surpass that of HIV/
AIDS in the next five years. Influenza viruses are respon-
sible for approximately 30,000 deaths annually. In addi-
tion, hospital-acquired infections are surging due to highly
virulent and resistant pathogens such as Staphylococcus
aureus.

The burden of identifying and treating infected indivi-
duals and controlling disease outbreaks generally lies with
physicians, hospitals, and first responders. Table 1 con-
tains important characteristics for several of the more
common pathogenic microorganisms. As evidenced by this
noninclusive table, a wide variety of microorganisms exists
from which the specific diseasecausing microbe must be
identified. In addition, the number of cells or particles that
can provide an infectious dose is often extremely low. For
example, the infectious dose of E. coli O157:H7 is as low as
10 cells (3), which poses a significant challenge to health-
care professionals and first responders who must quickly
identify the infectious agent. Antimicrobial treatments
that attempt to neutralize all possible infectious pathogens
are often not possible or safe. Depending on the nature and
severity of the infection, a delay of only a few hours in
providing the proper therapy may lead to death.

Medical Microbiology

Medical microbiology is the discipline of science devoted to
identifying microbial agents that are responsible for infec-
tious disease and elucidating the mechanism of interaction
between the microorganism and human host. Historically,
microbiologists have used plating, microscopy, cell culture,
and susceptibility tests to identify and study microorgan-
isms. In the hospital and clinical diagnostic laboratory,
these, methods are still widely used and will be briefly
discussed in this article. The general procedure for isola-
tion and identification of infectious and parasitic microbes
is (1) specimen collection and streaking onto culture plates
for production of isolated bacteria colonies, (2) staining and
microscopic analysis, (3) cell culture in various media, and
(4) antibiotic susceptibility testing.

Plating. Plating entails the streaking of a specimen
onto a solid nutrient media-filled Petri dish and incubation
at 35–37 8C. Under these conditions, a single bacterium
divides and eventually produces a colony that is visible to
the eye (Fig. 1). A visible colony generally contains more
than 107 organisms. The colony morphology, color, time
required for growth, appropriate media, and other growth
conditions are used to characterize the microbe. The incu-
bation time required for growth of a colony from a single
cell is dependent on the growth rate of the microorganism.
Fast-growing organisms such as E. coli, with a doubling
time of 30 minutes, would require approximately 13 hours
to produce a colony of 107 organisms. More typically, micro-
organisms require several days to a week to generate visible
colonies. The plated specimen is often a complex solution
such as blood, urine, feces, or sputum containing diverse
native flora in addition to the infectious microbe. Plating
serves as a method to isolate the infectious microbe as each
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Figure 1. Colonies of E. coli grown on LB þampicillin and X-gal
þIPTG agar media in a Petri dish.
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colony originates from a single cell and is therefore pure of
any other cell types. A colony can subsequently be used as a
pure sample for microscopy, cell culture, and other analy-
tical tests. Additionally, as only viable cells divide, plating
can differentiate between dead microbes and those that are
viable and may be the source of infection.

Staining. Microscopic observation of microorganisms is
generally preceded by staining a specimen on a microscope
slide. The microbe response to various stains (gram-posi-
tive/negative, acid-fast, etc.), size, grouping (single, double,
chains), and morphology (bacillus, coccus, spirillum, pleo-
morphic) provide characteristic information helpful in
identifying the microorganism. However, several patho-
genic species appear similar, or are indistinguishable,
under the microscope. For effective observation under a
microscope, at least 105 cells per milliliter of sample should
be present. A colony specimen usually meets this require-
ment, and preconcentration is generally necessary for
viewing a nonplated specimen. Still, very small cells can
be difficult to observe and may be overlooked. Finally,
microscopic observation usually cannot distinguish
between dead and live cells.

Cell Culture. Cell culture is used to ascertain the
biochemical properties of a microorganism. A single colony
is inoculated into a liquid media broth and incubated.
Incubation is usually performed near 37 8C with agitation
via shaking or gas sparging to facilitate gas transport into
the liquid media for uptake by the microbes. Signs of
microbial growth in liquid media include turbidity and
gas formation. Turbidity can be used as a simple and
nondestructive method to measure cell growth. An optical
density measurement provides the degree of light scatter-
ing at a particular wavelength through a given path length
of liquid media. Increasing cell density due to growth
usually increases the degree of light scattered. The mea-
sured optical density can, therefore, be directly related to
the total cell mass. A calibration curve for each bacterial
species is required as various sizes and shapes of different
microbes scatter light to varying extents.

Microbial growth in several different media is used to
determine a specific microbe’s biochemical and physiologi-
cal characteristics. Definitive identification can require 20
or more media tests. Such tests often use selective media. A
media can be made selective by addition of chemicals that
inhibit microbe and native flora growth while allowing
growth of a specific organism. For example, Thayer–Mar-
tin medium selectively isolates pathogenic Neisseria gonor-
rhea and Neisseria meningitides (4). The medium contains
vancomycin to inhibit growth of gram-positive bacteria,
anisomycin to inhibit fungi growth, colistin to inhibit most
gramnegative bacilli growth, and trimethoprim-sulfa-
methoxazole to inhibit Proteus growth. The Neisseria spe-
cies are resistant to these inhibitors at the concentrations
present in the medium and grow freely.

Antibiotic Susceptibility Testing. Upon isolation and
identification of the infectious microbe, antibiotic suscept-
ibility testing can be performed to identify antimicrobial
agents that inhibit growth. Additionally, the minimal

inhibitory concentration (MIC) is determined by exposing
bacteria in media broth to various concentrations of an
antimicrobial agent. The lowest antibiotic concentration
that inhibits growth is the MIC. A concentration of the
antibiotic in the blood at or above the MIC should success-
fully treat an infection.

Development

Plating, microscopy, cell culture, and susceptibility testing
techniques for identifying and treating infectious micro-
organisms have proven effective against a plethora of
pathogens, hence its continued use today. However, these
clinical microbiology methods have changed very little over
the past century, often require days to obtain confirmed
results, and cannot be used successfully to characterize
several significant infectious agents including the hepatitis
virus. However, with the recent and significant advances in
molecular biotechnology, two additional microbe identifi-
cation methods have found wide use, immunoassay and
polymerase chain reaction.

Developed in 1959, the utility of the immunoassay was
not fully realized by the medical diagnostic community
until the late 1970s and early 1980s. The immunoassay
takes advantage of an immune system reaction, the highly
specific and strong binding of antibody to antigen. Anti-
bodies are developed that specifically bind a given micro-
organism, chemical byproducts or proteins produced by a
given microorganism, or antibodies produced by the host
in response to infection caused by a given microorganism.
The developed antibodies are tagged with a reporter
molecule. Reporters can be radioisotopes, chemilumines-
cent or fluorescent molecules, or enzymes (i.e., alkaline
phosphatase, horseradish peroxidase) that can produce a
radiographic, colorimetric, or fluorescent signal. In the
presence of the antigen, the antibody will bind and will
remain bound through washes that remove unbound anti-
body. Detection of the reporter after washes indicates that
the antigen was present, as bound antibody was not
removed during washing. Although rapid, highly specific,
and sensitive, immunoassays cannot differentiate
between viable and dead cells and are limited to tests
for which antibodies can be developed. They also can be
affected by contaminants in the test specimen and do not
provide quantitative information regarding the number of
pathogenic agents present.

Serological assays are the most commonly used immu-
noassay in the medical laboratory and by the Centers for
Disease Control and Prevention (CDC). The mechanism of
Serodiagnosis entails binding of lab-developed antibodies
to antibodies produced in the host in response to a specific
infection. This indirect method of detecting infectious
agents allows identification of microbes that are currently
difficult or impossible to isolate and culture. For example,
because HIV-1 virus requires advanced containment facil-
ities and is difficult to isolate and culture, it is serologically
diagnosed via detection of antibodies produced by the host
against the virus. Additionally, a method to effectively
isolate and culture hepatitis virus has not yet been devised.
Therefore, diagnosis of hepatitis virus infection is done
serologically. A lag phase of several weeks often exists
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between onset of infection and production of antibodies by
the host against the microbial agent and, thus, possibly
leads to false negatives. False positives are also a concern
as antibodies produced by the host during a previous
infection may be present and detected.

Immunoassays were the primary diagnostic method
used for microbial detection by the CDC until the devel-
opment of polymerase chain reaction (PCR) (5). PCR is a
technique that specifically amplifies DNA sequences (for
more information, see page 8). This technology has trans-
formed molecular biology and genetics and has changed
diagnostic approaches to the identification, detection, and
characterization of infectious agents. With PCR, extremely
small quantities of DNA from a microorganism can be
amplified and detected. Detection of amplified DNA can
occur through gel electrophoresis or via genetic probes.
Based upon the highly specific binding between compli-
mentary nucleobases of DNA and RNA, genetic probes are
nucleic acid sequences that bind to DNA or RNA unique to
a given microorganism. Genetic probes are marked with
radioisotopes, chemiluminescent or fluorescent molecules,
or enzymes and will produce a quantitative signal only
when the complimentary microorganism DNA or RNA is
present in the sample (for more information, see page 9).
Ou et al. (6) used PCR to amplify and detect HIV sequences
from seropositive individuals. Subsequently, PCR amplifi-
cation and sequence analysis of HIV amplicons (amplified
DNA sequences) became the first use of comparative
nucleic acid sequence information in a disease outbreak
setting (7). Although PCR is very sensitive and sequence
analysis provides specific identification capability, these
technologies are expensive, time-consuming, labor-inten-
sive, and require expertise in molecular biology. Conse-
quently, use of PCR and genetic probes for identification of
microbes is common in research laboratories and academic
institutions, but, to date, is not widely used in hospital or
medical diagnostic laboratories.

To address rising national and worldwide public health
needs, it is desirable that a sensitive, specific, fast, and
simple-to-operate device be employed to detect infectious
agents. Microbial detection systems that attempt to meet
this need have been commercially available since the late
1970s and have progressed significantly with the molecular
biotechnology revolution. Still, microbial detection systems
face three major challenges: time, sensitivity, and specifi-
city of analysis. Microbial testing and detection must be
rapid to allow adequate time for treating the infection and
be highly sensitive as a single pathogenic organism may be
infectious. Additionally, as a low number of pathogenic
microbes may be present in complex biological samples,
such as blood or urine, high specificity remains an essential
requirement. To tackle these problems, alternative nucleic
acid-based approaches have been integrated into user-
friendly microbial detection systems that are commercially
available for diagnostic purposes.

Contemporary microbial detection systems or biosen-
sors typically consist of a selective biorecognition molecule
connected to a transducer that converts a biochemical
interaction into a measurable signal. Recognition mole-
cules include nucleic acids, antibodies, and peptides. Com-
monly used transducers include electrochemical, optical,

and piezoelectric. The following sections will discuss
numerous commercially available microbial detection sys-
tems used in clinical and field settings, including (1) nucleic
acid-based, optical technologies and systems; (2) fiber-
optic, waveguide-based fluoroimmunoassay systems; (3)
a chip- and nanoparticle-based bio-barcode optical technol-
ogy; (4) an electronic microchip-based technology; and (5)
an electronic nose microbial detector.

NUCLEIC ACID-BASED OPTICAL TECHNOLOGIES

Line Immunoprobe Assay (LIPA)

The line immunoprobe assay (LIPA) is a nucleic acid
recombinant immunoblotting assay (RIBA) (i.e., oligonu-
cleotides that differentiate different genetic variants are
transferred onto a nitrocellulose membrane in a straight
line) (8,9). PCR is performed from the clinical sample using
primers that selectively amplify a DNA region containing
nucleotide differences. The amplicons are hybridized with
the immobilized oligonucleotides on the membrane, and an
enzyme-based colorimetric method is used to detect bind-
ing and positive reactivity. The nucleotide differences con-
tained within the amplified sample DNA provide a unique
signature that differentiates target genotypes or mutant
microorganisms. These assays were among the first com-
mercially available assays using nucleic acid hybridization
for diagnostic purposes.

COBAS AMPLICOR Analyzer

A second commercially available system using PCR tech-
nology is the COBAS AMPLICOR Analyzer (Roche Diag-
nostics; Rotkreuz, Switzerland). This system automates
amplification and detection of target DNA from infectious
agents by combining five instruments into one: a thermal
cycler, automatic pipettor, incubator, washer, and reader.
Amplified biotinylated products are captured on oligonu-
cleotide-coated magnetic microparticles and detected color-
imetrically with use of an avidin-horseradish peroxidase
(HRP) conjugate. The system can detect a broad range of
agents including Bacillus anthracis, Chlamydia trachoma-
tis, Neiserria gonorrhea, Mycobacterium tuberculosis, cyto-
megalovirus, hepatitis B and hepatitis C viruses, and HIV
in clinical specimens including serum, urine, and sputum.
The manufacturer reports that more than 4000 COBAS
AMPLICOR Analyzers are currently used in clinical set-
tings worldwide (10).

Real-Time PCR (RT-PCR)

A number of commercially available systems for the diag-
nosis of infectious diseases make use of a third nucleic acid-
based approach (i.e., RT-PCR). As the name implies, RT-
PCR, pioneered by Applied Biosystems (Foster City, CA) in
the mid-1990s (11), amplifies and measures agent-specific
DNA as the reaction proceeds in real-time. It is used to
quantify the amount of agent-specific input DNA or cDNA
by correlating the amount of DNA with the time it takes to
detect a fluorescent signal. This technology uses fluores-
cent reporter probes (i.e., molecular beacons) that are
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detected and quantitated at each cycle of the PCR. Mole-
cular beacons are single-stranded, dual-labeled fluorogenic
DNA or RNA probes that form a stem loop structure. The
loop hybridizes to the target nucleic acid, whereas the stem
is end-labeled with a fluorophore at the 50-end adjacent to a
quencher at the 30-end. Fluorescence resonance energy
transfer (FRET) is the process by which energy from an
excited fluorophore (donor) is transferred to the adjacent
fluorophore (acceptor) at close proximity, resulting in the
quenching of fluorescence. Hybridization of the target
sequence to the loop separates fluorophore and quencher,
and the fluorescence is measured.

The GeneXpert System (Cepheid; Sunnyvale, CA) fully
automates and integrates sample preparation with the RT-
PCR detection processes. It uses microfluidics technology
integrated into disposable assay cartridges. The cartridges
contain all the specific reagents required to detect disease
organisms such as Bacillus anthracis, Chlamydia tracho-
matis, or foodborne pathogens. The system provides quan-
titative results from unprocessed clinical samples in 30
minutes or less and is capable is self-cleaning and decon-
tamination before its next use. The GeneXpert module
forms the core of the Biohazard Detection System deployed
nationwide by the United States Postal Service for anthrax
testing in mail-sorting facilities (12). It is also used in
hospital laboratories, physician offices, and public health
clinics.

Idaho Technology (Salt Lake City, UT) manufactures an
automated, field-ready RT-PCR instrument, the R.A.P.I.D.
(ruggedized advanced pathogen identification device) sys-
tem, which is based on the Light Cycler Instrument from
Roche Diagnostics (Alameda, CA). The R.A.P.I.D. is devel-
oped for military field hospitals and first responders in
harsh field environments. Amplification of DNA in real-
time can be performed on environmental and blood sam-
ples. Idaho Technology claims a 15 minute set-up time and
a 20 minute PCR run for a total of 35 minutes using the
R.A.P.I.D. Pathogen Test Kit. This instrument is reported
to be very sensitive (i.e., Pseudomonas aeruginosa was
detected in blood culture samples at 10 cfu (colony-forming
units)/ml (13). (A colony-forming unit is a single viable cell
that forms a colony of identical cells when plated.) This
technology is well-established and has been in use world-
wide since 1998.

The R.A.P.I.D. technology was recently put to the test at
the Prince Sultan Air Base in Saudi Arabia (14). Medical
personnel observed a clustering of diarrhea cases and
thought them to be due to influenza. However, testing of
patient samples with the R.A.P.I.D. identified the cause to
be foodborne Salmonella within hours of sample submis-
sion. Due to the prompt response by medical and services
personnel, the outbreak was limited to less than 3% of the
base population.

Nucleic Acid Sequence-Based Amplification (NASBA)

A fourth approach for nucleic acid-based detection of infec-
tious organisms is nucleic acid sequence-based amplifica-
tion (NASBA), a bioMérieux, Inc. (Marcy-l’Etoile, France)
proprietary isothermal amplification technology. This
method is based on specific amplification of RNA by the

simultaneous activity of three RNA-specific enzymes,
AMV-reverse transcriptase, T7 RNA polymerase, and
RNase H, generating single-stranded RNA as the endpro-
duct (15). NASBA is an isothermal amplification proce-
dure, carried out at 418C.

Two commercially available systems, NucliSens
Reader and NucliSens EasyQ Analyzer (bioMérieux,
Inc.), make use of the NASBA technology. Although both
systems use NASBA for selective amplification of RNA,
as well as a bioMérieux proprietary Boom silica-based
nucleic acid extraction method, the NucliSens Reader
relies on an electrochemiluminescence (ECL) detection
technology, and the NucliSens EasyQ uses fluorescent
detection by incorporating specific molecular beacons to
which amplicons hybridize. With this method, amp-
lification and detection occur simultaneously in a
single tube.

The ECL-based NucliSens Reader employs a sandwich
hybridization method for the detection of amplified target
RNA (Fig. 2) (16). Two target-specific DNA probes are used:
a capture probe bound to magnetic beads and a detection
probe labeled with tris (2,20-bipyridine) ruthenium (Ru).
Each of these probes bind to a different region of the target
RNA. After the hybridized sample is drawn into the ECL
flow cell and the beads are magnetically immobilized on the
electrode, a voltage is applied, and the resulting emitted
light is detected by a photomultiplier tube (PMT). Accord-
ing to the manufacturer, measurement of 50 reactions
takes approximately 50 minutes.

Real-time NASBA and fluorescent detection of target-
bound molecular beacons are accomplished by the Nucli-
Sens Basic Kit and EasyQ Analyzer (Fig. 3) (17). This
technique is most often used to detect RNA viruses. Using
a multiplexed NASBA technique to detect four human
immunodeficiency virus type 1 (HIV-1) subtypes, DeBaar
et al. (18) reported an 89% correct subtype identification
relative to sequence analysis and a sensitivity of 92%. The
limit of detection was approximately 103 copies of HIV-1
RNA per reaction. Lanciotti and Kerst (19) conducted a
study comparing TaqMan RT-PCR (Applied Biosystems)
and standard reverse-transcription PCR (Roche Molecu-
lar Biochemicals) assays with NucliSens NASBA assays
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for detecting West Nile (WN) virus and St. Louis encepha-
litis virus. The ECL-based and molecular beacon-based
NASBA assays demonstrated equal or greater sensitiv-
ities and specificities than reverse-transcription PCR in
human cerebral spinal fluid. The NASBA-ECL assay for
WN virus was 10-fold more sensitive than either the Taq-
Man or NASBA-molecular beacon assay, detecting 0.01
pfu of WN virus. Moreover, the NASBA molecular beacon-
based assay performed significantly faster than either
PCR procedures (i.e., a positive signal was detected within
14–45 minutes).

Strand Displacement Amplification (SDA)

A fifth approach for nucleic acid-based detection of infec-
tious organisms is strand displacement amplification
(SDA). SDA, first reported by Walker et al. in 1992 (20),
is an isothermal process that amplifies DNA or RNA using
a restriction enzyme and a DNA polymerase plus several
primers, without requiring temperature cycling. Available
since 1999, the BDProbeTecET System (Becton, Dickinson
& Co.; Franklin Lakes, NJ) couples the proprietary tech-
nology, SDA, and real-time fluorescent detection in a rapid
one-hour format. This high throughput, chip-based, closed
system was developed for detection of Chlamydia tracho-
matis and Neisseria gonorrhea in urine samples, endocer-
vical swabs, and male urethral swabs in a one-hour assay
time. The complete system includes a sample preparation
module, a priming and warming heater unit, and an
amplification and fluorescence detection unit. The optical
system consists of a fiber-optic bundle with eight branches,
and the fluorescent detection reader monitors real-time
fluorescence by FRET. Emitted light passes through a
custom optical band-pass filter, is detected by a PMT,
and is analyzed by software.

Little et al. (1999) (21) reported a sensitivity of 10–15 N.
gonorrhea cells or C. trachomatis elementary bodies.
Akduman et al. (22) reported that out of 3544
urine samples tested, 152 were positive using the BDPro-

beTecET System, and 130 were positive by standard cul-
ture techniques resulting in a sensitivity of 99.2% and a
specificity of 99.3%.

FIBER-OPTIC FLUOROIMMUNOASSAY SYSTEMS

Analyte 2000 and RAPTOR

The Analyte 2000 and its sister field model, RAPTOR
(Research International; Monroe, WA), detection systems
use a fiber-optic, waveguide-based sandwich fluoroimmu-
noassay for the near real-time detection of pathogens in a
variety of raw fluid samples (23). Optical fibers are long,
thin strands of either glass or plastic that can transmit
light over long distances. In the RAPTOR, a monolayer of
capture antibodies are immobilized on the surface of a
cylindrical waveguide (Fig. 4)(23). The waveguide is incu-
bated with a clinical sample for three to five minutes,
washed, and re-incubated with a fluorophore-labeled anti-
body to form an antibody/antigen/labeled-antibody ‘‘sand-
wich.’’ Excitation light, injected into the waveguide,
creates an evanescent wave electric field in the fluid and
generates an optical emission from the antibody-antigen
complexes. The fluorescent signals are then monitored by a
photodetector.

Using the Analyte 2000, the detection limits for Bacil-
lus anthracis (vegetative cells) was reported as 30 cfu/ml
in water, and for the avirulent strain of B. anthracis (i.e.,
Sterne strain), 100 cfu/ml in whole blood. For spores, the
detection limit was 5� 104/ml (23). The infectious dose of
B. anthracis in a healthy individual requires inhalation of
about �8,000–50,000 spores (24). This number is reduced
in more vulnerable individuals, such as the elderly or
those with respiratory problems. Vaccinia virus (a surro-
gate of the Smallpox virus) from throat swabs was
detected at 2.1� 104 pfu (plaque-forming units, the viral
equivalent of bacterial colonies)/ml (25). The infectious
dose of smallpox is thought to be low (i.e., 10–100 organ-
isms) (26).
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Figure 3. NucliSens EasyQ detection scheme
(17).
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NANOPARTICLE-BASED BIO-BARCODE TECHNOLOGY

Verigene System

The Verigene System (Nanosphere; Northbrook, IL) is an
automated device for the chip-based detection of proteins
and nucleic acids using an innovative gold nanoparticle-
based bio-barcode technology. For proteins, the assay uses
two types of probes (Fig. 5 (27): (1) magnetic microparticles
(MMPs) functionalized with monoclonal antibodies (mAbs)
specific for a target antigen and (2) gold nanoparticles (NP)
functionalized with polyclonal antibodies specific for the
same target and DNA oligonucleotides (the ‘‘bio-barcodes’’)
with a sequence that is a unique identification tag for the
target. The Au nanoparticles and the MMPs sandwich
the target, generating a complex with a large ratio of
barcode DNA to protein target. A magnetic field is applied,
allowing the separation of all the MMP/target/NP
complexes from the reaction mixture. After a wash to

dehybridize the barcode DNA from the nanoparticles,
another magnetic field removes the NPs, leaving only
the barcode DNA. Detection and identification of the bar-
codes occurs next through a PCR-less process of amplifica-
tion. Chip-immobilized capture DNA, complementary
with half of the target barcode DNA sequence, is used to
bind the barcode DNA. Then, gold nanoparticles, functio-
nalized with oligonucleotides that are complementary to
the other half of the barcode DNA, are hybridized to the
captured barcode strands. The signal is amplified by the
catalytic electrodeposition of Ag onto the Au nanoparti-
cles, and the results are recorded with the Verigene ID
system, which measures scattered light intensity from
each barcode/Au/Ag complex.

Like protein detection, DNA detection via the nanopar-
ticle bio-barcode approach uses two types of probes
(Fig. 6)(28): (1) magnetic microparticles functionalized
with oligonucleotides that are complementary to one-half
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Figure 4. Optical and biomolecular processes of
RAPTOR technology (23).

Figure 5. Prostate-specific antigen
(PSA) detection and barcode DNA
amplification and identification (27).



of a target sequence and (2) gold nanoparticles functiona-
lized with two types of oligonucleotides, one that is com-
plementary to the other half of the target sequence and one
that is complementary to a barcode sequence that is a
unique identification tag for the target sequence. The assay
proceeds in the same manner as with protein targets, with
the analysis also accomplished by the scanometric method
with a Verigene ID system.

The nanoparticle-based bio-barcode approach is
reported to provide a sensitivity of 500 zeptomolar,
approximately 10 target DNA strands in a 30ml sample
(27). Prostate-specific antigen was detected at 30 attomolar
levels with this method, and PCR on the DNA barcodes
boosted sensitivity to 3 attomolar (28). The entire assay can
be carried out in 3–4 h.

MICROCHIP TECHNOLOGY

NanoChip System

The NanoChip System (Nanogen; San Diego, CA) is an
electronic microarray device based on the electrophoretic
transport of proteins and nucleic acids on a microchip to
specific sites where traditional immunoassays or nucleic
acid hybridization reactions occur (Fig. 7) (29). The elec-
tronic microchip is a planar array of microelectrodes that
electrophoretically transport-charged biomolecules to any
individually-electrically-addressed microsite on the sur-
face of the device. Each microsite has an agarose-strepta-
vidin permeation layer coated on top of a platinum
microelectrode to bind biotinylated capture molecules.
The microchips are referred to as ‘‘active electronic micro-
chips’’ because electric fields are generated for the
purpose of transporting biomolecules to and from specific
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Figure 6. The DNA-bio-barcode assay. (a) Nanoparticle and
magnetic microparticle probe preparation. (b) Nanoparticle-
based PCR-less DNA amplification scheme (28).

Figure 7. Active electronic microchip technology. (a) Basic
chip layout; (b) Cross-section of microchip for electro-
phoresis of proteins (29).
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microsites in a process the manufacturer terms ‘‘electronic
addressing’’ (29). As the electric field is generated only in
the immediate vicinity of the electrodes, not affecting the
solution in other parts of the device, each microsite is an
independent assay site allowing for the detection of multi-
ple analytes. Also, the generated electric fields can be used
to selectively dehybridize nonspecifically bound analytes
from assay sites, which greatly improves the selectivity of
the assay. When the biotinylated capture probes are
attached to the array, fluorescently labeled analytes are
introduced, and further electrical adjustments are made to
direct the analytes to concentrate at the microsites for
rapid hybridization or antibody-antigen interactions. The
fluorescent signal is monitored in a laserinduced fluores-
cence scanner, and the analytes are identified based on the
microlocation of the fluorescence.

Nanogen researchers performed a diagnostic immu-
noassay for two fluorescently labeled toxins simulta-
neously, staphylococcal enterotoxin B (SEB) and cholera
toxin B. They reported a sensitivity of better than 20 nM
concentrations of toxins (29). High specificity was also
demonstrated by low nonspecific binding and cross-bind-
ing. This assay took 6 minutes to perform, 1 minute for
electronic addressing to bind analytes and 5 minutes for
washing to reduce nonspecific binding.

More recently, Nanogen researchers reported on
an integrated ‘‘stacked’’ microlaboratory for performing
automated electric field-driven immunoassays and DNA
hybridization assays (30). This device is composed of a
CMOS-based electronic microarray chip, a dielectrophor-
esis microchip, and several modules for DNA sample
preparation, strand displacement amplification, and
hybridization. E. coli bacteria and Alexa-labeled staphy-
lococcal enterotoxin B were detected in the device with
specific-to-nonspecific signal ratios of 4.2:1 and 3.0:1,
respectively. Identification of the Shiga-like toxin gene
from E. coli was accomplished in a 2.5 h comprehensive
protocol including the dielectrophoretic concentration of
intact bacteria, DNA amplification, electronic DNA hybri-
dization to fluorescently-labeled probes, and detection
with a fluorescent microscope. This experiment used bac-
teria cell suspensions of 109 cells/ml with a specific-to-
nonspecific signal ratio of 22.5:1, showing outstanding
specificity.

ELECTRONIC NOSE

Osmetech Microbial Analyzer

An electronic nose is a device that consists of an array of gas
sensors with different selectivity patterns, a signal collect-
ing unit, and data analysis by pattern recognition software.
When microorganisms grow and metabolize, they emit
volatile organic compounds and gases that can be moni-
tored by a biosensor array. The Osmetech Microbial Ana-
lyzer (OMA; Osmetech; London, UK) is an automated
headspace analyzer using arrays of organic conducting
polymers as sensors. The device samples the headspace
above the surface of the specimen and detects volatile
compounds with an array of up to 48 conducting polymer
sensors. Each polymer has unique adsorptive properties,
and, once adsorbed, the volatile components modulate the
conduction mechanism of the polymer resulting in rever-
sible changes in resistance (Fig. 8) (31). The signal is
measured as a percentage change of the original resistance
of the polymer. Multivariate data algorithms are used to
compare the responses and establish a diagnosis.

When 534 clinical urine samples were analyzed by the
OMA, 22.5% had significant bacteriuria (i.e., >105 cfu/ml),
resulting in a sensitivity of 84% and a specificity of 88%
relative to standard culture methods (32). Alhough less
than optimal, this device shows promise for automated,
rapid screening. The company’s second FDA approval for
detection of bacterial vaginosis was secured in January
2003. Clinical trials with more refined versions of the
instrument are in progress. Although electronic nose tech-
nology is still in its infancy, it clearly has the potential for
providing rapid, sensitive, and simultaneous detection of
different strains of bacteria.

FUTURE TRENDS IN MICROBIAL DETECTION SYSTEMS

In the development of the microbial detection systems
mentioned, researchers have begun to focus on building
integrated devices that combine a pre or post-processing
step such as PCR-based amplification, with post-derivati-
zation (fluorescent labeling) and detection. Microarray
technologies are being developed to overcome limitations
of sample volume and high throughput analysis. In the
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Figure 8. Osmetch Microbial Analyzer detection
technology (31).



near future, biomedical science can realize the integration
of all laboratory equipment used in molecular biology on a
chip-based platform arrayed to detect large numbers of
pathogens in a high throughput, portable device. Biological
Micro-Electro-Mechanical systems (BioMEMS), also
referred to as lab-on-a-chip and micro total analytical
systems (m-TAS), is an area rapidly advancing due to the
integration of micro and nanotechnology with biotechnol-
ogy. Current reviews for this technology are abundant in
the literature (33,34). Microfluidic-based devices have been
on the market since 1999, but much work is still underway
to build modular-type systems with complete integration of
sample collection, concentration, pre and post-processing
steps, separation, selective capture, viability detection,
lysing, and protein and DNA analysis. Development of
such systems in a high throughput fashion capable of
detecting and discriminating between hundreds of patho-
genic agents would impact not only medical diagnostics but
homeland security and public health, including home mon-
itoring, medicine, and veterinary diagnostics. As the field
moves toward lab-on-a-chip systems, cost, limited sample
throughput, ease-of-use, and limited waste production
(reagentless systems) will be considered in design strate-
gies. The second progression toward advanced microbial
detection systems will be the incorporation of nanotechnol-
ogy. Current nanotechnologies such as quantum dots,
nanoparticles, and synthetic nanopores are already being
incorporated into current chip-based diagnostic systems.
CellTracks technology (Immunicon Corporation, Hunting-
don Valley, PA) has developed magnetic nanoparticles
called ferrofluids, which consist of a magnetic core encom-
passed by a polymer coating tagged with antibodies for
whole cell and pathogen detection. Up-Converting Phos-
phor Technology (UPT), by OraSure Technologies, Inc.,
makes use of proprietary ceramic nanoparticles for DNA
detection. These particles have been shown to be a 1000
times more sensitive than fluorescent technologies.
Finally, a trend exists to build detection systems from
the bottom up rather than the top down. Small building
blocks such as protein motors are being designed to move
cargo including peptides and antibody fragments as a
method of patterning arrays. ‘‘Switchable’’ materials such
as poly-n-isopropylacrylamide (PNIPAM) are used to pat-
tern antibodies, capture proteins, and move fluids, repla-
cing mechanical components of BioMEMS systems.
PNIPAM has a thermally activated lower critical solubility
temperature (LCST) of 32 8C. At temperatures below the
LCST, the polymer swells in water to create a hydrophilic
surface that resists protein adsorption. Above the LCST,
the polymer collapses to form a hydrophobic surface that
promotes protein adsorption. Whether the bottom up
approach based solely on nanomaterials will hold in the
long run remains to be seen. However, it is clear that
nanotechnology that complements and extends current
MEMS detection methods will revolutionize the field of
medical diagnostics. Early examples of lab-on-a-chip tech-
nologies integrating nanotechnologies already exists,
which address the current limitations of detection systems.
The approach is toward development of portable micro-
systems that are reagentless; handle small sample size;
eliminate the need of labels and probes; are specific, sensi-

tive, and high throughput; perform multiple functions
from sample concentration to final detection; and are easy
to use.

Briefly, some of these technologies include cantilever
arrays, which operate by a slight bending of the cantilever
beam at the nanoscale level upon analyte binding. Proti-
veris, Inc. (Rockville, MD) is developing microcantilever
arrays for combined detection of DNA and protein. Capture
molecules are attached to the beams and, as samples moves
across the device, binding of a target molecule results in nm
bending of the beam. These devices can be integrated into
microfluidic systems, require no labels or reagents, and are
very sensitive and specific. Nanowires, nanoneedles, and
nanoelectrode arrays are additional technologies that can
detect multiple analytes simultaneously. Electronic sig-
nals can be averaged over thousands of electrodes elim-
inating the need for PCR amplification, and no reagents are
required. These devices are coated with selective molecular
recognition molecules and change in conductance occurs
during a binding/recognition event. Aside from integration
into lab-on-a-chip systems, these technologies have appli-
cations in in vivo medical diagnostics.

Over the next few years, nanotechnologies will continue
to evolve and become integrated into chip-based microsy-
tems for detection, diagnostics, and drug delivery. Later, in
perhaps 20– 30 years, the introduction of nanomachines for
in vivo diagnostics and treatment may well emerge, chan-
ging the current way of conducting medical and health-
care practice.
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INTRODUCTION

This article defines microbioreactors as micrometer scale
reaction vessels in which biological reactions are per-
formed. Whereas large-scale bioreactors mainly focus on
efficiently producing desired end products, microbioreac-
tors have additional targeted applications such as studying
cellular processes under simulated physiological microen-
vironments, and functioning as portable cellular biosen-
sors or implantable devices inside the body to restore tissue
functions. Increasing needs in developing personalized
cell-based therapies and medicines together with rapid
advances in micro- and nanotechnologies ensure that the
field of microbioreactors will continue to flourish. Although
most microbioreactors are still in their infancy, relatively
simple compared to their macroscopic counterparts, and
often not fully integrated or packaged into compact self-
contained platforms, they already have started to have an
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impact in pharmaceutical, medical, clinical, and biological
fields (Fig. 1).

Microbioreactors enable low cost high throughput inves-
tigation of bioreactions in ways not possible with macro-
scopic bioreactors. For example, the development of a
biopharmaceutical requires extensive optimization pro-
cesses prior to scale-up for industrial manufacture: The
bacterial strain or mammalian cell that produces the high-
est yield of a particular product is constructed or identified;
cultural parameters (e.g., temperature, pH, oxygen con-
centration, and media composition) are systematically
evaluated to maximize cell growth and product formation;
the design of the reactors themselves are adjusted itera-
tively as the development process gradually scale-up from
benchtop to production scale. With microfabrication tech-
niques, hundreds and thousands of small reaction cham-
bers can be produced simultaneously and operated in
parallel allowing vast combinations of parameters to be
screened concurrently in short periods of times (Fig. 2a).
The consumption of reagents and resources are reduced
dramatically because for a given reaction chamber geome-
try, every 10-fold reduction in linear dimension would lead
to a 1000 time reduction in its volume.

To enhance the quality of information obtained from
cellular studies, rather than simply increasing throughput,
some microbioreactors are designed to simulate physiolo-
gical cellular microenvironments. Using microbioreactors
for studying cellular physiology makes intuitive sense
when one considers that much of the bioreactions within
living organisms occur at the microscale. For example,
capillary blood vessels, lung small airways, livers sinu-
soids, kidney nephrons, and reproductive tracts are all
networks of small sacs, ducts, and tubes. Cells in these
and other similar systems are constantly perfused with
nutrients and oxygen and exposed to shear stresses and
gradients of chemicals (1–3). Conventional in vitro cell
culture studies, such as culture dishes or 96 well plates,
often fail to present many of these dynamic physiological
parameters. Microbioreactors, however, can be designed to
simulate many such physical and chemical conditions that
cells experience inside the body. In the body, different

tissues and cell types also interact and communicate with
each other. Microbioreactors can be designed to network
multiple reaction chambers together to capture the com-
plexity of living organisms and used as animal and human
surrogates in pharmacokinetic and toxicology studies.
Microbioreactors can also work as cell-based biosensors,
where effects on cell behaviors serve as readouts for selec-
tive and sensitive detection (Fig. 2c).

Some microbioreactors aim to continuously produce and
deliver small quantities of biopharmaceuticals (e.g., insu-
lin for regulation of blood sugar) inside the body (Fig. 2e).
Implantable devices that continuously produce drugs
based on physiological demands would eliminate the need
for repeated injections and blood tests, and allow for deliv-
ery of stable, safe, and effective doses that resemble phy-
siological concentration profiles. Such devices contain cells
that use nutrients from the body to produce and secrete
drugs (4).

Besides cell-based microbioreactors, enzymatic micro-
bioreactors are also useful for detection and analysis.
Enzyme-linked immunosorbent assays (ELISA), for exam-
ple, are useful in high sensitivity detection and analysis of
a wide variety of proteins and chemicals related to pollu-
tion, disease, and basic biology. Microscale systems often
require shorter incubation time due to the short distances
that analytes and reagents have to diffuse. Microbioreac-
tors are also more portable and thus suitable for field and
point-of-care use.

The development, integration, and packaging of micro-
bioreactors present many challenges, as well as unique
opportunities. Because of scaling issues and fabrication
limitations, functional microscopic devices often require
totally new designs instead of simply ‘‘shrinking’’ their
macroscopic counterparts. Thus microscale pumps, valves,
and mixers not only look different from their macroscopic
counterparts, but may also operate with different mechan-
isms. Microscale sensors, another crucial component of
microbioreactors, is an active area of research that has
yielded a variety of useful systems based on optical, elec-
trochemical, ultrasonic, and mechanical detection
schemes. Although many microscale components have
been developed to date, functional microbioreactors that
integrate multiple pumping, valving, mixing, sensing, and
control features are still relatively uncommon. Microbior-
eactors generally have fewer components integrated into
their systems compared to their larger counterparts.

The organization of the remainder of this article is as
follows. First, the principles that govern microscale reac-
tions and microbioreactor operation are discussed. Second,
elements of microbioreactor components are described,
along with a brief description of the microfabrication pro-
cesses that can be used to create them. Finally, highlights
of state-of-the-art microbioreactors are given with focuses
on production optimization, clinical treatment, toxicology
testing, development of implantable systems, and basic cell
biology studies. Because of space limitations, this article is
representative rather than comprehensive. We also focus
mainly on cell-based bioreactors rather than enzyme-based
ones. Interested readers are referred to reviews on immo-
bilized microfluidic enzymatic reactors (5). We also exclude
important bioreactor categories that are not directly
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Figure 1. What are bioreactors and microbioreactors? Part
(a) shows a generalized bioreactor application, feeding cells to
produce complex biomolecules for pharmaceutical applications.
Part (b) shows the main components of both bioreactors and
microbioreactors: a reaction chamber containing main reagents
and cells, sensors (for temperature, flow rate, pH, oxygen, glucose,
etc.), actuators (pumps, valves, heaters, mixers, filters), and
controllers to regulate actuators based on sensor readings.



related to medicine, such as those used for food testing,
plant cell culture, and wastewater treatment.

MICROBIOREACTOR DESIGN PRINCIPLES

Basic principles of bioreactor operations, such as thermo-
dynamics, kinetics, mass transfer, sterilization, and struc-

tural considerations, are similar for both macro- and
microbioreactors. The implementation of these principles
into actual practice, however, can differ greatly.

Scaling Effects

At first glance, development of microbioreactors may seem
to be a matter of simply shrinking macroscopic components
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Figure 2. Advantages and new applications of microbioreactors over large scale bioreactors:
(a) microscale parallel cell culture and testing in a microchip configuration can be used to test
and compare hundreds of conditions and parameters simultaneously, to optimize a reaction or
screen potential treatments. (b) Microdevices containing interconnected chambers and
microcultured cells from different tissues can be used to test drug effects on entire organisms,
taking into account systemic impact of organs such as liver on drug metabolism, possibly replacing
some stages of animal and human testing. (c) Microbioreactors can be used as detectors for bioactive
compounds (e.g., toxins, endocrine disruptors, drugs) or biodisruptive conditions (e.g., radiation)
with the advantage that all the steps of a test can be integrated in a single device that requires only
trace amounts of samples and reagents. Cell-based sensors may be able to detect unknown reagents
that affect living organisms. (d) Microfabrication can also provide microbioreactors with more
physiologically accurate microenvironments, thus making in vitro testing more reliable and closer to
in vivo conditions: for example, in actual tissues, each cell is held in its three-dimensional (3D) shape
by tension through connected cytoplasmic fibers (the cytoskeletons), and cells have many surface
interactions with other surface microfeatures and other cells. In contrast, in conventional cell
culture that cannot microfabricate these features, cells configuration, and environment conditions,
such as the amount of surface contacts, are drastically different. (e) Implantable devices containing
cells such as insulin-producing pancreatic islets can be used as an improved treatment that
continuously produce insulin based on the body’s minute-by-minute needs, eliminating the need
for periodical blood tests and consequent injections of insulin mass-produced in conventional
bioreactors.



into smaller ones. Directly downsizing systems and com-
ponents, however, compromise their functions. Operations
at microscales are often altered in unexpected ways com-
pared to those at macroscales because the relative impor-
tance of physical effects that determine the functions of the
microbioreactor components is size dependent. For exam-
ple, if the linear dimensions of an object are reduced
equally by a factor of 100, the surface area decreases by
a factor of 10,000, and the volume decreases by a factor of
1,000,000 (Fig. 3a). The resulting increase in surface/
volume ratio leads to prominence of surface effects such
as surface tension and viscous drag over gravity and
momentum. Thus, at the microscale, laminar flow, diffu-
sive mixing, and capillary forces dominate over turbulence,
convective mixing, and gravitational forces (Fig. 3c, d) (6).
Scaling laws affect almost every aspect of microbioreactor
operation. For example, it is more difficult to perform
turbulent mixing at the microscale compared to at the
macroscale (7–9), but more convenient to use electroosmo-
sis flow to transport fluid samples through microchannels
(10). More details of how scaling laws affect the design and
operation of the microbioreactor components are noted in
each section below.

Microbioreactor Operation Principles

The main challenge in bioreactor operation lies in its
dynamic nature. Optimal reaction conditions must be
maintained even as multiple parameters, such as
concentration of molecules, activity of enzymes, quantity
and quality of cells, and heat production are changing.
Understanding the reaction mechanisms is helpful for

optimizing reactor designs. It is also desirable to con-
stantly monitor and control reaction environments in
real time.

Mass And Heat Balance. In bioreactor processes, it is
common to assume steady state, that is, a balance of input,
output flow of materials, and thermal homeostasis. As
substrate input is converted into product, mass balances
need to be closely monitored and controlled. In many
enzymatic processes, for example, the reactions are rever-
sible or are inhibited by products. In such cases, it is
beneficial to favor the forward enzymatic reaction by keep-
ing the upstream reagent concentrations high and con-
stantly removing downstream products. This type of
balance can be achieved to different extents by fed-batch
systems or continuous flow systems that constantly replen-
ish and remove reactor contents. Even in so-called batch
reactors, where there is no flow of liquid in and out of the
reaction chamber, it is often crucial to aerate and maintain
sufficient levels of oxygen at all times.

As dimensions are diminished, the conductive resis-
tance at the channel wall/fluid interface decreases, and
temperature gradient increases, leading to a greater effi-
ciency of thermal conductivity (11). Because heat flux
scales with surface area while heat capacity scales with
volume, thermal time constants and heat flux scale linearly
with decreasing dimensions. The small thermal mass and
associated fast thermal response allows for quick tempera-
ture control. On the other hand, since the microsystems
can be heated and cooled quickly, it is difficult to maintain a
constant temperature; external temperatures must be set
at the desired temperature, or constant heating and cooling
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Figure 3. Microscale physics useful
for microbioreactors. (a) As dimens-
ions of devices scale down to micro-
scopic scales, surfaces and volumes
scale at different rate, so that smaller
devices have a much greater surface/
volume ratio. This change affects
many physical phenomena such as
capillary force (c) and produces
effects such as laminar flow (d),
which allows two liquids to flow
side by side with minimal turbulent
mixing. These microscale pheno-
mena can be useful for micro-
bioreactor opera tion. For example,
capillary force can be used to pump
liquid through microchannels, and
laminar flows can be used to
selectively deliver different re-
agents to different parts of single
cells. (b) Microfabrication can
further increase the surface/volume
ratio, in a biomimetic manner, by
creating microporous structures.
This is useful since many biological
reactions occur on surfaces.



of the microbioreactor will be required to avoid fluctua-
tions.

A phenomenon that may not impact macroscopic bior-
eactors considerably, but has a significant effect on micro-
bioreactors, is evaporation. Unless carefully monitored,
evaporation will greatly affect reactant concentrations
and osmolarity because of the small volume that a micro-
bioreactor can hold.

A variety of mathematical models have been developed
to analyze and control bioreactor thermodynamics and
stoichiometry. Interested readers are referred to existing
texts on the topic (12). For example, Roels (13,14) devel-
oped correlations to estimate some of the important ther-
modynamic parameters to predict yields, substrate and
oxygen requirements, and heat dissipation for cellular
reactions.

Reaction Kinetics. Bioreaction kinetics depends criti-
cally on temperature, pH, dissolved oxygen concentrations,
and presence of inhibitors or enhancers. Oxygen fluctua-
tion affects the metabolic and signaling pathways of cells.
For bacterial bioreactors, the main concern is often to
achieve a high enough oxygen transfer rate to match the
oxygen uptake rate and maintain sufficiently high dis-
solved oxygen concentrations. For mammalian cell cul-
tures, it is necessary to maintain an appropriate
dissolved oxygen concentration. In expansion of stem cells,
for example, lower oxygen concentrations that mimic phy-
siological values gives higher yields and purity of cells
(15,16). Microbioreactors present unique challenges and
opportunities in terms of oxygen transfer. Microbial and
eukaryotic cell cultures require constant replenishment of
dissolved oxygen into the medium because of the low
solubility of oxygen in aqueous solutions (8 mg/L�1 at
35 8C in distilled water) (17). For larger bioreactors, bub-
bling oxygen or passing ambient gas through the cell
culture suspension are commonly used (18). Microscale
gas formation is more challenging, but has been demon-
strated elegantly using electrolysis by Maharbiz et al. (19)
(see Components section for details). For microbioreactors
with submilliliter volumes, bubbles are generally avoided
because they can clog channels and are difficult to dislodge
from microchannel walls. For such systems, it is common to
use a gas-permeable membrane to oxygenate the culture
medium (20,21). The large surface/volume ratio of
microdevices provides an advantage for such membrane-
based oxygen transfer processes. Poly(dimethylsiloxane)
(PDMS), a biocompatible polymer material commonly used
for microdevice fabrication, is particularly advantageous in
this regards due to its high permeability to oxygen.

Enzyme performance and cell growth and function are
particularly sensitive to pH changes. When the reaction is
not within the optimal pH range, the reaction rate declines
dramatically (12). Substrates, products, or contaminants
can reversibly or irreversibly affect enzyme activity. Sur-
face interactions can also alter the kinetics of enzyme
reactions, stability of enzymes (22), as well as growth
and function of cells (23). Precisely dispensing nano- or
picoliters of acids and bases into the tiny reaction chamber
to adjust pH is technically challenging. Furthermore,
because it is difficult to perform convective mixing in

microbioreactors, there may be local variations in the pH
and in the reaction kinetics.

Mechanical Considerations. When microbioreactors are
coupled with microfluidic systems, cells are subjected to
shear stresses. For a given maximum flow velocity, smaller
channels will give rise to larger shear stresses (1).
Although excess forces can damage cells, moderate shear
stresses on genetically engineered cells have actually
enhanced the production yield of recombinant proteins
(24). Cells in the body are also often exposed to stretching
and/or compression. These forces are critical factors that
regulate function of cells in muscles, hearts, blood vessels,
lungs, and other tissues (25,26). For example, shear stress
regulates morphology, gene expression and function of
endothelial cells, the monolayers of cells lining the inside
of blood vessels (27–30). Shear stress is physiologically
important for maintaining vascular homeostasis (31), rege-
nerate bone and healing fractures (32), differentiate
embryonic stem cells into cardiovascular fate, leukocytes
rolling and tethering to endothelial cells (33). Nuclear
factor-kb (NF-kb), for example, has been identified as a
shear stress- responsive transcription factor that enhances
the transcription of many genes including cytokines,
growth factors, adhesion molecules, and immunoreceptors
in response to shear stress (34).

Some of the biochemical and structural responses of
cells to stretch include enhanced expression of endothelin
(35), nitric oxide (36), and integrin (37) in vascular
endothelial cells, and increased extracellular matrix pro-
duction in cardiac fibroblasts (38) and in smooth muscle
cells (39). Mechanical loading influence cellular functions
in vitro, including proliferation (40,41), differentiation
(42), hypertrophy (40,43), alignment (41,44), G protein
activation, second messenger activity (45), and gene
expression (43,46).

Cells in the body are constantly subjected to physical
forces, such as cyclic mechanical deformation involving
tension, compression, shear stress, or all three. Cell pro-
liferation, differentiation, migration, signal transduction,
and gene expression are all affected by such mechanical
forces (47). Although it is largely unknown how mechanical
stimuli are converted into intracellular signals of gene
expression (48), there are many efforts to recreate physio-
logical mechanical signals in vitro, either in the form of
shear stresses from fluid flow, hydrodynamic pressures, or
mechanical stresses applied to cells through the sub-
strates. An ideal microbioreactor would provide optimal
biomechanical and biodynamic stimuli for cell and tissue
growth.

Material Considerations. The material used to fabricate
the reaction chambers is crucial because they directly
contact cells, enzymes, and products of bioreactors. Some-
times, it is also necessary to mimic physiological cellular
environments (Fig. 2d) by altering the properties of the
chamber surface to resemble that of the extracellular
matrix (ECM). Proteins or enzymes can be immobilized
onto surfaces to manipulate cell growth. Topographical
features can also be incorporated to further mimic the
ECM environment.
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Surface Chemistry. As the size of devices decreases, their
surface/volume ratio increases, making surface properties
increasingly important in defining the performances of
smaller bioreactors because cell function is intimately
linked to the properties of the surfaces to which cells
attach. Depending on the application, it is necessary to
promote specific adsorption of proteins that mediate cell
attachment and growth onto surfaces, or to prevent adsorp-
tion of proteins and cells. Because cellular receptors that
bind to surfaces are nanoscale in size, it is also important to
be able to pattern adhesive surfaces with resolutions from
microns to nanometers (2,49–51). Surface properties are
also important for enzyme-based microbioreactors because
surface properties alter enzyme activity and stability.
Enzymes are commonly immobilized through physical
adsorption or covalent binding onto high surface area
materials, such as carbon, silica, and polymers. Use of
immobilized enzymes is often favored over free enzymes
because of reduction in enzyme costs, ease of recovery,
stability, and ability to be incorporated into microsystems.
Ratner’s recent review covers important topics including
surface modification of materials to prevent nonspecific
protein adsorption, immobilizing functional groups on sur-
face, and development of synthetic materials (52).

A useful model surface for studying biomaterials inter-
actions is a self-assembled monolayer (SAM). Often formed
on gold using alkane thiols, SAMS are highly ordered
arrays of linear molecules that have one end attached to
the surface of gold or other bulk materials and the other
end exposed to the environment. A useful feature of SAMs
is that their surface properties are determined predomi-
nantly by the very terminal functional group. By altering
the nature of these terminal groups, SAMs can prevent
protein and cell attachment or promote binding of specific
ones (53). Other types of systems that are useful for con-
trolling protein adsorption include covalent bonding, via
silanes, to silica or metal. Micropatterns of biopolymers can
also be generated using photolithography, which uses pat-
terns of light to induce region-selective chemical reactions
on a surface. A more recent technique is microcontact
printing, which involves transfer of small molecules or
proteins onto solid substrates from an elastomeric stamp
(53). Microfluidic networks have also been used for protein
patterning: elastomers with embedded channel features
are used to direct small volumes of protein solutions into
networks of channels to create protein patterns corre-
sponding to the path of fluid flow (54–56). Surface pat-
terned microfluidic channels can then be used directly as
microbioreactors in which micropatterned cell culture can
be performed.

Topography Control. Living organisms are not flat. The
endothelial lining of blood vessels, for example, exhibit an
irregular wave-like topography to prevent build-up of fatty
deposits (57). Endothelial monolayers have been modeled
as a wavy surface by computational methods to estimate
the influence of the waviness on local flow forces (58).
Muscle fibers form microscale ridges and grooves onto
which myoblasts can attach and proliferate (59). Micro-
fabricated topographical features, regardless of whether
they mimic physiological microtopographies or not, can be

used in microbioreactors to modulate adhesion, align or
orient cells, and even affect cell growth and differentiation.
Examples of topographical features that have been studied
include single cliffs, grooves/ridges, spikes, hills, tunnels
and tubes, fibers, cylinders, mesh, waves, and random
roughness. Materials used for topographical controls
include gold, silicon, carbon, inorganic compounds, such
as silica, lithium niobate, silicon nitride, and polymers,
such as polymethylmethacrylate, silicones, cellulose acet-
ate, collagen, fibrin, and PDMS (51). Microtopography can
also affect surface wetting and fluidic flow patterns. Even
for a simple groove structure, variations of the aspect ratio
and contact angle of the underlying substrate materials
can dramatically alter the morphology of liquid droplets
contacting the surface (60).

Sterilization. Similar to larger scale bioreactors, micro-
bioreactors and their solutions and gases can be sterilized
using heat, chemicals, radiation, or through the filtration
of agents. The small reaction volumes of microbioreactors
provide an advantage in terms of sterilization, because for
a given concentration, the total number of cells, spores, or
other contaminants depends on the volume. Then, assum-
ing that the ‘‘death rate’’ of the contaminant is independent
of reactor size or contaminant numbers, the sterilization
time needed to extinct the contaminants will decrease with
decreasing reactor size. In this respect, microbioreactors
are more time efficient in batch sterilization than macro-
scopic ones. Ultraviolet (UV) sterilization is particularly
convenient for transparent microbioreactors, such as those
fabricated in PDMS. When pH sensors or dissolved oxygen
sensors are packaged into the microbioreactor, autoclave
and UV radiation may not be feasible, and alternative
methods may need to be used. Flowing 70% ethanol
through the chambers/channels and subsequently drying
is also sufficient for many microbioreactor applications.

Other Considerations. Phototrophic microorganisms
consume light energy to survive; they can grow in simple
and inexpensive nutrient media. The light requirements
of phototrophic microorganisms, however, impose other
significant constraints on photobioreactor designs (61).
These constraints are due to an exponential attenuation
of the light flow passing through an optically absorbing
medium. Microbioreactors, given their large surface/
volume ratios, are promising for photobioreactor applica-
tions. Cultivation of phototrophic microorganisms in opti-
mized photobioreactors would increase the product yield
several folds by maintaining the culture under appropri-
ate conditions.

Ultrasound irradiation can change both the structure
and function of biologic molecules such as proteins and
deoxyribonucleic acid (DNA) (62). At mild intensity, ultra-
sound irradiation can increase the activity of free enzymes
(63). For example, significant enhancement of reaction rate
can be achieved when exposing subtilisin power to ultra-
sound irradiation (64). Low energy ultrasound wave irra-
diation can also optimize the efficiency in ethanol
production by yeast from mixed office waste paper in
bioreactors (65). A variety of microscale ultrasound
systems have been reported. Advanced microbioreactor
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systems with ultrasound components may be developed to
make bioreactors more efficient.

MICROBIOREACTOR COMPONENTS

Components For Heat Transfer

External heating elements can be incorporated into micro-
bioreactors to control temperatures. External controls of
temperature include the use of standard cell culture incu-
bators that can accommodate the whole microbioreactor
(66), heating tapes, and water-to-water heat exchangers
(67). Internal, embedded heaters can be comprised of
materials such as thin platinum films (68) or optically
transparent indium–tin oxide (ITO) (69). Temperature
measurements can also be made on chip using metallic,
semiconducting, or optical materials.

An important application where heaters are crucial and
microbioreactors have an advantage is the polymerase
chain reaction (PCR), a temperature-controlled and
enzyme-mediated DNA amplification technology (70). Poly-
merase chain reaction requires multiple cycles of high, low,
and medium temperatures to separate DNA strands,
anneal the primer to the template DNA, and make com-
plementary copies of the template DNA. Since microsys-
tems usually have high heat conductivity and low heat
capacity, the time for raising and lowering the temperature
is shortened and time will be saved when cyclic tempera-
ture fluctuations during the PCR reaction is necessary.
Northrup et al. (71) integrated microfabricated polysilicon
heaters into a micromachined silicon reaction chamber.
Schneegass et al. (68) used a thermocycler chip with inte-
grated thin platinum film heaters and sensors for tempera-
ture. Kopp et al. (72) used external copper blocks and
heating cartridges with the surface temperature monitored
by a platinum thin-film resistor. Burns and co-workers (73)
developed a very simple and elegant PCR device that
utilizes Rayleigh–Benard convection—a steady, buoy-
ancy-driven circulatory flow that occurs between two sur-
faces, one on top and one on the bottom, maintained at two
fixed temperatures—to perform temperature cycling.

Components For Aeration

Electrolytic gas generation provides a compact, scalable
approach for gas delivery to microbioreactors (19). In brief,
a pair of interdigitated Ti/Pt electrodes hydrolyzes electro-
lyte to generate oxygen gases at the narrow end of a
gradually widened hydrophilic microchannel. The oxygen
bubbles move along the conical microchannels and transfer
into culture medium because of the positive pressure built
up during gas generation and the different surface tension
forces at the front and back of the bubbles formed in the
gradually widening channel. The rate of oxygen generation
can be precisely controlled by pulse width modulation of
the electrode potential.

The smaller the bioreactor, the more crucial it is to avoid
bubble formation to prevent blockage of microchannels.
For such systems, it is advantageous to use gas permeable
membranes that allow diffusion of gases through it without
introduction of bubbles. Because the surface/volume ratio

is large in microsystems, oxygen transfer through gas-
permeable membranes is often sufficient to ensure ade-
quate oxygenation for biomass production. A straight-
forward method to fabricate gas-permeable membranes
is to spincoat PDMS prepolymer onto silanized silicon
wafers, cure and harden to generate a thin membrane,
then peel it off (20,21).

Components For Fluid Control

Valves. Valves can be categorized into active and
passive valves. A passive valve is a flow-dependent obstruc-
tion that functions without any external actuation. Passive
valves are mostly unidirectional. In an active valve, fluid
flow is directed by active actuation (74). The advantage
that active valves have over passive valves is the degree of
control one has over the timing, rate, and direction of fluid
flow. This type of control is necessary to make real-time
adjustments and for feedback control of microbioreactors.
Although a large variety of valves have been reported, it is
still a challenge to integrate multiple valves into a func-
tional bioreactor system. Difficulties arise because many
valves are incompatible with other components to be inte-
grated, or because the valves require large external sys-
tems for actuation.

Passive valves have been used for restricting flow to
one direction, removing air from liquid, or making flows
stop at select channel regions. Although the level of
control is lower compared to active valves, passive valves
have the advantages of having few or no moving parts, less
complexity, easy fabrication, and less chance to break due
to fatigue (75). Recent approaches for passive control
valves involve the use of hydrophobic materials, surface
patterning, and changing channel fluid resistance (by
changing channel geometry) (11). Passively moving micro-
piston valves have also been fabricated in situ inside
microchannels using laser polymerization of a nonstick
polymer (76).

Most conventional active microvalves couple a flexible
diaphragm (77,78) to, thermopneumatic (79), piezoelectric
(80), electrostatic, electromagnetic (81), bimetallic, or
other types of actuators. The scaling of these actuation
forces to the microscale, however, is often unfavorable and
requires macroscale external actuators for operation. An
interesting alternative to active valves is the use of auton-
omously regulated valves made of hydrogels that swell in
response to pH or other specific chemical or thermal
environment (11,82). The volume changes of the hydrogel
can valve or obstruct fluid flow directly, or indirectly,
through deformation of a thin PDMS membrane. The
PDMS, when deformed, partially occludes an orifice to
regulate the feedback stream of compensating buffer solu-
tion (17). By altering their chemistry, hydrogels can also
valve in response to the changes of temperature, light,
electric fields, carbohydrates, or antigens. Ehrick et al.
(83) incorporated genetically engineered proteins within
hydrogels that swell in response to various ligands as
potential valves for microfluidic channels. Other types
of valves include the use of commercially available Braille
displays (84) or a pneumatic valve system to deform flex-
ible microchannels (85).
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Pumps. A micropump should ideally be able to pump a
wide range of fluids and gases, be self-priming, and be pro-
grammable. Ideal micropumps are still lacking; thus, many
microfluidic applications use macroscopic pumps, such as
syringe pumps. Micropumps can be classified into two main
types: mechanical pumps and nonmechanical pumps (71).
Mechanical pumps use electromagnetic, piezoelectric,
pneumatic, shape memory, electrostatic, thermopneu-
matic, or thermomechanic components to deliver fluid.
Mechanical pumps provide higher control over average
flow rates, but the flow is often pulsed and the fabrication
relatively complex (53,85). Many types of nonmechanical
micropumps have also been successfully developed. The
flow from nonmechanical pumps is usually pulse-free with
a wide range of flow rates at low pressures and the fabrica-
tion is often less complex compared to mechanical pumps.
An electrokinetic pump that utilizes an electric field for
pumping conductive fluids by electrophoresis or electroos-
motic flow (EOF) is the most common method to control
flow in microfluidic systems (71). Electrokinetic pumps
have the advantages of direct control, fast response, and
simplicity. However, the substrate material, joule heating
effect, and microchannel charge have to be considered.
Other types of nonmechanical pumps include electrohy-
drodynamic pumps that use electrostatic forces acting on
dielectric fluids, phase-transfer pumps that use pressure
gradient between gas and liquid phases, electrowetting
fluid actuation systems that use interfacial forces, electro-
chemical pumps that use the pressure of gas bubbles
generated by electrolysis of water (71), magnetohydrody-
namic pumps (86), capillary force, gravity-driven pumps
(87), pneumatic pumps (85), and pumps that use action
of piezoelectric pin arrays in refreshable Braille displays
(84).

Multiple Laminar Streams. For most flows in small chan-
nels, viscous forces dominate; thus flow is laminar and
lacks turbulence. When two or more streams pass through
microchannels, they flow in parallel as if they are sepa-
rated by physical boundaries. Laminar flow is a challenge
for mixing, but a useful phenomenon for microscale fluid
patterning (Fig. 3d) (55,88). By taking advantage of diffu-
sive mixing (but not turbulent mixing) and laminar flows,
spatiotemporally defined gradients can be generated and
have been used to study chemotaxis (89,90). Multiple
laminar flows have also been used for developing micro-
fluidic assay systems [i.e., T-sensor (91)], and studying
subcellular processes when the interfaces of the laminar
streams are positioned over a single cell (92).

Mixers. Mixing is challenging in microfluidic systems
because laminar flows preclude turbulent mixing (Fig. 3d).
Microscale mixers, therefore, generally use elongational
flows or laminar shears to increase interfacial areas
between different fluids and mixing by diffusion. Distribu-
tive mixing physically splits the fluid streams into smaller
segments and redistributes them to reduce the striation
thickness. Passive and active mixers have been developed
for microfluidic systems, including laminating mixers (93),
rotary mixers (94), mixing based on out of phase forward
and backward pumping of different liquids (84), plume

mixers (nozzle arrays), chaotic advection mixers (9,95),
movement of liquid plugs (96), and an electroosmotically
driven micromixer that uses multiple intersecting chan-
nels to enhance lateral transport (97). Thorough reviews on
micromixers have been given by Hessel et al. (98) and
Nguyen and Wu (99).

Components For Mechanical Stimulation

Shear. Methods commonly used to impart shear stress
on cells include cone viscometers, parallel plates, and
capillary tube flow chambers (100,101). Gradients of shear
stress can also be generated in a curved D-shape micro-
channel (102). Flow-induced cytoskeleton rearrangements
were shown to depend on the geometry of the channel
(D-shape channel versus flat surfaces, representing experi-
ence in microcirculation and large veins, respectively) and
the presence of inflammatory drugs (103).

Stretch. When subjecting cultured cells to mechanical
stretch, proper design and application of a strain device are
required to provide a well-defined and reproducible strain
field to study mechanotransduction. Information from such
in vitro models, which facilitate systematic variations in
mechanical conditions and allow rapid analyses, would
yield tremendous insights into mechanical parameters
that may be important in vivo (104). Biaxial cell strain
devices have been used to strain lung cells (105,106) by
repeated mechanical deformations of a membrane on
which cells are attached. Strain could also be applied using
a magnetic force (107), or via uniaxial cyclical stretch (108).

Components For Separation And Purification

Lysing. Cell contents are separated from their sur-
rounding environment by a cell membrane. The membrane
and an underlying cytoskeletal network provide mechan-
ical strength to the cell and preserve its integrity. The first
step in many analyses or isolation of cell contents is to
disrupt the cell membrane. There are a variety of mechan-
ical (homogenization, milling, ultrasonic disruption, and
blenders) and nonmechanical (detergent, organic solvent,
osmotic shock, enzymatic permeabilization, electrical
discharge, heating, and pressure cycling) methods for dis-
rupting cell membranes on the macroscopic scale. Demon-
stration of cell lysis on the microscopic scale inside
microfluidic devices, however, has mostly been with non-
mechanical methods that use detergents (96,109), electri-
cal discharges, or lasers (110). Miniaturized cell
electrolysis devices can work with small amounts of cells
and reduce the amount of purification compared to other
protocols (111,112). For example, Waters et al. (113) devel-
oped a microchip that is capable of performing Escherichia
coli lysis, PCR amplification, and eletrophoretic analysis
on a single device.

Separation. Cell separation techniques are funda-
mental to clinical diagnosis, therapy, and biotechnological
production (114). For example, it is crucial to have
purified cells before proliferation and production of
cellular products. Current approaches include optical
tweezers (115), centrifugation (116,117), filtration
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(109,116,118), fluorescence-based cell sorting (FACS)
(119,120) or magnetically activated cell sorting (MACS)
(121), electric field-based manipulations and separations
(114,122–124), and cell-motility based sorting (125,126).
Microtechnology opens new opportunities in cell and bio-
molecule sorting that take advantage of laminar flow
behaviors (125), electrical field properties (127), or other
microscale phenomena. It also provides the opportunity to
combine multiple modes of separation into an integrated
system. Researchers have used physiological fluid mechan-
ical phenomenon observed in blood microcirculation
(plasma skimming and leukocyte margination) to filter
leukocytes from whole blood (128). Petersson et al. (129)
combined acoustic wave forces and laminar flow to con-
tinuously sort erythrocytes from lipid particles in the whole
blood. Because these two components were different in
density and responsiveness to pressure, erythrocytes were
enriched at the pressure node (along the center of the
channel) and lipid particles were gathered at the pressure
antinodes (along the side walls). Finally, the erythrocytes
and lipid microemboli separated into different branches at
the end of the main channel. Because of the variety of
different properties by which cells of interest need to be
sorted, it is important to develop multiple modes of cell
sorting. Reviews about microfluidic cell analysis and sort-
ing devices can be found elsewhere (130,131).

Filtration. Microfabrication techniques have been
developed to integrate filters and membranes inside micro-
bioreactors. Zhao et al. (132) and Hisamoto et al. (133)
successfully produced semipermeable nylon membranes
inside microfluidic channels, by taking advantage of lami-
nar flow so that a polymerization reaction would occur at
the liquid interface of the two flows and produce a thin
membrane in predetermined areas of a microfluidic device.

Components For Monitoring And Control

A key requirement for microbioreactors is the ability to
measure parameters, such as temperature, dissolved oxy-
gen, pH, and flow rate. For systems involving cells, mass
balances are even more complex than with enzyme bior-
eactors because of the larger number of products and
byproducts produced and the complex responses of cells
to the changes in material concentrations. In small
volumes, it is difficult or impossible to use standard,
macroscopic, industrial probes. Miniaturized sensors must
be developed (17). Sensors that do not consume the ana-
lytes are also preferred to avoid depletion and also because
sample extraction is hard to achieve in closed and compact
microsystems without disrupting the devices.

Optical, electrochemical, and thin-film solid-state con-
ductivity are the three main categories of microsensing
schemes. Many of the most useful microdetection schemes
are based on optical measurements such as fluorescence
intensity (134), fluorescence lifetime, chemiluminescence
(135), and bioluminescence (136). Optical sensing is con-
venient because molecular or nanoscale ‘‘sensors’’ are sim-
ple to introduce inside microchannels and readout can be
detected from a distance without direct external contacts.
In addition, many optical probes can sense without con-

suming oxygen or perturbing pH. Nonperturbing sensors
are important for maintaining a constant microenviron-
ment because the quantities of chemicals are small in
microbioreactors. Bioluminescence and chemilumines-
cence are sensitive with the detection limits down to
10�18–10�21 mol, which offers great advantage over other
spectroscopic-based detection mechanisms. Laser-induced
fluorescence detections in microsystems have been
reviewed by Johnson and Landers (137). Other optical
detection methods for microfluidic systems have been
reviewed by Mogensen et al. (138).

Sol–gel-based probes encapsulated by biologically loca-
lized embedding (PEBBLEs) allow real-time measurement
of molecular oxygen, pH, and ions inside and around living
cells (139). Kostov et al. (17) used an optical sensing system
integrated with semiconductor light sources and detectors
to perform continuous measurements of pH, optical den-
sity, and dissolved oxygen in miniature bioreactors. A
drawback of optical sensing is the need for light sources,
lenses for focusing, and detectors, which are more challen-
ging to miniaturize compared to the sensor probes them-
selves. A useful solution is to use optical fiber-based
systems, which allows decoupling of the probes from the
light sources and detectors, and enables detection at sites
inaccessible by conventional spectroscopic sensors (140).
Compared with silicon micromachining techniques, the
fabrication and integration of polymeric optical elements
(waveguides, lenses and fiber-to-waveguide couplers) with
microfluidic channels are fast and simple (141). An oxygen-
sensitive fluorescent dye has been developed to monitor
dissolved oxygen levels in a system. This provides advan-
tages over electrochemically based sensors [for a review,
see Ref. 142] due to their size, ease of fabrication, and
sensitivity (141).

Electronic microsensor is another category that con-
tains a large number of useful biochemical detectors
(143). Electronic microsensors usually require direct hard
wiring of sensors to a readout system but can be easier to
multiplex and are often smaller overall compared to optical
systems. For example, Walther et al. (144) integrated a pH-
ISFET (ion-sensitive field-effect transistor), a tempera-
ture-sensitive diode, and a thin-film platinum redox elec-
trode on a single chip. The chip is mounted on a carrier and
inserted into the chamber to monitor various biological
parameters such as pH and redox potential. Brown and co-
workers developed polymer membrane-based solid-state
sensors to measure pH, and ions (145).

Microfabricated ultrasensitive nanocalorimeters can
measure heat generation to monitor cell metabolic activity
in response to agonist and antagonist using as few as 10
cells and without prior knowledge of the mode of action of
these drugs. This measurement is noninvasive and quan-
titative and is envisioned to be useful for pharmaceutical
companies to find drug candidate (146).

Li et al. (147) developed a microfabricated acoustic wave
sensor to measure the stiffness of a single cell. This sensor
is promising for drug screening and toxicology studies. For
example, the acoustic wave sensor is envisioned to measure
the rigidity of a heart cell to distinguish the effect of
positive and negative ionotropic drugs. Positive ionotropic
drugs are useful for treating congestive heart failure and
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negative ionotrpic drugs for hypertension. The acoustic
wave sensor is also interesting for single cell muscle phy-
siology.

Cells themselves can be used to sense and amplify
biological signals. Several groups have developed hista-
mine sensors by integrating cells on microfluidic devices
(148,149). This chip-based detector caters to the need for a
simple, rapid, and safe method for allergy identification.
Cells can be engineered to have a variety of biological
recognition events coupled to reporter genes to specifically
sense analytes of interest (150).

Some new exciting prospects for future biosensors are
in the area of nanotechnology. For example, quantum dots
(151) and nanoscale PEBBLES (139) are extending the
limits of sensitivity, stability, biocompatibility, and flex-
ibility in optical sensing. Quantum dots are small semi-
conductor nanocrystals (on the order of nanometers to a
few micrometers). Fluorescent quantum dots are able to
detect biological species by fluorescing only when coming
in contact with viable cells, making them useful probes for
many types of labeling studies. These quantum dots are
photobleached very slowly and can be manufactured to
emit a wide range of wavelengths. They can be used in cell
biology for the labeling of cellular structures, tracking the
fate of individual cells, or as contrast agents (152). Nano-
wire-based sensors with their small size and higher sen-
sitivity would also be ideal for integration into
microbioreactors (153). Many microsensors have been
developed and are ready for integration into microbior-
eactors.

Fabrication

A variety of methods and types of substrates are available
for microfabrication. The most traditional and widely used
method of microfabrication is photolithography. Originally
developed for the microelectronics industry, photolithogra-
phy is precise, highly reproducible, and capable of mass
production. Photolithography uses patterns of UV light
coming through a photomask to area-selectively induce
chemical reactions in a polymeric, light-sensitive photo-
resist coated onto a semiconductor substrate. During devel-
opment, the light exposed regions of the photoresist are
selectively removed or selectively left behind generating
micropatterned photoresist structure. The exposed areas of
the substrate are then chemically etched to provide fea-
tures of various depths and shapes.

Due to the high equipment costs involved in photolitho-
graphy and because silicon and glass substrates used in
electronic and mechanical devices are not necessarily the
best materials for biological applications, alternative types
of microfabrication have been developed. A cost-effective
and experimentally straightforward method called soft
lithography has been particularly useful for biological
applications (2,53). Soft lithography uses elastomeric
materials, such as PDMS to create microstructures, and
to pattern and manipulate surfaces. The process involves
casting PDMS against a photolithographically defined
master mold to yield a polymeric replica. The PDMS replica
is then sealed against another material to form channels
and reservoirs. Alternatively, the replica can be used in a

technique called microcontact printing, where the PDMS
mold is used as a stamp to transfer protein or molecular ink
to a substrate. The PDMS has several properties, which
make it useful for biological applications: (1) biocompat-
ibility allows cell culture on and inside PDMS structures,
(2) optical transparency allows optical inspection and sen-
sing, (3) gas permeability allows long-term growth of cells
without depletion of oxygen, (4) flexibility allows cell cul-
tured on PDMS to be mechanically stretched (2,50,53).

Other polymer based microfabrication techniques
include hot embossing, injection molding, and laser abla-
tion. A hot embossing technique called nano-imprint litho-
graphy developed by Chou et al. (154) has the ability to
fabricate sub-10 nm nanometer features. This process
creates nanostructures in a resist by deforming the resist
shape with embossing (155). Moriguchi et al. (156) devel-
oped a unique photothermal microfabrication technique,
where agar microchamber arrays with living cells inside
them can be remolded in situ during cell cultivation.

Integration

The development of a microbioreactor requires assembling
multiple functional units (for electronic, mechanical, bio-
logical, and chemical processing) into a compact device.
Integration and packaging poses a whole new challenge on
top of the challenges to develop individual components.
With macroscopic bioreactors, it is relatively straightfor-
ward to connect different components together with little
or no worries of space organization. As one scales down,
the placement of components must be performed strate-
gically as the room around the reactor chamber decreases
dramatically (because volume scales as length cubed, a 10
time reduction in linear dimensions, e.g., will lead to a
1000 time reduction in the available space). There are also
technical challenges to fabricate microscale fittings and
connectors, or to join two components via connectors even
if they could be fabricated. A variety of processes used to
build integrated circuits and microelectromechanical sys-
tems have played a major role in fabricating integrated
microfluidic systems and microbioreactors. These
technologies, known collectively as micromachinging,
selectively etch away or deposit structural layers on sili-
cone wafers.

Recent efforts to reduce costs, enhance material biocom-
patibility, and needs for diverse chemical and mechanical
properties have also led to the use of a wide variety of
polymeric materials in microfabricated devices. Integration,
unless planned carefully, can lead to material incompat-
ibilities in fabrication or operation. Notable accomplish-
ments of integrated microfluidic systems include
DNA analysis chips (78,157), pneumatically driven micro-
fluidic cell sorters and protein recrystallization chips
(77,119,158,159), portable cell-based biosensor systems
(160), microfermentors with integrated sensors (17,20,21),
and a computerized microfluidic cell culture system actu-
ated using the pins of a refreshable Braille display (84).
Integrating fluid control components for cell-culture micro-
bioreactors is rapidly progressing, but still underdeve-
loped. Interested readers are referred to recent review
articles on integrated microfluidic devices (161).
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SPECIFIC EXAMPLES OF MICROBIOREACTORS

This section presents select examples of microbioreactors.
The examples are not exhaustive, but are meant to show
representative examples in each of the following four cate-
gories: (1) microbioreactors that are used to optimize bio-
production, (2) microbioreactors that provide cells with
physiological microenvironments to more accurately pre-
dict physiological drug kinetics and toxicity, (3) microbior-
eactors that are used to develop cell-based therapies, and
(4) microbioreactors for mechanistic studies. Because the
field is still young, the devices are relatively simple and
many are still prototypes rather than refined products
ready for real world applications. The rapid advances,
however, promise an increasing role of microbioreactors
in the clinic, laboratory, and at home or other points of
need.

Microbioreactors For Optimizing Production Conditions

With the development of microtechnologies, more and
more bioprocess optimization is performed in small
volume bioreactors with integrated detection systems.
For example, Rao and co-workers (17) have demonstrated
parallel fermentations of E. coli. in a milliliter-size micro-
bioreactor. A smaller, microliter-size fermentor has been
developed recently by the Jensen’s group (20). The perfor-
mances of these microbioreactors are comparable to tradi-
tional liter-size fermentors: Measurements of pH,
dissolved oxygen (DO) and optical density (OD) of biomass
in these microbioreactors have similar profiles as those in
benchtop fermentors. Similarities in cellular metabolism
and growth show the potential of using microbioreactors
for bioprocess optimization. Arrays of microfermentors
with integrated sensors and actuators are envisioned to
drastically reduce the cost and time for developing new
bioprocesses.

Microbioreactors For Toxicological And Drug Testing

Drugs need to be tested for toxicity and efficacy
before administration to humans. Accurate prediction,
however, is a challenge because most current drug tests
are performed only on human cells or animals. Animal
tests are expensive and time consuming, and efficacy of a
drug obtained from an animal surrogate study can still be
difficult to extrapolate to humans (162). Even when one
uses human cells for analysis, the result may be
totally different from what occurs physiologically because
cells cultured in flasks or dishes experience a totally
different microenvironment. Therefore, a microscale
human surrogate with microcirculatory systems, three-
dimensional (3D) tissue organizations, and appropriate
cell–cell and tissue–tissue interactions would be beneficial
in predicting human responses to drug treatment
more precisely. Below are two notable examples of such
efforts.

Bioartificial Livers. There are two major applications for
which artificial livers are developed: one is to replace organ
functions in patients with liver failure, and the other is to
perform toxicology testing of drug candidates. Organ repla-

cement functions require large bioartificial livers (BALs),
whereas the toxicology studies would benefit from micro-
scale BALs capable of conducting high throughput ana-
lyses. Microscale BALs are promising as convenient and
low cost in vitro models for screening drug toxicities parti-
cularly in light of the fact that approximately one-half of all
drug toxicities involve the liver.

Liver failure is the seventh leading cause of death by
disease in the United States. About 26, 000 people died
each year because of liver failure. Transplantation is lim-
ited by the supply of donor organs and the cost of the
surgery (163). Extracorporeal BAL devices have been pro-
posed as substitutes for transplantation. Macroscopic
BALs have been tested in clinical trials (164). In an attempt
to maximize the efficacy of the BALs, and to develop in vitro
liver systems for biological and toxicological studies, sev-
eral groups have microfabricated liver cell culture systems
(165).

Microbioreactors for liver cell cultures have several
configurations, ranging from flat-plate (163) or matrix-
sandwiched monolayer designs (166) to 3D perfusion cul-
tures (165). A flat-plate microbioreactor with an oxygen
permeable membrane was shown to support viability and
synthetic functions of hepatocytes cocultured with 3T3-J2
fibroblasts (163). This microchannel bioreactor was also
functional when connected extracorporeally to a rat (162).
The results indicate that this device can potentially be
used as a liver support device and for the eventual scale-up
to clinical devices. Compared with other configurations,
monolayer designs excel in mass transfer, easy fabrica-
tion, and easy optical analysis of cells (165), although cells
might be damaged by exposure to shear stress (167).
Griffith and co-workers (165) developed an array of micro-
bioreactors (with each channel 300� 300� 230 mm,
L�W�H in dimension) that support 3D culture of liver
cells by perfusion. Liver cells cultured in this device
showed viable tissue structures and tight junctions, glyco-
gen storage, and bile canaliculi. Membrane-based 3D per-
fusion hepatocyte culture systems have also been
developed (66).

Micro CCA. It is important to integrate cells from
different tissues together to simulate physiological
drug metabolism. Shuler and co-workers developed Cell
Culture Analogs (CCAs) that combine mathematical
pharmacokinetics models with cell culture-based experi-
mental studies to mimic human responses. The CCAs
have compartmentalized cell cultures representing dif-
ferent tissues. Interconnections between these compart-
ments allow circulation of media and metabolites. Since
the CCAs mimic the time-dependent exposure and the
metabolic interaction between multiple types of tissues
and cells, predictions from the CCAs may be more accu-
rate compared to existing in vitro models. Shuler and co-
workers proved the concept of CCA with a macroscopic
three-compartment (liver, lung, and other tissues) system
and showed the feasibility and potential usefulness of
such devices in testing naphthalene toxicity (168,169).
MicroCCAs with three (liver, lung, and other tissues) and
four (liver, lung, fat, and other tissues) compartments
have also been reported (170,171).
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Microbioreactors For Therapeutical Applications

Microfluidic Systems As Assisted Reproductive Techno-
logies. Microdevices provide unique platforms for artificial
reproduction and may ultimately increase the efficiency,
safety, and cost-effectiveness of in vitro fertilization
procedures. Currently, many embryo experiments are per-
formed in macroscopic culture dishes, where human or
animal oocytes (eggs) and embryos are manipulated manu-
ally. Use of pipettes for cellular manipulations is labor
intensive and low in accuracy, reproducibility, and effi-
ciency. In addition, the practice of transferring embryos
from one type of media into another is abrupt and may
shock the embryo due to the sudden change of environment
(172–174); inside the female tract, the supply of nutrients,
growth factors, and hormones changes gradually as the
embryo development progresses. An alternative to manual
pipetting is the use of microfluidic channels. Microfluidics
is ideal for use in artificial reproduction, because it is a
procedure that occurs physiologically inside small tubes
and ducts, the size and numbers of cells (oocytes, sperms)
required match well with dimensions of microsystems.

Beebe et al. (175) demonstrated manipulations of
embryos and oocytes within microfluidic channels. The
microfluidic systems can transport single mouse embryos
through a channel network (176), remove the zona pellu-
cida by chemical treatment (177), remove cumulus cells
from oocytes via mechanical suction (178), and culture
embryos in static or dynamic fluid environments (179).
In some cases, embryos cultured in microfluidic channels
develop faster compared to embryo grown in culture dishes
and with growth kinetics that are closer to what is observed
in vivo.

Cho et al. (125) developed a Microscale Integrated
Sperm Sorter (MISS) that isolates motile sperms based
on the ability of the motile sperms, but not the nonmotile
ones, to cross-laminar flow streamlines. The device allows
small volume samples that are difficult to handle with
conventional sperm-sorting techniques to be sorted effi-
ciently using a mild biomimetic sorting mechanism. The
MISS integrates power source, sample injection ports, and
sorting channel into one disposable polymer device making
the device potentially useful not only clinically, but also as
an at-home male infertility test (180).

Implantable Microcapsules. Microbioreactors that pro-
duce and release natural or recombinant bioagents are
useful for delivering therapeutic agents in vivo to enhance
metabolic function (181) or treat neurological disorders
(182) and cancers (183,184). Mammalian cells, plant cells,
microorganisms, enzymes, and biochemical compounds
have been encapsulated in a variety of semipermeable
containers mainly made of synthetic and natural hydrogels
(e.g., poly(vinyl alchohol), poly(hydroxyl ethyl methacry-
late), calcium alginate k-carrageenan, chitosan, collagen,
and gelatin). Here we focus on the application of micro-
encapsulated mammalian cells. The outer membranes of
the microspheres encapsulating the cells serve as selective
barriers that allow exchange of nutrients, wastes, and
therapeutic agents but block the passage of encapsulated
cells as well as macromolecular components of the immune

system. This approach has been effective in delivering
genetically engineered cells that secrete growth hormone
to partially correct growth retardation (185), recombinant
human bone morphogenetic protein-2 (rhBMP-2) to induce
bone formation and regeneration (186), interleukin-2 to
delay tumor progression and prolong survival (187), coa-
gulation factor IX for treatment of hemophilia B (188),
dopamine to treat Parkinson’s disease (182), insulin to
maintain blood glucose level (189), and analgesic sub-
stances to relief pain (190). Most of these works are aided
by using murine and canine models. Some of the most
advanced systems are in early clinical trials. Biocompat-
ibility (191,192) mechanical stability of the capsule mate-
rial (193–195), efficacy (196), safety (197), and cost are still
under evaluation and optimization. Reviews of therapeutic
uses of microencapsulated genetically engineered cells can
be found elsewhere (198).

Microbioreactors For Understanding Biological Responses

Use Of Multiple Laminar Streams To Study Subcellular
Biology And Chemotaxis. Physiological cell environments
are heterogeneous with local production and consumption
of key growth factors, nutrients, and signaling molecules.
Microfluidic systems are useful for mimicking such micro-
patterns of chemicals around cells. A particularly simple
and useful method is to take advantage of small channel
dimensions to generate multiple laminar streams that flow
in parallel and adjacent to each other inside the same
microchannel with minimum mixing (Fig. 3d). Such tech-
niques can be even used to treat different parts of single
living cells with different small molecular drugs, proteins,
and small particles such as low density lipoprotein (LDL)
(88).

Cancer and normal cells receive similar local stimuli
inside the body, but behave totally differently. A critical
question is why these differences arise. Taking advantage
of multiple laminar flows to perform subcellular epidermal
growth factor (EGF) stimulation, Sawano et al. (92)
revealed differences in signal propagation between carci-
noma and normal cells in response to local EGF stimula-
tion.

Many cells direct their motion in response to chemical
gradients. This phenomenon, called chemotaxis, protects
microorganisms by allowing them to move toward more
favorable conditions. In mammals, chemotaxis is impor-
tant for guiding cell migration during development,
embryogenesis, cancer metastasis, and inflammation. A
challenge for analyzing chemotaxis is the lack of methods
to generate well-defined chemical gradients that are stable
and do not change with time. This difficulty arises due to
the diffusivity of molecules and resulting changes of con-
centration profiles over time. Jeon et al. (90) demonstrated
the use of microfluidic systems with branched networks of
channels to generate stable gradients of interleukin-8
(IL-8) with linear, parabolic, and periodic concentration
profiles. The position and shape of the concentration gra-
dients were controlled by adjusting the flow rates and the
positions to which reagent of interest were added into the
channel network (89,199). The well-defined gradients
allowed straightforward quantification of chemotaxis
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coefficients as well as to observe complex migration beha-
viors of leukocytes in response to different concentration
gradient profiles.

Studies Of Vascular Diseases In Microfluidic Channels.
The mechanical forces that accompany blood flow and
pressure fluctuation influence vascular cellular biology
and pathology in many ways. As the blood flow along a
vessel, the viscous drag forces constantly expose endothe-
lial cells (ECs) to shear stress. The pulsatility of the blood
flow also induces a periodic change of circumferential
strain on ECs and their underlying smooth muscle cells
(SMCs). These mechanical forces have been found to cause
important biological changes in endothelial cell morphol-
ogy and function, such as alignment and elongation
(30,200), low density lipoprotein uptake (201), tissue plas-
minogen activator synthesis and secretion (202), and pro-
liferation (67). There has also been studies about the
combined effect of shear stress and cyclic strain on ECs
(203–205) and SMCs (206–208). While much has been
revealed about the alterations in EC function induced by
mechanical stresses, relatively little is known about the
mechanism mechanical signaling.

Capillary-size microfluidic channels were used to model
malaria, a potentially vital disease caused by loss of
deformability of red blood cells due to P. falciparum para-
sites infection. Erythrocytes exhibited increased rigidity
and decreased deformability with the progression of the
disease, as demonstrated by their increased difficulties to
transverse through 2 to 8 mm wide PDMS channels. This
type of microfluidic system may potentially be useful to
screen antimalaria drugs (209).

CONCLUSION AND FUTURE PROSPECTS

The convergence of bioreactors with advances in micro-
technology is starting an exciting revolution in medicine.
With microfabrication technologies, many copies of a
device can be generated and operated with quick proce-
dures and reduced cost. The ability to perform parallel
assays allows high throughput optimization of bioprocess
conditions, opening the way for cost-efficient biopharma-
ceuticals production.

Humans and other living organisms are inherently
microscopic in their essence, being comprised of networks
of microscopic reactors (i.e., the cells), and interconnected
by microfluidic vasculatures. Efforts to miniaturize bior-
eactors would lead to not only the development of smaller
pharmaceutical production and screening systems, but
also the construction of more physiological in vitro cell
culture systems where the ultimate goal is to develop
microbioreactors as animal or human surrogates. Even
for cullture of single cell types, the ability of microfluidic
systems to simulate physiological microenvironments is
useful for revealing disease mechanisms, drug testing,
use as biosensors, and single-cell-based clinical procedures
such as in vitro fertilization. More complex microbioreactor
systems with multiple cell types are being developed for
toxicology studies. So-called animals-on-a-chip or minihu-
mans provides exciting prospects for efficient drug discov-
ery and personalized medicine.

Current state-of-the-art microbioreactors are still rela-
tively simple with few components and limited sensing and
control. Many are highly specialized and nonroutine in
their use. The overall footprints of the systems are also
often still macroscopic. Current advances in micro- and
nanotechnologies as well as in medicine, however, promise
rapid improvements in performance, accessibility, and
sophistication of microbioreactors. Current trends point
to a future where the gap between manmade devices
and living organisms will narrow and applications of micro-
bioreactors to medicine will grow.
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MICRODIALYSIS SAMPLING
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MICRODIALYSIS SAMPLING: NON-SPECIALIST VIEW

Microdialysis sampling devices are minimally invasive
miniature dialyzers that can be implanted into a distinct
tissue region to obtain a chemical snapshot over an inte-
grated time period. In combination with appropriate che-
mical detection methods for the targeted substances, a
microdialysis sampling device may be considered to be a
universal biosensor. Obtaining chemical information from
different tissues can often lead to either a greater under-
standing of the underlying chemistry involved with the
physiological function of the organ or the origin of a parti-
cular disease process. A simplified view of the microdialysis
sampling device is shown in Fig. 1. The central part of the
microdialysis sampling device is a single semipermeable
hollow fiber membrane with dimensions that range
between 200 and 500 mm for its external diameter and 1
and 30 mm in length. A perfusion solution is passed
through the device at microliter per minute flow rates.
Compounds diffuse from the tissue space into the dialysis
probe and are carried to an outlet to undergo chemical
analysis. Originally microdialysis sampling was developed
to obtain real-time chemical information from rodent brain
and was termed intracranial dialysis. Microdialysis sam-
pling has now been applied for chemical collection from
nearly every single organ. In addition to neurotransmitter
collection, the device has been used for endocrinology,
immunology, metabolism, and pharmacokinetic applica-
tions as shown in Table 1. The biomedical literature cites
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Figure 1. Microdialysis sampling process. A perfusion fluid that
closely matches the ionic strength and composition of the fluid
external to the microdialysis membrane is passed through at flow
rates between 0.5 and 2.0 mL�min�1. Analytes, A, that are not
protein bound, AP, diffuse through the extracellular fluid space
(wavy lines) and can pass through the pores of the semipermeable
membrane are collected into the device. The analyte outlet
concentration [A]outlet can then be quantified using a suitable
detection method.



thousands of research articles that have used microdialysis
sampling devices to study many different basic and clinical
research problems with perhaps 90% or greater of these
applications focused in neuroscience. As more life scientists
realize that microdialysis sampling devices exist, this
device will be used more often to solve many additional
clinical problems outside of the neurosciences.

INTRODUCTION

Mammalian organs are highly complex systems that
achieve their functions through a multifaceted chemical
communication network. For laboratory studies focused on
understanding these chemical networks, the organ is often
broken down into its component parts (cells, subcellular
components, extracellular matrix components, etc.) to cre-
ate more controlled conditions. These types of studies have
allowed for a great understanding of the individual com-
ponent parts, but do not address how the chemical com-
munication may occur within the intact organ. Common
diagnostic collection methods, such as blood or urine sam-
pling, are too far removed from organs to be able to provide
desired information about localized organ biochemistry.
Gaining chemical information from an organ system prior
to the creation of microdialysis sampling devices required
either organ dissection or noninvasive analysis methods.
Removing organs to access chemical content is fraught
with many concerns including the preparation of the sam-
ple that involves in most cases sacrifice of the animal (or a
biopsy for humans) as well as concerns about chemical
stability and loss during the sample preparation process.
For nearly all organs, the changes in localized tissue
chemistry caused during sacrifice may severely alter
some chemical communication systems. Finally, organ
dissection does not allow for temporal studies of targeted
analytes.

An increasing number of medical devices and instru-
ments are becoming available to noninvasively measure in
vivo chemical composition at spatially defined sites. Non-
invasive measurements typically use spectroscopic instru-
ments that are highly analyte specific. In particular, the
most well-known medical devices for achieving these tasks

are positron emission tomography (PET) and magnetic
resonance imaging (MRI). Positron emission tomography
scanning requires production of special isotopes (11C, 13N,
15O, 18F) with limited half-lives. Similarly, MRI uses 1H to
create an image and is a useful imaging technique because
the concentration of hydrogen nuclei in water and fat is
roughly 100 M (mol�/L�1). Magnetic resonance spectro-
scopy (MRS) can be used to noninvasively detect other
isotopes (1H, 13C, 15N, 19F, 31P), but requires very high
concentrations of these nuclei for detection. Fluorescence
imaging has also been used for noninvasive measurements
in conjunction with near-infrared (IR) tags or with enzyme
substrates that become fluorescent when cleaved (1–3).
While these spectroscopic techniques hold significant pro-
mise for some areas of clinical medicine (cardiovascular
and oncology), they are quite limited with respect to the
range of analytes that can be detected and thus potential
applications. While not noninvasive, minimally invasive
microdialysis sampling devices coupled with appropriate
dialysate analytical detection methods allow for measure-
ments of localized tissue chemistry with significantly
greater analyte flexibility and spatial resolution.

Microdialysis sampling originated as an alternative to
push–pull perfusion devices for use in mammalian brain.
Push–pull perfusion devices were used to collect fluid
relevant to synaptic transmission (4). During a push–pull
perfusion, a solution that closely matches the ionic chemi-
cal composition of the extracellular fluid (ECF) is loaded
into a syringe and this is gently infused into the implanta-
tion site. This perfusion fluid mixes with the existing ECF
and then is pulled back into the device. The analysis of
push–pull samples became a useful tool for tracking neu-
rotransmitter activities coupled with allowing for a
remarkable understanding of the underlying chemical
events associated with a wide variety of behavioral and
physiological stimuli. Insertion of push–pull cannula could
potentially cause tissue damage or lesions, which raised
many concerns among researchers since this type of
damage could limit the usefulness of the neurochemical
data collected. In other words, researchers were often
concerned that sampling was really taking place in a ‘‘lake’’
of fluid that may not contain the representative chemical
components of the extracellular fluid space.

The push–pull sampling method was principally applied
to neurochemical sampling. For other tissues, other extra-
cellular fluid sampling methods have been described.
These other methods include open-flow microperfusion
and wick methods. Both of these methods have been used
in muscle, as well as dermal sampling. Additionally, blister
methods are common for obtaining interstitial fluid from
the skin. Open-flow microperfusion is similar to push–pull
perfusion. A cannula device contains an inner tube and an
outer tube with open pores (typically �500 mm) is placed
over this inner tube. A peristaltic pump then simulta-
neously delivers and withdraws fluid through the device
(5). Open-flow microperfusion has primarily been used for
sampling the extracellular fluid in muscle and skin. Alter-
natives to perfusion methods are wick methods, which use
nylon wicks to sample the extracellular fluid space in
animals and humans (6–8). To obtain multiple samples
over a specified time period would require insertion and
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Table 1. Typical Microdialysis Sampling Uses

Collection of endogenous analytes from brain including neuro-
transmitters (dopamine, norepinephrine, serotonin, glutamate,
GABAa, glucose, peptides and proteins (cytokines).

Collection of endogenous small hydrophilic analytes from other
tissues (e.g., glucose for diabetics).

Collection of peptides and proteins from perphiral tissues, for
example, glutathione, neuropeptides, and different cytokines
and growth factors (e.g., VEGF).

Collection of xenobiotic analytes for pharmacokinetic or phar-
macodynamic studies from numerous tissue sites (brain, dermis,
muscle, and tumors) in both animals and humans.

Localized delivery of analytes followed by concomitant recovery of
endogenous analytes or metabolized products (e.g., spin traps,
metabolites).

aGABA ¼ r-aminobutyric acid



removal of individual wick devices. This repeated insertion
and removal might cause additional trauma to the sam-
pling site.

To overcome the tissue damage concerns associated
with push–pull perfusion for neuroscience applications,
the use of semipermeable dialysis membranes at the tips
of the push–pull cannula were used (9,10). These original
dialysis bags eventually led to flow-through microdialysis
probes introduced by Pycock and Ungerstedt in 1974 (11).
The advantage of microdialysis sampling over the push–
pull cannula is that fluid is not pushed into sensitive brain
tissue. Unlike a push–pull perfusion, microdialysis sam-
pling is a continuous process that provides a sample
that excludes many of the components from the ECF. This
exclusion process serves to provide a relatively clean
sample for chemical analysis. Today, this technique has
been widely used by life scientists to attain site-specific
access to numerous tissue sites to study and solve many
problems, which include, but are not limited to the fol-
lowing applications: (1) To elucidate the role of different
neurotransmitters and neuropeptides in specifically
defined brain regions; (2) To collect glucose continuously
over many days to give a better chemical picture to diabetes
specialists to determine the efficacy of an insulin regimen
for individual patients; (3) To collect energy metabolites
(glucose, lactate, pyruvate) as well as administered drugs
(morphine) to understand diseased energy metabolism and
blood-brain barrier transport from head trauma patients;
(4) To determine if an efficacious drug concentration is
reaching a specific infection site or diseased tissue sites for
antineoplastic therapy or antimicrobial therapy; (5) To
determine pharmacokinetic parameters in single animals;
(6) To determine metabolite formation and accumulation in
various tissues after a drug dose in a single animal over
time; (7) To determine the extent of drug blood–brain
barrier permeation of new drugs in animal models; (8)
To collect various endogenous peptides and proteins
(e.g., cytokines and growth factors) from different periph-
eral sites in animals and humans (12).

To newcomers to this device, the principles of micro-
dialysis sampling operation at first seem deceptively sim-
ple. At the most basic level, the microdialysis sampling
device may be considered to behave as an artificially
implanted blood vessel that allows free analyte diffusion
into the inner fiber lumen. However, as will be discussed in
this article, numerous considerations that involve both an
understanding of the localized biology and physiology, as
well as the underlying mass transport processes are essen-
tial to microdialysis sampling data interpretation.

MICRODIALYSIS SAMPLING PRINCIPLES OF OPERATION

In principle, as long as the microdialysis probe can be
implanted, it can be used for sampling localized tissue
biochemistry. Microdialysis sampling requires only a few
pieces of equipment. This equipment is not cost-prohibi-
tive, which is the reason that many different researchers
can perform microdialysis sampling experiments in their
own laboratories. For most experiments, the necessary
equipment includes a perfusion pump to deliver the perfu-

sion fluid and a microdialysis probe. In addition to the
pump and probe, for animal studies, a device to hold either
an anesthetized animal (e.g., stereotaxic unit for neu-
roscience procedures) or a bowl with appropriate swivels
to prevent tangled tubing for freely moving animals may be
necessary.

Microdialysis Sampling Instrumentation Components

The basic components needed to perform microdialysis
sampling experiments in an awake-freely moving animals
has been described (13). The components required for this
type of experiment includes the microperfusion pump, an
inlet and outlet fluid swivel that prevents the fluid lines
from becoming tangled, and a bowl system to allow the
animal to freely move. Additional components can include
refrigerated fraction collectors to allow collection and sto-
rage of sensitive samples. Microperfusion pumps used to
deliver the perfusion fluid through the microdialysis probe
are capable of delivering volumetric flow rates between 0.1
and 20 mL�min�1. Flow rates between 0.5 and 2.0 mL�min�1

are commonly used during most microdialysis sampling
experiments.

Microdialysis sampling perfusion fluids are chosen to
closely match the ionic strength and composition of the
external tissue extracellular fluid surrounding the micro-
dialysis probe. Perfusion fluids passed through microdia-
lysis sampling probes are a form Ringer’s solution for
which there are numerous published chemical composi-
tions (14,15). Typical Ringer’s solutions contain �150 mM
NaCl, 4 mM KCl, and 2.4 mM CaCl2 and can also be
supplemented with glucose and other ionic salts (MgCl2).
These solutions are used both to maintain fluid balance, as
well as ion balance across the dialysis membrane. Main-
taining fluid balance across the dialysis membrane is
important so that large osmotic pressures are not created.
Significant osmotic pressure differences will cause fluid to
be gained or lost during microdialysis sampling (16). Fluid
loss is often undesirable for analytical as well as biological
reasons. From an analytical perspective, oftentimes the
analysis requires a set volume. For example, a liquid
chromatographic analysis may require 10 mL of sample
and a standard enzyme-linked immunosorbent assay
(ELISA) may require 100 mL of sample. From a biological
perspective, fluid loss can be undesirable in some tissues
that are particularly sensitive, such as the brain. Further-
more, brain tissue is also highly sensitive to ionic concen-
tration alterations since such changes can alter
neurotransmitter release (17). By maintaining an osmotic
balance, the fundamental mass transport mechanism for
moving an analyte from the extracellular fluid space (ECF)
to the dialysate lumen is principally diffusion.

Probe Geometry

Microdialysis sampling is typically considered to be synon-
ymous with the term intracranial dialysis sampling
because of its neuroscience origins. The first intracranial
dialysis device was a linear design that traversed long-
itudinally through different brain regions. A variety of
different probe designs have been described in many dif-
ferent review articles (18–20). Microdialysis probe design
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has evolved to allow use of the device for biomedical
applications beyond neuroscience. Linear geometry micro-
dialysis sampling devices for neuroscience were not as
useful as the push–pull cannula that could be inserted into
known brain regions (e.g., striatum, hippocampus, sub-
stantia nigra) based on known stereotaxic coordinates that
in some cases are < 1 mm wide in rat brain. To overcome
this challenge for neurochemistry studies, more rigid can-
nula designs were created that can be inserted into specific
brain regions and are now commercially available from a
variety of sources (21).

As microdialysis sampling devices became a standard
tool used by neuroscientists, researchers in other fields
began to realize its great in vivo analysis potential. Prin-
cipally, the use of the probes for collection of endogenous or
xenobiotic components in blood and peripheral tissues
became of interest (22). In these tissues, a rigid stainless
steel cannula causes tissue damage and may make awake
and freely moving experiments with animals quite diffi-
cult. Cannula designs using Teflon or fused silica are
commonly used for to make flexible probes for either sam-
pling in soft peripheral tissues (e.g., skin or liver) or for
blood sampling. Linear probe designs have also been rein-
troduced after originally being applied to brain studies and
are now used for insertion into soft peripheral tissues. An
additional advantage of these flexible designs is they also
allow for studies in awake and freely moving animals in
peripheral tissues. Recent research interests in transgenic
mice have forced the creation of smaller microdialysis
sampling devices (23).

Probe Materials

Semipermeable hollow fiber membranes used for micro-
dialysis sampling are the same as those used for kidney
dialysis. Different polymeric semipermeable membranes
have been used in microdialysis sampling probes and are
listed in Table 2. Typical materials include cellulose-based
membranes (cuprophan or cellulose acetate), polycarbo-
nate/polyether blends, polyacrylonitrile, and polyethersul-
fone. These membranes span a wide range of molecular
weight cutoffs (MWCO) from 5000 to 100,000 Da. Choice of
the membrane to be used during microdialysis sampling
requires both analyte molecular weight information, as
well as where the probe will be implanted as some tissue

regions (particularly in the brain) are too narrow for > 500
mm external diameter membranes.

Semipermeable hollow fiber dialysis membranes can be
obtained with a known molecular weight cut off (MWCO).
The MWCO can be experimentally determined for a hollow
fiber using several different experimental methods. The
primary method used to determine MWCO for hollow fiber
membranes is to continuously pass through the fiber
lumen over a long period of time (24 h or greater) a solution
containing known molecular weight markers. Known
solutes that are rejected by the membrane are then used
to calculate membrane MWCO. In practice, the MWCO is
really not an absolute number, but rather the median of a
range. This molecular weight rejection range is highly
dependent on the semipermeable membrane materials
pore distribution and can exhibit either a narrow or broad
MWCO range (24).

Originally, the purpose of microdialysis sampling was to
use the dialysis membrane as a means to provide a sample
for chemical analysis that did not require further sample
preparation steps such as protein removal. Intracranical
dialysis applications typically target hydrophilic analytes
with molecular weights < 500 Da. For these applications,
dialysis membranes with low MWCO of � 5000–6000 Da
were commonly used to reject larger analytes and proteins
so to allow liquid chromatographic analysis without
further sample purification.

Recently, there has been a greater interest of applying
microdialysis sampling to collect peptides and proteins.
There have only been a few reports describing the use of
different types of dialysis membranes towards the collec-
tion of large molecules, such as peptides and proteins (25).
This is unfortunate as the types of commercially available
membranes that are capable of providing the performance
characteristics necessary for protein collection are rela-
tively few. Kendrick extensively compared the recovery
performance of different amino acids and peptides among
different types of dialysis membranes (26). Torto et al.
compared the dialysis collection efficiency for a series of
saccharides [glucose (DP1), maltose (DP2), though mal-
toheptaose (D7)] among many different types of dialysis
membranes (polyamide, polyethersulfone, and polysul-
fone) as well as different MWCO between 6 and 100
kDa (27). In some cases, membranes with similar MWCO
and different chemistry exhibited similar recovery values.
Whereas, some of the polysulfone membranes with 100
kDa MWCO exhibited quite low recovery for these low
molecular weight analytes when compared to membranes
with similar chemistry, but lower MWCO.

A set of model proteins including insulin (5.7 kDa),
cytochrome c (12.4 kDa), ribonuclease A (13.7 kDa), lyso-
zyme (14.4 kDa), and human serum albumin (67 kDa)
were tested with different polymeric membranes and
molecular weight cutoffs ranging between 20 and 150
kDa (28). All the membranes had similar external dia-
meters (500 mm). Among the different membranes, only
the polyethersulfone (100 kDa MWCO) commercially
available from CMA Microdialysis, Inc and a Fresenius
polysulfone membrane (150 kDa MWCO) exhibited simi-
lar recovery characteristics for the above-mentioned set of
model proteins.
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Table 2. Commercially Available Microdialysis Membrane
Dimensionsa

PC PES PAN CUP

Outer radius, mm 250 250 170 120
Inner radius, mm 200 205 120 95
Wall thickness, mm 50 45 50 25
Molecular weight cutoff 20,000 100,000 29,000 6,000
Outer surface area, mm2 6.28 6.28 4.27 3.01

aThe data provided here is that given by the manufacturers of the micro-

dialysis probes. It is not known if the radii are for dry or wet membranes.

The abbreviations are as follows: PC ¼ polyether/polycarbonate, PES ¼
polyethersulfone, PAN ¼ polyacrylonitrile (or AN-69), CUP ¼ cuprophan.

CMA Microdialysis, Inc sells PC, PES, and CUP membranes. Bioanalytical

Systems, Inc sells PAN membrane probes.



Membrane MWCO cannot be used as a means to spe-
cifically predict how well an analyte will be recovered
during a microdialysis sampling procedures. New micro-
dialysis sampling practitioners sometimes mistakenly
believe that analytes near the membrane MWCO will be
recovered. Although a membrane with 100 kDa MWCO
allows some transport of molecules of this molecular
weight, the recovery of an analyte of this size will be
significantly < 1% (if at all) of the external sample con-
centration during microdialysis sampling. Dialysate ana-
lyte concentrations rarely reach equilibrium with the
external sample concentrations except under unique con-
ditions (very low flow rates and long membranes). For
dialysate concentrations to reach those of the tissue med-
ium surrounding the probe and thus approach equilibrium
with the surrounding tissue concentrations, low perfusion
fluid flow rates or long membranes are required in order to
achieve residence times sufficient to obtain equilibration.
During microdialysis sampling, the perfusion fluid only
passes once through the inner membrane lumen with
residence times on the order of seconds. Since this is in
contrast to the methods used to obtain membrane MWCO,
it is not surprising that sampled analyte molecular weight
range is reduced due to the perfusion fluid making only one
pass through the device. In general, the analyte molecular
weight that easily passes through the membrane with 10%
or greater recovery is roughly one tenth of the MWCO as
shown in Fig. 2 (29). However, this is not an absolute value
and different analytes have been reported to be difficult to
dialyze across particular membranes. With rare exception
(30), hydrophobic analytes typically are poorly dialyzed
during microdialysis sampling (31,32). Furthermore, AN-
69 membranes (polyacrylonitrile), which are sometimes
used for kidney dialysis and have been used for in-house
microdialysis probes, carry a negative charge that may
cause rejection of certain negatively charged analytes
(33,34).

Microdialysis sampling requires an inlet and outlet tube
to be attached to the membrane. The length and inner
diameter of the outlet tube attached to the membrane

affects membrane backpressure. For some hollow fiber
membranes, convective fluid loss (ultrafiltration) across

Jv ¼ PðDp� DpÞ=l (1)

these hollow fiber semipermeable membranes is possible
and the extent of this ultrafiltration is related to the
volumetric flux (Jv) shown in Eq. 1, where P is the perme-
ability coefficient for the membrane, l is the length across
the membrane (e.g., the membrane thickness), and Dp and
Dp the hydrostatic and osmotic pressure differences (35).
Different membranes have difference permeability coeffi-
cients. The physical manifestation of this fluid loss is that
the probe appears as if it is sweating during the dialysis
procedure and is often observed with larger MWCO mem-
branes.

Peptides and proteins diffuse very slowly across the
small pores of membranes with MWCO between 5000
and 30,000 Da. To improve the relative recovery of these
analytes, larger 100 kDa dialysis membranes have become
commercially available. The disadvantage of these larger
MWCO membranes is that they often exhibit ultrafiltra-
tion due to their larger pore sizes. Ultrafiltration fluid
losses across 100 kDa or larger MWCO dialysis membranes
should be determined prior to in vivo experiments. In
particular, the ultrafiltration is exacerbated by the use
of long outlet tubing with narrow diameter (a common
need with awake and freely moving animal experiments).
Osmotic balancing agents, such as dextrans or albumin,
are commonly added to microdialysis perfusion fluids
passed through 100 kDa or larger MWCO membranes to
prevent excessive ultrafiltration as well as to prevent non-
specific adsorption on the device materials (36,37). While
these agents are passed through the membrane, their
potential loss to the surrounding tissue space has not been
reported.

Recovery, Delivery, and Localized Infusion

Sensor devices are highly specific analytical detectors and
can only be used to detect analytes that physically contact
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Figure 2. Semilog graph of relative recovery versus molecular weight for PC, PAN, and CUP
membranes using different perfusion fluid flow rates. Flow rates are 0.5mL�min�1 (&), 1.0mL�min�1

(�), 2.0 mL�min�1 (~) and 5.0 mL�min�1 (~). Adapted from Ref. 29).



the sensor. Microdialysis sampling provides extensive flex-
ibility with respect to ways in which it can be applied.
Typical microdialysis sampling applications use what is
termed the recovery mode where the device is placed into a
sample matrix and analytes diffuse into the inner-fiber
lumen of the probe (Fig. 1). Alternatively, the device can be
used as a delivery device where a compound is infused
through the probe causing either some alteration in a
biochemical event (enzymatic reaction, enzymatic inhibi-
tion, or receptor binding) followed by collection of an endo-
genous analyte or enzymatic product. The probe can also be
used to pass a substrate for a chemical or biochemical
reaction and the products of that reaction can then be
locally sampled as shown in Fig. 3. Unlike a specific sensor,
microdialysis sampling devices allow for many physiologi-
cal and biochemical processes to be studied within living
tissue. Different examples of this approach for a variety of
different tissues are shown in Table 3.

DEVICE CALIBRATION

Theoretical Foundations

Typical microdialysis sampling operating conditions (flow
rates between 0.5 and 2.0 mL�min�1) will yield a represen-

tative fraction of the analyte concentration in the sur-
rounding ECF. Since most microdialysis conditions are
such that equilibrium between the dialysate and the sam-
ple is not obtained, a calibration has to be used to relate
dialysis concentrations to external sample concentrations.
Extraction efficiency (Ed) is used to relate the dialysis
concentration to the sample concentration. The steady-
state Ed equation is

Ed ¼
Coutlet � Cinlet

Ctissue,1 � Cinlet

¼ 1� exp
�1

QdðRd þ Rm þ Re þ RtÞ

(2)

shown below in Eq. 2, where Coutlet is the analyte concen-
tration exiting the microdialysis probe, Cinlet is the analyte
concentration entering the microdialysis probe, Ctissue,1 is
the analyte tissue concentration far away from the probe,
Qd is the perfusion fluid flow rate and Rd, Rm, Re, and Rt are
a series of mass transport resistances for the dialysate,
membrane, external sample, and a trauma layer that
exists at the interface of the probe membrane and the
tissue as defined in Scheme 1 (48,49).

The resistance terms are additive and understanding
how these resistance terms affect Ed is vitally important
with respect to experimental design. Throughout the
microdialysis sampling process, collected analytes must
diffuse through at least three regions (tissue, membrane
and dialysate) in order to exit the microdialysis probe. Each
mass transport resistance term defined in Scheme 1 has a
diffusive component, which indicates that analytes with
smaller diffusion coefficients will exhibit much lower Ed.
The combined resistance contributions from Rd and Rm can
be experimentally determined in vitro by collecting dialy-
sates at different flow rates. A plot of the natural log of
(1-Ed) versus 1/Qd should yield a straight line, which can be
regressed to determine the additive values for Rd and Rm.
In addition to this information, an in vitro Ed experiment
performed at 37 8C with stirring to cause the sample resis-
tance, Re, to approach a zero value, will yield the highest
possible in vivo Ed.

The variables shown in Eq. 2 illustrate that a combina-
tion of perfusion fluid flow rate (Qd), as well as mass
transport resistances for the dialysate, membrane, and
tissue medium external to the microdialysis probe affect
Ed. Decreasing Qd allows for a greater fluid residence time
within the dialysis membrane thus allowing analyte
concentration to increase along the membrane axis.
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Figure 3. Localized infusion. A substrate or drug is locally
infused through the microdialysis sampling probe. It diffuses
into the ECF and then either reacts to form a product or causes
a biochemical event to increase the concentrations of other
molecules.

Table 3. Some Examples of Localized Infusion Using Microdialysis Sampling

Type (substrate or
inhibitor) Infused Compound Measured Analyte or Application Tissue References

Inhibitor Cocaine Dopamine Brain 38
Substrate Substance P and other neuropeptides Proteolytic Products Brain 39,40
Substrate Salicylic acid or 4-hydroxybenzoic acid 2,3-DHBA, 2,5-DHBA, 3,4-DHBA In Vitro, Brain 41–43
Substrate Phenol or acetaminophen Metabolites Liver 44,45
Substrate and

inhibitor
Angiotensin, phosphoramidon, captopril Metabolites and enzymatic inhibition Renal Cortex 46

Substrate Suc-(Ala)3-pNA Elastase (protease) activity In Vitro 47



Fig. 4 shows a typical Ed curve simulated using the above
equations (only Rd and Rm assuming a well-stirred sys-
tem) for analytes with different aqueous diffusion coeffi-
cients. Fig. 4 clearly shows how microdialysis sampling
membranes even for a hypothetical case perform in a
manner that is consistent with diffusion being the major
contributor affecting recovery. This scenario for the dif-
fusivity is especially true for protein collection as many
proteins of interest such as the cytokines have molecular
weight values that can begin to approach the molecular
weight cutoff limit for the dialysis membrane. In these
cases, the protein diameter can begin to approach the
values for the pore diameters resulting in restricted diffu-
sion through the membrane, higher membrane mass
transport resistances and thus reduced analyte recovery.

The parameter Ed is highly dependent on several phy-
siochemical parameters (analyte diffusion coefficient,
perfusion fluid flow rate, membrane pore size, and mem-
brane surface area), kinetic uptake into cells (50) and the
microvasculature (51), as well as the overall ECF
volume fraction. The mass transport, resistances shown
in Scheme 1 include analyte diffusivity terms for all three
regions of mass transport, as well as kinetic terms for

the tissue space, as shown in the above equations. Tissue
diffusive and kinetic properties of the sample surrounding
an implanted microdialysis probe will dictate the how
reduced the in vivo Ed will be from the maximum possible
in vitro Ed value at any particular flow rate. For hydro-
philic analytes, it is generally assumed they diffuse only in
the ECF that surrounds the tissue cellular components.
This ECF space comprises approximately 20% of the over-
all tissue volume (52). Typically hydrophilic analytes have
to diffuse around the cells en route to the microdialysis
probe, the overall effective diffusive path length is
increased due to the tortuous path traversed by the ana-
lyte. This tortuosity alters the tissue diffusion coefficient
which can be approximated using Decf¼Daq/l2, where l

has a value of � 1.5. In addition to the alteration in
diffusive characteristics, tissues are vascularized and have
active cellular components. Depending on the analyte, the
active components will affect the overall microdialysis Ed.

In addition to these parameters influencing microdia-
lysis Ed, analyte properties affect the shape and the time to
reach steady state for the concentration profile to the
microdialysis probe. Analytes that diffuse rapidly and have
a rapid supply to the tissue have narrow concentration
profiles to the dialysis probe. Conversely, analytes that
slowly diffuse and are not readily supplied to the tissue
space will have concentration profiles to the dialysis probe
that are not as steep. During microdialysis material is
removed from the sampling site and the extent to which
matter is removed is a function diffusive and kinetic para-
meters applied to that particular analyte, for example, how
rapidly it the analyte replenished to the ECF from either
capillaries (drugs) or cellular release processes. This has
been a concern by others particularly as it relates to the
understanding of dopamine transmission in the brain (53).
However, dopamine is a special case and has rapid release
and uptake kinetics in the ECF. For analytes that are
poorly transported across the capillary space in the brain
along with analytes that do not undergo significant uptake
(e.g., drugs), their relative recoveries are generally lower
than those with higher uptake/kinetic rates. It may appear
to be counterintuitive to think that analytes with very
rapid kinetic removal from the space surrounding the
microdialysis probe have increased relative recovery. How-
ever, the higher removal rates cause the concentration
profile to the dialysis probe to have a much greater gradient
to the device as compared to a poorly removed analyte
which would have a much shallower concentration profile
to the device. For analytes with similar ability to diffuse
through the membrane, that is, their membrane diffusion
coefficients are nearly equal, the flux should be greater for
the sharper concentration gradient thus causing greater
relative recovery.

The theoretical foundations for microdialysis sampling
during steady state operations derived by Bungay et al.
have been widely used to corroborate many different in vivo
experimental observations. In a series of papers focused on
neurotransmitters, Justice’s group has studied how uptake
inhibition decreases microdialysis Ed 38,54,55. Stenken
et al. 56 showed that since kinetic removal of targeted
analyte may in some cases be additive, the inhibition of a
particular cytochrome P450 isoform for phenacetin and
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Scheme 1. The multiple mass transport equations used to
describe microdialysis sampling. D is the diffusion coefficient
through the dialysate, Dd, membrane, Dm, and sample, Ds. The
parameter L is the membrane length; G (cm) is a composite
function; kep(r), km(r), and kc(r) are kinetic rate constants as a
function of radial position (r) from the microdialysis probe.
Additional term definitions can be found in Ref. 48.



antipyrine metabolism did not significantly alter Ed. This
suggested that multiple kinetic components (capillary per-
meability plus metabolism) are important for analyte
removal from liver tissue. Elmquist has shown that trans-
porter inhibition in brain causes alterations in Ed for
different drugs (57).

Calibration Methods

If the different variables shown in Eq. 2 and Scheme 1 are
known prior to experimentation, then it is possible to
predict the in vivo Ed. However, the difficulty with in vivo
experiments is that obtaining values for variables is highly
challenging. Furthermore, it is difficult to obtain an abso-
lute value for Ctissue and an in vivo calibration requires that
Ctissue (Eq. 2) be known. Even today, many experiments
employing microdialysis sampling are semiquantitative
and dialysate concentrations obtained are approximations
of Ctissue at best. Since quite often ratios of dialysate
analyte concentrations are obtained before and after some
input (e.g., pharmacological or physical) with no attempt to
measure the Ctissue during the experiment. To date, the in
vivo calibration of implanted devices, including microdia-
lysis probes, is an active area of research in the analytical
chemistry and bioengineering communities and many
authors have reviewed this subject (58,59). The principal
difficulty with respect to obtaining a reliable device cali-
bration is the inability to fully reproduce in vitro all the
salient physiological features of tissue including permea-
tion across capillaries and uptake processes (60,61).

Initial microdialysis sampling calibration focused on
using an in vitro Ed calculation to estimate tissue analyte
concentration. This approach gives a rough estimate of Ed

and may provide an incorrect calibration factor. Further-
more, in vitro methods used for Ed measurement are
affected by temperature (microdialysis sampling again is
inherently a diffusion separation method), as well as sam-
ple stirring. A well-stirred buffer medium provides a mass
transport external medium mass transport resistance (Re)
that approaches a value of zero. It is important to note that
a quiescent medium does provide diffusional mass trans-
port resistance and thus relative recoveries performed in
vitro under stirred conditions will be different than those
performed using quiescent conditions (48). How close a
quiescently determined in vitro Ed is to the in vivo Ed

would be wholly dependent upon the tissue kinetic proper-
ties for the targeted analyte. In other words, an analyte,
such as dopamine, may exhibit higher in vivo Ed than in
vitro quiescent Ed due to its extensive uptake kinetics
causing a steeper concentration gradient to the dialysis
probe as compared to the in vitro quiescent Ed measure-
ment. Differences in the ability of the analyte to diffuse
through the tissue space due to increased tortuosity and
decreased volume fraction led to empirical methods that
could be used to amend in vitro relative recovery calibra-
tion determinations (62). These methods focused on differ-
ences in tissue diffusion properties, but did not include the
role of kinetic affects on microdialysis Ed causing signifi-
cant errors for estimating in vivo values for Ctissue.

Jacobson et al. (63) were the first to try to create a more
analyte-specific calibration procedure for microdialysis

sampling. In their work, varying the perfusion fluid flow
rates through the dialysis probe derived an analyte-specific
membrane mass transport coefficient, K, shown below in
Eq. 3, where A is the membrane surface area and Qd is the
dialysate volumetric flow rate. Eq. 3

Coutlet

Ctissue
¼ 1� expð�KA=QdÞ (3)

is similar to Eq. 2, showing how the model of Bungay et al.
incorporated previously known experimental results. In
this case, the product (-KA) is related to the sum of the
fraction of the mass transport resistance terms. Experi-
mental results from this work immediately showed that
understanding the underlying in vivo mechanisms affect-
ing microdialysis Ed was more complicated than initially
expected. These researchers found that different amino
acids exhibited different in vivo mass transport coeffi-
cients. This was unexpected since the amino acids would
be expected to have very similar diffusion coefficients due
to their similar molecular weight. This data began to lead
to the understanding that analyte properties (diffusion and
kinetics) in the tissue play a major role with respect to
microdialysis sampling calibration. An extension of cali-
bration approach of Jacobson et al. is to pass the perfusion
fluid through the dialysis probe so slowly that zero flow is
approached and nearly 100% relative recovery as shown in
Fig. 5. In this case, the goal is to calculate Csample by
attempting to reach an equilibrium state across the micro-
dialysis membrane (64).

The most widely used calibration method for microdia-
lysis sampling is based on knowing that diffusive flux
should not occur across the dialysis membrane when the
analyte concentration inside the perfusion fluid matches
the concentration external to the microdialysis probe. This
method was originally demonstrated by Lönnroth and has
been called by a variety of names including Lönnroth plot,
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method of no net flux (NNF) and method of zero net flux
(ZNF). The ZNF method requires the tissue analyte con-
centration be at a steady state and has been used to
determine basal concentrations for many analytes. The
probe is perfused with different analyte concentrations
that are either above or below the targeted analyte con-
centration. With these different perfusion studies, the loss
or gain of analyte across the microdialysis probe can be
determined and then plotted versus the inlet concentration
as shown in Fig. 6. The analyte concentration is deter-
mined by the x-axis intercept and the relative recovery is
the absolute value of the calibration line slope. A major
drawback with this approach is the extensive amount of
research time that has to be invested during the different
perfusion studies. In particular, this is quite difficult to
achieve with exogenous analytes (drugs) that would
require a continuous infusion to achieve steady-state
concentrations.

Quite often what is desired from a microdialysis sam-
pling procedure is the analyte concentration during some
sort of pharmacological challenge to an animal. This much
needed analyte temporal information is not possible to
collect with the requirement of steady state for the ZNF
method. To overcome this problem and to gain information
regarding the probe calibration from sample to sample,
internal standards have been used during microdialysis
sampling. Typically, internal standards have been chemi-
cals with similar physicochemical properties as the tar-
geted analyte. Some early work in internal standards
proposed using one standard, such as antipyrine or 3H–
water to allow assessment of sample-to-sample differences
should they arise throughout the duration of the micro-
dialysis sampling events (65). Antipyrine would be a sui-
table reference for probe-to-probe variability because of its
highly hydrophilic nature and ease of chemical detection.
Urea has also been used as a microdialysis calibration
reference for different metabolism studies (66–68). It is
again important to note that the extraction efficiency of any
particular analyte is a combined function of the different
mass transport regions : dialysate, membrane, and most
importantly tissue. Most likely during an in vivo micro-

dialysis sampling experiment, the variability from sample
to sample will occur due to alterations in tissue physiology,
such as blood flow, metabolism, and uptake, which would
serve to alter the tissue resistance and thus Ed. For this
reason, it is generally preferred to have internal standards
with similar tissue diffusion and kinetic properties as the
analyte. Finding an appropriate internal standard is not a
trivial task since analytes with similar structure and dif-
fusive properties may also compete for enzymatic sites and
may inhibit metabolic pathways that are important to
removal and thus Ed values. However, this possibility must
be considered in context of the tissue being sampled, as well
as other additive kinetic properties (e.g., uptake into cells
or capillaries) that may have a much greater impact on the
Ed. For example, in the brain, the kinetic process that has
been shown for several neurotransmitters to be most
weighted towards affecting Ed are the neuronal uptake
processes rather than metabolism processes. Additionally,
in the liver, it appears that capillary blood flow and perme-
ability are the primary contributors toward the Ed value
obtained. Internal standards for peptides and proteins may
be much harder to devise as receptor binding or for the
cytokines, binding to the proteoglycan components of the
ECF space may affect Ed and thus using molecular weight
markers, such as inulin (69,70) or higher molecular weight
fluorescein-labeled dextrans (e.g., FITC-Dextran 3000,
FITC-Dextran 10,000) may only serve to report back diffu-
sional mass transport differences during the duration of
microdialysis sampling.

Effect of Probe Insertion Trauma

Insertion of microdialysis probes causes tissue damage
(71,72). Although this has been known for quite some time,
it has generally been overlooked by many microdialysis
sampling users. The extent to which this insertion trauma
affects the integrity of the microdialysis sampling concen-
trations and its true overall importance has been debated
in the literature. The biomaterials literature is full of
descriptions of the cellular events that occur after a foreign
body implantation (73). It is known that edema occurs at
the site of probe implantation (74) along with the recruit-
ment of polymorphonuclear leukocytes (75,76) and matrix
metalloproteinases (extracellular matrix remodeling
enzymes) (77). Moderately reduced analyte flux to micro-
dialysis probe chronically implanted has been reported for
glucose (78).

The validity of the ZNF calibration methods for in vivo
calibration, as well as determination of Ctissue for some
analytes, has recently been a concern for neuroscientists
interested in dopamine. Many careful studies performed by
Michael’s group illustrated that dopamine concentration
measurements obtained with microelectrodes and micro-
dialysis sampling devices were quite different (79,80). In
particular, microdialysis sampling devices often exhibited
much lower basal concentrations of dopamine than micro-
electrodes. Additional concerns have been raised for drug
blood–brain barrier studies (81,82). Between these two
examples, dopamine collection via microdialysis sampling
appears to be the most severely affected because of its
release and uptake sites being compromised due to the
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insertion trauma (49,83,84). In essence, the creation of a
trauma layer creates four separate mass transport regions
during microdialysis sampling : the dialysate, membrane,
trauma layer, and normal tissue that need to be accounted
for during data interpretation.

ANALYSIS OF MICRODIALYSIS SAMPLES

Microdialysis sampling is essentially married to appropri-
ate detection methods for the collected dialysates. In addi-
tion to providing a means to sample from an in vivo site,
microdialysis sampling also provides a relatively protein
free or clean sample for chemical analysis. The only selec-
tivity imparted into a microdialysis membrane is its mole-
cular weight cutoff. For this reason, as long as a targeted
analyte can diffuse through the membrane, the microdia-
lysis sampling probe can be used as an in vivo chemical
collection device. Thus, assuming the targeted analyte can
pass through the dialysis membrane pores coupled with
the appropriate analytical methods, a microdialysis sam-
pling device could be considered to be essentially an all-
purpose in vivo sensor (85). There is an extensive literature
that has reviewed the associated analytical chemistry for
making measurements in microdialysis samples (86). Addi-
tional reviews include: Adell et al. (87), Chaurasia (88),
Church and Justice (89), Davies and Lunte (90), Horn (91),
Kennedy (92), Kennedy et al. (93). Lunte et al. (94), Lunte
and Lunte (95), Obrenovitch (96), Parkin et al. (97), and
Parrot et al. (98).

Sample Volume Limitations

The major bottleneck 25 years ago for microdialysis sam-
pling gaining more wide-spread and universal acceptance
had to do with the analytical detection method sample
volume limitations. During the early stages of microdia-
lysis sampling, the primary analytical detection methods
used for analyte quantification were liquid chromatogra-
phy (LC) coupled with various types of detectors [ultravio-
let–visible (UV–Vis), fluorescence, and electrochemical]. In
addition to LC methods, radioimmunoassay (RIA) was
occasionally used for peptides and proteins. Twenty-five
years ago, it was not uncommon to require 25–50 mL of
sample for LC analyses. Today, 50–100 mL of sample is still
needed for standard immunoassays. The trade off that had
to occur became one of either obtaining higher concentra-
tion recovery across the membrane by using low perfusion
flow rates (1 mL�min�1 or less) or gaining sufficient tem-
poral resolution by going to faster flow rates to achieve
sufficient sample volumes for chemical analysis.

With the exception of glucose and lactate, many of the
endogenous as well as xenobiotic analytes sampled using
microdialysis had either micromolar (mM; 10-6 M) to nano-
molar (nM 10-9 M) concentrations. These low concentra-
tions often pushed the limitations of common analytical
equipment since for most analytes an approximate detec-
tion limit with most UV-Vis detectors is roughly in the low
mM range and for fluorescence and electrochemical detec-
tors their detection limits are approximately in the nM
range. The need to be able perform analytical measure-
ments from such low volume dialysates drove analytical

method development in multiple directions towards sys-
tems that could accommodate the low volumes without
sacrificing method sensitivity, as well as development of
high throughput methods that allowed for increased tem-
poral resolution. Presently, there are many commercially
available technologies that allow for samples that are
<1 mL (e.g., capillary electrophoresis) or have duty cycles
that are <1 min.

Separations-Based Methods for Microdialysis Sample
Quantitation

Using separation methods, such as LC or capillary electro-
phoresis, for the quantitation of microdialysis samples is
highly advantageous since these methods can be quickly
adapted to many different analytes. Before the extensive
use of microdialysis sampling for studies of neurochemical
transmission, the use of in vivo voltammetry for analysis of
neurotransmitters was just beginning to be described as a
method for catecholamine (dopamine and norepinephrine)
(99,100). The difficulty with using these methods was that
electrode potentials needed to oxidize the catecholamines,
as well as their metabolites (3, 4-dihydroxyphenylacetic
acid, DOPAC) were similar. Furthermore, it was soon
discovered that during vesicular release of dopamine, very
high concentrations of ascorbic acid were released (101).
For this reason, in vivo voltammetry of these important
neurochemicals became more challenging since all of these
chemicals can be oxidized at or below the same potential.
The advantage of separations methods with appropriate
detectors is that components including targeted analytes,
as well as endogenous and exogenous interferences (see
Fig. 7) can be appropriately separated and quantified.
Thus, an additional advantage of using chromatographic
methods is that chromatographic methods provide intrin-
sic multiplexing capabilities for the chemical analysis of
microdialysis samples if different analytes are expected in
the same samples.

Liquid Chromatography. Liquid chromatographic meth-
ods have been used for analyzing a broad class of analytes
from microdialysis samples including catecholamines,
amino acids, pharmaceuticals, and their metabolites. Sev-
eral articles are available that describe the necessary
requirements for microdialysis sample analysis using LC
(102,103). Liquid chromatographic separations methods
are well suited to microdialysis samples because of the
high salt content contained in the perfusion fluids. Salts
are generally not retained by the LC stationary phase and
are therefore eluted in the chromatographic void volume.
The resolving power of LC stationary phases allows for
multiple analytes to be quantified during a single chroma-
tographic run. Different detectors have been applied to LC
separations for quantitation of dialysis samples.

Capillary Electrophoresis. Capillary electrophoresis
(CE) is a separation method that involves passing an
electric field across a micron-sized (�25 to 75 mm internal
diameter) capillary so as to allow separation of analytes
based on their additive electrophoretic and electrosmotic
mobilities. Neutral components in capillary electrophoresis
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will elute based on their electroosmotic mobility. Compared
to LC analysis, CE provides greater separation efficiency
and the possibility of faster separations. An additional
advantage of CE is that an enormous research effort has
been placed into microfabrication of CE devices onto micro-
chips. This suggests the possibility for point-of-care tech-
nologies to be integrated with microdialysis sampling.

Like LC, CE has been used for a wide range of micro-
dialysis sampling analyses including catecholamine neu-
rotransmitters, amino acid neurotransmitters, and
pharmaceutical compounds. Capillary electrophoresis
has one main disadvantage and that has to do with the
poor UV detection limits due to the path length being
significantly reduced. However, sensitive detection can
be achieved using electrochemical or laser-induced fluor-
escence detection approaches.

Although there are several disadvantages with CE
detection, that is, no standard equipment, requirement
of expertise, there is one advantage to this detection
method for microdialysis samples. By using pH-stacking
methods, significant on-column preconcentration (100 or
greater) can be achieved (104). The mismatch of pH
serves to greatly concentrate the sample zone on the
head of the capillary column. This allows for online
preconcentration to occur during the CE experiment.
For collection and detection of peptides or proteins
this preconcentration can serve to be highly useful.
An additional advantage of CE is that extremely fast
separations on the order of seconds can be achieved mak-
ing this technology similar to that of a separations-based
biosensor (105).

Fast Separations. Microdialysis sampling can be a slow
temporal process due to the need to collect sufficient sam-
ple with sufficient relative recovery. To make microdialysis
sampling more sensor like in terms of its response time, a
number of groups have worked on achieving high speed
separations, as well as direct coupling dialysate outflow the
detection method. This is particularly important for stu-
dies of neurotransmitter dynamics. While electrochemical
approaches for studies of catecholamine neurotransmis-

sion provide millisecond time resolution, microdialysis
sampling is hindered by the turn-around time for the
analytical method. High speed detection capability of cycle
times of <1 min have been reported by many different
groups using both liquid chromatographic, as well as
capillary electrophoresis separations including 1 s time
resolution with neurotransmitters (106) and <1 min reso-
lution with pharmacokinetic analyses (107).

Examples of Different Types of Detection

Electrochemical Detection. Liquid chromatography
coupled with electrochemical detection (LC–EC) is both a
highly sensitive and selective method for analysis of com-
pounds that can undergo an electrochemical reaction (oxi-
dation or reduction). In this sense, LC–EC is highly suited
to the chemical analysis of important biogenic amines
(dopamine, norepinephrine, etc) obtained from microdia-
lysis probes implanted into the brain (108). For these
measurements, the electrochemical detector has a glassy
carbon electrode that allows for oxidation of the amines at
potentials of roughly 700 mV versus a Ag/AgCl reference
electrode. The LC–EC excels in this analysis task because
these analytes can be oxidized and furthermore their basal
concentrations are in the low to mid-nanomolar range. The
advantage of the separation is evident when considering
that catecholamine metabolites (DOPAC, HVA) have basal
concentrations that are� 100–1000 times greater than the
clinically relevant catecholamines (dopamine, norepi-
nephrine, serotonin).

In addition to catecholamine detection of microdialysis
samples, LC–EC analysis has been applied to low concen-
tration analytes obtained under varying conditions of oxi-
dative stress. In these cases, typically either salicylic acid
or 4-hydroxybenzoic acid is directly infused through the
microdialysis probe to locally deliver a trapping agent as
shown in Fig. 3 (109). These benzoic acids react with
hydroxyl radical to form catechols which can then be
separated and detected by LC–EC (110). The LC–EC has
also been used to quantify the DNA oxidative damage
biomarker, 8-dOH–dGuanosine (111,112).
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Figure 7. Example of different analytes
that can be oxidized at approximately the
same potential using a carbon electrode
under physiological conditions. The formal
potential for dopamine, norepinephrine, and
DOPAC are � 0.7 V versus Ag/AgCl. For
acetominophen, the formal potential is
�þ0.8 V versus Ag/AgCl. For ascorbic acid,
the oxidation formal potential is �þ 0.15 V
versus Ag/AgCl.
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Electrochemical detection can be made to be more selec-
tive by altering the electrode surface. Gold electrodes
coated with Hg to create an amalgam are highly selective
toward thiols such as cysteine and glutathione with low
potentials needed for oxidation � 150 mV versus Ag/AgCl
(113). Lunte and O’Shea used this approach for glutathione
detection using CE (114).

In addition to electrode modification, packed enzyme
beds containing specific oxidase can be used prior to elec-
trochemical detection. This is commonly applied to detec-
tion of the neurotransmitters choline and acetylcholine.
Acetylcholine and choline can be separated chromatogra-
phically and then an enzymatic bed containing acetylcho-
line oxidase and choline oxidase is placed at the end of the
column. These specific enzymatic reactions produce hydro-
gen peroxide which is then detected downstream at a
platinum electrode (115). Note that more recent develop-
ments have attempted to immobilize the enzymes specifi-
cally to the electrode (116).

Examples of Fluorescence for Dialysates. Fluorescence
detection is often employed when a known derivatization
method can be applied to dialysate samples to improve
method detection limits or to create a molecule that has a
better handle for detection. For microdialysis samples,
fluorescence derivatization is commonly applied to impor-
tant amino acid neurotransmitters such as glutamate and
GABA (117–119) and occasionally to biogenic amines (e.g.,
dopamine and norepinephrine) (120).

Examples of Mass Spectrometry for Dialysates. Mass
spectrometry (MS) is a unique LC detector in that as long
as the analyte has the ability to form an ion, MS can be used
for analysis. However, mass spectrometric detection can be
difficult with microdialysis samples because of the high salt
content. This method has been particularly useful with
neuropeptides because of their low concentrations. A pro-
blem with mass spectrometric detection is that salts from
the dialysis perfusion fluid can cause analyte ionization
suppression that leads to dramatically decreased detection
capability for the method (121). Salts from dialysates are
often removed via a column-switching technique that pre-
concentrates the analyte onto a C18 phase followed by
desorption and detection (122). However, the use of nanoe-
lectrospray devices can also reduce some of the problems
associated with salt adducts (123–125). A particularly
powerful method of LC-MS has been the ability to perform
ionization in stages, which allows for structural elucidation
of unknowns. The Kennedy group has been particularly
successful with this approach for sequencing neuropep-
tides obtained from microdialysis samples (39,126).

Sensor Attachment to Microdialysis Probes

The microdialysis sampling process results in a relatively
analytically clean (little to no protein) sample. Separations
methods provide extensive analysis flexibility because they
can be quickly optimized to the targeted analytes. How-
ever, there are in vivo monitoring situations where only
one or a few analytes are targeted and highly specific
analysis methods are available. A particular case in point

is the continuous detection of glucose or lactate from
diabetic humans (127). The primary advantage of coupling
a sensing device to the end of the microdialysis sampling
device is the sample matrix is simply saline passing across
the analytical sensor. This prevents many of the difficulties
associated with biofouling of implanted sensors (128).
However, a critical problem for glucose sensing using this
approach is that it can only provide information regarding
the glucose concentration fluctuations throughout the day,
but cannot really serve as an alarm system because of the
lag times that are �20–30 min as compared to normal
glucose sensors of a few minutes (129). Despite this con-
cern, there is great value in using specialized sensors to a
microdialysis device because of the clean sample delivered
to the sensing device.

The use of biosensors attached to the end of microdia-
lysis probes has become highly useful for clinical neu-
roscience where measuring glucose and lactate and in
some cases other neurotransmitters are needed to under-
stand homeostatic mechanisms (130,131). Most biosensors
attached to dialysis probes have been for glucose, lactate, or
glutamate detection (132–134). Cook has published an
interesting approach combining immunoassay with elec-
trochemical detection for specific measurements of coritsol
(135).

Immunoassay for Peptide and Protein Detection

Peptide and protein analysis of microdialysis samples is
challenging since the concentrations of these targeted
analytes are often in the ng�mL�1 to pg�mL�1 levels. This
requires either highly sensitive fluorescence derivatiza-
tion techniques for use with capillary electrophoresis (136)
or sensitive immunoassays. Conventional immunoassays
require 50–100 mL of sample. To obtain these volumes
requires the use of high flow rates (2 mL�min�1 or greater)
or very long collection times. In most cases, because
highly sensitive radioimmunoassays (RIA) are used,
higher flow rates are used to achieve moderate temporal
resolution.

It is becoming increasingly evident that cellular com-
munication in biological systems is highly complex and
networked. Despite the tremendous growth in microdialy-
sis sampling to monitor cellular biochemistry and an
increased interest in peptide and protein detection in
dialysates, there has been relatively little research towards
new analytical methods that can detect peptides and pro-
teins in low volume dialysate samples. A few approaches
have been published that require 80–100 mL of sample for
detection of several different proteins (137,128). Multi-
plexed assays (up to 25 analytes or more) that can be
performed on a single sample have been recently created
for immunology studies of the important inflammatory
mediator class of cytokine proteins.

Highly sensitive multiplexed immunoassay platforms
based on particle-based flow cytometry has become com-
mercially available that allows cytokine measurements in
50-mL sample volumes (139,140). The limit of detection for
these assays fall into the low pg/mL range comparable and
have been compared and validated against standard
ELISA methods (141). The use of these particle-based
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immunoassays is highly advantageous to the sample-
limited microdialysis process and the sample volume
needed has been decreased to < 25 mL by our group for
cytokine detection. The advantage of these bead-based
immunoassays for microdialysis samples is that several
analytes can be analyzed in a single low volume sample. To
illustrate the significant advantage that the bead-based
immunoassay provides, if six separate cytokines were to be
quantified in microdialysis samples using standard ELISA
techniques more than 600 mL of sample would be needed.
Using a flow rate of 1 mL�min�1, this would require 10 h of
microdialysis sampling.

Mass versus Concentration Recovery

Microdialysis sampling Ed is a concentration recovery term
and Ed increases as fluid flows decrease through the dia-
lysis fiber creating longer residence times. Conversely,
overall mass recovery typically increases as the flow rate
increases as shown in Fig. 8. For some analytical applica-
tions, this increase in mass recovery may prove to be highly
beneficial since it opens up possibilities for analytical pre-
concentration methods for the increased dialysate
volumes.

MICRODIALYSIS SAMPLING APPLICATIONS

Microdialysis sampling applications have now been widely
used in many different mammalian species including
humans. The applications in humans have included stu-
dies in cancer, dermatology, immunology, pharmacoki-
netics and neuroscience. Many of these applications
have been extensively reviewed by others and therefore
will not be extensively discussed here. It is again important
to note that microdialysis sampling has to date been prin-
cipally applied to applications in neuroscience for the past

three decades. However, over the past decade, more micro-
dialysis sampling applications in other areas are now being
described.

Neuroscience Applications

Microdialysis sampling has been in the neuroscientist tool-
box for > 25 years. This device has been principally applied
to neurotransmitter collection. Early on, the primary focus
was in rat and more recently with probe redesigns and the
biomedical value of knockouts, additional studies have
been performed in mice (23,142). Current research inter-
ests focus on bridging the gap between animal models and
human studies.

Reviewing all the microdialysis literature for neu-
roscience applications is a daunting task since the micro-
dialysis sampling technique is now in wide use. Some of the
applications have already been mentioned in the Analysis
section of this article. However, several reviews and a book
(see Bibliography section) are available as background.
These reviews have covered general aspects of neurochem-
ical collection with microdialysis sampling (143–146),
microchemical analysis (147,148), and controversial
aspects of neurotransmitter collection (84,149–151)

Neuropeptides. With successful sampling of hydrophi-
lic neurotransmitters with microdialysis sampling, the
next logical analyte class to target was neuropeptides. Like
neurotransmitters, the quantitation of neuropeptides is
challenging with microdialysis sampling due to their low
concentrations. Furthermore, their lower diffusion coeffi-
cients cause their Ed values to be low. Temporal resolution
can also be an issue since quite often immunoassays that
require 50–100 mL are often used for detection. Despite
these limitations, many neuropeptides have been sampled
using microdialysis sampling and have been reviewed > 15
years ago (152,153). With the increased use of mass spec-
trometry for neuropeptide detection of dialysates (154,155)
coupled with additional bead-based immunoassays, the
application space for microdialysis sampling of neuropep-
tides should increase tremendously.

Pharmacokinetics

Microdialysis sampling has been applied for pharmacoki-
netic studies in animals and humans. The great advantage
here is that microdialysis sampling tremendously
decreases the overall number of animals used for a phar-
macokinetics study. Typical pharmacokinetic studies in
rodents require the animal to be sacrificed at each time
point used for the analysis. Microdialysis sampling allows
for collection throughout the time course of the experiment
because it can be easily inserted into the jugular vein.
Again, because of the highly flexible nature of liquid chro-
matographic analysis for drug studies, the microdialysis
sampling technique can be rapidly applied to new drugs
and their metabolites.

Microdialysis sampling applications in pharmacoki-
netics have been extensively reviewed. In addition to gen-
eral reviews of the subject (156–158), there have been
reviews focused on data analysis (159,160) and calibration
(161,162). One of the more important points to consider
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when working with pharmacokinetic data obtained using
microdialysis sampling is that a microdialysis sample
represents a concentration average over the collection time
period. This is in contrast to blood sampling that represents
the analyte concentration directly at the sample time.

Clinical Applications

Clinical applications of microdialysis sampling have grown
tremendously over the past decade and will continue to
grow (163). At the present time, microdialysis sampling
methods in human subjects have focused on studies in
peripheral tissues for glucose collection (164–167) or drug
distribution (168–170). Additional applications have been
to determine gut barrier dysfunction (171). Microdialysis
sampling applications in tumors has spanned both phar-
macokinetic investigations (172–174), as well as collection
of growth factors and cytokines (175). Microdialysis sam-
pling has also been applied to human brain studies that
have focused on understanding the underlying altered
biochemistry that occurs when head trauma to drug dis-
tribution (176–180). Microdialysis sampling has been used
as a means to monitor pharmacokinetics in the human
dermis and has been compared to blister suction techni-
ques (181). While both sampling methods produced similar
data, it was found that microdialysis sampling was much
easier to handle for both the patient and clinician.

Monitoring different growth factors and cytokines is
becoming more important in clinical medicine since these
proteins are known to affect cell-to-cell signaling and com-
munication and are therefore becoming important biomar-
kers to measure. In particular, a group of proteins that are
of great in vivo interest are the cytokines. Cytokines are
potent, transient, and highly localized soluble messenger
proteins (�6–80 kDa) produced by T-cells and macro-
phages that control nearly every aspect of the immune
system (182). Cytokines exhibit complex interactions and
therefore it is often more important to determine the
concentration and cytokine profile after an immune chal-
lenge rather than the concentration of one single cytokine.

Microdialysis sampling is an ideal technique to achieve
real time in situ monitoring of these important protein
mediators and also has been recently described for proteo-
mics applications (183). The application of microdialysis to
this area is now emerging as potential approach for clinical

in vivo studies in both healthy and diseased subjects to
recover targeted cytokine molecules from the exact action
sites and has recently been reviewed by Clough (25).
Commercially available microdialysis probes with a 100
kDa MWCO membrane have been used for in vivo micro-
dialysis of some cytokines (184,185). It is important to note
that microdialysis sampling provides localized sampling
and thus insight into localized concentrations of cytokines
that cannot be achieved via sampling from blood plasma.
This has been recently demonstrated with the cytokine IL-
6 where its interstitial fluid concentration was 100-fold
higher than that found in the plasma (186).

Cytokines have low Ed through 100 kDa membranes. To
improve cytokine Ed larger MWCO membranes (3000 kDa)
typically used for plasmaphoresis have been used (187).
Others are beginning to use the 3000 kDa MWCO mem-
brane for collection of IL-6 and TGF- b1 (186,188–190). The
range of in vitro recoveries for different cytokine proteins is
shown in Table 4.

EVALUATION AND FUTURE USE

Microdialysis sampling has become a mature technology
for neurotransmitter collection and pharmacokinetic
determinations in animals. Clinical microdialysis sam-
pling applications provide the greatest opportunity for
growth. Despite the extensive biomedical use of conven-
tional microdialysis sampling, there are still aspects of the
device that could be tremendously improved.

As currently practiced, microdialysis sampling in ani-
mals can be cumbersome due to the tubing lines required.
Work in Lunte’s group has focused on making micropumps
using osmotic pumps as means to create line-free dialysis
device (191,192). Reducing the microdialysis size by creat-
ing it on a microchip also has some advantages given that a
decreased volume flow chamber may allow rapid equilibra-
tion across the device allowing Ed to approach nearly 100%
(193–195).

A common problem with microdialysis sampling is
the difficulty incurred when sampling hydrophobic
analytes. This is an area with great promise with respect
to either new device development or improvements to
existing microdialysis sampling technology. Albumin
is commonly included in the perfusion fluid to block
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Table 4. Cytokine In Vitro Relative Recovery and Relevant Physicochemical Propertiesa

Cytokine Ed% 0.5 mL�min�1 Ed% 1.0 mL�min�1 MW, kDa Conformation Active Protein, kDa

IL-2 4.5
 2.9 (12) 2.9
 1.1 (15) 17.2 Monomer 17.2
IL-4 12.0
6.5 (12) 7.5
 2.6 (15) 13.6 Monomer 13.6
IL-5 1.3
 1.0 (12) 1.0 
0.5 (15) 13.1 Homodimer 26.2
IL-6 4.8
 1.4 (6) 2.7
 0.8 (6) 21.7 Monomer 21.7
IL-10 Not performed 1.1
 0.3 (3) 18.8 Homodimer 37.6

IL-12p70 N.D. N.D. 35 & 40 Heterodimer 75
IFN-g 2.0
 1.4 (18) 1.5
 0.8 (21) 15.9 Homodimer 31.8
MCP-1 24.5
4.8 (6) 13.1
3.9 (6) 13.1 Homodimer 26.2
TNF-a 8.0
 2.9 (15) 4.3
 1.1 (18) 17.3 Homotrimer 51.9

aCytokine standards were either 1250 or 2500 pg�mL�1. All solutions were quiescent at room temperature. A CMA/20 10-mm 100-kDa PES membrane was used

for these studies performed in our laboratory. The numbers in parentheses after the RR values are the number of trials (n). All data are reported as mean
SD.

N.D. is not detected.



nonspecific adsorption sites within the microdialysis poly-
meric materials (196,197), and is still widely practiced
(198). Unfortunately, this adds protein back into the dia-
lysis perfusion that for small analytes causes difficulties
with CE and LC analyses. A second approach involves
using lipids, such as Intralipid, a material used to suspend
hydrophobic drugs, to coat the nonspecific adsorption sites
on the dialysis membrane or tubing (196,199). It is not
known how compatible this approach is for CE or LC
analysis.

Cyclodextrins have been used as perfusion-fluid addi-
tives for improving the microdialysis recovery for different
analytes (200,201). A general scheme for the enhancement
process is shown in Fig. 9. Cyclodextrins are well-known
cyclic oligosacharides that have the capability to form
inclusion complexes with various organic molecules by
the capture of the guest molecule into a hydrophobic
central cavity (202). Dialysate samples that contain cyclo-
dextrin can be injected into an LC column without altera-
tion to the chromatographic separation parameters, for
example, plate number and peak width (203). Cyclodex-
trins are not selective, which for this enhancement
approach is beneficial given that they can be applied to a
wide variety of low molecular weight hydrophobic organic
molecules (204,205). However, a difficulty with this
approach is that cyclodextrins can diffuse out of the dia-
lysis membrane that may complicate some applications. An
additional difficulty is that cyclodextrins can interfere with
affinity-based detection assays (immunoassays) due to
competition between the analyte and cyclodextrin versus
analyte and an antibody.

To overcome the free diffusion of cyclodextrin out of the
dialysis tubing, different type of solid supports have been
used for enhancement. Markides group has described the
use of a solid-vehicle support for improving neuropeptide
microdialysis relative recovery coupled with LC–MS detec-
tion (206,207). More specific enhancements can be

achieved using antibody-immobilized beads for flow cyto-
metry (208). With the antibody-enhancement approach,
increases in microdialysis sampling relative recovery of
4–12-fold were achieved for different cytokines.

Microdialysis sampling is already beginning to be used
in metabolomic studies using LC–MS detection methods
(209). With the creation of microcoil nuclear magnetic
resorance (NMR) that can measure nanoliter samples
(210,211) the detection possibilities for dialysate samples
are greatly increased. This approach has been recently
applied to metabolomic studies with microdialysis sam-
pling in brain (212).

The combination of these new discoveries for microdia-
lysis sampling shows the enormous potential for solving
many clinical biomedical problems with this device. The
future for microdialysis sampling and device spin-offs is
quite bright. New developments in instrumentation and
collection procedures will provide much clinical benefit.

Microdialysis sampling has moved from a sampling
device exclusively used to collect low molecular weight
hydrophilic neurotransmitters to applications requiring
the collection of larger proteins. Many cellular signaling
processes occur via small molecule (nitric oxide, norepi-
nephrine, acetylcholine, eicosanoids, etc.), peptide (angio-
tensin, etc.) as well as proteins (cytokines). Cytokine
profiling for different disease states has become quite
important. For the applications of both neuropeptide and
larger protein collection such as the cytokines, the princi-
pal limitation to collecting these molecules is the diffusion
properties of these analytes through the dialysis mem-
brane. Proteins are difficult to collect through dialysis
membranes since they can exhibit both nonspecific adsorp-
tion to the polymeric materials as well as diffusion restric-
tions through the membrane pores. Despite the variety of
applications of microdialysis sampling to medical and
scientific research, there have been few new developments
with respect to improving the overall sampling efficiency
for difficult to dialyze samples. As clinical proteomics and
biomarker collection becomes better understood for mak-
ing clinical predictions, it will be necessary to have sam-
pling methods that can meet these clinical needs.
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INTRODUCTION

Microfluidics is the study and application of fluids at the
microscale. The most common definition of the microscale
is that one or more device dimension be in the range of
1–1000 mm. For reference, the diameter of an average
human head hair is � 150mm, the average thickness of a
human fingernail is 360mm, and the diameter of a human
red blood cell is � 7mm. Miniaturization technology, ori-
ginally developed by the microelectronics industry, has
been used to create microscale fluid components and com-
plete microfluidic systems with pumps, valves, and filters,
incorporated onto single microchips have been demon-
strated.

By applying the analogy of the microelectronics indus-
try (i.e., continuously incorporating more features into
smaller areas) a logical application of microfluidics is to
create lab-on-a-chip (LOC) systems. Lab-on-a-chip sys-
tems, also known as micro-total-analysis systems (mTAS),
incorporate the functionality of biology or chemistry
laboratories onto a single microfabricated chip. Ideally, a
LOC system would be able to execute all of the tasks
routinely performed in a biology or chemistry laboratory,
such as sample preconditioning, mixing, reaction, separa-

tion, and analysis. Labor- and time-intensive procedures
would be reduced to instant results derived from a series of
automated steps performed on a LOC.

Microscale fluid handling confers many advantages over
traditional lab operations (1). First, fluid quantities ran-
ging from picoliters to microliters are used, thus reducing
the amount of sample required for tests. Second, the
amount of time required to perform some analyses (e.g.,
capillary electrophoresis) is reduced to seconds, which
means analyses can be conducted many times faster than
with traditional methods. Third, devices can be manufac-
tured using microfabrication technology, which translates
into reduced cost per device; disposable LOC systems can
easily be envisioned.

In general, microfluidic devices are in early stages of
development and are most often found in academic
research laboratories. However, the benefits of these sys-
tems have been exploited to develop new medical devices
for clinical diagnostics and point-of-care testing. Commer-
cial examples of devices that make use of LOC concepts are
discussed at the end of this article.

THEORY

Fluid Mechanics

The term microfluidics encompasses both liquid and gas
behavior at the microscale, even though in most applica-
tions the working fluid is a liquid. All of the concepts
discussed here are directed toward liquids. Other works
are available which provide information on gas behavior at
the microscale (2).

Fluid behavior at the microscale is different from that
commonly observed in everyday experiences at the macro-
scale, owing primarily to the very low Reynolds (Re) num-
bers of the flow regime plus the large surface area/volume
(SAV) ratios of the flow domain. As a consequence, viscous
forces and surface tension effects become dominant over
fluid inertia, and transport phenomena are purely diffu-
sive.

Fluid flow at the microscale is typically laminar. Fluid
flows are classified based on their flow regime, which can be
predicted with the Re number. The Re number is the ratio
of inertial forces to viscous forces and can be calculated
with the equation

Re ¼ rVDh

m
(1)

where r is the fluid density, V is the characteristic fluid
velocity, Dh is the hydraulic diameter of the microchannel,
and m is the fluid viscosity. Fully developed fluid flow in a
channel of circular cross-section is considered laminar if
the Re number is <2100. For Re numbers between 2100
and 2300, the flow is considered transitional: it shows
signs of both laminar and turbulent flow. A Re number
>2300 indicates turbulent flow.

Laminar flow is predictable in the sense that the tra-
jectories of microscopic particles suspended in it can be
accurately predicted (Fig. 1a). Particles suspended in a
turbulent fluid flow behave chaotically and their position
as a function of time cannot be accurately predicted
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(Fig. 1b). Fluid flow that has a Re number <1 is also known
as viscous flow, creeping flow, boundary-layer flow, or
Stokes flow.

Low Re number flow is best visualized by imagining
how honey (or any viscous substance) behaves when
poured or stirred. For example, water flowing in
microchannels will generally have a Re number <1. In
this case, water will behave like a very viscous liquid (i.e.,
like honey). An important point to make here is that the
properties of water do not change at the microscale; rather
the microscale dimensions involved make the water
appear more viscous than what we are accustomed to at
the macroscale. An excellent description of low Re number
environments has been given by Purcell (3). Very viscous
fluid flows have certain characteristics: the flow is rever-
sible, mixing is difficult, and flow separation does not occur
(4).

Reversibility is the ability of a suspended particle in a
fluid to retrace its path if the flow is reversed. This is a
result of the minimal inertia (i.e., low Re number) present
in fluid flows at the microscale. Figure 2 shows the path a
suspended microscopic particle might take in forward and
reverse flow.

A second characteristic of microscale fluid flow is a lack
of flow separation. Flow separation is commonly observed
in the form of vortices, which are recirculating flows sepa-
rate from the main flow. Because of the low Re number
environment, vortices usually will not form within micro-
fluidic channels, as shown in Fig. 3a. Separation will only
occur in flows wherein inertial forces are significant rela-
tive to viscous forces (Re > 1). Figure 3b is a qualitative
sketch of flow separation in a cavity.

The third characteristic of microscale fluid flows is
inefficient mixing as a result of very low Re number flow,
and thus negligible inertia. Low inertia means that stir-
ring is not effective and that mixing must be accomplished
by diffusion. At the macroscale, stirring minimizes the
diffusion distances between two or more liquids by dis-
tributing ‘‘folds’’ of the liquids throughout the volume.
Microscale methods of mixing have been developed that
take advantage of the unique properties of the scale and
improve the efficiency of mixing over simple diffusion;
examples include using three-dimensional (3D) channel
geometries, patterned channel surfaces, and pulsatile
flow (5).

Figure 4 shows two streams flowing down a micro-
channel side-by-side. Because of the low Re number envir-
onment the streams will only mix by diffusion. If the
flowrate is slow enough, the streams will eventually
become uniformly mixed across the whole microchannel
width.

The hydraulic diameter, Dh, of a microchannel is deter-
mined by its cross-sectional geometry and can be calculated
with the equation

Dh ¼
4A

P
(2)
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Figure 1. (a) Particles suspended in a laminar flow within a
straight microchannel follow straight trajectories. (b) Particles
suspended in a turbulent flow within a straight microchannel
do not follow straight trajectories unless they are very close to
the wall.

Figure 2. (a) A suspended particle in laminar flow around an
obstacle in a microchannel. (b) If the flow is reversed, the particle
will retrace the same path.

Figure 3. (a) At low velocities (low Re numbers), flow separation
will not occur in microchannels. (b) At higher velocities (larger Re
numbers), flow separation may become apparent.

Figure 4. Two streams flowing in a microchannel will only mix by
diffusion. Note that the concentration across the width of each half
of the main microchannel is not constant as diffusional mixing
progresses.



where A and P are the microchannel cross-sectional area
and wetted perimeter, respectively. The hydraulic dia-
meter is often used to calculate important flow character-
istics for noncircular microchannel cross-sections.

At microscale dimensions diffusion is an effective
mechanism for transporting molecules because of the
relatively short distances involved. Particles diffuse from
areas of high concentration to areas of low concentration
and will eventually diffuse to uniform concentration
throughout a given volume. The mean distance, d, a
particle travels in a time, t, can be predicted with the
equation

d2 ¼ 2Dt (3)

where D is the diffusion coefficient of the particle.
Diffusion times are proportional to the square of
distance, which means that particles can diffuse across
microscale distances within a particular medium in a
matter of seconds. Table 1 lists representative
molecules of biological significance and their diffusion
coefficients.

The SAV ratios become very large at the microscale.
Typical SAV ratios for macroscale containers such as Petri
dishes or culture flasks are �10 cm�1, while they are �800
cm�1 for microfluidic channels. Increased SAV ratios allow
diffusion-limited processes, such as immunoassays to
become much more efficient at the microscale because of
the increased surface area available for binding. Large
SAV ratios also allow rapid heat radiation from microscale
fluid volumes and efficient gas exchange with the ambient
atmosphere and fluid in microchannels (assuming the
microchannel is made of a gas-permeable material).
Enhanced gas transport is a critical ingredient for cell
culture in microscale environments. One drawback of
large SAV ratios is that evaporation becomes a significant
problem.

The surface tension of a liquid becomes increasingly
important at very small dimensions. To visualize this,
think of a liquid surface as an elastic skin. If a slit were
made in that skin, a certain amount of force per unit length
would be required to hold the two sides of the slit together.
The amount of force required to hold the two sides together
is called the surface tension. Because the liquid surface is
under tension, liquid confined by the surface (e.g., a rain-

drop) will experience an internal pressure. This pressure is
called the Young–LaPlace pressure. Smaller fluid volumes
result in larger SAV ratios, thus increasing the internal
pressure. The pressure within a drop of liquid can be
calculated with the formula

DP ¼ 2g

R
(4)

where g is the liquid surface energy and R is the radius of
the drop. At microscale dimensions, significant pressures
can be created by surface tension. A common result of the
pressure difference of an air/liquid interface is the capil-
lary effect: a pressure difference across the interface
propels liquid through a small diameter capillary or
microchannel.

The capillary effect also depends on the contact angle of
the microchannel surface. Hydrophobic surfaces (e.g., poly-
mers) have contact angles >908 and hydrophilic surfaces
(e.g., glass) have contact angles <908. Microfluidic devices
with hydrophilic surfaces can be filled via capillary action.
The pressure difference at an air–liquid interface within a
microchannel with square cross-sectional area can be cal-
culated with the formula

DP ¼ 2g
cosðucÞ

W
þ cosðucÞ

H

� �
(5)

where W and H are the microchannel width and height,
respectively, and uc is the contact angle of the liquid on the
internal microchannel walls. Conversely, equation 5 gives
the pressure required to force water into a hydrophobic
microchannel of rectangular cross-section.

Microfluidic Modeling

Microscale fluid flow can be modeled from either a macro-
scopic or microscopic vantage point. Macroscopic modeling
treats the fluid as a well-mixed volume while the micro-
scopic view looks at how particles suspended in the fluid
would behave under different flow conditions.

Macroscopic modeling, also called lumped modeling,
uses conservation of mass to predict microfluidic system
behavior. A pressure drop, DP, applied across a microchan-
nel (or other conduit) with fluidic resistance Z, will induce a
volumetric flow rate Q:

DP ¼ QZ (6)

All microchannels have a fluidic resistance associated
with them that depends on the geometry of the micro-
channel and the viscosity of the fluid. The fluidic resis-
tance of a microchannel with a circular cross-section is
given by

Z ¼ 8mL

pR4
(7)

where m is the fluid viscosity, L is the microchannel
length, and R is the microchannel radius. The fluidic
resistance of a microchannel with a rectangular cross-
section is given by

Z ¼ 4mL

ab3
f

a

b

� ��1
(8)
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Table 1. Diffusion Coefficients for Biologically Important
Molecules in Watera

Molecule T, 8C D, cm2 � s�1 Diffusion time, s

Cl� 25 2.03�10�5 0.02
O2 18 2 � 10�5 0.03
Kþ 25 1.96 � 10�5 0.03
Naþ 25 1.33 � 10�5 0.04
Glucose 20 6� 10�6 0.08
Lactose 20 4.3� 10�6 0.12
Insulin 20 1.5 � 10�6 0.33
Hemoglobin 20 6.3 � 10�7 0.79
Urease 20 3.4 � 10�7 1.47

aAll values are from Ref. 6. The time for each particle to diffuse 10 mm is

shown for comparison.



where f(a/b) is calculated with the formula

f
a

b

� �
¼ 16

3
� 1024b

ap5

X1

n¼0

tanh ma

ð2nþ 1Þ5
(9)

When calculating the resistance of microchannels
with rectangular cross-section, m is the fluid viscosity, L
is the microchannel length, 2a and 2b are the micro-
channel width and height, respectively, and m is
calculated with

m ¼ pð2nþ 1Þ
2b

(10)

If the aspect ratio of the microchannel is very small (i.e.,
2b
 2a) then the simplified formula

Z ¼ 3mL

4ab3
(11)

can be used. The general rule of thumb is that equation 11
should be used for microchannels with b/a <0.1.
The resistance of other geometries can be found else-
where (7).

In predicting microfluidic system behavior, the analo-
gies to Kirchhoff’s laws are used. The sum of pressure drops
in a fluidic loop must be equal to zero; the total volumetric
flowrate entering a node must be equal to the total volu-
metric flowrate leaving a node.

In contrast to the macroscopic view, microscopic
modeling allows fluid behavior to be predicted. Specifi-
cally, the microscopic view allows the velocity profiles of a
fluid flow to be calculated. Velocity profiles are plots that
show the relative velocities of different portions of a fluid
within a microchannel. Figure 1a is an example of a
velocity profile.

The velocity of flow in a microchannel with circular
cross-section varies radially and can be predicted with
the formula

vðrÞ ¼ R2DP

4mL
1� r2

R2

� �
(12)

where m is the fluid viscosity, L is the microchannel length,
DP is the pressure drop, and R is the microchannel radius.
The velocity profile of flow in a microchannel with rectan-
gular cross-section varies along the height and width axes
and can be predicted with the formula

vðx; yÞ ¼ DP

2mL
b2 � y2 � 4

b

X1

n¼0

ð�1Þn 1

m3

cos my cosh mx

cosh ma

 !

(13)

where m is the fluid viscosity, L is the microchannel
length, DP is the pressure drop, m is calculated from
equation 10, and 2a and 2b are the microchannel width
and height, respectively.

Microscopic modeling is performed when precise mod-
eling of fluid behavior is needed. For example, cells
attached to the wall of a microchannel might affect flow;
modeling at the microscopic level would reveal any per-
turbations of the flow caused by the cell. In contrast,
macroscopic modeling is performed when the behavior
of the entire microfluidic system is needed. For example,
fluid flow in many parallel microchannels might be
required. Macroscopic modeling would reveal the relative
flowrates through each microchannel and provide the
microchannel dimensions needed to guarantee equal flow
through each.

PUMPING FLUIDS

Fluids are pumped through microfluidic channels by creat-
ing gradients; the two most common types being pressure
and electrical. Other types of gradients and their applica-
tions are discussed elsewhere (8).

Pressure gradients are the most common method used
to pump fluid. Pressure is applied to one end of a micro-
channel which causes the fluid to flow down the pressure
gradient. Common methods for creating a pressure gradi-
ent include pumps or gravity. Most methods for creating
pressure-driven flow use macroscale pumps attached to the
microfluidic device via tubing. Ideally, pumps should be
incorporated on-chip to realize the ultimate vision for LOC
devices. Many types of microfluidic pumps have been
demonstrated and they presently constitute an active area
of research (9).

Pressure-driven flow is attractive for use in microflui-
dics because it is easy to set up and model. Some drawbacks
for using pressure-driven flow are sensitivity to bubbles,
sensitivity to motion (via the tubing connecting pumps to
the microfluidic device), and parabolic flow profiles. Shear
stress is proportional to the pressure drop across a micro-
channel, which should be taken into account when manip-
ulating cells.

The other common way to pump fluids is to use electrical
gradients. This method of pumping fluid is only practical at
the microscale level because of the large electric fields and
SAV ratios required. Pumping via electric fields is called
electrokinetic flow and is based on two phenomena: elec-
trophoresis and electroosmosis. Electrophoresis operates
on the principle that charged particles in an electric field
will feel a force proportional to the field strength and their
charge. The particles will move through the electric field
toward the pole of opposite charge. Larger particles move
slower than smaller particles because of the drag produced
by moving through a fluid. Figure 5a shows an example of
electrophoretic flow.

A charged particle in an electric field of strength E will
travel with a velocity equal to

v ¼ mepE (14)

where mep is the electrophoretic mobility. Electrophoretic
velocities are typically much smaller than the velocities
caused by electroosmosis.

Electroosmosis will only function in the presence of
an electric double layer at the surface of the microchannel.

MICROFLUIDICS 423



An electric double layer forms at a charged surface
when oppositely charged particles from an electrically
neutral liquid gather at the surface. The thickness of
the electric double layer is known as the Debye
length; the concentration of charged particles at a
surface falls off rapidly as a function of distance and is
shown in Fig. 5c. When an electric field is applied across
the length of the microchannel, the ions gathered at the
microchannel surface begin to slide toward the oppositely
charged pole, as shown in Fig. 5b. As the ions slide, they
drag their neighbors within the bulk liquid, toward the
middle of the microchannel. The friction between subse-
quent sliding layers of ions causes the bulk fluid to begin
moving.

If the Debye length is much less than the characteristic
dimensions of the microchannel, then the bulk fluid velo-
city can be predicted with the equation

v ¼ meoE (15)

where E is the electric field strength and meo is calculated
with

meo ¼
ez

4pm
(16)

where e is the dielectric constant of the fluid, z is the zeta
potential of the surface, and m is the fluid viscosity.

Electrokinetic flow is attractive because it only requires
the integration of electrodes in a microfluidic device, which
is straightforward by microfabrication standards. Electro-
kinetic flow is therefore amenable to interfacing with
electronic control circuitry. Electrokinetic flow also
results in a blunt flow profile, which reduces the distortion
of transported samples. Lastly, electrokinetic flow has

very rapid response times, since the electrodes are inte-
grated on chip, and are generally insensitive to
movement off chip. Drawbacks to electrokinetic flow
include fouling of the electrodes, which reduces electric
field strength and therefore flowrate. Also, protein adsorp-
tion to microchannel surfaces affects the Debye layer, and
in turn flow. Unintended side effects from electric fields on
biological cells within the microfluidic device may also
exist. Figure 6 shows the difference between the parabolic
flow profile of pressure-driven flow and the blunt profile of
electrokinetic flow.

Other methods of fluid flow based on surface tension,
heat, and evaporation, have also been demonstrated. How-
ever, these methods have yet to be widely adopted and it is
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Figure 5. (a) Electrophoresis. Charged
particles will move toward oppositely
charged poles in an elec- tric field. (b)
Electroosmosis. Charges lining a
microchannel sur- face will move
with an applied electric field, thus
inducing bulk flow via momentum
transfer within the liquid. (c) An
electric double layer forms at
charged microchannel surfaces; the
layer thickness is called the Debye
length.

Figure 6. (a) Pressure-driven flow is parabolic; the middle of the
stream moves faster than regions near the wall. (b) Electrokinetic
flow is blunt; all parts of the stream move at equal velocity. Note
that residual pressures can cause the profile to become slightly
parabolic in the direction of the negative pressure gradient.



unclear if they will prove more attractive than pressure-
driven or electrokinetic flow.

FABRICATION

Fabricating microfluidic channels in traditional microfab-
rication materials, such as silicon and glass, can be
achieved in two different ways. In the first, material is
selectively removed, or etched, from a bulk substrate. The
etched substrate is then bonded to another material (e.g.,
glass or silicon), which may have access holes or other
features embedded in it. The result is an enclosed channel
structure, as shown in Fig. 7a. The second method is to
selectively add material to a substrate, and then bond
another substrate to it. This method will also form enclosed
channel structures as shown in Fig. 7b.

Photolithography is a fundamental part of all
microfabrication (Fig. 8). Light is used to project patterns
onto a photosensitive chemical, called a photoresist. The
photoresist can be either positive or negative. Light
chemically alters positive photoresist and makes it soluble
in a developer. Negative photoresist is cross-linked by
light, which makes it insoluble in developer. The pat-
terned photoresist can be used as an etch mask for sub-
strates, producing microchannels like those shown in
Fig. 7a. Patterned photoresist can also be used in subse-
quent steps to direct the patterning of other materials that

cannot be directly patterned with light. In-depth treat-
ments of microfabrication techniques can be found else-
where (10,11).

Polymers have recently become popular alternatives to
traditional (e.g., silicon or glass) microfabrication materi-
als. Polymers can be used to make microchannels by using
the same methods mentioned previously for silicon and
glass. Polymers also have the advantage that they can be
molded that makes them a cheaper alternative (relative to
silicon or glass) for mass production.

Polymer microfluidic devices can be created by molding,
hot embossing, injection molding, photopolymerization,
and laser ablation or laser cutting. An attractive method
for fabricating polymer microfluidic devices is to use a
process known as micromolding (12). In this process, photo-
lithography is used to make a pattern of the microchannels
(called a master). The photoresist provides a positive relief
from which a polymer mold can be cast. The polymer is
poured over the master and allowed to cure. The polymer
mold is then peeled from the master and either placed on a
substrate or incorporated into a multilayer device. The two
advantages of this microfabrication method are (1) no
special microfabrication equipment is required, and (2)
many inexpensive copies of a microfluidic device can be
rapidly manufactured.

Drawbacks to using polymers include leaching of mate-
rial into microfluidic channels, solvent incompatibility,
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Figure 7. (a) Material is etched
from a substrate and an enclosed
structure is formed by bonding the
etched substrate to a glass lid. (b)
Walls of microchannels are built on
top of a substrate and a glass lid is
placed on top of the photoresist to
form an enclosed structure.

Figure 8. Photolithography re-
quires an ultraviolet (UV) light
source, a mask, and a photo-
sensitive layer of material (i.e.,
photoresist). The photoresist is
patterned with the UV light via a
mask.



and the ability of some substances to diffuse into the
polymer. Also, surface treatments are occasionally
required to make polymers compatible with electrokinetic
flow; silicon or glass have an inherent surface
charge that allows them to be used in electrokinetic flow
applications.

BIOMEDICAL APPLICATIONS OF MICROFLUIDICS

Microfluidic concepts have already been incorporated in a
variety of biomedical devices (13). One example of a micro-
fluidic device now found in many biomedical labs is
Agilent’s Bioanalyzer. The Bioanalyzer system uses dis-
posable chips etched in glass. The samples to be separated
and reagents for the separation are loaded onto the chip via
reservoirs. The chip is then placed in a reader, where
electrokinetic flow is used to manipulate the samples in
the reservoirs (Fig. 9).

Microfluidic capillary electrophoresis systems are
becoming commonplace in laboratories. By using
very small volumes for separation, joule heating from
electrophoresis is rapidly radiated away from the gel.

Efficient heat radiation allows larger voltages to be used
which translates into faster separations. The shorter
separation distances used also contribute to reduced ana-
lysis times. Microfluidic capillary electrophoresis systems
allow DNA to be rapidly analyzed, and have highly repro-
ducible results since the entire process is automated.
Lastly, contamination is minimized because the devices
are disposable.

Because of their small size, another attractive
aspect of capillary electrophoresis (CE) systems is that
they can be incorporated into LOC devices and made
part of a complete system. An example that has been
demonstrated in several research labs is a system that
takes cells as inputs, lyses them, performs all necessary
preprocessing, DNA amplification, and so on, and then
performs the DNA separations, all with no human inter-
vention (14).

Microfluidics are also being used in clinical devices;
devices for hematology and disposable assays for point-
of-care diagnostics are among those now being researched
and brought to market. A handheld point-of-care device
made by i-STAT is an example of a clinical microfluidic
device (Fig. 10). The handheld device quantifies analytes in
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Figure 9. (a) The Bioanalyzer uses
microfluidic chips etched from glass.
(Images courtesy of Agilent Techno-
logies). (b) The etched glass chips are
encased in a plastic assembly that
facilitates handling and limits
contamination. Images courtesy of
Agilent Technologies. (c) Samples
are loaded onto the chip and the
chip is loaded into the Bioanalyzer.
(Images courtesy of Agilent
Technologies). (d) The Bioanalyzer
then performs an analysis on the
samples. (Images courtesy of
Agilent Technologies.)



blood samples that have been deposited on a disposable
chip. The general procedure for operation is given
below (15).

A patient’s blood sample is deposited in a well on the
disposable chip and then the well gasket is snapped shut
(Fig. 10a). The microfluidic chip is then inserted into a
handheld reader that performs an automated analysis of
the blood sample, as shown in Fig. 10b. On-chip biosensors
are automatically calibrated and checked for accuracy
with an on-chip packet of calibrated solution. Once
their accuracy has been determined, the calibration solu-
tion is flowed to the waste compartment. The blood
sample is then flowed over the biosensors and the concen-
trations of different analytes are displayed on the hand-
held device screen within a few minutes. Diaphragm
pumps are used to move the fluid. A variety of chips are
available for different assays, including electrolytes and
blood gases.

CONCLUSION

Microfluidics is the study and application of fluids at
the microscale. Techniques used by the microelectronics
industry have been adapted to facilitate the creation of
micron-size channels capable of carrying fluid. The
physical behavior of fluid at the microscale differs from
behavior observed at the macroscale in everyday experi-
ence. The miniaturization of fluid handling has allowed
LOC devices to be created in which all of the procedures of a
traditional chemistry or biology lab are performed auto-
matically in a single microfabricated chip. Lab-on-a-chip
devices will allow new clinical and research tools to be
developed.
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Figure 10. (a) The handheld point-
of-care device manufactured by i-
STAT performs analyses on blood
samples contained in a disposable
cartridge. Reprinted with per-
mission from ACS (from Ref 15).
Copyright 1998 American Chemi-
cal Sa. (b) Microfluidic cartridges
are loaded with a sample and then
plugged into the i-STAT handheld
device. Image courtesy of Abbott
Point-of-Care. The cartridge con-
tains all necessary microfluidic
control and sensing components
that are then actuated by the
handheld device.
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INTRODUCTION

Generally, micropower is the local generation of electricity
by small-scale generators, which locates the end point.
As the recent development of the microelectromechanical
system (MEMS), as well as CMOS electronics technology,
has been reducing the size and cost of biomedical devices,
the research of micropower became important for implan-
table biomedical devices since they require internal self-
sustained power sources.

As for biomedical devices, micropower is an internal or
external power source to supply energy for active devices,
which replaces an organ’s function or treats diseases. The
examples of active implantable devices that consume energy
are cardiac pacemakers, cardiac defibrillators, muscle sti-
mulators, neurological stimulators, cochlear implants, and
drug pumps (1). Hence, in this article the term micropower
describes rather tiny power supplying devices for miniatur-
ized sensors, actuators, and electric devices, whose size is
> or < 1 cm3.

The low power electrical actuator, such as a pacemaker
or neuronal stimulator, requires tens of microwatts inter-
mittently and their power source is usually a lithium iodine
battery that lasts from 5–8 years. Usually, the stand-by
current of a pacemaker is �1 mA in waiting mode and its
pulse current is � 6 mA. One example of a specification for
a pacemaker pulse is in the range of 25 mJ (�11 mA at 2.2 V
with a 1 ms discharge) and the capacity of the battery is 2
Ah at typical rating (2). The volume of a pacemaker is
�20 mL and the volume occupied by the battery is about
one-half of the total volume, 10 mL. Hence, the energy
density (energy/volume) and reliability are important fac-
tors in the lifetime of the device.

An internal battery that is hermetically sealed in these
devices can operate them with low power consumption;
however, other implantable devices have radically differ-
ent power requirements. Implantable cardioverter defibril-
lators demand the energy of 15–40 J providing six orders of
magnitude larger than that of a pacemaker even though
the pulses are less frequent. The current from a lithium
silver vanadium battery is charged in an internal capacitor
and the pulse of 1–2 A of current is fired. Electromechanical
actuator like drug pumps demand more current than a
lithium ion battery can deliver since it needs to overcome
the high pressure in the chamber. The examples of drug
pumps are insulin pumps, pain reliever, and an cerebro-
spinal fluid pump. A high current implantable battery
should have low source impedance, such as lithium thionyl
chloride, lithium carbon monofluoride, or lithium silver
vanadium oxide.

Other future application are in wireless sensors, inclu-
ding physiological, chemical, or physical sensors embedded
in an encapsulated environment. Miniaturized sensor

consumes < 100 mW and a radio frequency (rf) transmitter
consumed�10 mW intermittently. Since most of the power
is used for communication, some research groups are
developing several low power wireless transmission proto-
cols (3,4). Hence, less power will be necessary for a sensor
transmitter as technology evolves.

Some groups investigated more efficient and reliable
batteries. To enhance their efficiency and lifetime, poten-
tial alternatives of the conventional batteries studied, such
as a microfabricated battery, microfabricated fuel cell, and
biofuel cell. Microelectrical system technology reduces the
size of the primary battery and microfluidic galvanic cell
(5), water activated microbatteries (6), and Li-ion micro-
batteries were demonstrated. The fuel cell attracts much
attention since it has a high efficiency, high power, and low
pollution rate. Research on fuel cells focus on high power
applications,suchastheautomobileandportableelectronics,
like laptop computers and cellular phones (7). Recently,
micromachining technologies employed as a method to fab-
ricate miniature fuel cells (8–11) and their size became
smaller than a button cell battery (12) with high power.
Enzyme-based glucose/O2 biofuel cells were reported by
several groups (13) and a miniaturized all (14) was reported
that is < 1 mm3, with although a power of 4.3mW. Since
glucose is available in all tissues and organs, it is advanta-
geous in implanted medical sensortransmitters.

Although a primary battery as well as a rechargeable
battery is an important tool that supplies reliable power to
implant devices, the continuous power of the battery
decreases with time, and after 5 years they will not supply
enough power (15). Power delivery with an rf transmission
can extend the lifetime and continuously deliver high power.
In the case of a cochlear implant, an external device provides
power and data through electromagnetic field coupling;
however, it needs accurate positioning of the external device
and may cause rf interference and heating of the tissue.

Therefore, many research groups are paying attention to
microfabricated power scavenging devices as an auxiliary
power source to recharge the battery with no external power.
Ambient energy sources are body heat or movement of the
human body. Piezoelectric material (16–18), capacitance
change (19–24), and inductive coil (25–27) convert vibration
or human motion into electrical energy. The generation by
high frequency vibration is not suitable for implant devices
since vibration of the human body is in the range of tens of
hertz. Hence, energy conversion using vibration of low fre-
quency can be integrated with implant devices.

Thermoelectric generators that convert temperature dif-
ferences of the human body or combustion engine to elec-
tricity were reported (28,29). Another conversion method is
the thermophotovoltaic power generator (30,31), which com-
bines the combustion engine and solar cell. However, inte-
grating a power generation device into an implant device
has some limitations due to biocompatibility. Power genera-
tion with a high temperature like the combustion engine or
thermovoltaic metoid, cannot be implemented in the inside
of the human body due to the heating of tissues. Thermo-
electric generation using body heat is promising for the
implantable device. However, this article includes the
review on the other portable power sources like the micro-
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combustion engine, because those are also useful for a
portable diagnosis system. The recent development of micro-
fluidics and miniaturized biosensors enables point-of-care
testing devices to be on the market in the near future. A
microheat engine is highly efficient in energy conversion
and will be useful as a portable medical equipment.

A good review article on micropower for wireless sensor
networks was reported (20,32). It lists the candidates of
portable power sources and compares the energy density for
the battery and power density for a power generator. This
article reviews the existing and potential micropower sources
in view of medical applications from tiny sensors embedded in
the human body to portable medical electronic devices.

MICROBATTERY

For a long time, the battery was a major energy source in
portable electronic devices and it has evolved from Zn/
MnO2 to the Zn/air cell since 1900. Electrochemical power
sources were developed in response to the needs of the
flashlight, automotive starter, mobile electronics, and lap-
top computers. These days, there is a tremendous need for
portable electronics demanding smaller, lighter, and longer
lived batteries. Hence, many researches are on the way to
making microfuel cell or microfabricated batteries using
various kinds of electrochemical power. This section will
briefly review microbatteries including fuel cells, biofuel
cells, and micromachined batteries.

Microfuel Cell

Although the energy density of conventional batteries has
been increasing from 500 Wh �L�1 for the Ni/Cd battery
to 1500 Wh �L�1 for the Li/C–CoO2 battery, there is a
large jump for the air-cathode fuel cells of 4500 Wh �L�1

using hydrogen, hydrocarbon, and metals (7). The proton
exchange membrane fuel cell (PEMFC) depicted in Fig. 1 is
one of the promising techniques for fuel cell, which was

implemented in miniaturization. Power sources for the
automobile or the portable electronics of a huge market
have been a main concern of fuel cell research because of
the advantage of high efficiency and easy rechargeability.
However, these days, in response to the demand of low
power application, many miniaturized fuel cells are under
study. Miniature fuel cells with a series path in a flipflop
configuration was fabricated in a planar array and a four-
cell prototype was produced, 40 mW � cm�1 (33). Yu (11)
added microfluidic channels using anisotropic wet etching
of silicon to the flipflop configuration and measured a peak
power density of 190 mW � cm�2. They also reported that
the flipflop fuel cell was constructed on printed circuit
board (PCB) and that they achieved the area power density
of >700 mW � cm�2. Wainright (12) fabricated on-board
hydrogen storage with multiple coplanar fuel cells in series
on ceramic substrates. They stored hydrogen in the form of
the stabilized aqueous solutions of sodium borohydride
(NaBH4) or a metal hydride material, such as LaAl0.3Ni4.7.
The energy density of microfabricated fuel cells did not
exceed that of a Li/MnO2 coin cell, but it had the advantage
of higher power and compatibility with other microelec-
tronic, microelectromechanical, or microfluidic devices. A
polymer microfluidic channel was applied to a fuel cell
using PDMS (10) and poly (methyl methacrylate) (PMMA)
(8). They achieved a comparable area power density with a
silicon based one. Whitesides and co-workers (9) also
reported a membraneless vanadium redox fuel cell using
a laminar flow property in a microfluidic channel with
200 mW � cm�2. As for the commercialization, MTI micro-
fuel cells and Manhattan Scientifics are making portable
fuel cells using direct methanol fuel cell (DMFC) and Medis
technology announced direct liquid fuel cell (DLFC) for
handheld devices. Miniaturized fuel cells are promising for
implantable medical devices with a high power require-
ment and it has the advantage of a longer lifetime and less
charging time than a conventional battery.

However, PEM fuel cells do not fit well with the implan-
table microdevices with high power and a long life applica-
tion because the refill of a hydrogen fuel cell is not easy
when it is sealed in the human body. As an alternative fuel
cell, the biofuel cell is a strong candidate for a low power
embedded device like a microbiosensor. Although a biofuel
cell is not capable of high power, the easy availability of fuel
(glucose) gives it a long operation time. Enzyme-based
glucose/O2 biofuel cells were studied since 1980s (13)
and Heller and co-worker (34) demonstrated the feasibility
of a membraneless miniature biofuel cell as an implanted
micropower source. Its chemical reaction is described in
equations 1 and 2.

glucose! glucolactoneþ 2Hþ þ 2e� (1)

O2 þ 4Hþ þ 3e�! 2H2O (2)

Some fuel cell components, such as case, membrane, ion
conductive electrolyte, and plumbing was removed in the
biofuel cell and its size became <1 mm2. The power of the
biofuel is 4.3 mW with 0.52 V and it is suitable for an
implanted devices because of tiny volume and abundant
glucose inside of human body. Moor et al. (35) developed a
microfluidic chip based ethanol–oxygen biofuel cell, which
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Figure 1. Schematic of a PEM fuel cell.



produced 18 mW with 0.34 V and is applicable to integrate
the biofuel cell and the microfluidic chip.

Micromachined Battery

A microfabricated battery usually refers to a thin-film
battery, however, recently some research groups are study-
ing MEMS-based microbatteries. Integration of microbat-
teries with CMOS electronics or an MEMS device is easy
and can be fabricated on a chip with a device. Since the
microbatteries main concern is power output due to limita-
tion of surface rather than the capacity, most research
activities are focused on increasing power to out perform
maintaining capacity.

As for thin-film batteries, Bates et al. (36) at Oak Ridge
National Laboratory reported a thin-film secondary bat-
tery, which was made up of lithium and lithium ion. The
thickness is tens of mm and the area is in the cm2 range. Its
continuous current output is 1 mA � cm�2. Pique et al. (37)
constructed primary Zn–Ag2O and secondary Li ion micro-
batteries in plane using laser direct-write with a capacity
of 100 mAh � cm�2.

Other than classical thin-film batteries, several micro-
machined MEMS batteries were developed. They try to
integrate power sources with microelectronic circuits and
microsensors. Prof. Lin at UC Berkeley proposed a water-
activated battery with 1.86 mWh in the area of 12� 12 mm
for lab-on-a-chip application (6) that overcomes the corro-
siveness of the micromachined batteries with sulfuric acid
and hydrogen peroxide (38). Andres (5) devised a pump
integrated with a micropower source, in which microfluidic
galvanic cells supplied power to heat up the two-phase fluid
for pumping. The capacity of the micromachined battery is
lower than that of a thin-film battery yet, its application
is restricted to the integrated power for a micromachined
implantable device.

MICROPOWER GENERATOR

A micropower generator scavenges energy from devices.
The energy sources are mechanical (vibration and human
body movement), thermal (temperature difference), and

solar energy. Thermoelectric devices convert the tem-
perature difference to electricity and the photovoltaic cell
collects solar energy. A MEMS-based power generator
scavenges energy from the vibration in the mechanical
structure or human body movements.

Thermoelectric Generator

Thermoelectric generation using the Seebeck effect was
widely studied. This effect was discovered in 1821 by the
physicist, Jonn Seebeck. It is the same phenomenon with a
thermocouple where the temperature difference produces
electricity or work. Although a thermoelectric power gen-
erator is an old technique and is commercially available in
various sizes in the market, recent research focuses on
making miniaturized low power thermoelectric micro-
generators using microfabrication. Cost-effective fabri-
cation technology was developed using electroplated
structures with an epoxy film (28) and nanowire arrays
by electrochemical deposition was implemented to improve
thermoelectrical properties (29). Reportedly, several com-
panies announced a thermoelectric generator using body
heat. Applied Digital Solutions (39) announced a thermo-
electric generator called ThermoLife, which produced a
power of 49 mW from a temperature difference of 5 8C in
0.5 cm2. Biophan technologies (40) also announced a
biothermal power source as shown in Fig. 2 for implantable
devices like a pacemaker and defibrillator (41). They aim to
produce 100 mW at 3 V with 1 8C temperature difference. A
different scheme converting thermal energy to electricity is
piezoelectric generator actuated by thermal expansion of
two-phase working fluid (42). Although they produced up to
56 mW at its resonance frequency of 370 Hz, a practical
application needs the careful design of a heat-transfer
mechanism because the temperature is required to
oscillate at a resonance frequency of structure. A thermo-
electric generator has a well-established technology and
its operation is relatively stable; however, note that the
temperature difference inside the human body is < 1 8C.
The temperature gradient is maximum at the skin surface
and will limit the location of the thermoelectric power
generator.
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Figure 2. Principles of thermoelectric power source
(Biophan).
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Power Generation with Ambient Vibration

Conversion of a mechanical vibration to electric power has
been studied from the mid 1990s (43) using MEMS, while
thermal and solar energy were exploited to generate elec-
tricity long ago. They changed vibration to electrical
energy using piezoelectric, electromagnetic, and electro-
static generations.

The frequency of vibration in an ambient environment
ranges from 60 to 400 Hz and for the microwave oven the
acceleration was 2.25 m � s�2 at a resonance frequency of
120 Hz (15). Shad (21) suggested a graph comparing the
power density of power scavenging and batteries as a
function of time (Fig. 3). Power density in the vibration
of machining center or microwave oven becomes larger
than conventional batteries after 3 or 4 years, which means
the waste vibration energy is not negligible. Williams and
Yates (43) presented a general model in equation 3 for the
power of external vibration as depicted in Fig. 4, when a
mass is moved at a resonant frequency of vn.

P ¼ ztmY2
o v

3
n

4ðzt þ zoÞ2
z (3)

where m is mass, and Yo is the maximum extent that the
mass can move, zt and zo denote a damping factor both

in the transducer structure and in the environment
(e.g., air).

Electromagnet Conversion. Motion between the induc-
tor and the permanent magnet induces an electromagnetic
current in the inductor coil, as shown in Fig. 5 (25). The
induced voltage, V, in the coil is given by equation 4.

V ¼ NBl
vn

2z
(4)

where N is the number of turns in the coil, B is the
strength of the magnetic field, l is the length of coil,
and z is the displacement of the magnet in the coil. This
type of generator was fabricated with laser micromachin-
ing by Ching et al. (27) in 1 cm3 volume and generated a
4.4 V peak-to-peak with a maximum rms power of 830 mW.
Glynne-Jones et al. (44) at the University of Southamp-
ton, derived 157 mW on average new car engine. Perpe-
tuum Ltd., a spin-off company from the University of
Southampton, produced an electromechanical microge-
nerator. That generated up to 4 mW and its operation
frequency was 30–350 Hz. The vibration amplitude was
200 mm with 60–110 Hz and demonstrated a wireless tem-
perature sensor transmitter system. This result showed
electromagnetic conversion is feasible in low frequency
vibration and is promising if it is compatible with silicon
micromachining.
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Figure 3. Comparison of power density
from vibrations, solar and batteries (21).
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Figure 4. Schematic analysis for mechanical movement of a
power generator with external vibration.
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Figure 5. Schematic of an electromagnetic conversion device.



Piezoelectric Conversion. The piezoelectric effect states
that the deformation in the material produces an electrical
charge due to the separation of charge within crystal
structures. The most widely used piezoelectric material
is PZT (lead zirconate titanate) in ceramic materials and
PVDF [poly (vinylidene fluoride)] in polymers. Several
groups are studying the piezoelectric cantilever with
seismic mass (Fig. 6). The constitutive equations of
piezoelectric materials are expressed in equation 5.

s ¼ Yðd� d31EÞ D ¼ d31s þ eE (5)

where s is the mechanical stress, d is the mechanical
strain, Y is Young’s modulus, d31 is the piezoelectric strain
coefficient, D is the charge density, E is the electric field,
and e is the dielectric constant of the piezoelectric mate-
rial. The piezoelectric coefficient links the mechanical
stress–strain to the electrical charge equation. If the
circuit is open (D¼ 0), the voltage across the piezoelectric
layer is described in equation 6.

V ¼ �d31s

e
tpiezo (6)

where tpiezo is the thickness of the piezoelectric layer. The
charge collected on the electrode is integrated on the area
of the surface with no load condition as in equation 7

Q ¼
Z

D dA ¼
Z

d31s dA (7)

When the impedance in the load circuit is pure resistance,
the time-averaged power can be derived in Ref. 17 with
the geometry of a cantilever. White and co-workers (16)
presented a thick-film PZT generator, and the maximum
power is� 2 mW. According to the analysis of Lu et al. (17),
a 5 mm long PZT cantilever can generate >100 mW with
the amplitude of >20 mm at � 3 kHz resonance. Roundy
(15) demonstrated a piezoelectric converter of 1 cm3 in
volume, that is 1.75 cm in length. It generated 200 mW and
is driven with vibrations of 2.25 m � s�2 at 120 Hz. A
microfabricated PZT cantilever generator driven by a
bubble was studied by Kang et al. (44), and a few picowatt
was generated with one tiny cantilever at 30 Hz and tens
of mW is expected on a 1 cm2 surface (46). If the design,
material, and fabrication are optimized, piezoelectric
powergeneration will produce hundreds of microwatts
with a volume of 1 cm3.

Electrostatic Conversion. The electrical energy in a
capacitor is given in equation 8.

E ¼ 1

2
QV ¼ 1

2
CvV2 ¼ 1

2

Q2

Cv
(8)

When the charge, Q, is constant, if the variable capaci-
tance, Cv, is decreased the total energy E in the capacitor
will increase. The MEMS structure can change the capa-
citance Cv with an external vibration, and stored energy in
the capacitor transfers to energy storage. In the beginning,
the external power source Vin initiates the charging pro-
cess as in Fig. 7 (15). When Cv is maximum, SW1 is closed
and the variable capacitance Cv is charged. While vibration
changes capacitance Cv, all switched are open. When Cv

reaches a minimum, SW2 is turned on and the energy in Cv

is transferred to a storage capacitance Cstor. The disadvan-
tage of electrostatic conversion is that it needs an external
voltage source and switching circuit. The voltage across the
storing capacitance is given in equation 9.

Estor ¼
1

2
ðCmax � CminÞVmaxVin ðRef : 47Þ (9)

where Vmax is the maximum voltage across the capacitor
Cv. Switching the circuit is realized using a diode and field
effect transistor (FET) switch. Meninger et al. (47) made a
comb-type variable capacitance with an in-plane overlap
type with a 7 mm gap and a 500 mm depth using the 0.6 mm
CMOS process. They produced a power of 8 mW with an
ultralow power delay locked loop (DLL)-based system. Miao
et al. (23) reported an out-of-plane variable capacitor with a
gap closing type that varies from 100 pF to 1 pF. A periodic
voltage output of 2.3 kV (10 Hz) was generated when the
charging voltage was 26 V, which implies that a power of 24
mW (2.4 mJ � cycle�1) can be produced. Mitchenson et al.
analyzed architectures for vibration-driven micropower
generators (26) and they fabricated a prototype of an elec-
trostatic power generator producing 250 V � cycle�1 that
corresponds to 0.3 mJ � cycle�1 (22). Other studies demon-
strated polymer capacitor (24) and a liquid rotor power
generator with a variable permittivity producing 10mW
(19). Recent developments in electrostatic generators
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demonstrated that it is feasible and manufacturable with
MEMS and that it has the advantage of a low frequency
application like human body movement. However, the gen-
erated voltage is very high and should be managed for the
implant application. Since it is compatible with the CMOS
process and the variable capacitor is a well-established
MEMS device, it is very promising as an integrated power
generator with a sensor and transmitter.

Microheat Engine

A microheat engine is hard to be implanted in the human
body, but it is promising as an external power source for
portable medical equipment. A tiny internal combustion
engine, made by precise machining, such as electrical
discharge machining (EDM) or MEMS, may have a much
higher density than a primary battery since the energy
density of fossil fuel is � 45 MJ �kg�1, while that of Li ion
batteries are at most 0.5 MJ �kg�1 (48). Microturbine by
EDM (48), Microrotors by deep reactive ion etching (DRIE)
(49), heat engine (42) and reciprocating devices (50) was
reported for electric power generation.

Several groups are working on a microheat engine, since
fossil fuel offers a much higher energy density. Since the
generated power is expected to generate 10–20 W, it is
suitable for high power application. The Stirling engine
(51), the reciprocal combustion engine (50), the Wankel
motors, and gas turbines are reported. One of the first
microengine projects was started at MIT (52) and the
microfabricated turbine with a 4.2 mm diameter was illu-
strated in Fig. 8. Massachusetts Institute of Technology
has been working on making microheat engines with a
turbo charger and Georgia tech is collaborating with MIT
on a magnetic generator (53). Allen and co-workers (54) at
Georgia Institute of Technology generated a direct current
(dc) electric power of 1.1 W with microfabricated windings
at 120,000 rpm, although it was not integrated with a heat
engine. Peirs et al. (48) made a microturbine by EDM and
that tested to speeds of 160,000 rpm and produced a
mechanical power of 28 W and an electrical power of
16 W. A miniaturized heat engine is still in the initial
stage and no demonstration of power generation using
a heat engine was reported. The heat engine would be
very useful for high power applications such as portable

analytical equipment. Another scheme of a heat engine is
thermophotovoltaic power generation (30,31). They con-
verted the heat radiation in a SiC microcombustor to
electric energy using photovoltaic cells, which is <1 cm2

and produced a power of 1.02 W with 2.28 V.

CONCLUSION

This article reviews micropower devices for medical
implantable devices and portable medical device. Since
the micropower devices have their own characteristics,
there is no winner among them. When a selecting a micro-
power system for a specific application, one should consider
the energy capacity, power, volume, voltage, and compat-
ibility of fabrication with microelectronic device.

Currently, primary or secondary batteries with external
power transmission are a main power storage for a low
power implanted device. As the application of implant
devices is diversified and requires a high power output
and longer lifetime, new battery like fuel cell, or biofuel will
replace conventional battery system in the future. Further-
more, when power transmission through the skin is impos-
sible due to the attenuation of transmission, integrated
power generation device will be an alternative.

Most micropower generators are still in their infancy
and they need much more study to be implemented in
implant device. Research results on micropower generators
showed only the feasibility of concept and their power is
much less than the requirement. Hybrid micropower sup-
plies (55) or integrated power system would be strong
candidates for long battery life applications. The promis-
ing application of active implant device will be glucose
sensor and the artificial pancreas for the treatment of
diabetes and the ubiquitous bio- or environmental sensor
network. Since there is strong demand in the market, it
is believed that micropower system will be available in
near future.
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INTRODUCTION

The explosion of knowledge in life sciences is enabled by the
ability to visualize beyond the capability of the human eye
and by the capability to identify chemical compositions and
the structure of matter. This was enabled by Levenhook’s
discovery of the new device for looking at the world of the
small: the microscope. He found that by combining two
lenses, it was possible to see much smaller objects than by
the naked eye alone. This led to his subsequent discovery of
the cell, which has spurred an explosion of knowledge in
life science and medicine that continues at a dramatic rate
of growth even today. Even 400 years after the Levenhook
discovery, one of the first tools of choice for the visualiza-
tion of small objects is the optical microscopy. What is
known to a lesser extent is that the microscopic histochem-
ical studies (i.e., staining of the tissues) with tissues and
organelle-specific dyes in the late 1800s, initiated the
modern pharmaceutical industry, when chemists and his-
tologists alike envisioned an opportunity to selectively
inhibit or kill pathogens by organic molecules in the same
way organic dyes selectively label certain types of tissues,
cells, and organelles. While the optical microscopy methods
were able to uncover morphology and the structure and
nature of the cells, they were faced with the ultimate
physical limit of magnification, which is dictated by the
spatial resolution limited by the diffraction limit. This limit
was approximately the size of half of the wavelength of
light used to perform the imaging.

The breakthrough in imaging small structures and
further understanding the machinery of life and cell biol-
ogy comes with the application of the deBroglie’s postulate
of particle-wave equality in order to use the electron beam
with a shorter associated wavelength as an investigative
imaging probe. Ruska’s development of the first transmis-
sion electron microscope in late 1930s and the development
of scanning electronic microscopies in the 1950s, opened
the door to detailed investigations of the organization of
subcellular assemblies, viruses, and even imaging of the
individual biomolecules, at a resolution far beyond the
diffraction limit of visible light. The rapid advances in
the tools and techniques of ultramicroscopy, especially of
scanning probe microscopies, which for the first time
enabled routine molecular imaging, greatly contribute to
enabling completely new multidisciplines, like nanoscience
and nanotechnology, as well as an opening a door for an
entirely new way of looking into the machinery of life.

While scanning probe microscopy in the 1990s allowed
imaging at the unprecedented resolution of the unaltered
samples; in general, it lacked the ability to uniquely
identify the chemical composition of samples or unveil
their physicochemical properties. For the investigation of
chemical structures and fingerprinting the material com-
position, the tool of choice is optical spectroscopy. However,

the problem with classical optical spectroscopic techniques
is that it provides average, bulk results with no specific
information linking certain morphological features with
spectra. This can ultimately identify chemical composition
and/or physicochemical properties. The ability of doing
molecular fingerprinting and, in a raster pattern, subse-
quent molecular specific imaging at the nanoscale with the
spatial resolution of modern ultramicroscopy techniques is
the holy grail for many aspects of today’s life sciences
disciplines.

This goal is partially fulfilled with electron microscopy
combined with energy-dispersive X-ray analysis (EDX),
wherein semiquantitatively, it is possible to associate topo-
graphical structures with elemental composition. How-
ever, for most of the problems in life and materials
sciences, simple knowledge of elemental composition is
not sufficient, as it is necessary to identify molecular
structure. Plus, the electron microscopy is, in most cases,
a destructive method of analysis, since the sample needs to
be prepared to be vacuum compatible, and be either elec-
trically conductive, in the case of scanning electron micro-
scopy, or have contrasts with heavier metals, in the case of
transmission or scanning transmission electron micro-
scopy. Furthermore, the physics of generating character-
istic X rays (i.e., the minimum size of the excitation volume
from which the signal is emerging) is in the tens of micro-
meters, thereby limiting elemental compositional analysis
with spatial resolution only for the large structure in the
tens-of-microns-sized range. The ideal technique will be
one that will allow imaging of the unaltered sample, in a
way similar to the way atomic force microscopy (AFM)
allows, while at the same time providing a way for spectro-
scopic identification of the chemical structure.

There are several techniques currently in their infancy
that promise spectroscopic probing with electromagnetic
spectroscopic information carrier signals imposed over
topography. They are near-field scanning optical micro-
scopy, microthermal analysis, scanning nuclear magnetic
resonance (NMR) microscopy, and scanning electron para-
magnetic resonance (EPR) microscopy.

However, for solving any of the practical problems, it
will be of great benefit that the ultrastructure’s informa-
tion probes are photons of visible, and near-infrared (IR)
and ultraviolet (UV) light, as a great deal of both morpho-
logical (based on the photon’s position and intensity/count)
and compositional (based on adsorption, fluorescence,
Raman shift, etc.) information can be simultaneously
obtained as optical microscopy relies on light as an infor-
mation carrier. This is due to the fact that the same
photons, which are in standard imaging configurations
used to generate images, carry much more information
on composition and the various physical and chemical
properties of the observed spot on the sample that can
be extracted through different spectroscopic methods.

The technique that has evolved over the last decade and
promises to fulfill the above-goals at the nanoscale level, is
near-field scanning optical microscopy (NSOM or SNOM),
which effectively breaks the physical limits imposed by
the optical-diffraction-limited resolution by using the
near-field evanescent waves and scanning mechanisms
similar to those in the scanning probe microscopies.

MICROSCOPY AND SPECTROSCOPY, NEAR-FIELD 435



THEORETICAL PRINCIPLES OF NSOM MICROSCOPY

Abbe’s equation (Eq. 1) describes the resolution of the
classical, far-field optics, (i.e., the minimum separations
between two points that can be distinguished) (1). From this
equation it is easy to conclude that the maximum attainable
resolution in the far field is � 1

2 of the applied wavelength,
which means that the best optical microscope cannot be
used to visualize details smaller than 200–400 nm.

pmin ¼
l

2n sina0
ð1Þ

In Abbe’s equation, n is the diffraction of the imaging
index and a0 is the aperture angle in the medium. While
Abbe’s equation describes the limiting resolution in the world
of conventional optics, the Fourier optics approach can pro-
vide us with the same conclusion. Following Abbe’s principle,
Rayleigh (2) derived that the objects in a lens system in the
far optical field are resolved only when the maximum of one
pattern coincides with the first minimum of the neighboring
features. What resulted was the discovery that the resolution
criteria that describe the maximum resolution of the optical
system based on the size of the numeric aperture was

d ¼ 0:61 l=NA ð2Þ

wherein l is the applied wavelength and NA is the numerical
aperture of the lens, again bringing the maximum theoretical
resolution to � 200 nm.

A similar observation can be derived from the Fourier
formalism in optics. In Fourier optics, the information con-
tent embedded in the spatial frequency f, in the case when f is
higher then 1/l, decays rapidly toward zero from the object
and thereby, no data on the subwavelength features can be
efficiently collected with standard far-field optics. However, it
is well known that it is possible to receive an electromagnetic
signal with antenna that is smaller in size than the wave-
length. The solution of the Maxwellian equations that govern
the behavior of electromagnetic radiation differs in the dis-
tance smaller than the wavelength than in the distance,
much larger than the considered wavelengths. When the
waves propagate within the distance much smaller than
its wavelength, such situation is called the near field. The
pragmatic definition of near-field optics will be a division of
optics that deal with the elements of the subwavelength
features scales, which are intended for passing the light
through, from or near, to another element with subwave-
length features positioned within the subwavelength dis-
tances. The spatial resolution in near-field optics depends
on the feature’s size and is limited to about one-half of the
aperture size. Furthermore, the near-field system must be
considered as a complete system consisting of two features
(probeandsampleinthecaseofmicroscopy)andtheresolution
of the system will be dependent on both sample and probe.
Thus, it is impossible to speak of the unique or standard near-
field resolution, as is done with a far-field instrument.

NEAR-FIELD IMAGING EQUIPMENT

The near-field scanning optical microscopy or scanning
near-field optical microscopy (NSOM or SNOM) is a tech-

nique that enables users to work with standard optical
tools that are integrated with scanning probe microscope
(SPM) technology to obtain the optical image at a resolu-
tion in the range of tens of nanometers. This is quite
comparable with the resolution of scanning electron or
SPM. The integration of scanning probe and optical meth-
ods allows for the collection of optical information at reso-
lutions well below the optical diffraction limit, which
overlap real topography information obtained by scanning
probe feedback. For spectroscopy applications, NSOM
offers the potential for characterizing the spectroscopic
signature of material on a submicron-to-nanometer scale,
thereby affording new insights into nanoscopic structure
and composition.

The principles of NSOM microscopy were theoretically
founded by Synge in 1929 (2), and in his subsequent paper
he described an imaginary device that closely resembles
today’s NSOM setup (3), including the use of piezoactua-
tors. Due to technical difficulties at the time to implement
such a device, the idea was forgotten until theoretician
O’Keefe rediscovered the idea in 1956 (4). The first prac-
tical demonstration of the imaging of a structure smaller
than the one-sixtieth of the applied wavelength was done in
1971 using the microwave in near-field scanning over the
grid (5). The basic idea behind this method was to create
evanescence, a standing wave, by light diffraction through
an aperture that was much smaller than the wavelength,
and then to use this evanescent light source to scan a
sample in a raster-scan pattern in close proximity, and
collect transmitted or reflected signal in the far field. The
first demonstration of near-field optical imaging was imple-
mented independently by Pohl (6) in 1982 and Lewis
groups (7) in 1983, and described as an optical stethoscopy,
in what is now considered the beginning of NSOM micro-
scopy. The method grew rapidly during the 1990s and the
trend is continuing to this day, as described in recent
reviews (8–12). Furthermore, several companies are offer-
ing commercial instruments (13–16) that enable ordinary
users, who are not inclined toward the instrumentation
development, to apply NSOM in solving their research
problems.

There are two fundamentally different ways to achieve
near-field optical imaging. They are apertured-base and
apertureless NSOMs with their principles of operation
depicted in Fig. 1a and b (17). In the case of the apertured
NSOM (Fig. 1a), the light passes through an aperture that
is much smaller than the wavelength of applied light, and
ultimately the resolution is defined by the size of the
aperture. In the case of the apertureless NSOM (Fig. 1b),
a sharp metallic tip is irradiated by a laser perpendicular
(or as close as possible) to the tip along the axis. The
irradiation excites the plasmons on the metallic surface of
the tip and the field is concentrated by combining antenna
and plasmonic effects at the top of the tip. The resolution
of apertureless NSOM is thus defined by the size of the
near-field excitation formed at the apex of the metallic
tip, and is determined by tip sharpness, tip materials, and
real and imaginary parts of the refraction index of the
used metal.

The practical advantage of apertured NSOM is in its easy
implementation. While the advantage of the apertureless
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NSOM is theoretically a higher achievable resolution and
possibly higher field strength, the technical difficulties in
implementing the apertureless setup have not permitted
those advantages to be realized. Thus, as of this writing, all
of the existing commercial instruments are based on the
apertured NSOM approach.

Regardless of the type of NSOM, the experimental setup
always consists of a piezo X–Y scanner, whose role is to
execute the raster-scan pattern scanning of the sample by
the near-field probe; a Z piezo, whose role is to modulate
the image by keeping the sample-tip distance; an optional,
but for most cases necessary, noncontact modulation ele-
ment, such as the tuning-fork for shear force feedback, or a
piezo- or electromagnetic oscillator for AFM-like noncon-
tact feedback; a near-field probe, which can be aperture or
sharp tip; a laser light source; a far-field optical signal
collection system, sample and sample holder; a system for
coarse probe approach and sample–probe alignment; a
scanner controller and computer for the image acquisition
and reconstruction; and a vibration isolation system. In
this manner, the NSOM most closely resembles the
mechanism of the AFM, and almost all of the existing
commercial setups, as well as many of the in-house, lab-
made NSOMs, share these common components with the
AFM and more general SPM platforms.

Piezo Scanner

The piezo scanner principle of work is based on the piezo
effect, which is reversible internal stress induction within
the crystal when exposed to the electric field (18). This
stress induces crystal expansion. The piezo scanner in the
NSOM is a more critical part than in the standard AFM.
Ideally, it should be the perfect closed-loop scanner, due to
stringent requirements of keeping the probe in a parti-
cular place during the raster scan, in order to achieve
sufficient optical signal/noise ratio. Figure 2 depicts typi-
cal scanner configurations. The scanners are usually
implemented in the form of the stacked piezo crystals
(Fig. 2a), tube scanners (Fig. 2b), and bimorph (Fig. 2c)
(19). Furthermore, scanners are often grouped into the
so-called tripod configuration. The same material used for
the SPM scanner, lead-zirconate-titanate ceramic (com-
monly referred as a PZT ceramic), is commonly used for
the NSOM piezo scanner. The typical piezo-electric con-
stant for PZT materials is about –1.7 V �nm�1. However,

in order to practically achieve the linearity over the whole
range of scan, it is necessary to calibrate each individual
scanner periodically to compensate for crystal nonlinearity,
creeping, and drift. Those effects are further minimized by
using active, real-time feedback, which can be implemented
either through some form of the strain gauge, capacitance,
or by optical means. The active feedback adjusts the
voltage applied to the scanner to keep linearity and to
secure the probe above the scanning position within the
raster scan.

Optical Signal Acquisition System

The optical signal collection system is made up of optical
and optoelectronic parts. The optical portion usually con-
sists of the far-field microscope objective with a high NA
lens. The tip-sample working distance, as well as the
sample thickness and sample holder accessibility, define
the maximum NA of the objective that can be used. Oil
immersion objectives are used to enhance the NA by many
times. Besides the objective, the collection system may
contain filters, notch-filters polarizers, and beam splitters,
depending on the particular configuration and imaging
mode. The optoelectronic part of the collection system
converts optical information to an electrical signal for
further processing. It is usually either a highly sensitive
photomultiplier tube (PMT), or, for ultimate sensitivity
and single-photon counting, an avalanche photodiode
detector (APD) array. For the PMT tube, the output signal
can be either voltage or counts, and for the APD, it is only
TTL (transistor–transistor logic) counts. The high sensi-
tivity PMT tubes can satisfy most of the imaging require-
ments, however, for extremely weak signals, such as in
single-molecular imaging or single-molecular spectro-
scopy, an APD detector is more desirable. Due care does
need to be paid when using the APD detector, as over-
exposing the detector can damage it in an extremely short
period of time. For the purpose of correlated experiments,
many detectors are attached to the system. In the case of
spectroscopy applications, the most commonly used dis-
persive detector is a highly sensitive CCD imaging camera,
either solid-state or liquid-gas cooled. However, many set-
ups use the other, more economical, wavelength or energy-
dispersive detection systems, which are based on filters,
prisms, or gratings in conjunction with either a PMT or
APD detector.
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Figure 1. Two major principles of achieving the near-
field scanning optical microscopy: (a) the aperture-
based NSOM; (b) scatter-field, apertureless NSOM.



Light Sources for Near-Field Imaging and Spectroscopy

Illumination sources for near-field microscopy are always
lasers. Selection criteria for the laser depends on the
desired wavelength(s). The most economical are the
solid-state lasers, followed by ion lasers, such as the Ar
laser, which can selectively produce multiple wavelengths
of light from 450 to 514 nm (17). Besides the two most
common types, many setups use liquid lasers as well as
optical parametric oscillators to produce specific wave-
lengths that are not available with a standard laser. The
transduction path can consist of mirrors or single-mode
optical fibers. The mirror-based path has better through-
put, however, it is more complex to adjust and requires
periodic readjustment. The optical-fiber-based transduc-
tion path has some higher attenuation then the mirror-
based path, but it is very convenient for use, especially if it
is implemented with the standard FC or similar connectors.

Microscope Head

The NSOM head usually consists of a probe holder, one or
more piezo scanners, a system for coarse probe approach, and
a case. The head is positioned at the top of the sample holder.
The probe holder is directly attached to the Z direction piezo.
A video system, which shows the image of the approaching
tip and substrate, and a software- controlled stepper motor
with micrometric screws provide coarse approach of the probe
to the sample surface. When the probe tip is brought to close
proximity to the sample, the fine approach mechanism is
engaged. The fine approach mechanism is essentially a
stepped mechanism wherein the probe is brought in a small
piezo steps in the vertical direction to close the gap between
the tip of the probe and sample substrate. The contact is
achieved when the signal indicates the deflection of the probe

in AFM-like setups, or, in shear-force mode, when its inter-
action with the sample reaches the user-prescribed ‘‘set
point’’ voltage or current level. The determination of the
appropriate set point varies for different samples and sys-
tems, and is more a result of art or tacit knowledge than an
exact science. If the Z piezo is completely extended and
contact has not been achieved, the piezo constricts to its
neutral position and the stepper motor is activated to bring
the probe to the approximate max extension distance of the
piezo, and the process is repeated. Besides the Z piezo,
sometimes the X–Y scanners can be positioned in the head.

Sample Holder/Stage

The sample holding stage can contain the X–Y piezo scan-
ner, if it is not in the head. Its moving frame consists of
micrometric screw positioners that push the sample holder
in the X–Y direction under the probe, thus allowing sample
‘‘pan’’ operation. These screws can be manually or stepper-
motor operated. The sample stage can be stand-alone, or it
can be positioned at the top of an inverted, epi-fluorescence
microscope. There are many advantages to having the
NSOM sitting at the top of the standard inverted micro-
scope. This configuration is able to combine far- and near-
field microscopy, exploit the operation familiarity of the
inverted fluorescence microscope, and deliver superior
images to those acquired via a dedicated, stand-alone
NSOM stage. However, a drawback of such a configuration
is a larger mechanical circuit with a higher level of vibra-
tional noise than in a dedicated system.

Controller

Controllers for NSOM are usually derived from the AFM/
SPM controllers. In all of today’s setups, they are digital.
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Figure 2. Schematics representa-
tion of the piezo actuators: (a)
stacked piezo; (b) tube scanner; (c)
bimorph scanner. [Courtesy PI
(Physik Instru-mente) LP, www.pi.ws.



The controller’s role is to generate the high voltage signals
necessary to feed the piezo scanner and move the probe
in the raster scan pattern. It also controls the vertical,
Z position of the probe via the PID control-loop model
mechanism (proportional-integral-differential), and thus
topographically modulates the signal; it maintains
the non–contact feedback; it controls the coarse probe
approach, and in some instances coarse sample positioning;
and it acquires the signals coming from the probe (both
optical and topographical) and forwards them to the com-
puter for further processing. The controller usually con-
sists of a series of analog-to-digital and digital-to-analog
converters, precision operational amplifiers, and high
voltage amplifiers. Due to the complexity of the tasks, often
the controller is designed using high end digital signal
processors and other high end embedded systems.

The role of the control software is to control the con-
troller, acquire the image, and store it in some of editable
and exportable format. Furthermore, the control software
almost always possesses image processing capabilities,
such as different image filters, Fourier transform, 3D
representations and rendering, and so on. All of the com-
mercially available NSOMs share the same software with
their AFM/SPM ‘‘cousins’’. Many of the homemade sys-
tems, on the other hand, have software modified from
existing commercial SPM/AFM controller software, or soft-
ware that is independently written, as in cases where the
users have designed the whole control electronics by them-
selves. Many times, the results are processed in third party
software. For example, for image processing a very popular
solution is to use shareware NIH Image software or its PC
cousin, Scion Image, and for advanced applications, to use
scripts written for IgroPro, LabView, MathLab, or for
spectroscopy experiments, WinSpec. Use of higher level
software like Igor Pro dramatically reduces development
time of applications, as compared to the time required to
write the script in C or Cþþ code.

Apertured NSOM

The principle of the apertured NSOM is to use the aperture
as a scanning probe. This is the first (5,6) and up-to-today
most commonly implemented NSOM setup. In basic prin-
ciple, the instrument consists of the XYZ piezo scanner(s)
that moves the apertured probe over the raster scan pat-
tern at the controlled aperture-sample height, and a non-
contact feedback mechanism, the best-suited being the
shear-force based one (20). An aperture in the tens of
nanometer size can be formed by the tapering, heating,
and pooling process borrowed from biophysics labs, where
it is utilized for creating micropipettes (21) or for etching
optical fibers (22). Additionally, as an aperture, it is pos-
sible to use the hollow cantilever (23).

Schematic representation of the instrument implemen-
tation, for both imaging and spectroscopy–hyperspectral
imaging, is presented in Fig. 3a, configured for the most
common, transmission mode (looking through the sample)
operation. The laser light is coming from the optical fiber.
Optical fiber is mounted on the tuning fork assembly,
which is held onto the Z-piezo scanner and is constricted
at the end to a tens of nanometer size range (see insert) and

the evanescent field is formed at its aperture, as repre-
sented in the figure insert. The light is passing through the
sample, interacting with sample matter, and is collected
under the sample in the far-field with the high numerical
aperture microscopy objective. Such a signal is further
subjected to collection and processing. For the hyperspectral
imaging or for the spectroscopy or spectral imaging purposes,
the signal is first passed through the holographic notch
filter, which eliminates excitation light and through the
beam splitter is directed to the wavelength-dispersive detector,
such as a CCD spectrometer, and to the summary, imaging
detector, such as a PMT, or avalanche photodiode detector
(APD). In the simplified setup, if the apparatus is used just
for the optical imaging, the light is passed directly from the
objective into the imaging detector, (i.e. APD or PMT).

Figure 3b schematically represents a typical apertured
probe, mounted on the tuning fork. Micrographies at
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Figure 3. Example of the aperture-based, straight-fiber NSOM:
(a) schematics representation of the scanning probe and collection;
(b) schematics representation of the tapered fiber NSOM probe,
attached to the tuning fork; (c) photography of the probe glued to
the tuning fork; (d) SEM image of the end of the tapered,
aluminum-coated fiber optic based NSOM probe. (Courtesy of
Veeco Instruments Inc., Santa Barbara, CA.)



Fig. 3c and d represent the frontal and lateral view of the
metallic-coated, laser-pulled, tapered, fiber-based tip. An
evanescent, standing wave is formed at the end of the
aperture, and the size of the aperture approximately
defines the optical resolution. Light is either brought
through the aperture, as in transmission and reflection
imaging mode, or collected through the aperture, as in the
collection mode. The tip is scanned across the sample in a
raster-scan pattern, and for imaging purposes; the signal is
collected in the far field, either by sensitive photomultiplier
tube, or by sensitive avalanche photo-diode counter.

The three distinctive different modes of operations of
the aperture-based NSOM are illustrated in Fig. 4, which
also graphically depicts the different kinds of information
that can be extracted from the optical signal emanating
from the sample. The origin of the optical contrast, as
depicted in Fig. 4, can be due to topographic differences
(different path length change the adsorption), material
birefringence, reflectivity, sample extinction coefficients
for the particular excitation wavelength, index of refrac-
tion, fluorescence emission properties, nonlinear spectro-
scopical properties of materials, and mechanical and
magnetic stress in the sample. However, at the moment
of this writing, for life sciences and biomedical applica-
tions, only transmitivitty, reflectivity and fluorescence
properties are of significance. The mode that is the most
useful for biological applications is the transmission mode
or the ‘‘looking through’’ mode, and is most similar to
classical biological microscopy In this case, as described
above, light is brought through the fiber-based tip, the near
field interacts with the sample, and the signal is collected
in the far field as it passes through the sample. In this
mode, it is possible to do transmission imaging, as well as
fluorescence or other wavelength-resolved imaging, by
application of adequate filters or wavelength-selective ele-
ments. In a reflection mode, which can be described as
‘‘looking on the surface mode’’, the near field interrogates

the surface of the sample, and the scattered signal is
collected in the far field. This mode allows imaging and
spectroscopy of the nontransparent samples; however, the
imaging efficiency is much lower than with transmission
mode. In a collection mode, the light is passed either
through the sample, or illuminated on the sample, and
the signal is collected through the fiber in the near field.
This mode is very burdensome to use, has low signal
collection efficiency, and is used mainly in photonics
research.

Besides these three modes, there are more exotic modes
of operation, such as combined collection and illumination,
where both sample illumination and resulting signal are
passed and collected through the same probe; dark field
imaging, where the probe tip is in close proximity to a
sample that is illuminated from underneath with total
internal reflection from the substrate, and wherein the
probe acts as a second, tunneling prism. Besides pure
optical operation modes, there are also a combined opto-
magnetic NSOM, which explores Kerr’s effect (24); nano-
mass spectroscopy (25), where near field is used for abla-
tion; and optoelectrochemical NSOM (26). The later two
modes have a lot of potential applications in physiology
with their ability to simultaneously image and record
potential at subwavelength resolution.

To secure the probe in a near field, the aperture must be
kept in close proximity to the sample with a distance much
smaller than the applied wavelength. The fiber is kept at
the nanometer-range distance from the sample by means of
noncontact feedback. There are several ways of achieving
feedback, mainly shear force, AFM-like normal force con-
tact, and noncontact force feedback. The shear-force feed-
back provides gentler, lateral touching of the sample,
thereby reducing the possibility of aperture contamination
or tip–aperture mechanical failure.

In shear-force feedback (20), the fiber tip is oscillated
laterally to the sample surface. The NSOM tip is rigidly
premounted on a quartz tuning fork (Fig. 3b and c), which
is a few millimeters in size. The tuning fork is mechanically
vibrated at resonance frequency, usually in tens to hun-
dreds of kilohertz, resulting in a few nanometers of lateral
motion at the distal end of the NSOM tip. When the tip is in
a close lateral proximity to the sample, the resonance
frequency of the tip-tuning fork system is disturbed due
to electrostatic, van der Waals, hydrogen bonding, and
other kinds of attractive and/or repulsive interactions
between the tip and the sample. This disturbance is read
as an electrical signal that is processed, and the tip is
moved accordingly in the vertical direction to achieve its
preset resonance frequency, thus keeping the same dis-
tance from the sample.

Optical resolution, which is typically achieved by fiber-
based apertured NSOM, is in the range of 50 nm, with
maximum resolution being in the range of 20 nm. The
improvement in tip fabrication procedures and in the con-
trol of the tip-sample separation distance will ultimately
lead to better resolution. For apertured NSOM, fiberoptic
or pipette-based tips are fabricated by constricting the core
of the optical fiber to a 50–20 nm diameter. This is achieved
by a heating–pulling method (21), wherein the fiber is
transversally irradiated by CO2 laser and simultaneously
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Figure 4. Typical apertured NSOM configuration: (a) illustration
of information that is carried and can be extracted from the optical
signal; (b) transmission and reflection mode NSOM; (c) collection
mode NSOM; (d) total internal reflection or dark field mode.
(Figure 3b–d adapted from Ref. 17.)



stretched on the pipette puller until the fiber is broken, or
by chemical etching (22) at the phase boundaries using the
HF solution with oil on the top. To enhance the efficiency of
the light transmission and to avoid the light leakage
through the fiber shell, the probes are usually coated with
either aluminum or silver. The coating is done by vacuum
evaporation, and its role is to prevent light leaking out of
the probe. The metallic coating is especially beneficial in
the near-field surface-enhanced Raman spectroscopy.

Another way of performing apertured NSOM is by
bending the fiber or pipette. In this case, the force feedback
can be achieved either by shear force, or by AFM-like
normal force in both contact or noncontact mode. The
disadvantage of this approach is that such bended fibers
are more vulnerable to mechanical failure, and if used for
spectroscopy purposes, there may be problems with Raman
scattering lines coming from the fiber shell materials.

The other way of achieving apertured NSOM imaging is
by using the hollow AFM cantilevers (23). In this kind of
setup, the light from the excitation laser is focused on the
top aperture on the center of the hollow AFM tip, and the
near field is formed at its bottom. The feedback mechanism
used therein is the same as in noncontact AFM. Presently,
the resolution (in the range of 100 nm) of such hollow-
cantilevered-based apertured NSOMs is inferior to that
of pulled-fiber-based NSOMs. Another disadvantage of the
AFM-like force-feedback setup in NSOM applications is in
that the AFM uses a laser beam to follow the bending of the
cantilever. In NSOM, when many applications are count-
ing the individual photons, the optical noise introduced by
the AFM-like laser-based feedback may be several folds
stronger than the signal. Considerable improvement is to
be expected with piezo-actuated hollow cantilevers, which
will avoid using laser feedback.

Apertureless NSOM

In the apertureless NSOM (Figs. 1b and 5), a sharp metallic
tip is irradiated by the laser light orthogonally to the long tip
axis, and the near-field excitation is scattered from the

tip (27,28). The light scattering from the feature is much
smaller than the applied wavelength, which also generates
the strong evanescent field. The best strength of the scat-
tering field is achieved if the excitation laser frequency
corresponds to the surface-plasmon resonance of the metal
from which the tip is made. Incoming beam scattering
produces the evanescent field at the tip; however, the
physics of the process is a combination of the near-field
antenna effects and surface plasmon resonance. The laser
induces the plasmons in the tip, which oscillates in parallel
to the tip axis and amplifies the evanescent standing wave
at the tip apex. The standing wave interacts with the
sample and the signal is collected either in transmission
or reflection mode in the far field. The tip is scanned across
the sample in the same raster-pattern manner as with
apertured NSOM. Feedback is provided in either the
noncontact AFM manner, preferably with a tuning fork
or some other nonlaser based Z-deflection feedback, and
the signal collection is modulated by oscillating the probe
in a vertical direction in order to avoid static and scattering
artifacts. Furthermore, in modulated apertureless NSOM,
the signal from the photodetector is also modulated with the
same modulation signal source as a tip, in exactly the
same frequency and phase (with possibilities of higher
harmonics modulation. This is done in order to avoid
inbound laser light nonnear-field induced scattering;
static-scattering artifacts from sample features and to achieve
optical signal acquisition always in a same sample-tip
separation distance position.

In order to distinguish between the near-field scattering
and inbound laser light, most of the apertureless NSOMs
are used mainly for fluorescence, Raman, or for different
nonlinear optical phenomena applications. Furthermore,
because of the rapid decoy of the scattered field, modulation
of the scanning probe, and control of the sample-tip separa-
tion distance in the apertureless configuration is much
more critical than in the aperture-based NSOM.

Figure 5 is a schematic representation of a typical,
homemade, apertureless NSOM setup; in this particular
case used for fluorescence and fluorescence-lifetime (FLIM)
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Figure 5. Schematic representation of the example
of the apertureless NSOM. (Adapted from Ref. 29.)



near field imaging. It consists of a commercially available
AFM head, mounted on the top of the inverted epi-
fluorescence microscope, positioned at the optical table.
The lateral irradiation of the tip, which is necessary in order
to achieve the high intensity evanescent field generation, is
produced by offsetting the position of the AFM tip in
relationship to the high numerical apex microscope objec-
tive. In this particular case, the fluorescence imaging
measurements were conducted in an inverted fluorescence-
imaging microscope (Nikon Diaphot 300), the excitation
light from a mode-locked YAG laser (Coherent Antares)
at 532 nm wavelength, 10 ps pulse width, and 76 MHz
repetition rate was focused on a diffraction-limited spot
through an objective (Nikon 60X NA 1.4), and the emission
from the sample was collected by the same objective, in
the epi-fluorescence manner. The emission band-pass
filters were HQ565/25 and D570/20 (Chroma Technology)
to ensure that the excitation light and the feedback
laser of AFM (650 nm) were both blocked. The emission
was detected by an avalanche photodiode (APD) (Perkin
Elmer, SPCM-AQR-15). The background photon counts
with AFM feedback on were �150 Hz. The sample cover
slip was mounted on a closed-loop two-dimensional (2D)
piezoelectric scanner (Polytec PI, P-731). The AFM (Veeco
Instruments Inc, D3100) head and inverted microscope
were coupled at an over–under position. The AFM tapping-
mode tips used in this work are commercially available Si
tips (Digital Instrument, OTESP7) coated with Au and Ag,
by sputter coating. Image density of 128� 128 pixels and
scan rate of 1 Hz. As the quenching effect is highly distance
dependent, the tip oscillation amplitude was reduced by
reducing the driving voltage to the tip as much as possible
without sacrificing image quality. Based on the force cali-
bration curve, the tip oscillation amplitude during the
imaging was estimated at � 30 nm.

The sample-scanning confocal fluorescence image was
recorded by a home-built computer control interface that
counted the APD signal and raster-scanned the piezo-
electric scanner. The fluorescence decay traces were
recorded by a time-correlated single photon counting
(TCSPC) module (Becker & Hickl SPC730, Germany).
The start signal was from the APD and the stop signal
was from synchronization of the YAG laser at one-half of
the laser repetition rate. For the lifetime imaging mode,
the TCSPC module reads the line-synchronization signal
of the Digital Instrument Nanoscope IIIa controller to
achieve a synchronized recording of the AFM signals
and fluorescence signals.

Figure 6 depicts the FEM simulation (30) of near-field
enhancement around a metallic tip positioned in close
proximity to the sample and irradiated with a laser beam.
Figure 6 shows the rapid dependence of the near-field
excitation on the sample-tip separation, and emphasizes
necessity of accurate, sub nanometer sample-tip separa-
tion control mechanism for any widespread, commercial
applications. This is even more important for the Raman
spectroscopy or hyperspectral imaging (or in this sense for
any other, nonlinear optical applications), as the strength
of the Raman emission is proportional to the fourth power
of the strength of the electric field of applied light the small
changes in the strength of the local near-field enhancement

can produce the dramatic fluctuation in the strength of the
optical signal.

Besides all of the difficulties in implementation, the
advantage of the apertureless mode is in theoretically
better resolution than the apertured mode, and in the
higher surface-enhanced Raman signal, due to plasmon
coupling, which makes this method, theoretically, an ideal
molecular Raman nanoprobe, a ‘‘holy grail’’ for life scien-
tists (31,32). The hyperspectral subwavelength Raman
imaging is extremely important for further studies in
system biology, proteomics, and metabolomics, as it is
expected it will for the first time allow identification and
spatial positioning of biomolecules within a cell, without
the introduction of fluorescence labels. Aside from Raman
imaging, this approach is expected to be better for the
purpose of fluorescence lifetime imaging (FLIM) (29).
The apertureless approach also has significant advantages
because the surface plasmon enhancement is driven by the
metallic tip and a higher local intensity of the scattered
field.

However, to date, there is no commercial instrument
available based on the apertureless NSOM principle,
because of many technical problems, a significantly smaller
photon flux, a low signal/noise ratio, and extreme signal
dependance on the tip-sample separation distance. It is
expected that with improvements in the control mechanism
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Figure 6. Finite-element methods (FEM) simulation of the
electromagnetic field scattering and near field enhancement at
the apex of the tip of the apertureless NSOM, and its behavior with
change in tip-sample separation distance. (Adapted from Ref. 30.)



for keeping the sample-tip separation in the subnanometer
range, as well as improvements in laser positioning and
further enhancement of the photodetector efficiencies, the
apertureless NSOM will become more widespread, with the
first commercial instruments expected to be introduced to
the market in the near future.

The tip for the apertureless NSOM can be manufactured
in three different ways. The simplest way is by electro-
chemically etching the metallic wire in the same way as for
production of the STM tips. However, controlled and opti-
mized shapes, which can provide more efficient field
enhancement, can be better achieved by using the free
ion bombardment (FIB) techniques for both tip growth
and etching.

NSOM Operations

The typical operation of the NSOM consists of positioning
the tip above the sample feature of interest, visually
using the reflection and transmission video system, respec-
tively. After executing a manual approach procedure, the tip
is subsequently placed under PID control and is automati-
cally maintained in the near-field region. The nonoptical,
shear-force feedback relies on measuring the voltage gen-
erated by a quartz tuning fork onto which the NSOM tip is
rigidly mounted, thus avoiding feedback laser. Having a
feedback without the feedback laser is of great advantage, as
avoidance of that voltage is a direct measure for the oscilla-
tion amplitude of the tip-tuning fork assembly, which varies
with tip-to-sample distance over a range of �25 nm.

Unlike conventional AFM cantilever designs, the spring
constant of the straight-fiber NSOM tip in the vertical
direction is extremely high, thus avoiding damaging
snap-to-contact. A feedback algorithm monitors the ampli-
tude of the tuning fork by appropriately adjusting the tip-
sample distance. Using this method, the NSOM tip is
engaged and maintained within �5 nm of the surface in
the near-field region throughout the NSOM scanning or
spectroscopic measurements. Another advantage of using
shear-force feedback is in the absence of a feedback laser,
which is especially important in the low photon-count
applications (e.g., in spectroscopy–hyperspectral imaging
and single-molecular studies).

Other methods of maintaining the tip in the near field
have not proven nearly as sensitive or reliable as tuning-
fork-based shear-force feedback. Some methods originally
developed for AFM applications may require actual surface
contact and, consequently, possible surface or tip transfor-
mation, ultimately resulting in either damage or having to
move the tip in and out of the near-field during data
acquisition. The other disadvantage of AFM-like feedback
is in the great technical difficulties to form a self-actuated,
piezo-based AFM hollow tip, thus forcing the use of laser
for feedback control. The AFM-like force feedback with
pulled fiber tip requires a bent fiber, which is much less
mechanically stable than a straight fiber. In addition, the
bent fiber has problems associated with circular light paths
and higher Raman scattering from glass–fiber substrates,
interferences that carry especially negative consequences
for near-field spectroscopy, as they can significantly
increase the optical noise level.

The NSOM can be used both in air and in liquid. Most of
the work to date has been done in air. While it has been
demonstrated many times that the method can be success-
fully used in liquid operation, there are problems asso-
ciated with the menisc force formed between the probe and
liquid surface. For work in air, shear force is the superior
method of feedback. However, for work in liquid, the AFM-
like noncontact feedback has advantages. With further
improvements in the fiber-based probes coating in the near
future, it is expected that shear-force-based topographic
imaging and feedback will become equal with the AFM-like
noncontact-based topographic imaging in liquid.

Near-Field Spectroscopy

For spectroscopic studies, NSOM can be considered as a
controlled light collector, with tens-of-nanometer spatial
positioning resolution. Thus, many of the standard
spectroscopic techniques could be applied, depending
on the amount of signal available. For example, it was
successfully demonstrated that NSOM can be used for
fluorescence and photoluminescence spectroscopy; electro-
luminescence spectroscopy, time-resolved spectroscopy;
polarization studies, and in early stage infrared (IR) and
Raman spectroscopies. The latter of the two has the great-
est promise in becoming the ultimate molecular nanoprobe.
Some of the applications of in situ hyperspectral, that is,
composition-specific nanoscale studies include chemical
identification of observed samples; studies of optical prop-
erties of materials at nano-scale levels; detection of phase
differences and impurities in materials; protein studies,
and many more. Ultimately, it opens the door for a plethora
of both fundamental and applied studies in the fields of
physics, material science, chemistry, life sciences, and
nanotechnology.

Examples of a near-field spectroscopy application are
shown in Fig. 7. While Fig. 7a represents the topography
image of the PIC dye crystal (33), Fig. 7b is the NSOM
fluorescence image of the same area. In order to explore the
origin of inhomogeneities, near-field fluorescence spectro-
scopy, with spectra presented at Fig. 7c, has been done at
different points, labeled 1–4, on Fig. 7b. Finally, fluores-
cence spectra resolved the inhomogenieties of emission
sources, pointing to the two different allotropes of crystals
having emissions peaking at 645 and 690 nm, respectively.

The near-field signal, which is by default very weak,
gets even weaker if we want to do the wavelength-resolved
spectroscopic analysis, or full hyperspectral cube imaging,
so longer exposition time is necessary to acquire usable
spectra. For a near-field spectroscopy system to be success-
ful, it needs to have an extremely stable probe position
control, in all three axes, to keep the optimal sample-probe
distance, and to keep the probe above the point of interest,
for a prolonged time of signal collection.

Figure 8 represents the typical modern commercial
NSOM microscopy–spectroscopy setup, in this particular
case, an Aurora-3 for spectroscopy made by Veeco Instru-
ments Inc., Santa Barbara, CA (34). In general, such a
near-field microscopy–spectroscopy package consists of the
NSOM microscope, an objective lens for signal collection,
optical filters for elimination of the excitation laser light,
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an optical pathway for signal transduction to the detector,
and a wavelength dispersive detector. As the signal is
generally very weak, the spectrometer needs to have a
very sensitive detection system, in the best case, single-
photon sensitivity. With today’s solid-state detectors tech-
nology, the best detector to use is the CCD camera with a
larger stack of sensitive pixels coupled to the imaging
spectrometer. Depending on applications, either a Peltier
cooled camera will be satisfactory (for most bright fluores-
cence samples) or a liquid-nitrogen-cooled camera for ulti-
mate sensitivity, such as in single-molecular experiments
and near-field Raman spectroscopy. Furthermore, interfa-
cing and communication between spectrometer and NSOM
scanning probe control software needs to be established.

Today, many spectrometers have semiopen control soft-
ware, thus allowing triggering of the spectral acquisition
with the TTL handshake signal, which can be produced
by the NSOM microscope controller. In this way, the
microscope controller initiates spectral acquisition and
the system can be used with many different commercial
spectrometers, allowing customization of the microprobe.
Filtering out excitation photons is of extreme importance to
increase the signal/noise ratio, and the best filters avail-
able today are notch, interferometric filters. Another con-
sideration when designing the NSOM spectroscopy
package is that not one formula will fit all of the require-
ments. Furthermore, virtually any application will require
some special design consideration, so building the system
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Figure 7. Example of fluorescence-based hyperspectral near-field
imaging. (a) Shear-force topography image; (b) NSOM fluorescence
image; (c) spatially resolved fluorescence spectra, numbers 1–4
corresponds to the different position on the crystal, demonstrating
chemically specific imaging and material inhomogenities at the
nanoscale. (Courtesy of David Vanden Bout and Paul Barbara,
University of Minnesota, Minneapolis, MI.)

Figure 8. Typical, third generation commercially available NSOM setup, for imaging and
spectroscopy: (a) photo of the NSOM head and sample holder; (b) complete system with
attached spectrometer; (c) optical path schematics. (Courtesy of Veeco Instruments Inc., Santa
Barbara, CA.)



as versatile and modular as possible is of the utmost
importance. The ability to incorporate additional standard
optical components and easy system reconfiguration
should be first in the designer’s mind. At the same time,
once a system is set up for operation, it should allow for
easy, straightforward, simple operation, and robustness,
which are sometimes contradictory requirements. The
design of the NSOM head, when having the spectroscopy
package in mind, must incorporate extremely accurate
closed-loop scan linearization. While shear-force feedback
keeps superb control of sample-tip distance, the closed-loop
X–Y scanning is necessary in order to keep the probe at the
selected spatial position during sample collection.

The near-field spectroscopy package is an even more
promising breakthrough technology for life sciences than
for NSOM imaging alone. For the first time, it will allow
qualitative identification of the composition of an observed
sample, via optical spectroscopies, at the spatial resolution
of scanning probe microscopy. The current commercial
systems can distinguish differences in chemical composi-
tion of the samples, at the spatial resolution of 50 nm or
better. For combined near-field spectroscopy and imaging,
the signal may be split into the dual-beam path, wherein
one path is used for the imaging detector and another
one for spectroscopy. Such dual-beam solution minimizes
removal, replacement, and realignment of components
when a different mode is desired. The benefit is the ease
of use and robust, reliable operation for separate or simul-
taneous transmission and reflection measurements.

In the example of the Aurora-3 optical path system, the
light from both objectives is redirected out the side ports by
two front-surface mirrors, which are reflection-coated for
optimal visible/near-IR (NIR) operation. The near-field
transmission and reflection light is collected in the far field
by precisely aligned microscope objectives to provide high
quality collimated (parallel) beams, with a nominal 7 mm
diameter. This system design allows for NSOM spectro-
scopic operation with standard one-half in. diameter optics,
though for ease of alignment and handling, 1 in. diameter
optics is generally recommended. Furthermore, the reflec-
tion path is carefully aligned to match the transmission
path. Such integrated solutions minimize removal, repla-
cement, and realignment of components when a different
mode is desired. The integrated reflection path is always
available for use with any sample and never requires
removal or realignment in the microscope with normal
use. As there are many variations in the spectroscopy
setup, it is important for an NSOM system that is
intended for spectroscopic use to be capable of utilizing
the standard optical element, so users can customize the
system using standard optical poles and optical bench
mounting systems.

Evaluation

While the first NSOM was invented just 2 years after the
AFM, its widespread use has just started to pick up in the
last several years. The reasons for this lag are severalfold:
the first NSOM images were hard to interpret, and as they
were achieved without topography modulation, the con-
trast in the images was not intuitive; there were no com-

mercial instruments available until the mid-1990s, thus all
users needed to build their own systems; the use of the
home-built and first commercial instrument and its align-
ment procedures were cumbersome and complicated for
any user who was not skilled in optoelectronics develop-
ment; and the resolution of the systems depended on each
individual sample. However, the field is changing rapidly,
and with introduction of the latest, third generation of
commercial systems (13–16), such as the Aurora-3 from
Veeco Instruments Inc., MultiView 400 from Nanonics
Imaging Ltd, Smena from NT-MDT, and AlphaSNOM from
WiTec GmbH, the ease of use is comparable with the
standard scanning probe microscope and is within the skill
set of average life sciences user. Furthermore, with
improvement in the serial production of the probes and
quality control in recent years, the resolution of the NSOM
system is becoming more uniform, and resolution expecta-
tions can be met with most samples.

The way to evaluate and measure resolution of the
NSOM instrument is by utilizing Fisher’s projection masks
(35). It is virtually accepted as a standard for evaluating
NSOM resolution and quality of image topographic mod-
ulation, the latter one by comparing the topographic with
the optical image. The Fisher project mask is a regular
hexagonal array of metallic spikes (Fig. 9). It is produced by
having the monolayer of the monodispersed polymer
spheres coated with metallic coating, and the spheres
subsequently dissolved with organic solvents. What is left
is the regular, closed-packed hexagonal matrix of metallic
spikes. In transmission mode, the spike is seen as a dark
spot on the optical micrography, while in reflection mode,
the spike is a bright spot, and the void space is dark.

The near-field optical imaging obviously provides two
great advantages over other types of imaging: its ability to
simultaneously acquire topography, in a scanning-force
manner, and an optical image. The optical image carries
a plethora of different information that can be furthermore
extracted. The most important advantage is that there are
many different ways to extract direct or indirect informa-
tion on spatial distribution of chemical composition of the
observed sample, even on the single molecular level.
Furthermore, at current state-of-the-art commercial
NSOM instrumentation, the near-field imaging and spec-
troscopy can be performed at a resolution at least four
times as high as the resolution of the best optical confocal
microscopes. The obvious applications in the biomedical
field are all of the applications for which the standard
confocal and inverted fluorescence microscope is used
today, but at the same time, done at much higher resolu-
tion (36–40). Examples of life sciences and biomedical
applications involve optical ultramicroscopy of cells; optical
imaging of cell organelles; imaging and spectroscopy of
individual molecules and macromolecules; in vivo tracking
of molecular events and endocytosis; and high resolution
chromosome labeling [i.e., high resolution fluorescence
in situ hybridization (FISH) (39) applications]. Some of these
applications, like molecular tracking, and high resolution
FISH are unachievable with other methods.

The molecular tracking applications are based on fluor-
escence, and in the future, Raman SERS applications will
revolutionize our way of understanding how cellular
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mechanisms work, and will bring significant contributions
to practical pharmacological applications, such as drug
candidates, where their target will be able to be imaged,
measured, and tracked during action. Additionally, this
application will add considerably to the body of knowledge
of macromolecular interactions and in the mapping of the
interactome of proteins, enzymes, and nucleic acids within
the cell. The simplest way will be by expressing differently
colored fluorescence proteins, fused with ligand and target,
and tracking their spatial positions within the cell, and
from the fluorescence resonance energy transfer or fluor-
escence intermittency, following their interactions. No
other method is capable of achieving the resolution neces-
sary to understand molecular machines in vivo. Another
futuristic application of NSOM is in the ultrahigh den-
sity genomics and proteomics array, which theoretically
can be packed at the density range higher than the
wavelengths.

Some of the more futuristic life science applications
will come with the integration of NSOM with mass
spectrometry. Zenobi’s group (25) demonstrated that
the apertured NSOM is capable of doing the nanoablation
of structures and thus can feed the mass spectrometer
with material ablated with the resolution of a few tens of
nanometer. This can dramatically improve the knowledge
of spatial locations of proteins, and protein–protein com-
plexes and interactions.

The NSOM-based FISH (38) can have a large impact on
the future of molecular in vitro diagnostics because it will
allow FISH to be applied on the shorter segments of DNA.
This will permit many additional applications by painting
shorter genes of this simple, chromosome painting techni-
que, which are unachievable with far-field fluorescence or
confocal-fluorescence equipment. If designed in a simple
and high throughput manner, this may become a standard
diagnostic instrument for molecular cytogenetics diagnos-
tics in pathology labs.

It is expected that the next, fourth-generation instru-
mentation, currently in the design stage, will allow more
routine imaging with a level of technical expertise, which is

necessary for practical applications comparable with run-
ning today’s confocal microscope.

Examples of the NSOMs biological applications are
presented in Fig. 10a–c. Figure 10a is an example of the
protein localization imaging beyond diffraction limit. In
this particular image, the fibroblast cells were labeled with
green fluorescence protein (GFP). The image on the left
represents the shear-force micrography, which corre-
sponds to the topographic image, while the image on the
right is the GFP fluorescence image. Spatial distribution of
the GFP can easily be observed within the cell at a resolu-
tion far exceeding the diffraction limits. This technique can
be used to track the protein synthesis and trafficking
within the cell if the targeted protein is fused with the
fluorescence label, such as GFP or YFP. Another unique
NSOM application is in optical characterization of the sup-
ramolecular and macromolecular assemblies. Figure 10b
represents topographic, shear force (left) and NSOM trans-
mission image (right) of the interband region of a polytene
chromosome. In the optical image, the chromatin matter can
be distinguished from the DNA based on the optical contrast,
which is not possible based on the pure topography. Finally,
Fig. 10c represents far-field optical transmission image of
slice of the muscle tissue (left) and shear-force topography
and near-field optical image, on the right top and bottom,
respectively. The near-field imaging reveals the fine struc-
ture of the muscular fiber, its cell membrane, myofibrils, and
endoplasmatic reticulum structure, in a similar manner as
using the transmission electron microscopy.

Besides imaging, the near-field optical microscopy-like
setup has promise for use in the nanoscale lithography (41),
and for high density data storage (42). Nanoscale litho-
graphy will have applications in the preparation of tissue
growth matrix and scaffolds, especially for the growth of
neurons, while the high voluminous data storage will have
a plethora of medical applications for storing ever-growing
informational content of both imaging and high through-
put diagnostics data.

In conclusion, near-field optical imaging is still a devel-
oping technique that shows much promise for biomedical
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Figure 9. Fisher mask, typical structure for NSOM evaluation and calibration: (a) topographic image
produced with shear-force feedback; (b) NSOM transmission mode image of the same area. The images
were produced on the Aurora-3 NSOM, (Courtesy of Veeco Instruments Inc., Santa Barbara, CA.)
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Figure 10. Examples of biomedical
and life-sciences applications of NSOM
imaging: (a)Shear-forcetopographyand
near-field fluorescence from GFP-
labeled fibroblast cells. Images of the
fibrorblast cells are prepared by
growing them directly on glass cover
slides and subsequent labeling. They
are imaged in air at a scan speed of 1
Hz, no photodegradation was observed
throughout the measurement.
(Courtesy of Renato Zenobi, ETH,
Zurich, # Renato Zenobi and ETH
Zurich, Switzerland). (b) Shear force
and NSOM image of the interband
region of a polytene chromosome.
(Courtesy of Sid Ragona and Phil
Haydon, Laboratory of Cellular
Signaling, Dept. of Zoology and
Genetics, Iowa State University, Ames,
IA, and Veeco Instruments Inc.). (c) Far-
field, differential contrast optical
microscopy of the muscle tissue, and
details of the muscle cell by shear force
andNSOM.(CourtesyofSidRagonaand
Phil Haydon, Laboratory of Cellular
Signaling, Department of Zoology and
Genetics, Iowa State University, Ames,
IA and Veeco Instruments Inc.)



applications. This review presents the state-of-the-art NSOM
technology up to the second quarter of 2005. It is certain that
by the time of the next edition of this Encyclopedia, there
will be many other technological and advancements in the
field of biomedical applications of near-field optics.
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INTRODUCTION

The technique of laser scanning and spinning disk confocal
fluorescence microscopy has become an essential tool in
biology and the biomedical sciences, as well as in materials
science due to attributes that are not readily available
using other contrast modes with traditional optical micro-
scopy (1–12). The application of a wide array of new syn-
thetic and naturally occurring fluorochromes has made it
possible to identify cells and submicroscopic cellular compo-
nents with a high degree of specificity amid nonfluorescing
material (13). In fact, the confocal microscope is often cap-
able of revealing the presence of a single molecule (14).
Through the use of multiply labeled specimens, different
probes can simultaneously identify several target molecules
simultaneously, both in fixed specimens and living cells and
tissues (15). Although both conventional and confocal micro-
scopes cannot provide spatial resolution below the diffrac-
tion limit of specific specimen features, the detection of
fluorescing molecules below such limits is readily achieved.

The basic concept of confocal microscopy was originally
developed by Minsky in the mid-1950s (patented in 1961)
when he was a postdoctoral student at Harvard University
(16,17). Minsky wanted to image neural networks in
unstained preparations of brain tissue and was driven
by the desire to image biological events as they occur in
living systems. Minsky’s invention remained largely unno-
ticed, due most probably to the lack of intense light sources
necessary for imaging and the computer horsepower
required to handle large amounts of data. Following Min-
sky’s work, Egger and Petran (18) fabricated a multiple-
beam confocal microscope in the late-1960s that utilized a
spinning (Nipkow) disk for examining unstained brain
sections and ganglion cells. Continuing in this arena,
Egger went on to develop the first mechanically scanned
confocal laser microscope, and published the first recogniz-
able images of cells in 1973 (19). During the late-1970s and
the 1980s, advances in computer and laser technology,
coupled to new algorithms for digital manipulation of
images, led to a growing interest in confocal microscopy (20).

Fortuitously, shortly after Minsky’s patent had expired,
practical laser-scanning confocal microscope designs were
translated into working instruments by several investiga-
tors. Dutch physicist Brakenhoff developed a scanning
confocal microscope in 1979 (21), while almost simulta-
neously, Sheppard contributed to the technique with a
theory of image formation (22). Wilson, Amos, and White
nurtured the concept and later (during the late-1980s)
demonstrated the utility of confocal imaging in the exam-
ination of fluorescent biological specimens (20,23). The first
commercial instruments appeared in 1987. During the
1990s, advances in optics and electronics afforded more
stable and powerful lasers, high efficiency scanning mirror

units, high throughput fiber optics, better thin-film dielec-
tric coatings, and detectors having reduced noise charac-
teristics (1). In addition, fluorochromes that were more
carefully matched to laser excitation lines were beginning
to be synthesized (13). Coupled to the rapidly advancing
computer processing speeds, enhanced displays, and large-
volume storage technology emerging in the late-1990s, the
stage was set for a virtual explosion in the number of
applications that could be targeted with laser scanning
confocal microscopy.

Modern confocal microscopes can be considered as com-
pletely integrated electronic systems where the optical micro-
scope plays a central role in a configuration that consists of
one or more electronic detectors, a computer (for image dis-
play, processing, output, and storage), and several laser
systems combined with wavelength selection devices and a
beam scanning assembly. In most cases, integration between
the various components is so thorough that the entire con-
focal microscope is often collectively referred to as a digital or
video imaging system capable of producing electronic
images (24). These microscopes are now being employed
for routine investigations on molecules, cells, and living
tissues that were not possible just a few years ago (15).

Confocal microscopy offers several advantages over con-
ventional widefield optical microscopy, including the abil-
ity to control depth of field, elimination, or reduction of
background information away from the focal plane (that
leads to image degradation), and the capability to collect
serial optical sections from thick specimens. The basic key
to the confocal approach is the use of spatial filtering
techniques to eliminate out-of-focus light or glare in speci-
mens whose thickness exceeds the immediate plane of
focus. There has been a tremendous explosion in the popu-
larity of confocal microscopy in recent years (1–4,6,7), due
in part to the relative ease with which extremely high
quality images can be obtained from specimens prepared
for conventional fluorescence microscopy, and the growing
number of applications in cell biology that rely on imaging,
both fixed and living cells and tissues. In fact, confocal
technology is proving to be one of the most important
advances ever achieved in optical microscopy.

In a conventional widefield optical epi-fluorescence
microscope, secondary fluorescence emitted by the speci-
men often occurs through the excited volume and obscures
resolution of features that lie in the objective focal plane
(25). The problem is compounded by thicker specimens (>2
mm), which usually exhibit such a high degree of fluores-
cence emission that most of the fine detail is lost. Confocal
microscopy provides only a marginal improvement in both
axial (z; parallel to the microscope optical axis) and lateral
(x and y; dimensions in the specimen plane) optical resolu-
tion, but is able to exclude secondary fluorescence in areas
removed from the focal plane from resulting images (26–
28). Even though resolution is somewhat enhanced with
confocal microscopy over conventional widefield techni-
ques (1), it is still considerably less than that of the trans-
mission electron microscope (TEM). In this regard, confocal
microscopy can be considered a bridge between these two
classical methodologies.

Illustrated in Fig. 1 are a series of images that com-
pare selected viewfields in traditional widefield and laser
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scanning confocal fluorescence microscopy. A thick (16
mm) section of fluorescently stained mouse hippocampus
in widefield fluorescence exhibits a large amount of glare
from fluorescent structures located above and below the
focal plane (Fig. 1a). When imaged with a laser scanning
confocal microscope (Fig. 1b), the brain thick section
reveals a significant degree of structural detail. Likewise,
widefield fluorescence imaging of rat smooth muscle fibers
stained with a combination of Alexa Fluor dyes produce
blurred images (Fig. 1c) lacking in detail, while the same
specimen field (Fig. 1d) reveals a highly striated topogra-
phy when viewed as an optical section with confocal
microscopy. Autofluorescence in a sunflower (Helianthus
annuus) pollen grain tetrad produces a similar indistinct
outline of the basic external morphology (Fig. 1e), but
yields no indication of the internal structure in widefield
mode. In contrast, a thin optical section of the same grain
(Fig. 1f) acquired with confocal techniques displays a
dramatic difference between the particle core and the
surrounding envelope. Collectively, the image comparisons
in Fig. 1 dramatically depict the advantages of achieving
very thin optical sections in confocal microscopy. The ability
of this technique to eliminate fluorescence emission from
regions removed from the focal plane offsets it from tradi-
tional forms of fluorescence microscopy.

PRINCIPLES OF CONFOCAL MICROSCOPY

The confocal principle in epi-fluorescence laser scanning
microscope is diagrammatically presented in Fig. 2. Coher-
ent light emitted by the laser system (excitation source)
passes through a pinhole aperture that is situated in a
conjugate plane (confocal) with a scanning point on the
specimen and a second pinhole aperture positioned in front
of the detector (a photomultiplier tube). As the laser is
reflected by a dichromatic mirror, and scanned across the
specimen in a defined focal plane, secondary fluorescence
emitted from points on the specimen (in the same focal
plane) pass back through the dichromatic mirror, and are
focused as a confocal point at the detector pinhole aperture.

The significant amount of fluorescence emission that
occurs at points above and below the objective focal plane is
not confocal with the pinhole (termed out-of-focus light
rays in Fig. 2) and forms extended Airy disks in the
aperture plane (29). Because only a small fraction of the
out-of-focus fluorescence emission is delivered through
the pinhole aperture, most of this extraneous light is not
detected by the photomultiplier and does not contribute to
the resulting image. The dichromatic mirror, barrier filter,
and excitation filter perform similar functions to identical
components in a widefield epi-fluorescence microscope (30).
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Figure 1. Comparison of widefield (upper row) and laser scanning confocal fluorescence microscopy
images (lower row). Note the significant amount of signal in the widefield images from fluorescent
structures located outside of the focal plane. (a) and (b) Mouse brain hippocampus thick section
treated with primary antibodies to glial fibrillary acidic protein (GFAP; red), neurofilaments H
(green), and counterstained with Hoechst 33342 (blue) to highlight nuclei. (c) and (d) Thick section of
rat smooth muscle stained with phalloidin conjugated to Alexa Fluor 568 (targeting actin; red),
wheat germ agglutinin conjugated to Oregon Green 488 (glycoproteins; green), and counterstained
with DRAQ5 (nuclei; blue). (e) and (f) Sunflower pollen grain tetrad autofluorescence.



Refocusing the objective in a confocal microscope shifts the
excitation and emission points on a specimen to a new
plane that becomes confocal with the pinhole apertures of
the light source and detector.

In traditional widefield epi-fluorescence microscopy, the
entire specimen is subjected to intense illumination from
an incoherent mercury or xenon arc-discharge lamp, and
the resulting image of secondary fluorescence emission can
be viewed directly in the eyepieces or projected onto the
surface of an electronic array detector or traditional film
plane. In contrast to this simple concept, the mechanism of
image formation in a confocal microscope is fundamentally
different (31). As discussed above, the confocal fluorescence
microscope consists of multiple laser excitation sources, a
scan head with optical and electronic components, electro-
nic detectors (usually photomultipliers), and a computer
for acquisition, processing, analysis, and display of images.

The scan head is at the heart of the confocal system and
is responsible for rasterizing the excitation scans, as well as
collecting the photon signals from the specimen that are
required to assemble the final image (1,5–7). A typical scan
head contains inputs from the external laser sources,
fluorescence filter sets and dichromatic mirrors, a galvan-
ometer-based raster scanning mirror system, variable pin-
hole apertures for generating the confocal image, and
photomultiplier tube detectors tuned for different fluores-
cence wavelengths. Many modern instruments include
diffraction gratings or prisms coupled with slits positioned
near the photomultipliers to enable spectral imaging
(also referred to as emission fingerprinting) followed
by linear unmixing of emission profiles in specimens
labeled with combinations of fluorescent proteins or fluor-
ophores having overlapping spectra (32–38). The general
arrangement of scan head components is presented in
Fig. 3 for a typical commercial unit.

In epi-illumination scanning confocal microscopy, the
laser light source and photomultiplier detectors are both
separated from the specimen by the objective, which func-
tions as a well-corrected condenser and objective combina-
tion. Internal fluorescence filter components (e.g., the
excitation and barrier filters and the dichromatic mirrors)
and neutral density filters are contained within the scan-
ning unit (see Fig. 3). Interference and neutral density
filters are housed in rotating turrets or sliders that can be
inserted into the light path by the operator. The excitation
laser beam is connected to the scan unit with a fiber optic
coupler followed by a beam expander that enables the thin
laser beam wrist to completely fill the objective rear aper-
ture (a critical requirement in confocal microscopy).
Expanded laser light that passes through the microscope
objective forms an intense diffraction-limited spot that is
scanned by the coupled galvanometer mirrors in a raster
pattern across the specimen plane (point scanning).

One of the most important components of the scanning
unit is the pinhole aperture, which acts as a spatial filter at
the conjugate image plane positioned directly in front of the
photomultiplier (39). Several apertures of varying dia-
meter are usually contained on a rotating turret that
enables the operator to adjust pinhole size (and optical
section thickness). Secondary fluorescence collected by the
objective is descanned by the same galvanometer mirrors
that form the raster pattern, and then passes through a
barrier filter before reaching the pinhole aperture (40).
The aperture serves to exclude fluorescence signals from
out-of-focus features positioned above and below the focal
plane, which are instead projected onto the aperture as
Airy disks having a diameter much larger than those
forming the image. These oversized disks are spread over
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Figure 2. Schematic diagram of the optical pathway and
principal components in a laser scanning confocal microscope.

Figure 3. Three-channel spectral imaging laser scanning
microscope confocal scan head with SIM scanner laser port. The
SIM laser enables simultaneous excitation and imaging of the
specimen for photobleaching or photoactivation experiments. Also
illustrated are ports for a visible, ultraviolet (UV), and infrared (IR)
laser, as well as an arc discharge lamp port for widefield observation.



a comparatively large area so that only a small fraction of
light originating in planes away from the focal point passes
through the aperture. The pinhole aperture also serves to
eliminate much of the stray light passing through the optical
system. Coupling of aperture-limited point scanning to a
pinhole spatial filter at the conjugate image plane is an
essential feature of the confocal microscope.

When contrasting the similarities and differences
between widefield and confocal microscopes, it is often
useful to compare the character and geometry of specimen
illumination utilized for each of the techniques. Traditional
widefield epi-fluorescence microscope objectives focus
a wide cone of illumination over a large volume of the
specimen (41), which is uniformly and simultaneously
illuminated (as illustrated in Fig. 4a). A majority of the
fluorescence emission directed back toward the microscope
is gathered by the objective (depending on the numerical
aperture) and projected into the eyepieces or detector. The
result is a significant amount of signal due to emitted
background light and autofluorescence originating from
areas above and below the focal plane, which seriously
reduces resolution and image contrast.

The laser illumination source in confocal microscopy is
first expanded to fill the objective rear aperture, and then
focused by the lens system to a very small spot at the focal
plane (Fig. 4b). The size of the illumination point ranges
from �0.25 to 0.8 mm in diameter (depending on the
objective numerical aperture) and 0.5 to 1.5 mm deep at
the brightest intensity. Confocal spot size is determined by
the microscope design, wavelength of incident laser light,
objective characteristics, scanning unit settings, and the
specimen (41). Figure 4 presents a comparison between the
typical illumination cones of a widefield (Fig. 4a) and point
scanning confocal (Fig. 4b) microscope at the same numer-
ical aperture. The entire depth of the specimen over a wide
area is illuminated by the widefield microscope, while the
sample is scanned with a finely focused spot of illumination
that is centered in the focal plane in the confocal microscope.

In laser scanning confocal microscopy, the image of an
extended specimen is generated by scanning the focused
beam across a defined area in a raster pattern controlled by
two high speed oscillating mirrors driven with galvan-
ometer motors. One of the mirrors moves the beam from
left to right along the x lateral axis, while the other
translates the beam in the y direction. After each single
scan along the x axis, the beam is rapidly transported back
to the starting point and shifted along the y axis to begin a
new scan in a process termed flyback (42). During the
flyback operation, image information is not collected. In

this manner, the area of interest on the specimen in a
single focal plane is excited by laser illumination from the
scanning unit.

As each scan line passes along the specimen in the lateral
focal plane, fluorescence emission is collected by the objec-
tive and passed back through the confocal optical system.
The speed of the scanning mirrors is very slow relative to the
speed of light, so the secondary emission follows a light path
along the optical axis that is identical to the original excita-
tion beam. Return of fluorescence emission through the
galvanometer mirror system is referred to as descanning
(40,42). After leaving the scanning mirrors, the fluorescence
emission passes directly through the dichromatic mirror
and is focused at the detector pinhole aperture. Unlike
the raster scanning pattern of excitation light passing over
the specimen, fluorescence emission remains in a steady
position at the pinhole aperture, but fluctuates with respect
to intensity over time as the illumination spot traverses the
specimen producing variations in excitation.

Fluorescence emission that is passed through the pin-
hole aperture is converted into an analog electrical signal
having a continuously varying voltage (corresponding to
intensity) by the photomultiplier. The analog signal is
periodically sampled and converted into pixels by an
analog-to-digital (A/D) converter housed in the scanning
unit or the accompanying electronics cabinet. The image
information is temporarily stored in an image frame buffer
card in the computer and displayed on the monitor. Note
that the confocal image of a specimen is reconstructed,
point by point, from emission photon signals by the photo-
multiplier and accompanying electronics, yet never exists
as a real image that can be observed through the micro-
scope eyepieces.

LASER SCANNING CONFOCAL MICROSCOPE
CONFIGURATION

Basic microscope optical system characteristics have
remained fundamentally unchanged for many decades
due to engineering restrictions on objective design, the
static properties of most specimens, and the fact that
resolution is governed by the wavelength of light (1–10).
However, fluorescent probes that are employed to add
contrast to biological specimens and, and other technolo-
gies associated with optical microscopy techniques, have
improved significantly. The explosive growth and develop-
ment of the confocal approach is a direct result of a renais-
sance in optical microscopy that has been largely fueled by
advances in modern optical and electronics technology.
Among these are stable multiwavelength laser systems
that provide better coverage of the uv, visible, and near-
IR spectral regions, improved interference filters (includ-
ing dichromatic mirrors, barrier, and excitation filters),
sensitive low noise wide-band detectors, and far more
powerful computers. The latter are now available with
relatively low cost memory arrays, image analysis software
packages, high resolution video displays, and high quality
digital image printers. The flow of information through a
modern confocal microscope is presented diagrammati-
cally in Fig. 5 (2).
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Figure 4. Widefield versus confocal microscopy illumination
volumes, demonstrating the difference in size between point
scanning and widefield excitation light beams.



Although many of these technologies have been devel-
oped independently for a variety of specifically targeted
applications, they have been incorporated gradually into
mainstream commercial confocal microscopy systems. In
current microscope systems, classification of designs is
based on the technology utilized to scan specimens (7).
Scanning can be accomplished either by translating the
stage in the x, y, and z directions while the laser illumina-
tion spot is held in a fixed position, or the beam itself can
be raster-scanned across the specimen. Because three-
dimensional (3D) translation of the stage is cumbersome
and prone to vibration, most modern instruments employ
some type of beam-scanning mechanism.

In modern confocal microscopes, two fundamentally
different techniques for beam scanning have been devel-
oped. Single-beam scanning, one of the more popular
methods employed in a majority of the commercial laser
scanning microscopes (43), uses a pair of computer-con-
trolled galvanometer mirrors to scan the specimen in a
raster pattern at a rate of approximately one frame per
second. Faster scanning rates (to near video speed) can be
achieved using acoustooptic devices or oscillating mirrors.
In contrast, multiple-beam scanning confocal microscopes
are equipped with a spinning Nipkow disk containing an
array of pinholes and microlenses (44–46). These instru-
ments often use arc-discharge lamps for illumination
instead of lasers to reduce specimen damage and enhance
the detection of low fluorescence levels during real-time
image collection. Another important feature of the multiple-
beam microscopes is their ability to readily capture images
with an array detector, such as a charge-coupled device
(CCD) camera system (47).

All modern laser scanning confocal microscope designs
are centered on a conventional upright or inverted
research level optical microscope. However, instead of
the standard tungsten–halogen or mercury (xenon) arc-
discharge lamp, one or more laser systems are used as a
light source to excite fluorophores in the specimen. Image
information is gathered point by point with a specialized
detector, such as a photomultiplier tube or avalanche
photodiode, and then digitized for processing by the host

computer, which also controls the scanning mirrors and/or
other devices to facilitate the collection and display of
images. After a series of images (usually serial optical
sections) has been acquired and stored on digital media,
analysis can be conducted utilizing numerous image pro-
cessing software packages available on the host or a sec-
ondary computer.

ADVANTAGES AND DISADVANTAGES OF CONFOCAL
MICROSCOPY

The primary advantage of laser scanning confocal micro-
scopy is the ability to serially produce thin (0.5–1.5 mm)
optical sections through fluorescent specimens that have a
thickness ranging up to 50 mm or more (48). The image
series is collected by coordinating incremental changes in
the microscope fine focus mechanism (using a stepper
motor) with sequential image acquisition at each step.
Image information is restricted to a well-defined plane,
rather than being complicated by signals arising from
remote locations in the specimen. Contrast and definition
are dramatically improved over widefield techniques due to
the reduction in background fluorescence and improved
signal to noise (48). Furthermore, optical sectioning elim-
inates artifacts that occur during physical sectioning and
fluorescent staining of tissue specimens for traditional
forms of microscopy. The noninvasive confocal optical sec-
tioning technique enables the examination of both living
and fixed specimens under a variety of conditions with
enhanced clarity.

With most confocal microscopy software packages, opti-
cal sections are not restricted to the perpendicular lateral
(x–y) plane, but can also be collected and displayed in
transverse planes (1,5–8,49). Vertical sections in the x–z
and y–z planes (parallel to the microscope optical axis) can
be readily generated by most confocal software programs.
Thus, the specimen appears as if it had been sectioned in a
plane that is perpendicular to the lateral axis. In practice,
vertical sections are obtained by combining a series of x–y
scans taken along the z axis with the software, and then
projecting a view of fluorescence intensity as it would
appear should the microscope hardware have been capable
of physically performing a vertical section.

A typical stack of optical sections (often termed a z
series) through a Lodgepole Pine tree pollen grain reveal-
ing internal variations in autofluorescence emission wave-
lengths is illustrated in Fig. 6. Optical sections were
gathered in 1.0 mm steps perpendicular to the z axis
(microscope optical axis) using a laser combiner featuring
an argon ion (488 nm; green fluorescence), a green helium–
neon (543 nm; red fluorescence), and a red helium–neon
(633 nm; fluorescence pseudocolored blue) laser system.
Pollen grains from this and many other species range
between 10 and 40 mm in diameter and often yield blurred
images in wide-field fluorescence microscopy (see Fig. 1c),
which lack information about internal structural details.
Although only 12 of the >36 images collected through this
series are presented in the figure, they represent indivi-
dual focal planes separated by a distance of �3 mm and
provide a good indication of the internal grain structure.
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Figure 5. Confocal microscope configuration and information
flow schematic diagram.



In specimens more complex than a pollen grain, complex
interconnected structural elements can be difficult to dis-
cern from a large series of optical sections sequentially
acquired through the volume of a specimen with a laser
scanning confocal microscope. However, once an adequate
series of optical sections has been gathered, it can be further
processed into a 3D representation of the specimen using
volume-rendering computational techniques (50–53). This
approach is now in common use to help elucidate the
numerous interrelationships between structure and func-
tion of cells and tissues in biological investigations (54). In
order to ensure that adequate data is collected to produce a
representative volume image, the optical sections should be
recorded at the appropriate axial (z step) intervals so that
the actual depth of the specimen is reflected in the image.

Most of the software packages accompanying commer-
cial confocal instruments are capable of generating com-
posite and multidimensional views of optical section data
acquired from z-series image stacks. The 3D software
packages can be employed to create either a single 3D
representation of the specimen (Fig. 7) or a video (movie)
sequence compiled from different views of the specimen
volume. These sequences often mimic the effect of rotation
or similar spatial transformation that enhances the appre-
ciation of the specimen’s 3D character. In addition, many
software packages enable investigators to conduct measure-
ments of length, volume, and depth, and specific parameters
of the images, such as opacity, can be interactively altered to
reveal internal structures of interest at differing levels
within the specimen (54).

Typical 3D representations of several specimens exam-
ined by serial optical sectioning are presented in Fig. 7. A
series of sunflower pollen grain optical sections was com-
bined to produce a realistic view of the exterior surface
(Fig. 7a) as it might appear if being examined by a scanning
electron microscope (SEM). The algorithm utilized to
construct the 3D model enables the user to rotate the

pollen grain through 3608 for examination. Similarly, thick
sections (16mm) of lung tissue and rat brain are presented in
Fig. 7b and 7c, respectively. These specimens were each
labeled with several fluorophores (blue, green, and red
fluorescence) and created from a stack of 30–45 optical
sections. Autofluorescence in plant tissue was utilized to
produce the model illustrated in Fig. 7d of a fern root section.

In many cases, a composite or projection view pro-
duced from a series of optical sections provides important
information about a 3D specimen than a multidimensional
view (54). For example, a fluorescently labeled neuron
having numerous thin, extended processes in a tissue
section is difficult (if not impossible) to image using
wide-field techniques due to out-of-focus blur. Confocal
thin sections of the same neuron each reveal portions of
several extensions, but these usually appear as fragmented
streaks and dots and lack continuity (53). Composite views
created by flattening a series of optical sections from the
neuron will reveal all of the extended processes in sharp
focus with well-defined continuity. Structural and func-
tional analysis of other cell and tissue sections also benefits
from composite views as opposed to, or coupled with, 3D
volume rendering techniques.

Advances in confocal microscopy have made possible
multidimensional views (54) of living cells and tissues that
include image information in the x, y, and z dimensions as
a function of time and presented in multiple colors (using
two or more fluorophores). After volume processing of
individual image stacks, the resulting data can be dis-
played as 3D multicolor video sequences in real time. Note
that unlike conventional widefield microscopy, all fluoro-
chromes in multiply labeled specimens appear in register
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Figure 6. Lodgepole pine (Pinus contorta) pollen grain optical
sections. Bulk pollen was mounted in CytoSeal 60 and imaged with
a 100� oil immersion objective (no zoom) in 1mm axial steps. Each
image in the sequence (1–12) represents the view obtained from
steps of 3mm.

Figure 7. Three-dimensional volume renders from confocal
microscopy optical sections. (a) Autofluorescence in a series of
sunflower pollen grain optical sections was combined to produce
a realistic view of the exterior surface. (b) Mouse lung tissue thick
(16mm)section. (c)Ratbrainthicksection.Thesespecimenswereeach
labeled with several fluorophores (blue, green, and red fluorescence)
and the volume renders were created from a stack of 30–45 optical
sections. (d) Autofluorescence in a thin section of fern root.



using the confocal microscope. Temporal data can be col-
lected either from time-lapse experiments conducted over
extended periods or through real-time image acquisition in
smaller frames for short periods of time. The potential for
using multidimensional confocal microscopy as a powerful
tool in cellular biology is continuing to grow as new laser
systems are developed to limit cell damage and computer
processing speeds and storage capacity improves.

Additional advantages of scanning confocal microscopy
include the ability to adjust magnification electronically by
varying the area scanned by the laser without having to
change objectives. This feature is termed the zoom factor,
and is usually employed to adjust the image spatial resolu-
tion by altering the scanning laser sampling period
(1,2,8,40,55). Increasing the zoom factor reduces the speci-
men area scanned and simultaneously reduces the scanning
rate. The result is an increased number of samples along a
comparable length (55), which increases both the image
spatial resolution and display magnification on the host
computer monitor. Confocal zoom is typically employed to
match digital image resolution (8,40,55) with the optical
resolution of the microscope when low numerical aperture
and magnification objectives are being used to collect data.

Digitization of the sequential analog image data col-
lected by the confocal microscope photomultiplier (or similar
detector) facilitates computer image processing algorithms
by transforming the continuous voltage stream into discrete
digital increments that correspond to variations in light
intensity. In addition to the benefits and speed that accrue
from processing digital data, images can be readily prepared
for print output or publication. In carefully controlled
experiments, quantitative measurements of spatial fluores-
cence intensity (either statically or as a function of time) can
also be obtained from the digital data.

Disadvantages of confocal microscopy are limited pri-
marily to the limited number of excitation wavelengths
available with common lasers (referred to as laser lines),
which occur over very narrow bands and are expensive to
produce in the UV region (56). In contrast, conventional
widefield microscopes use mercury- or xenon-based arc-
discharge lamps to provide a full range of excitation wave-
lengths in the UV, visible, and near-IR spectral regions.
Another downside is the harmful nature (57) of high
intensity laser irradiation to living cells and tissues, an
issue that has recently been addressed by multiphoton and
Nipkow disk confocal imaging. Finally, the high cost of
purchasing and operating multiuser confocal microscope
systems (58), which can range up to an order of magnitude
higher than comparable widefield microscopes, often limits
their implementation in smaller laboratories. This problem
can be easily overcome by cost-shared microscope systems
that service one or more departments in a core facility. The
recent introduction of personal confocal systems has com-
petitively driven down the price of low end confocal micro-
scopes and increased the number of individual users.

CONFOCAL MICROSCOPE LIGHT DETECTORS

In modern widefield fluorescence and laser scanning con-
focal optical microscopy, the collection and measurement of

secondary emission gathered by the objective can be accom-
plished by several classes of photosensitive detectors (59),
including photomultipliers, photodiodes, and solid-state
CCDs. In confocal microscopy, fluorescence emission is
directed through a pinhole aperture positioned near the
image plane to exclude light from fluorescent structures
located away from the objective focal plane, thus reducing
the amount of light available for image formation, as
discussed above. As a result, the exceedingly low light
levels most often encountered in confocal microscopy neces-
sitate the use of highly sensitive photon detectors that do
not require spatial discrimination, but instead respond
very quickly with a high level of sensitivity to a continuous
flux of varying light intensity.

Photomultipliers, which contain a photosensitive sur-
face that captures incident photons and produces a stream
of photoelectrons to generate an amplified electric charge,
are the popular detector choice in many commercial con-
focal microscopes (59–61). These detectors contain a criti-
cal element, termed a photocathode, capable of emitting
electrons through the photoelectric effect (the energy of an
absorbed photon is transferred to an electron) when
exposed to a photon flux. The general anatomy of a photo-
multiplier consists of a classical vacuum tube in which a
glass or quartz window encases the photocathode and a
chain of electron multipliers, known as dynodes, followed
by an anode to complete the electrical circuit (62). When
the photomultiplier is operating, current flowing between
the anode and ground (zero potential) is directly propor-
tional to the photoelectron flux generated by the photo-
cathode when it is exposed to incident photon radiation.

In a majority of commercial confocal microscopes, the
photomultiplier is located within the scan head or an
external housing, and the gain, offset, and dynode voltage
are controlled by the computer software interface to the
detector power supply and supporting electronics (7). The
voltage setting is used to regulate the overall sensitivity of
the photomultiplier, and can be adjusted independently of
the gain and offset values. The latter two controls are
utilized to adjust the image intensity values to ensure that
the maximum number of gray levels is included in the
output signal of the photomultiplier. Offset adds a positive
or negative voltage to the output signal, and should be
adjusted so that the lowest signals are near the photomul-
tiplier detection threshold (40). The gain circuit multiplies
the output voltage by a constant factor so that the max-
imum signal values can be stretched to a point just below
saturation. In practice, offset should be applied first before
adjusting the photomultiplier gain (8,40). After the signal
has been processed by the analog-to-digital converter, it is
stored in a frame buffer and ultimately displayed on the
monitor in a series of gray levels ranging from black (no
signal) to white (saturation). Photomultipliers with a
dynamic range of 10 or 12 bits are capable of displaying
1024 or 4096 gray levels, respectively. Accompanying
image files also have the same number of gray levels.
However, the photomultipliers used in a majority of the
commercial confocal microscopes have a dynamic range
limited to 8 bits or 256 gray levels, which in most cases,
is adequate for handling the typical number of photons
scanned per pixel (63).
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Changes to the photomultiplier gain and offset levels
should not be confused with postacquisition image proces-
sing to adjust the levels, brightness, or contrast in the final
image. Digital image processing techniques can stretch
existing pixel values to fill the black-to-white display
range, but cannot create new gray levels (40). As a result,
when a digital image captured with only 200 out of a
possible 4096 gray levels is stretched to fill the histogram
(from black to white), the resulting processed image
appears grainy. In routine operation of the confocal micro-
scope, the primary goal is to fill as many of the gray levels
during image acquisition and not during the processing
stages.

The offset control is used to adjust the background level
to a position near 0 V (black) by adding a positive or
negative voltage to the signal. This ensures that dark
features in the image are very close to the black level of
the host computer monitor. Offset changes the amplitude of
the entire voltage signal, but since it is added to or sub-
tracted from the total signal, it does not alter the voltage
differential between the high and low voltage amplitudes
in the original signal. For example, with a signal ranging
from 4 to 18 V that is modified with an offset setting of 4 V,
the resulting signal spans 0–14 V, but the difference
remains 14 V.

Figure 8 presents a series of diagrammatic schematics
of the unprocessed and adjusted output signal from a
photomultiplier and the accompanying images captured
with a confocal microscope of a living adherent culture of
Indian Muntjac deer skin fibroblast cells treated with
MitoTracker Red CMXRos, which localizes specifically in
the mitochondria. Figure 8a illustrates the raw confocal
image along with the signal from the photomultiplier. After
applying a negative offset voltage to the photomultiplier,
the signal and image appear in Fig. 8b. Note that as the
signal is shifted to lower intensity values, the image
becomes darker (upper frame in Fig. 8b). When the gain
is adjusted to the full intensity range (Fig. 8c), the image
exhibits a significant amount of detail with good contrast
and high resolution.

The photomultiplier gain adjustment is utilized to elec-
tronically stretch the input signal by multiplying with a
constant factor prior to digitization by the analog-to-digital
converter (40). The result is a more complete representa-
tion of gray level values between black and white, and an
increase in apparent dynamic range. If the gain setting is
increased beyond the optimal point, the image becomes
grainy, but this maneuver is sometimes necessary to cap-
ture the maximum number of gray levels present in the
image. Advanced confocal microscopy software packages
ease the burden of gain and offset adjustment by using a
pseudocolor display function to associate pixel values with
gray levels on the monitor. For example, the saturated
pixels (255) can be displayed in yellow or red, while black-
evel pixels (0) are shown in blue or green, with intermedi-
ate gray levels displayed in shades of gray representing
their true values. When the photomultiplier output is
properly adjusted, just a few red (or yellow) and blue (or
green) pixels are present in the image, indicating that the
full dynamic range of the photomultiplier is being utilized.

Established techniques in the field of enhanced night
vision have been applied with dramatic success to photo-
multipliers designed for confocal microscopy (63,64). Sev-
eral manufacturers have collaborated to fabricate a head-
on photomultiplier containing a specialized prism system
that assists in the collection of photons. The prism operates
by diverting the incoming photons to a pathway that
promotes total internal reflection in the photomultiplier
envelope adjacent to the photocathode. This configuration
increases the number of potential interactions between the
photons and the photocathode, resulting in an increase in
quantum efficiency by more than a factor of 2 in the green
spectral region, 4 in the red region, and even higher in the
IR (59). Increasing the ratio of photoelectrons generated to
the number of incoming photons serves to increase the
electrical current from the photomultiplier, and to produce
a higher sensitivity for the instrument.

Photomultipliers are the ideal photometric detectors for
confocal microscopy due to their speed, sensitivity, high
signal/noise ratio, and adequate dynamic range (59–61).
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Figure 8. Gain and offset control in confocal microscopy
photomultiplier detection units. The specimen is a living
adherent culture of Indian Muntjac deer skin fibroblast
cells treated with MitoTracker Red CMXRos. (a) The raw
confocal image (upper frame) along with the signal from
the photomultiplier. (b) Signal and confocal image after
applying a negative offset voltage to the photomultiplier.
(c) Final signal and image after the gain has been
adjusted to fill the entire intensity range.



High end confocal microscope systems have several photo-
multipliers that enable simultaneous imaging of different
fluorophores in multiply labeled specimens. Often, an addi-
tional photomultiplier is included for imaging the specimen
with transmitted light using differential interference or
phase-contrast techniques. In general, confocal micro-
scopes contain three photomultipliers for the fluorescence
color channels (red, green, and blue; each with a separate
pinhole aperture) utilized to discriminate between fluor-
ophores, along with a fourth for transmitted or reflected
light imaging. Signals from each channel can be collected
simultaneously and the images merged into a single profile
that represents the real colors of the stained specimen. If
the specimen is also imaged with a brightfield contrast-
enhancing technique, such as differential interference con-
trast (65), the fluorophore distribution in the fluorescence
image can be overlaid onto the brightfield image to deter-
mine the spatial location of fluorescence emission within
the structural domains.

ACOUSTOOPTIC TUNABLE FILTERS IN CONFOCAL
MICROSCOPY

The integration of optoelectronic technology into confocal
microscopy has provided a significant enhancement in the
versatility of spectral control for a wide variety of fluores-
cence investigations. The acoustooptic tunable filter
(AOTF) is an electrooptical device that functions as an
electronically tunable excitation filter to simultaneously
modulate the intensity and wavelength of multiple laser
lines from one or more sources (66). Devices of this type rely
on a specialized birefringent crystal whose optical proper-
ties vary upon interaction with an acoustic wave. Changes
in the acoustic frequency alter the diffraction properties of
the crystal, enabling very rapid wavelength tuning, limited
only by the acoustic transit time across the crystal.

An acoustooptic tunable filter designed for microscopy
typically consists of a tellurium dioxide or quartz aniso-
tropic crystal to which a piezoelectric transducer is bonded
(67–70). In response to the application of an oscillating
radio frequency (RF) electrical signal, the transducer gen-
erates a high frequency vibrational (acoustic) wave that
propagates into the crystal. The alternating ultrasonic
acoustic wave induces a periodic redistribution of the
refractive index through the crystal that acts as a trans-
mission diffraction grating or Bragg diffracter to deviate a
portion of incident laser light into a first-order beam, which
is utilized in the microscope (or two first-order beams when
the incident light is nonpolarized). Changing the frequency
of the transducer signal applied to the crystal alters the
period of the refractive index variation, and therefore, the
wavelength of light that is diffracted. The relative intensity
of the diffracted beam is determined by the amplitude
(power) of the signal applied to the crystal.

In the traditional fluorescence microscope configura-
tion, including many confocal systems, spectral filtering
of both excitation and emission light is accomplished uti-
lizing thin-film interference filters (7). These filters are
limiting in several respects. Because each filter has a fixed
central wavelength and passband, several filters must be

utilized to provide monochromatic illumination for multi-
spectral imaging, as well as to attenuate the beam for
intensity control, and the filters are often mechanically
interchanged by a rotating turret mechanism. Interference
filter turrets and wheels have the disadvantages of limited
wavelength selection, vibration, relatively slow switching
speed, and potential image shift (70). They are also sus-
ceptible to damage and deterioration caused by exposure to
heat, humidity, and intense illumination, which changes
their spectral characteristics over time. In addition, the
utilization of filter wheels for illumination wavelength
selection has become progressively more complex and
expensive as the number of lasers being employed has
increased with current applications.

Rotation of filter wheels and optical block turrets intro-
duces mechanical vibrations into the imaging and illumi-
nation system, which consequently requires a time delay
for damping of perhaps 50 ms, even if the filter transition
itself can be accomplished more quickly. Typical filter
change times are considerably slower in practice, however,
and range on the order of 0.1–0.5 s. Mechanical imprecision
in the rotating mechanism can introduce registration
errors when sequentially acquired multicolor images are
processed. Furthermore, the fixed spectral characteristics
of interference filters do not allow optimization for different
fluorophore combinations, nor for adaptation to new fluor-
escent dyes, limiting the versatility of both the excitation
and detection functions of the microscope. Introduction of
the AOTF to confocal systems overcomes most of the filter
wheel disadvantages by enabling rapid simultaneous elec-
tronic tuning and intensity control of multiple laser lines
from several lasers.

As applied in laser scanning confocal microscopy, one of
the most significant benefits of the AOTF is its capability to
replace much more complex and unwieldy filter mechan-
isms for controlling light transmission, and to apply inten-
sity modulation for wavelength discrimination purposes
(67,70). The ability to perform extremely rapid adjust-
ments in the intensity and wavelength of the diffracted
beam gives the AOTF unique control capabilities. By vary-
ing the illumination intensity at different wavelengths, the
response of multiple fluorophores, for example, can be
balanced for optimum detection and recording (71). In
addition, digital signal processors along with phase and
frequency lock-in techniques can be employed to discrimi-
nate emission from multiple fluorophores or to extract low
level signals from background.

A practical light source configuration scheme utilizing
an acoustooptic tunable filter for confocal microscopy is
illustrated in Fig. 9. The output of three laser systems
(violet diode, argon, and argon–krypton) are combined by
dichromatic mirrors and directed through the AOTF,
where the first-order diffracted beam (green) is collinear
and is launched into a single-mode fiber. The undiffracted
laser beams (violet, green, yellow, and red) exit the AOTF
at varying angles and are absorbed by a beam stop (not
illustrated). The major lines (wavelengths) produced by
each laser are indicated (in nm) beneath the hot and cold
mirrors. The dichromatic mirror reflects wavelengths
< 525 nm and transmits longer wavelengths. Two longer
wavelength lines produced by the argon–krypton laser
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(568 and 648 nm) are reflected by the hot mirror, while the
output of the argon laser (458, 476, 488, and 514 nm) is
reflected by the dichromatic mirror and combined with the
transmitted light from the argon–krypton laser. Output
from the violet diode laser (405 nm) is reflected by the cold
mirror and combined with the longer wavelengths from
the other two lasers, which are transmitted through the
mirror.

Because of the rapid optical response from the AOTF
crystal to the acoustic transducer, the acoustooptic inter-
action is subject to abrupt transitions resembling a rec-
tangular rather than sinusoidal waveform (66). This
results in the occurrence of sidelobes in the AOTF
passband on either side of the central transmission peak.
Under ideal acoustooptic conditions, these sidelobes should
be symmetrical about the central peak, with the first lobe
having 4.7% of the central peak’s intensity. In practice, the
sidelobes are commonly asymmetrical and exhibit other
deviations from predicted structure caused by variations in
the acoustooptic interaction, among other factors. In order
to reduce the sidelobes in the passband to insignificant
levels, several types of amplitude apodization of the acoustic
wave are employed (66,67), including various window func-
tions, which have been found to suppress the highest side-
lobe by 30–40 dB. One method that can be used in reduction
of sidelobe level with noncollinear AOTFs is to apply spatial
apodization by means of weighted excitation of the trans-
ducer. In the collinear AOTF, a different approach has been
employed, which introduces an acoustic pulse, apodized in
time, into the filter crystal.

The effective linear aperture of an AOTF is limited by
the acoustic beam height in one dimension (ID) and by the
acoustic attenuation across the optical aperture (the acous-
tic transit distance) in the other dimension (67). The height
of the acoustic beam generated within the AOTF crystal is
determined by the performance and physical properties of
the acoustic transducer. Acoustic attenuation in crystalline
materials, such as tellurium dioxide, is proportional to
the square of acoustic frequency, and is therefore a more
problematic limitation to linear aperture size in the shorter
wavelength visible light range, which requires higher RF
frequencies for tuning. Near-IR and IR radiation produces

less restrictive limitations because of the lower acoustic
frequencies associated with diffraction of these longer
wavelengths.

The maximum size of an individual acoustic transducer
is constrained by performance and power requirements in
addition to the geometric limitations of the instrument
configuration, and AOTF designers may use an array of
transducers bonded to the crystal in order to increase the
effective lateral dimensions of the propagating acoustic
beam, and to enlarge the area of acoustooptic interaction
(66,67,70). The required drive power is one of the most
important variables in acoustooptic design, and generally
increases with optical aperture and for longer wave-
lengths. In contrast to acoustic attenuation, which is
reduced in the IR spectral range, the higher power required
to drive transducers for infrared AOTFs is one of the
greatest limitations in these devices. High drive power
levels result in heating of the crystal, which can cause
thermal drift and instability in the filter performance (66).
This is particularly a problem when acoustic power and
frequency are being varied rapidly over a large range, and
the crystal temperature does not have time to stabilize,
producing transient variations in refractive index. If an
application requires wavelength and intensity stability
and repeatability, the AOTF should be maintained at a
constant temperature. One approach taken by equipment
manufacturers to minimize this problem is to heat the
crystal above ambient temperature, to a level at which it
is relatively unaffected by the additional thermal input of
the transducer drive power. An alternative solution is to
house the AOTF in a thermoelectrically cooled housing
that provides precise temperature regulation. Continuing
developmental efforts promise to lead to new materials
that can provide relatively large apertures combined with
effective separation of the filtered and unfiltered beams
without use of polarizers, while requiring a fraction of the
typical device drive power.

In a noncollinear AOTF, which spatially separates the
incident and diffracted light paths, the deflection angle (the
angle separating diffracted and undiffracted light beams
exiting the crystal) is an additional factor limiting the
effective aperture of the device (67). As discussed pre-
viously, the deflection angle is greater for crystals having
greater birefringence, and determines in part the propaga-
tion distance required for adequate separation of the dif-
fracted and undiffracted beams to occur after exiting the
crystal. The required distance is increased for larger
entrance apertures, and this imposes a practical limit on
maximum aperture size because of constraints on the
physical dimensions of components that can be incorpo-
rated into a microscope system. The angular aperture is
related to the total light collecting power of the AOTF, an
important factor in imaging systems, although in order to
realize the full angular aperture without the use of polar-
izers in the noncollinear AOTF, its value must be smaller
than the deflection angle. Because the acoustooptic tunable
filter is not an image-forming component of the microscope
system (it is typically employed for source filtering), there
is no specific means of evaluating the spatial resolution
for this type of device (70). However, the AOTF may restrict
the attainable spatial resolution of the imaging system
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Figure 9. Configuration scheme utilizing an AOTF for laser
intensity control and wavelength selection in confocal microscopy.



because of its limited linear aperture size and acceptance
angle, in the same manner as other optical components.
Based on the Rayleigh criterion and the angular and linear
apertures of the AOTF, the maximum number of resolvable
image elements may be calculated for a given wavelength,
utilizing different expressions for the polar and azimuthal
planes. Although diffraction limited resolution can be
attained in the azimuthal plane, dispersion in the AOTF
limits the resolution in the polar plane, and measures must
be taken to suppress this factor for optimum performance.
The dependence of deflection angle on wavelength can
produce one form of dispersion, which is typically negligi-
ble when tuning is performed within a relatively narrow
bandwidth, but significant in applications involving opera-
tion over a broad spectral range. Changes in deflection
angle with wavelength can result in image shifts during
tuning, producing errors in techniques, such as ratio ima-
ging of fluorophores excited at different wavelengths, and
in other multispectral applications. When the image shift
obeys a known relationship to wavelength, corrections can
be applied through digital processing techniques (1,7).
Other effects of dispersion, including reduced angular
resolution, may result in image degradation, such as blur-
ring, that requires more elaborate measures to suppress.

SUMMARY OF AOTF BENEFITS IN CONFOCAL
MICROSCOPY

Considering the underlying principles of operation and
performance factors that relate to the application of AOTFs
in imaging systems, a number of virtues from such devices
for light control in fluorescence confocal microscopy are
apparent. Several benefits of the AOTF combine to greatly

enhance the versatility of the latest generation of confocal
instruments, and these devices are becoming increasing
popular for control of excitation wavelength ranges and
intensity. The primary characteristic that facilitates
nearly every advantage of the AOTF is its capability to
allow the microscopist control of the intensity and/or illu-
mination wavelength on a pixel-by-pixel basis while main-
taining a high scan rate (7). This single feature translates
into a wide variety of useful analytical microscopy tools,
which are even further enhanced in flexibility when laser
illumination is employed.

One of the most useful AOTF functions allows the
selection of small user-defined specimen areas (commonly
termed regions of interest; ROI) that can be illuminated
with either greater or lesser intensity, and at different
wavelengths, for precise control in photobleaching techni-
ques, excitation ratio studies, resonance energy-transfer
investigations, or spectroscopic measurements (see Fig. 10).
The illumination intensity can not only be increased in
selected regions for controlled photobleaching experiments
(71–73), but can be attenuated in desired areas in order to
minimize unnecessary photobleaching. When the illumina-
tion area is under AOTF control, the laser exposure is
restricted to the scanned area by default, and the extremely
rapid response of the device can be utilized to provide beam
blanking during the flyback interval of the galvanometer
scanning mirror cycle, further limiting unnecessary speci-
men exposure. In practice, the regions of excitation are
typically defined by freehand drawing or using tools to
produce defined geometrical shapes in an overlay plane
on the computer monitor image. Some systems allow any
number of specimen areas to be defined for laser exposure,
and the laser intensity to be set to different levels for each
area, in intensity increments as small as 0.1%. When the
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Figure 10. AOTF selection of specific regions for excitation in
confocal microscopy. (a) Region of Interest (ROI) selected for
fluorescence recovery after photobleaching (FRAP) experi-
ments. (b) Freehand ROIs for selective excitation. (c) ROI for
fluorescence resonance energy-transfer (FRET) analysis. (d) ROI
for photoactivation and photoconversion of fluorescent proteins.



AOTF is combined with multiple lasers and software that
allows time course control of sequential observations, time-
lapse experiments can be designed to acquire data from
several different areas in a single experiment, which might,
for example, be defined to correspond to different cellular
organelles.

Figure 10 illustrates several examples of several user-
defined ROIs that were created for advanced fluorescence
applications in laser scanning confocal microscopy. In each
image, the ROI is outlined with a yellow border. The rat
kangaroo kidney epithelial cell (PtK2 line) presented in
Fig. 10a has a rectangular area in the central portion of the
cytoplasm that has been designated for photobleaching
experiments. Fluorophores residing in this region can be
selectively destroyed by high power laser intensity, and the
subsequent recovery of fluorescence back into the photo-
bleached region monitored for determination of diffusion
coefficients. Several freehand ROIs are illustrated in
Fig. 10b, which can be targets for selective variation of
illumination intensities or photobleaching and photo-
activation experiments. Fluorescence resonance energy-
transfer emission ratios can be readily determined using
selected regions in confocal microscopy by observing the
effect of bleaching the acceptor fluorescence in these areas
(Fig. 10c; African green monkey kidney epithelial cells
labeled with Cy3 and Cy5 conjugated to cholera toxin,
which localizes in the plasma membrane). The AOTF con-
trol of laser excitation in selected regions with confocal
microscopy is also useful for investigations of protein diffu-
sion in photoactivation studies (74–76) using fluorescent
proteins, as illustrated in Fig. 10d. This image frame
presents the fluorescence emission peak of the Kaede
protein as it shifts from green to red in HeLa (human

cervical carcinoma) cell nuclei using selected illumination
(yellow box) with a 405 nanometer violet–blue diode laser.

The rapid intensity and wavelength switching capabil-
ities of the AOTF enable sequential line scanning of multi-
ple laser lines to be performed in which each excitation
wavelength can be assigned a different intensity in order to
balance the various signal levels for optimum imaging (77).
Sequential scanning of individual lines minimizes the time
differential between signal acquisitions from the various
fluorophores while reducing crossover, which can be a sig-
nificant problem with simultaneous multiple-wavelength
excitation (Fig. 11). The synchronized incorporation of
multiple fluorescent probes into living cells has grown
into an extremely valuable technique for study of protein–
protein interactions, and the dynamics of macromolecular
complex assembly. The refinement of techniques for
incorporating green fluorescent protein (GFP) and its
numerous derivatives into the protein-synthesizing
mechanisms of the cell has revolutionized living cell
experimentation (78–80). A major challenge in multiple-
probe studies using living tissue is the necessity to acquire
the complete multispectral data set quickly enough to
minimize specimen movement and molecular changes
that might distort the true specimen geometry or dynamic
sequence of events (32–34). The AOTF provides the speed
and versatility to control the wavelength and intensity
illuminating multiple specimen regions, and to simulta-
neously or sequentially scan each at sufficient speed to
accurately monitor dynamic cellular processes.

A comparison between the application of AOTFs and
neutral density filters (78) to control spectral separation of
fluorophore emission spectra in confocal microscopy is
presented in Fig. 11. The specimen is a monolayer culture
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Figure 11. Fluorophore bleedthrough control with neutral
density filters and sequential scanning using AOTF laser
modulation. Adherent human lung fibroblast (MRC-5 line)
cells were stained with Texas Red conjugated to phalloidin
(actin; red) and counterstained with SYTOX green (nuclei;
green). (a) Typical cell imaged with neutral density filters. (b)
The same cell imaged using sequential line scanning controlled
byanAOTFlasercombiner. (c)and(d)Colocalizationscatterplots
derived from the images in (a) and (b), respectively.



of adherent human lung fibroblast (MRC-5 line) cells
stained with Texas Red conjugated to phalloidin (targeting
the filamentous actin network) and SYTOX Green (stain-
ing DNA in the nucleus). A neutral density filter that
produces the high excitation signals necessary for both
fluorophores leads to a significant amount of bleedthrough
of the SYTOX Green emission into the Texas Red channel
(Fig. 11a; note the yellow nuclei). The high degree of
apparent colocalization between SYTOX Green and Texas
Red is clearly illustrated by the scatterplot in Fig. 11b. The
two axes in the scatterplot represent the SYTOX Green
(abscissa) and the Texas Red (ordinate) channels. In order
to balance the excitation power levels necessary to selec-
tively illuminate each fluorophore with greater control of
emission intensity, an AOTF was utilized to selectively
reduce the SYTOX Green excitation power (Argon-ion laser
line at 488 nm). Note the subsequent reduction in bleed-
through as manifested by green color in the cellular nuclei
in Fig. 11c. The corresponding scatterplot (Fig. 11d) indi-
cates a dramatically reduced level of bleed-through (and
apparent colocalization) of SYTOX Green into the Texas
Red channel.

The development of the AOTF has provided substantial
additional versatility to techniques, such as fluorescence
recovery after photobleaching (FRAP; 81,82), fluorescence
loss in photobleaching (FLIP; 83), as well as in localized
photoactivated fluorescence (uncaging; 84) studies
(Fig. 10). The FRAP technique (81,82) was originally con-
ceived to measure diffusion rates of fluorescently tagged
proteins in organelles and cell membranes. In the conven-
tional FRAP procedure, a small spot on the specimen is
continuously illuminated at a low light flux level and the
emitted fluorescence is measured. The illumination level is
then increased to a very high level for a brief time to
destroy the fluorescent molecules in the illuminated region
by rapid bleaching. After the light intensity is returned to
the original low level, the fluorescence is monitored to
determine the rate at which new unbleached fluorescent
molecules diffuse into the depleted region. The technique,
as typically employed, has been limited by the fixed geo-
metry of the bleached region, which is often a diffraction-
limited spot, and by having to mechanically adjust the
illumination intensity (using shutters or galvanometer-
driven components). The AOTF not only allows near-
instantaneous switching of light intensity, but also can be
utilized to selectively bleach randomly specified regions of
irregular shape, lines, or specific cellular organelles, and to
determine the dynamics of molecular transfer into the region.

By enabling precise control of illuminating beam geo-
metry and rapid switching of wavelength and intensity,
the AOTF is a significant enhancement to application of
the FLIP technique in measuring the diffusional mobility
of certain cellular proteins (83). This technique monitors
the loss of fluorescence from continuously illuminated
localized regions and the redistribution of fluorophore
from distant locations into the sites of depletion. The data
obtained can aid in the determination of the dynamic
interrelationships between intracellular and intercellular
components in living tissue, and such fluorescence loss
studies are greatly facilitated by the capabilities of the
AOTF in controlling the microscope illumination.

The method of utilizing photoactivated fluorescence has
been very useful in studies, such as those examining the
role of calcium ion concentration in cellular processes, but
has been limited in its sensitivity to localized regional
effects in small organelles or in close proximity to cell
membranes. Typically, fluorescent species that are inacti-
vated by being bound to a photosensitive species (referred
to as being caged) are activated by intense illumination
that frees them from the caging compound and allows them
to be tracked by the sudden appearance of fluorescence
(84). The use of the AOTF has facilitated the refinement of
such studies to assess highly localized processes such as
calcium ion mobilization near membranes, made possible
because of the precise and rapid control of the illumination
triggering the activation (uncaging) of the fluorescent
molecule of interest.

Because the AOTF functions, without use of moving
mechanical components, to electronically control the wave-
length and intensity of multiple lasers, great versatility is
provided for external control and synchronization of laser
illumination with other aspects of microscopy experiments.
When the confocal instrument is equipped with a controller
module having input and output trigger terminals, laser
intensity levels can be continuously monitored and
recorded, and the operation of all laser functions can be
controlled to coordinate with other experimental specimen
measurements, automated microscope stage movements,
sequential time-lapse recording, and any number of other
operations.

RESOLUTION AND CONTRAST IN CONFOCAL
MICROSCOPY

All optical microscopes, including conventional widefield,
confocal, and two-photon instruments are limited in the
resolution that they can achieve by a series of fundamental
physical factors (1,3,5–7,24,85–89). In a perfect optical
system, resolution is restricted by the numerical aperture
of optical components and by the wavelength of light, both
incident (excitation) and detected (emission). The concept
of resolution is inseparable from contrast, and is defined as
the minimum separation between two points that results in
a certain level of contrast between them (24). In a typical
fluorescence microscope, contrast is determined by the num-
ber of photons collected from the specimen, the dynamic
range of the signal, optical aberrations of the imaging
system, and the number of picture elements (pixels) per
unit area in the final image (66,86–88).

The influence of noise on the image of two closely spaced
small objects is further interconnected with the related
factors mentioned above, and can readily affect the quality
of resulting images (29). While the effects of many instru-
mental and experimental variables on image contrast, and
consequently on resolution, are familiar and rather obvious,
the limitation on effective resolution resulting from the
division of the image into a finite number of picture elements
(pixels) may be unfamiliar to those new to digital micro-
scopy. Because all digital confocal images employing laser
scanners and/or camera systems are recorded and processed
in terms of measurements made within discrete pixels (66),
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some discussion of the concepts of sampling theory is
required. This is appropriate to the subject of contrast
and resolution because it has a direct bearing on the ability
to record two closely spaced objects as being distinct.

In addition to the straightforward theoretical aspects of
resolution, regardless of how it is defined, the reciprocal
relationship between contrast and resolution has practical
significance because the matter of interest to most micro-
scopists is not resolution, but visibility. The ability to
recognize two closely spaced features as being separate
relies on advanced functions of the human visual system to
interpret intensity patterns, and is a much more subjective
concept than the calculation of resolution values based on
diffraction theory (24). Experimental limitations and the
properties of the specimen itself, which vary widely, dictate
that imaging cannot be performed at the theoretical max-
imum resolution of the microscope.

The relationship between contrast and resolution with
regard to the ability to distinguish two closely spaced
specimen features implies that resolution cannot be
defined without reference to contrast, and it is this inter-
dependence that has led to considerable ambiguity invol-
ving the term resolution and the factors that influence it in
microscopy (29). As discussed above, recent advances in
fluorescent protein technology have led to an enormous
increase in studies of dynamic processes in living cells and
tissues (71–76,78–83). Such specimens are optically thick
and inhomogeneous, resulting in a far-from-ideal imaging
situation in the microscope. Other factors, such as cell
viability and sensitivity to thermal damage and photo-
bleaching, place limits on the light intensity and duration
of exposure, consequently limiting the attainable resolu-
tion. Given that the available timescale may be dictated by
these factors and by the necessity to record rapid dynamic
events in living cells, it must be accepted that the quality of
images will not be as high as those obtained from fixed and
stained specimens. The most reasonable resolution goal for
imaging in a given experimental situation is that the
microscope provides the best resolution possible within
the constraints imposed by the experiment.

THE AIRY DISK AND LATERAL RESOLUTION

Imaging a point-like light source in the microscope pro-
duces an electromagnetic field in the image plane whose
amplitude fluctuations can be regarded as a manifestation
of the response of the optical system to the specimen. This
field is commonly represented through the amplitude
point spread function, and allows evaluation of the
optical transfer properties of the combined system compo-
nents (29,86–88). Although variations in field amplitude
are not directly observable, the visible image of the point
source formed in the microscope and recorded by its
imaging system is the intensity point spread function,
which describes the system response in real space. Actual
specimens are not point sources, but can be regarded as a
superposition of an infinite number of objects having
dimensions below the resolution of the system. The proper-
ties of the intensity point spread function (PSF; see Fig. 12)
in the image plane as well as in the axial direction are
major factors in determining the resolution of a microscope
(1,24,29,40,85–89).

It is possible to experimentally measure the intensity
point spread function in the microscope by recording the
image of a subresolution spherical bead as it is scanned
through focus (a number of examples may be found in the
literature). Because of the technical difficulty posed in
direct measurement of the intensity point spread function,
calculated point spread functions are commonly utilized to
evaluate the resolution performance of different optical
systems, as well as the optical-sectioning capabilities of
confocal, two-photon, and conventional widefield micro-
scopes. Although the intensity point spread function
extends in all three dimensions, with regard to the rela-
tionship between resolution and contrast, it is useful to
consider only the lateral components of the intensity dis-
tribution, with reference to the familiar Airy disk (24).

The intensity distribution of the point-spread function
in the plane of focus is described by the rotationally sym-
metric Airy pattern. Because of the cylindrical symmetry
of the microscope lenses, the two lateral components
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Figure 12. Schematic diagram of an Airy disk diffraction
pattern and the corresponding three-dimensional point spread
functions for image formation in confocal microscopy. Intensity
profiles of a single Airy disk, as well as the first and higher order
maxima are illustrated in the graphs.



(x and y) of the Airy pattern are equivalent, and the
pattern represents the lateral intensity distribution as
a function of distance from the optical axis (24). The
lateral distance is normalized by the numerical aperture
of the system and the wavelength of light, and therefore is
dimensionless. Figure 12 (Airy disk and intensity func-
tion) illustrates diagrammatically the formation and
characteristics of the Airy disk, the related 3D point
spread function, and Airy patterns in the fluorescence
microscope. Following the excitation of fluorophores in a
point-like specimen region, fluorescence emission occurs
in all directions, a small fraction of which is selected and
focused by the optical components into an image plane
where it forms an Airy disk surrounded by concentric
rings of successively decreasing maximum and minimum
intensity (the Airy pattern). The Airy pattern intensity
distribution is the result of Fraunhofer diffraction of light
passing through a circular aperture, and in a perfect
optical system exhibits a central intensity maximum
and higher order maxima separated by regions of zero
intensity (85). The distance of the zero crossings from the
optical axis, when the distance is normalized by the
numerical aperture and wavelength, occur periodically
(Fig. 12). When the intensity on the optical axis is normal-
ized to one (100%), the proportional heights of the first
four higher order maxima are 1.7%, 0.4%, 0.2%, and
0.08%, respectively.

A useful approach to the concept of resolution is based
on consideration of an image formed by two point-like
objects (specimen features), under the assumption that
the image-forming process is incoherent, and that the
interaction of the separate object images can be described
using intensity point spread functions. The resulting image
is then composed of the sum of two Airy disks, the char-
acteristics of which depend on the separation distance
between the two points (24,86). When sufficiently sepa-
rated, the intensity change in the area between the objects
is the maximum possible, cycling from the peak intensity
(at the first point) to zero and returning to the maximum
value at the center of the second point. At decreased
distance in object space, the intensity distribution func-
tions of the two points, in the image plane, begin to overlap
and the resulting image may appear to be that of a single
larger or brighter object or feature rather than being
recognizable as two objects. If resolution is defined, in
general terms, as the minimum separation distance at
which the two objects can be sufficiently distinguished,
it is obvious that this property is related to the width of the
intensity peaks (the point spread function). Microscope
resolution is directly related, therefore, to the full-width
at half maximum (fwhm) of the instrument’s intensity point
spread function in the component directions (29,86,87).

Some ambiguity in use of the term resolution results
from the variability in defining the degree of separation
between features and their point spread functions that is
sufficient to allow them to be distinguished as two objects
rather than one. In general, minute features of interest in
microscopy specimens produce point images that overlap to
some extent, displaying two peaks separated by a gap
(1,24,29,40,86). The greater the depth of the gap between
the peaks, the easier it is to distinguish, or resolve, the two

objects. By specifying the depth of the dip in intensity
between two overlapping point spread functions, the ambi-
guity in evaluating resolution can be removed, and a
quantitative aspect introduced.

In order to quantify resolution, the concept of contrast
is employed, which is defined for two objects of equal
intensity as the difference between their maximum inten-
sity and the minimum intensity occurring in the space
between them (55,86,89). Because the maximum intensity
of the Airy disk is normalized to one, the highest achievable
contrast is also one, and occurs only when the spacing
between the two objects is relatively large, with sufficient
separation to allow the first zero crossing to occur in their
combined intensity distribution. At decreased distance, as
the two point spread functions begin to overlap, the dip in
intensity between the two maxima (and the contrast) is
increasingly reduced. The distance at which two peak
maxima are no longer discernible, and the contrast
becomes zero, is referred to as the contrast cut-off distance
(24,40). The variation of contrast with distance allows
resolution, in terms of the separation of two points, to be
defined as a function of contrast.

The relationship between contrast and separation dis-
tance for two point-like objects is referred to as the con-
trast/distance function or contrast transfer function
(31,90). Resolution can be defined as the separation dis-
tance at which two objects are imaged with a certain
contrast value. It is obvious that when zero contrast exists,
the points are not resolved; the so-called Sparrow criter-
ion defines the resolution of an optical system as being
equivalent to the contrast cut-off distance (24). It is com-
mon, however, to specify that greater contrast is necessary
to adequately distinguish two closely spaced points
visually, and the well-known Rayleigh criterion (24) for
resolution states that two points are resolved when the
first minimum (zero crossing) of one Airy disk is aligned
with the central maximum of the second Airy disk. Under
optimum imaging conditions, the Rayleigh criterion
separation distance corresponds to a contrast value of
26.4%. Although any contrast value >0 can be specified
in defining resolution, the 26% contrast of the Rayleigh
criterion is considered reasonable in typical fluorescence
microscopy applications, and is the basis for the common
expression defining lateral resolution according to the
following equation (24), in which the point separation (r)
in the image plane is the distance between the central
maximum and the first minimum in the Airy disk:

rlateral ¼ 1:22 l=ð2�NAÞ ¼ 0:6l=NA

where l is the emitted light wavelength and NA is the
numerical aperture of the objective.

Resolution in the microscope is directly related to the
fwhm dimensions of the microscope’s point spread function,
and it is common to measure this value experimentally in
order to avoid the difficulty in attempting to identify inten-
sity maxima in the Airy disk. Measurements of resolution
utilizing the fwhm values of the point spread function are
somewhat smaller than those calculated employing the
Rayleigh criterion. Furthermore, in confocal fluorescence
configurations, single-point illumination scanning and
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single-point detection are employed, so that only the
fluorophores in the shared volume of the illumination
and detection point spread functions are able to be
detected. The intensity point spread function in the con-
focal case is, therefore, the product of the independent
illumination intensity and detection intensity point
spread functions. For confocal fluorescence, the lateral
(and axial) extent of the point spread function is reduced
by �30% compared to that in the wide-field microscope.
Because of the narrower intensity point spread function,
the separation of points required to produce acceptable
contrast in the confocal microscope (29,31) is reduced to a
distance approximated by

rlateral ¼ 0:4l=NA

If the illumination and fluorescence emission wave-
lengths are approximately the same, the confocal fluor-
escence microscope Airy disk size is the square of the
wide-field microscope Airy disk. Consequently, the con-
trast cut-off distance is reduced in the confocal arrange-
ment, and equivalent contrast can be achieved at a shorter
distance compared to the widefield illumination config-
uration. Regardless of the instrument configuration, the
lateral resolution displays a proportional relationship to
wavelength, and is inversely proportional to the objective
lens numerical aperture.

As noted previously, lateral resolution is of primary
interest in discussing resolution and contrast, although
the axial extent of the microscope intensity point spread
function is similarly reduced in the confocal arrangement
as compared to the widefield fluorescence configuration
(86,89). Reasonable contrast between point-like objects
lying on the optical axis occurs when they are separated
by the distance between the central maximum and the first
minimum of the axial point spread function component.

Figure 13 presents the axial intensity distributions (89)
for a typical widefield (Fig. 13a) and confocal (Fig. 13b)
fluorescence microscope. Note the dramatic reduction in
intensity of the wings in the confocal distribution as a
function of distance from the central maximum.

A variety of equations are presented in the literature
that pertains to different models for calculating axial
resolution for various microscope configurations. The ones

most applicable to fluorescence emission are similar in
form to the expressions evaluating depth of field, and
demonstrate that axial resolution is proportional to the
wavelength, and refractive index of the specimen medium,
and inversely proportional to the square of the numerical
aperture. Consequently, the NA of the microscope objective
has a much greater effect on axial resolution than does the
emission wavelength. One equation (89) commonly used to
describe axial resolution for the confocal configuration is
given below, with h representing the index of refraction,
and the other variables as specified previously:

raxial ¼ 1:4 l�h=NA2

Although the confocal microscope configuration exhibits
only a modest improvement in measured axial resolution
over that of the widefield microscope, the true advantage of
the confocal approach is in the optical sectioning capability
in thick specimens, which results in a dramatic improve-
ment in effective axial resolution over conventional tech-
niques. The optical sectioning properties of the confocal
microscope result from the characteristics of the integrated
intensity point spread function, which has a maximum in
the focal plane when evaluated as a function of depth. The
equivalent integral of intensity point spread function for the
conventional widefield microscope is constant as a function
of depth, producing no optical sectioning capabilities.

FLUOROPHORES FOR CONFOCAL MICROSCOPY

Biological laser scanning confocal microscopy relies heavily
on fluorescence as an imaging mode, primarily due to the
high degree of sensitivity afforded by the technique coupled
with the ability to specifically target structural components
and dynamic processes in chemically fixed as well as living
cells and tissues. Many fluorescent probes are constructed
around synthetic aromatic organic chemicals designed
to bind with a biological macromolecule (e.g., a protein
or nucleic acid) or to localize within a specific structural
region, such as the cytoskeleton, mitochondria, Golgi appa-
ratus, endoplasmic reticulum, and nucleus (90). Other
probes are employed to monitor dynamic processes and
localized environmental variables, including concentra-
tions of inorganic metallic ions, pH, reactive oxygen spe-
cies, and membrane potential (91). Fluorescent dyes are
also useful in monitoring cellular integrity (live versus
dead and apoptosis), endocytosis, exocytosis, membrane
fluidity, protein trafficking, signal transduction, and enzy-
matic activity (92). In addition, fluorescent probes have
been widely applied to genetic mapping and chromosome
analysis in the field of molecular genetics.

The history of synthetic fluorescent probes dates back
over a century to the late-1800s when many of the corner-
stone dyes for modern histology were developed. Among
these were pararosaniline, methyl violet, malachite green,
safranin O, methylene blue, and numerous azo (nitrogen)
dyes, such as Bismarck brown (93). Although these dyes
were highly colored and capable of absorbing selected
bands of visible light, most were only weakly fluorescent
and would not be useful for the fluorescence microscopes
that would be developed several decades later. However,
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widefield (left) and confocal (right) microscopy.



several synthetic dye classes synthesized during this period,
based on the xanthene and acridine heterocyclic ring sys-
tems, proved to be highly fluorescent and provided a foun-
dation for the development of modern synthetic fluorescent
probes. Most notable among these early fluorescent dyes
were the substituted xanthenes, fluorescein and rhodamine
B, and the biaminated acridine derivative, acridine orange.

Fluorochromes were introduced to fluorescence micro-
scopy in the early twentieth century as vital stains for
bacteria, protozoa, and trypanosomes, but did not see
widespread use until the 1920s when fluorescence micro-
scopy was first used to study dye binding in fixed tissues
and living cells (7,93). However, it was not until the early
1940s that Coons developed a technique for labeling anti-
bodies with fluorescent dyes, thus giving birth to the field of
immunofluorescence (94). Over the past 60 years, advances
in immunology and molecular biology have produced a wide
spectrum of secondary antibodies and provided insight into
the molecular design of fluorescent probes targeted at spe-
cific regions within macromolecular complexes.

Fluorescent probe technology and cell biology were
dramatically altered by the discovery of the GFP from
jellyfish and the development of mutant spectral variants,
which have opened the door to noninvasive fluorescence
multicolor investigations of subcellular protein localiza-
tion, intermolecular interactions, and trafficking using
living cell cultures (79,80,95). More recently, the develop-
ment of nanometer-sized fluorescent semiconductor quan-
tum dots has provided a new avenue for research in
confocal and widefield fluorescence microscopy (96).
Despite the numerous advances made in fluorescent dye
synthesis during the past few decades, there is very little
solid evidence about molecular design rules for developing
new fluorochromes, particularly with regard to matching
absorption spectra to available confocal laser excitation
wavelengths. As a result, the number of fluorophores that
have found widespread use in confocal microscopy is a
limited subset of the many thousands that have been
discovered.

BASIC CHARACTERISTICS OF FLUOROPHORES

Fluorophores are catalogued and described according to
their absorption and fluorescence properties, including the
spectral profiles, wavelengths of maximum absorbance and
emission, and the fluorescence intensity of the emitted
light (92). One of the most useful quantitative parameters
for characterizing absorption spectra is the molar extinc-
tion coefficient (denoted with the Greek symbole, see
Fig. 14a), which is a direct measure of the ability of a
molecule to absorb light. The extinction coefficient is useful
for converting units of absorbance into units of molar
concentration, and is determined by measuring the absor-
bance at a reference wavelength (usually the maximum,
characteristic of the absorbing species) for a molar concen-
tration in a defined optical path length. The quantum yield
of a fluorochrome or fluorophore represents a quantitative
measure of fluorescence emission efficiency, and is expressed
as the ratio of the number of photons emitted to the
number of photons absorbed. In other words, the quantum

yield represents the probability that a given excited fluor-
ochrome will produce an emitted (fluorescence) photon.
Quantum yields typically range between a value of 0 and 1
and fluorescent molecules commonly employed as probes
in microscopy have quantum yields ranging from very low
(0.05 or less) to almost unity. In general, a high quantum
yield is desirable in most imaging applications. The quan-
tum yield of a given fluorophore varies, sometimes to large
extremes, with environmental factors, such as metallic
ion concentration, pH, and solvent polarity (92).

In most cases, the molar extinction coefficient for photon
absorption is quantitatively measured and expressed at a
specific wavelength, whereas the quantum efficiency is an
assessment of the total integrated photon emission over the
entire spectral band of the fluorophore (Fig. 14b). As
opposed to traditional arc-discharge lamps used with the
shortest range (10–20 nm) bandpass interference filters in
wide-field fluorescence microscopy, the laser systems used
for fluorophore excitation in scanning confocal microscopy
restrict excitation to specific laser spectral lines that
encompass only a few nanometers (1,7). The fluorescence
emission spectrum for both techniques, however, is con-
trolled by similar bandpass or longpass filters that can
cover tens to hundreds of nanometers (7). Below saturation
levels, fluorescence intensity is proportional to the product
of the molar extinction coefficient and the quantum yield of
the fluorophore, a relationship that can be utilized to judge
the effectiveness of emission as a function of excitation
wavelength(s). These parameters display an approximate
20-fold range in variation for the popular fluorophores
commonly employed for investigations in confocal micro-
scopy with quantum yields ranging from 0.05 to 1.0, and
extinction coefficients ranging from 10,000 to 0.25 million
(L �mol�1). In general, the absorption spectrum of a fluor-
ophore is far less dependent on environmental conditions
than the fluorescence emission characteristics (spectral
wavelength profile and quantum yield; 92).

Fluorophores chosen for confocal applications must
exhibit a brightness level and signal persistence sufficient
for the instrument to obtain image data that does not suffer
from excessive photobleaching artifacts and low signal/
noise ratios. In widefield fluorescence microscopy, excita-
tion illumination levels are easily controlled with neutral
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Figure 14. Fluorescent spectral profiles, plotted as normalized
absorption or emission as a function of wavelength, for popular
synthetic fluorophores emitting in the blue, green, and red regions
of the visible spectrum. Each profile is identified with a colored
bullet in (a), which illustrates excitation spectra. (b) The emission
spectra for the fluorophores according to the legend in (a).



density filters (40), and the intensity can be reduced
(coupled with longer emission signal collection periods)
to avoid saturation and curtail irreversible loss of fluores-
cence. Excitation conditions in confocal microscopy are
several orders of magnitude more severe, however, and
restrictions imposed by characteristics of the fluorophores
and efficiency of the microscope optical system become the
dominating factor in determining excitation rate and emis-
sion collection strategies (1,7,92).

Because of the narrow and wavelength-restricted laser
spectral lines employed to excite fluorophores in confocal
microscopy (Table 1), fluorescence emission intensity can
be seriously restricted due to poor overlap of the excitation
wavelengths with the fluorophore absorption band. In
addition, the confocal pinhole aperture, which is critical
in obtaining thin optical sections at high signal/noise
ratios, is responsible for a 25–50% loss of emission inten-
sity, regardless of how much effort has been expended on
fine-tuning and alignment of the microscope optical system
(7). Photomultiplier tubes are the most common detectors
in confocal microscopy, but suffer from a quantum effi-
ciency that varies as a function of wavelength (especially in
the red and IR regions), further contributing to a wave-
length-dependent loss of signal across the emission spec-
trum (59–62). Collectively, the light losses in confocal
microscopy can result in a reduction of intensity exceeding
50 times of the level typically observed in widefield fluor-
escence instruments. It should be clear from the preceding
argument that fluorophore selection is one of the most
critical aspects of confocal microscopy, and instrumental
efficiency must be carefully considered, as well, in order to
produce high quality images.

In confocal microscopy, irradiation of the fluorophores
with a focused laser beam at high power densities increases
the emission intensity up to the point of dye saturation, a
condition whose parameters are dictated by the excited
state lifetime (97). In the excited state, fluorophores are
unable to absorb another incident photon until they emit a
lower energy photon through the fluorescence process.
When the rate of fluorophore excitation exceeds the rate
of emission decay, the molecules become saturated and the
ground state population decreases. As a result, a majority
of the laser energy passes through the specimen undimin-
ished and does not contribute to fluorophore excitation.
Balancing fluorophore saturation with laser light intensity

levels is, therefore, a critical condition for achieving the opti-
mal signal/noise ratio in confocal experiments (1,7,92,97). The
number of fluorescent probes currently available for con-
focal microscopy runs in the hundreds (90,93), with many
dyes having absorption maxima closely associated with
common laser spectral lines (90). An exact match between
a particular laser line and the absorption maximum of a
specific probe is not always possible, but the excitation
efficiency of lines near the maximum is usually sufficient
to produce a level of fluorescence emission that can be
readily detected.

Instrumentally, fluorescence emission collection can be
optimized by careful selection of objectives, detector aper-
ture dimensions, dichromatic and barrier filters, as well as
maintaining the optical train in precise alignment (63). In
most cases, low magnification objectives with a high
numerical aperture should be chosen for the most demand-
ing imaging conditions because light collection intensity
increases as the fourth power of the numerical aperture,
but only decreases as the square of the magnification.
However, the most important limitations in light collection
efficiency in confocal microscopy arise from restrictions
imposed by the physical properties of the fluorophores
themselves. As previously discussed, fluorescent probe
development is limited by a lack of knowledge of the specific
molecular properties responsible for producing optimum
fluorescence characteristics, and the design rules are insuf-
ficiently understood to be helpful as a guide to the devel-
opment of more efficient fluorophores. The current success
in development of new fluorescent probes capable of satis-
factory performance in confocal microscopy is a testament
to the progress made through use of empirical data and
assumptions about molecular structure extrapolated from
the properties of existing dyes, many of which were first
synthesized over a hundred years ago.

TRADITIONAL FLUORESCENT DYES

The choice of fluorescent probes for confocal microscopy
must address the specific capabilities of the instrument to
excite and detect fluorescence emission in the wavelength
regions made available by the laser systems and detectors.
Although the current lasers used in confocal microscopy
(Table 1) produce discrete lines in the UV, visible, and
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Table 1. Laser and Arc-Discharge Spectral Lines in Widefield and Confocal Microscopy

Laser Type Ultraviolet Violet Blue Green Yellow Orange Red

Argon-ion 351, 364 457, 477, 488 514
Blue diode 405, 440
Diode-pumped solid state 355 430, 442 457, 473 532 561
Helium–cadmium 322, 354 442
Krypton–argon 488 568 647
Green helium–neon 543
Yellow helium–neon 594
Orange helium–neon 612
Red helium-neon 633
Red diode 635, 650
Mercury arc 365 405, 436 546 579
Xenon arc 467



near-IR portions of the spectrum, the location of these
spectral lines does not always coincide with absorption
maxima of popular fluorophores. In fact, it is not necessary
for the laser spectral line to correspond exactly with the
fluorophore wavelength of maximum absorption, but the
intensity of fluorescence emission is regulated by the fluor-
ophore extinction coefficient at the excitation wavelength
(as discussed above). The most popular lasers for confocal
microscopy are air-cooled argon and krypton–argon ion
lasers, the new blue diode lasers, and a variety of helium–
neon systems (7,40). Collectively, these lasers are capable of
providing excitation at 10–12 specific wavelengths between
400 and 650 nm.

Many of the classical fluorescent probes that have been
successfully utilized for many years in widefield fluores-
cence (92,93), including fluorescein isothiocyanate, Lissa-
mine rhodamine, and Texas red, are also useful in confocal
microscopy. Fluorescein is one of the most popular fluor-
ochromes ever designed, and has enjoyed extensive appli-
cation in immunofluorescence labeling. This xanthene dye
has an absorption maximum at 495 nm, which coincides
quite well with the 488 nm (blue) spectral line produced by
argon-ion and krypton–argon lasers, as well as the 436 and
467 principal lines of the mercury and xenon arc-discharge
lamps, respectively. In addition, the quantum yield of
fluorescein is very high and a significant amount of infor-
mation has been gathered on the characteristics of this dye
with respect to the physical and chemical properties (98).
On the negative side, the fluorescence emission intensity of
fluorescein is heavily influenced by environmental factors
(e.g., pH), and the relatively broad emission spectrum often
overlaps with those of other fluorophores in dual and triple
labeling experiments (92,98,99).

Tetramethyl rhodamine (TMR) and the isothiocyanate
derivative (TRITC) are frequently employed in multiple
labeling investigations in widefield microscopy due to their
efficient excitation by the 546 nm spectral line from mer-
cury arc-discharge lamps. The fluorochromes, which have
significant emission spectral overlap with fluorescein,
can be excited very effectively by the 543 nm line from
helium–neon lasers, but not by the 514 or 568 nanometer
lines from argon-ion and krypton–argon lasers (99). When
using krypton-based laser systems, Lissamine rhodamine
is a far better choice in this fluorochrome class due to the
absorption maximum at 575 nm and its spectral separation
from fluorescein. Also, the fluorescence emission intensity
of rhodamine derivatives is not as dependent upon strict
environmental conditions as that of fluorescein.

Several of the acridine dyes, first isolated in the nine-
teenth century, are useful as fluorescent probes in confocal
microscopy (93). The most widely utilized, acridine orange,
consists of the basic acridine nucleus with dimethylamino
substituents located at the 3 and 6 positions of the tri-
nuclear ring system. In physiological pH ranges, the mole-
cule is protonated at the heterocyclic nitrogen and exists
predominantly as a cationic species in solution. Acridine
orange binds strongly to DNA by intercalation of the
acridine nucleus between successive base pairs, and exhi-
bits green fluorescence with a maximum wavelength of
530 nm (92,93,100). The probe also binds strongly to ribo-
nucleic acid (RNA) or single-stranded deoxyribonucleic

acid (DNA), but has a longer wavelength fluorescence
maximum (� 640 nm; red) when bound to these macromo-
lecules. In living cells, acridine orange diffuses across the
cell membrane (by virtue of the association constant for
protonation) and accumulates in the lysosomes and other
acidic vesicles. Similar to most acridines and related poly-
nuclear nitrogen heterocycles, acridine orange has a rela-
tively broad absorption spectrum, which enables the probe to
be used with several wavelengths from the argon-ion laser.

Another popular traditional probe that is useful in
confocal microscopy is the phenanthridine derivative, pro-
pidium iodide, first synthesized as an antitrypanosomal
agent along with the closely related ethidium bromide).
Propidium iodide binds to DNA in a manner similar to the
acridines (via intercalation) to produce orange-red fluor-
escence centered at 617 nm (101,102). The positively
charged fluorophore also has a high affinity for double-
stranded RNA. Propidium has an absorption maximum at
536 nm, and can be excited by the 488 or 514-nm spectral
lines of an argon-ion (or krypton–argon) laser, or the
543 nm line from a green helium–neon laser. The dye is
often employed as a counterstain to highlight cell nuclei
during double or triple labeling of multiple intracellular
structures. Environmental factors can affect the fluores-
cence spectrum of propidium, especially when the dye is
used with mounting media containing glycerol. The struc-
turally similar ethidium bromide, which also binds to DNA
by intercalation (102), produces more background staining,
and is therefore not as effective as propidium.

The DNA and chromatin can also be stained with dyes
that bind externally to the double helix. The most popular
fluorochromes in this category are 40,6-diamidino-2-pheny-
lindole (DAPI) and the bis (benzimide) Hoechst dyes that
are designated by the numbers 33258, 33342, and 34580
(103–106). These probes are quite water soluble and bind
externally to AT-rich base pair clusters in the minor groove
of double-stranded DNA with a dramatic increase in fluor-
escence intensity. Both dye classes can be stimulated by
the 351 nm spectral line of high power argon-ion lasers or
the 354 nm line from a helium–cadmium laser. Similar to
the acridines and phenanthridines, these fluorescent
probes are popular choices as a nuclear counterstain for
use in multicolor fluorescent labeling protocols. The vivid
blue fluorescence emission produces dramatic contrast
when coupled to green, yellow, and red probes in adjacent
cellular structures.

ALEXA FLUOR DYES

The dramatic advances in modern fluorophore technology
are exemplified by the Alexa Fluor dyes (90,107,108) intro-
duced by Molecular Probes (Alexa Fluor is a registered
trademark of Molecular Probes). These sulfonated rhoda-
mine derivatives exhibit higher quantum yields for more
intense fluorescence emission than spectrally similar
probes, and have several additional improved features,
including enhanced photostability, absorption spectra
matched to common laser lines, pH insensitivity, and a
high degree of water solubility. In fact, the resistance to
photobleaching of Alexa Fluor dyes is so dramatic (108)
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that even when subjected to irradiation by high intensity
laser sources, fluorescence intensity remains stable for
relatively long periods of time in the absence of antifade
reagents. This feature enables the water soluble Alexa
Fluor probes to be readily utilized for both live-cell and
tissue section investigations, as well as in traditional fixed
preparations.

Alexa Fluor dyes are available in a broad range of
fluorescence excitation and emission wavelength maxima,
ranging from the UV and deep blue to the near-IR regions
(90). Alphanumeric names of the individual dyes are asso-
ciated with the specific excitation laser or arc-discharge
lamp spectral lines for which the probes are intended. For
example, Alexa Fluor 488 is designed for excitation by the
blue 488 nm line of the argon or krypton–argon ion lasers,
while Alexa Fluor 568 is matched to the 568 nm spectral
line of the krypton–argon laser. Several of the Alexa Fluor
dyes are specifically designed for excitation by either the
blue diode laser (405 nm), the orange/yellow helium–neon
laser (594 nm), or the red helium–neon laser (633 nm).
Other Alexa Fluor dyes are intended for excitation with
traditional mercury arc-discharge lamps in the visible
(Alexa Fluor 546) or UV (Alexa Fluor 350, also useful with
high power argon-ion lasers), and solid-state red diode
lasers (Alexa Fluor 680). Because of the large number of
available excitation and emission wavelengths in the Alexa
Fluor series, multiple labeling experiments can often be
conducted exclusively with these dyes.

Alexa Fluor dyes are commercially available as reactive
intermediates in the form of maleimides, succinimidyl
esters, and hydrazides, as well as prepared cytoskeletal
probes (conjugated to phalloidin, G-actin, and rabbit ske-
letal muscle actin) and conjugates to lectin, dextrin, strep-
tavidin, avidin, biocytin, and a wide variety of secondary
antibodies (90). In the latter forms, the Alexa Fluor fluor-
ophores provide a broad palette of tools for investigations in
immunocytochemistry, neuroscience, and cellular biology.
The family of probes has also been extended into a series of
dyes having overlapping fluorescence emission maxima
targeted at sophisticated confocal microscopy detection
systems with spectral imaging and linear unmixing cap-
abilities. For example, Alexa Fluor 488, Alexa Fluor 500,
and Alexa Fluor 514 are visually similar in color with
bright green fluorescence, but have spectrally distinct
emission profiles. In addition, the three fluorochromes
can be excited with the 488 or 514 nm spectral line from
an argon-ion laser and are easily detected with traditional
fluorescein filter combinations. In multispectral (x–y–l;
referred to as a lambda stack) confocal imaging experi-
ments, optical separation software can be employed to
differentiate between the similar signals (32–35). The over-
lapping emission spectra of Alexa Fluor 488, 500, and 514
are segregated into separate channels and differentiated
using pseudocolor techniques when the three fluorophores
are simultaneously combined in a triple label investigation.

CYANINE DYES

The popular family of cyanine dyes, Cy2, Cy3, Cy5, Cy7,
and their derivatives, are based on the partially saturated

indole nitrogen heterocyclic nucleus with two aromatic
units being connected via a polyalkene bridge of varying
carbon number (92,109). These probes exhibit fluorescence
excitation and emission profiles that are similar to many of
the traditional dyes, such as fluorescein and tetramethylr-
hodamine, but with enhanced water solubility, photostabil-
ity, and higher quantum yields. Most of the cyanine dyes
are more environmentally stable than their traditional
counterparts, rendering their fluorescence emission inten-
sity less sensitive to pH and organic mounting media.
In a manner similar to the Alexa Fluors, the excitation
wavelengths of the Cy series of synthetic dyes are tuned
specifically for use with common laser and arc-discharge
sources, and the fluorescence emission can be detected with
traditional filter combinations.

Marketed by a number of distributors, the cyanine dyes
are readily available as reactive dyes or fluorophores
coupled to a wide variety of secondary antibodies, dextrin,
streptavidin, and eggwhite avidin (110). The cyanine dyes
generally have broader absorption spectral regions than
members of the Alexa Fluor family, making them some-
what more versatile in the choice of laser excitation sources
for confocal microscopy (7). For example, using the 547 nm
spectral line from an argon-ion laser, Cy2 is about twice as
efficient in fluorescence emission as Alexa Fluor 488. In an
analogous manner, the 514 nm argon-ion laser line excites
Cy3 with a much higher efficiency than Alexa Fluor 546, a
spectrally similar probe. Emission profiles of the cyanine
dyes are comparable in spectral width to the Alexa Fluor
series.

Included in the cyanine dye series are the long-wave-
length Cy5 derivatives, which are excited in the red region
(650 nm) and emit in the far-red (680 nm) wavelengths. The
Cy5 fluorophore is very efficiently excited by the 647 nm
spectral line of the krypton–argon laser, the 633 nm line of
the red helium–neon laser, or the 650 nm line of the red
diode laser, providing versatility in laser choice. Because
the emission spectral profile is significantly removed from
traditional fluorophores excited by UV and blue illumina-
tion, Cy5 is often utilized as a third fluorophore in triple
labeling experiments. However, similar to other probes
with fluorescence emission in the far-red spectral region,
Cy5 is not visible to the human eye and can only be
detected electronically (using a specialized CCD camera
system or photomultiplier). Therefore, the probe is seldom
used in conventional widefield fluorescence experiments.

FLUORESCENT ENVIRONMENTAL PROBES

Fluorophores designed to probe the internal environment
of living cells have been widely examined by a number of
investigators, and many hundreds have been developed to
monitor such effects as localized concentrations of alkali
and alkaline earth metals, heavy metals (employed bio-
chemically as enzyme cofactors), inorganic ions, thiols, and
sulfides, nitrite, as well as pH, solvent polarity, and mem-
brane potential (7,90–93,111,112). Originally, the experi-
ments in this arena were focused on changes in the
wavelength and/or intensity of absorption and emission
spectra exhibited by fluorophores upon binding calcium
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ions in order to measure intracellular flux densities. These
probes bind to the target ion with a high degree of speci-
ficity to produce the measured response and are often
referred to as spectrally sensitive indicators. Ionic concen-
tration changes are determined by the application of
optical ratio signal analysis to monitor the association
equilibrium between the ion and its host. The concen-
tration values derived from this technique are largely
independent of instrumental variations and probe concen-
tration fluctuations due to photobleaching, loading para-
meters, and cell retention. In the past few years, a number
of new agents have been developed that bind specific ions or
respond with measurable features to other environmental
conditions (7,90).

Calcium is a metabolically important ion that plays a
vital role in cellular response to many forms of external
stimuli (113). Because transient fluctuations in calcium ion
concentration are typically involved when cells undergo a
response, fluorophores must be designed to measure not
only localized concentrations within segregated compart-
ments, but should also produce quantitative changes when
flux density waves progress throughout the entire cyto-
plasm. Many of the synthetic molecules designed to mea-
sure calcium levels are based on the nonfluorescent
chelation agents EGTA and BAPTA, which have been used
for years to sequester calcium ions in buffer solutions
(7,114,115). Two of the most common calcium probes are
the ratiometric indicators fura-2 and indo-1, but these
fluorophores are not particularly useful in confocal micro-
scopy (7,116). The dyes are excited by UV light and exhibit
a shift in the excitation or emission spectrum with the
formation of isosbestic points when binding calcium. How-
ever, the optical aberrations associated with UV imaging,
limited specimen penetration depths, and the expense of
ultraviolet lasers have limited the utility of these probes in
confocal microscopy.

Fluorophores that respond in the visible range to cal-
cium ion fluxes are, unfortunately, not ratiometric indica-
tors and do not exhibit a wavelength shift (typical of fura-2
and indo-1) upon binding, although they do undergo an
increase or decrease in fluorescence intensity. The best
example is fluo-3, a complex xanthene derivative, which
undergoes a dramatic increase in fluorescence emission at
525 nm (green) when excited by the 488 nm spectral line of
an argon-ion or krypton–argon laser (7,117). Because iso-
sbestic points are not present to assure the absence of con-
centration fluctuations, it is impossible to determine whether
spectral changes are due to complex formation or a variation
in concentration with fluo-3 and similar fluorophores.

To overcome the problems associated with using visible
light probes lacking wavelength shifts (and isosbestic
points), several of these dyes are often utilized in combina-
tion for calcium measurements in confocal microscopy
(118). Fura red, a multinuclear imidazole and benzofuran
heterocycle, exhibits a decrease in fluorescence at 650 nm
when binding calcium. A ratiometric response to calcium
ion fluxes can be obtained when a mixture of fluo-3 and fura
red is excited at 488 nm and fluorescence is measured at the
emission maxima (525 and 650 nm, respectively) of the two
probes. Because the emission intensity of fluo-3 increases
monotonically while that of fura red simultaneously

decreases, an isosbestic point is obtained when the dye
concentrations are constant within the localized area
being investigated. Another benefit of using these probes
together is the ability to measure fluorescence intensity
fluctuations with a standard FITC/Texas red interference
filter combination.

Quantitative measurements of ions other than calcium,
such as magnesium, sodium, potassium, and zinc, are
conducted in an analogous manner using similar fluoro-
phores (7,90,92). One of the most popular probes for mag-
nesium, mag-fura-2 (structurally similar to fura red), is
also excited in the ultraviolet range and presents the same
problems in confocal microscopy as fura-2 and indo-1.
Fluorophores excited in the visible light region are becom-
ing available for the analysis of many monovalent and
divalent cations that exist at varying concentrations in
the cellular matrix. Several synthetic organic probes have
also been developed for monitoring the concentration of
simple and complex anions.

Important fluorescence monitors for intracellular pH
include a pyrene derivative known as HPTS or pyranine,
the fluorescein derivative, BCECF, and another substi-
tuted xanthene termed carboxy SNARF-1 (90,119–122).
Because many common fluorophores are sensitive to pH
in the surrounding medium, changes in fluorescence inten-
sity that are often attributed to biological interactions may
actually occur as a result of protonation. In the physiological
pH range (pH 6.8–7.4), the probes mentioned above are
useful for dual-wavelength ratiometric measurements and
differ only in dye loading parameters. Simultaneous mea-
surements of calcium ion concentration and pH can often be
accomplished by combining a pH indicator, such as SNARF-
1, with a calcium ion indicator (e.g., fura-2). Other probes
have been developed for pH measurements in subcellular
compartments, such as the lysosomes, as described below.

ORGANELLE PROBES

Fluorophores targeted at specific intracellular organelles,
such as the mitochondria, lysosomes, Golgi apparatus, and
endoplasmic reticulum, are useful for monitoring a variety
of biological processes in living cells using confocal micro-
scopy (7,90,92). In general, organelle probes consist of a
fluorochrome nucleus attached to a target-specific moiety
that assists in localizing the fluorophore through covalent,
electrostatic, hydrophobic, or similar types of bonds. Many
of the fluorescent probes designed for selecting organelles
are able to permeate or sequester within the cell membrane
(and therefore, are useful in living cells), while others must
be installed using monoclonal antibodies with traditional
immunocytochemistry techniques. In living cells, organelle
probes are useful for investigating transport, respiration,
mitosis, apoptosis, protein degradation, acidic compart-
ments, and membrane phenomena. Cell impermeant fluor-
ophore applications include nuclear functions, cytoskeletal
structure, organelle detection, and probes for membrane
integrity. In many cases, living cells that have been labeled
with permeant probes can subsequently be fixed and coun-
terstained with additional fluorophores in multicolor label-
ing experiments.
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Mitochondrial probes are among the most useful fluor-
ophores for investigating cellular respiration and are often
employed along with other dyes in multiple labeling inves-
tigations. The traditional probes, rhodamine 123 and tet-
ramethylrosamine, are rapidly lost when cells are fixed
and have largely been supplanted by newer, more specific,
fluorophores developed by Molecular Probes (90,123,124).
These include the popular MitoTracker and MitoFluor
series of structurally diverse xanthene, benzoxazole,
indole, and benzimidazole heterocycles that are available
in a variety of excitation and emission spectral profiles. The
mechanism of action varies for each of the probes in this
series, ranging from covalent attachment to oxidation
within respiring mitochondrial membranes.

MitoTracker dyes are retained quite well after cell
fixation in formaldehyde and can often withstand lipophilic
permeabilizing agents (123). In contrast, the MitoFluor
probes are designed specifically for actively respiring cells
and are not suitable for fixation and counterstaining pro-
cedures (90). Another popular mitochondrial probe,
entitled JC-1, is useful as an indicator of membrane poten-
tial and in multiple staining experiments with fixed cells
(125). This carbocyanine dye exhibits green fluorescence at
low concentrations, but can undergo intramolecular asso-
ciation within active mitochondria to produce a shift in
emission to longer (red) wavelengths. The change in emis-
sion wavelength is useful in determining the ratio of active
to nonactive mitochondria in living cells.

In general, weakly basic amines that are able to
pass through membranes are the ideal candidates for
investigating biosynthesis and pathogenesis in lysosomes
(90–92,112). Traditional lysosomal probes include the non-
specific phenazine and acridine derivatives neutral red and
acridine orange, which are accumulated in the acidic vesi-
cles upon being protonated (92,93). Fluorescently labeled
latex beads and macromolecules, such as dextran, can also
be accumulated in lysosomes by endocytosis for a variety of
experiments. However, the most useful tools for investi-
gating lysosomal properties with confocal microscopy are
the LysoTracker and LysoSensor dyes developed by Mole-
cular Probes (90,92,126). These structurally diverse agents
contain heterocyclic and aliphatic nitrogen moieties that
modulate transport of the dyes into the lysosomes of living
cells for both short- and long-term studies. The LysoTracker
probes, which are available in a variety of excitation and
emission wavelengths (91), have high selectivity for acidic
organelles and are capable of labeling cells at nanomolar
concentrations. Several of the dyes are retained quite well
after fixing and permeabilization of cells. In contrast, the
LysoSensor fluorophores are designed for studying dynamic
aspects of lysosome function in living cells. Fluorescence
intensity dramatically increases in the LysoSensor series
upon protonation, making these dyes useful as pH indica-
tors (91). A variety of Golgi apparatus specific monoclonal
antibodies have also been developed for use in immunocy-
tochemistry assays (90,127–129).

Proteins and lipids are sorted and processed in the Golgi
apparatus, which is typically stained with fluorescent
derivatives of ceramides and sphingolipids (130). These
agents are highly lipophilic, and are therefore useful as
markers for the study of lipid transport and metabolism in

live cells. Several of the most useful fluorophores for Golgi
apparatus contain the complex heterocyclic BODIPY
nucleus developed by Molecular Probes (90,92,131). When
coupled to sphingolipids, the BODIPY fluorophore is highly
selective and exhibits a tolerance for photobleaching that is
far superior to many other dyes. In addition, the emission
spectrum is dependent upon concentration (shifting from
green to red at higher concentrations), making the probes
useful for locating and identifying intracellular structures
that accumulate large quantities of lipids. During live-cell
experiments, fluorescent lipid probes can undergo meta-
bolism to derivatives that may bind to other subcellular
features, a factor that can often complicate the analysis of
experimental data.

The most popular traditional probes for endoplasmic
reticulum fluorescence analysis are the carbocyanine and
xanthene dyes, DiOC (6) and several rhodamine deriva-
tives, respectively (90,92). These dyes must be used with
caution, however, because they can also accumulate in the
mitochondria, Golgi apparatus, and other intracellular
lipophilic regions. Newer, more photostable, probes have
been developed for selective staining of the endoplasmic
reticulum by several manufacturers. In particular, oxazole
members of the Dapoxyl family produced by Molecular
Probes are excellent agents for selective labeling of the
endoplasmic reticulum in living cells, either alone or in
combination with other dyes (90). These probes are
retained after fixation with formaldehyde, but can be lost
with permeabilizing detergents. Another useful probe is
Brefeldin A (131), a stereochemically complex fungal meta-
bolite that serves as an inhibitor of protein trafficking out
of the endoplasmic reticulum. Finally, similar to other
organelles, monoclonal antibodies (127–129) have been
developed that target the endoplasmic reticulum in fixed
cells for immunocytochemistry investigations.

QUANTUM DOTS

Nanometer-sized crystals of purified semiconductors
known as quantum dots are emerging as a potentially
useful fluorescent labeling agent for living and fixed cells
in both traditional widefield and laser scanning confocal
fluorescence microscopy (132–136). Recently introduced
techniques enable the purified tiny semiconductor crystals
to be coated with a hydrophilic polymer shell and conju-
gated to antibodies or other biologically active peptides and
carbohydrates for application in many of the classical
immunocytochemistry protocols (Fig. 15). These probes
have significant benefits over organic dyes and fluorescent
proteins, including long-term photostability, high fluores-
cence intensity levels, and multiple colors with single-
wavelength excitation for all emission profiles (136).

Quantum dots produce illumination in a manner similar
to the well-known semiconductor light emitting diodes, but
are activated by absorption of a photon rather than an
electrical stimulus. The absorbed photon creates an elec-
tron-hole pair that quickly recombines with the concurrent
emission of a photon having lower energy. The most useful
semiconductor discovered thus far for producing biological
quantum dots is cadmium selenide (CdSe), a material in
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which the energy of the emitted photons is a function of the
physical size of the nanocrystal particles. Thus, quantum
dots having sizes that differ only by tenths of a nanometer
emit different wavelengths of light, with the smaller sizes
emitting shorter wavelengths, and vice versa.

Unlike typical organic fluorophores or fluorescent pro-
teins, which display highly defined spectral profiles, quan-
tum dots have an absorption spectrum that increases
steadily with decreasing wavelength (Fig. 15). Also, in
contrast, the fluorescence emission intensity is confined
to a symmetrical peak with a maximum wavelength that is
dependent on the dot size, but independent of the excita-
tion wavelength (135). As a result, the same emission
profile is observed regardless of whether the quantum
dot is excited at 300, 400, 500, or 600 nm, but the fluores-
cence intensity increases dramatically at shorter excitation
wavelengths. For example, the extinction coefficient for a
typical quantum dot conjugate that emits in the orange
region (605 nm) is approximately five-fold higher when the
semiconductor is excited at 400 versus 600 nm. The fwhm
value for a typical quantum dot conjugate is � 30 nm (135),
and the spectral profile is not skewed towards the longer
wavelengths (having higher intensity tails), such is the case
with most organic fluorochromes. The narrow emission
profile enables several quantum dot conjugates to be simul-
taneously observed with a minimal level of bleed through.

For biological applications, a relatively uniform popula-
tion of cadmium selenide crystals is covered with a sur-
rounding semiconductor shell composed of zinc sulfide to
improve the optical properties. Next, the core material is
coated with a polymeric film and other ligands to decrease
hydrophobicity and to improve the attachment efficiency of
conjugated macromolecules. The final product is a biologi-
cally active particle that ranges in size from 10 to 15 nm,
somewhere in the vicinity of a large protein (133). Quan-
tum dot conjugates are solubilized as a colloidal suspension
in common biological buffers and may be incorporated into
existing labeling protocols in place of classical staining
reagents (such as organic fluorochrome-labeled secondary
antibodies).

In confocal microscopy, quantum dots are excited with
varying degrees of efficiency by most of the spectral lines
produced by the common laser systems, including the

argon-ion, helium–cadmium, krypton–argon, and the
green helium–neon. Particularly effective at exciting quan-
tum dots in the UV and violet regions are the new blue
diode and diode-pumped solid-state lasers that have pro-
minent spectral lines at 442 nm and below (135,136). The
405 nm blue diode laser is an economical excitation source
that is very effective for use with quantum dots due to their
high extinction coefficient at this wavelength. Another
advantage of using these fluorophores in confocal micro-
scopy is the ability to stimulate multiple quantum dot sizes
(and spectral colors) in the same specimen with a single
excitation wavelength, making these probes excellent can-
didates for multiple labeling experiments (137).

The exceptional photostability of quantum dot conjugates
is of great advantage in confocal microscopy when optical
sections are being collected. Unlike the case of organic
fluorophores, labeled structures situated away from the
focal plane do not suffer from excessive photobleaching
during repeated raster scanning of the specimen and yield
more accurate 3D volume models. In widefield fluorescence
microscopy, quantum dot conjugates are available for use
with conventional dye-optimized filter combinations that
are standard equipment on many microscopes. Excitation
can be further enhanced by substituting a shortpass filter
for the bandpass filter that accompanies most filter sets,
thus optimizing the amount of lamp energy that can be
utilized to excite the quantum dots. Several of the custom
fluorescence filter manufacturers offer combinations speci-
fically designed to be used with quantum dot conjugates.

FLUORESCENT PROTEINS

Over the past few years, the discovery and development of
naturally occurring fluorescent proteins and mutated deri-
vatives have rapidly advanced to center stage in the inves-
tigation of a wide spectrum of intracellular processes in
living organisms (75,78,80). These biological probes have
provided scientists with the ability to visualize, monitor,
and track individual molecules with high spatial and tem-
poral resolution in both steady-state and kinetic experi-
ments. A variety of marine organisms have been the source
of >100 fluorescent proteins and their analogs, which arm
the investigator with a balanced palette of noninvasive
biological probes for single, dual, and multispectral fluor-
escence analysis (75). Among the advantages of fluorescent
proteins over the traditional organic and new semiconduc-
tor probes described above is their response to a wider
variety of biological events and signals. Coupled with the
ability to specifically target fluorescent probes in subcel-
lular compartments, the extremely low or absent photo-
dynamic toxicity, and the widespread compatibility with
tissues and intact organisms, these biological macromole-
cules offer an exciting new frontier in live-cell imaging.

The first member of this series to be discovered, GFP,
was isolated from the North Atlantic jellyfish, Aequorea
Victoria, and found to exhibit a high degree of fluorescence
without the aid of additional substrates or coenzymes (138–
142). In native green fluorescent protein, the fluorescent
moiety is a tripeptide derivative of serine, tyrosine, and
glycine that requires molecular oxygen for activation, but
no additional cofactors or enzymes (143). Subsequent
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Figure 15. Anatomy and spectral profiles of quantum dot
conjugates. The cadmium selenide core is encapsulated with
zinc sulfide, and then a polymer coating is applied followed by a
hydrophilic exterior to which the biological conjugate is attached
(left). The absorption profile displays a shoulder at 400 nm, while
the emission spectra all feature similar symmetrical profiles.



investigations revealed that the GFP gene could be
expressed in other organisms, including mammals, to yield
fully functional analogs that display no adverse biological
effects (144). In fact, fluorescent proteins can be fused to
virtually any protein in living cells using recombinant
complementary DNA cloning technology, and the resulting
fusion protein gene product expressed in cell lines adapted
to standard tissue culture methodology. Lack of a need for
cell-specific activation cofactors renders the fluorescent
proteins much more useful as generalized probes than
other biological macromolecules, such as the phycobilipro-
teins, which require insertion of accessory pigments in
order to produce fluorescence.

Mutagenesis experiments with green fluorescent pro-
tein have produced a large number of variants with
improved folding and expression characteristics, which
have eliminated wild-type dimerization artifacts and fine
tuned the absorption and fluorescence properties. One of
the earliest variants, known as enhanced green fluores-
cence protein (EGFP), contains codon substitutions (com-
monly referred to as the S65T mutation) that alleviates the
temperature sensitivity and increases the efficiency of GFP
expression in mammalian cells (145). Proteins fused with
EGFP can be observed at low light intensities for long time
periods with minimal photobleaching. Enhanced green
fluorescent protein fusion products are optimally excited
by the 488 nm spectral line from argon and krypton–argon
ion lasers in confocal microscopy. This provides an excel-
lent biological probe and instrument combination for exam-
ining intracellular protein pathways along with the
structural dynamics of organelles and the cytoskeleton.

Additional mutation studies have uncovered GFP var-
iants that exhibit a variety of absorption and emission
characteristics across the entire visible spectral region,
which have enabled researchers to develop probe combina-
tions for simultaneous observation of two or more distinct
fluorescent proteins in a single organism (see the spectral
profiles in Fig. 16). Early investigations yielded the blue
fluorescent protein (BFP) and cyan fluorescent protein
(CFP) mutants from simple amino acid substitutions that
shifted the absorption and emission spectral profiles of
wild-type GFP to lower wavelength regions (146–148).
Used in combination with GFP, these derivatives are use-
ful in resonance energy transfer (FRET) experiments and
other investigations that rely on multicolor fluorescence
imaging (73). Blue fluorescent protein can be efficiently
excited with the 354 nm line from a high power argon laser,
while the more useful cyan derivative is excited by a
number of violet and blue laser lines, including the

405 nm blue diode, the 442 nm helium–cadmium spectral
line, and the 457 nm line from the standard argon-ion laser.

Another popular fluorescent protein derivative, the yel-
low fluorescent protein (YFP), was designed on the basis of
the GFP crystalline structural analysis to red-shift the
absorption and emission spectra (148). Yellow fluorescent
protein is optimally excited by the 514 nm spectral line of
the argon-ion laser, and provides more intense emission
than enhanced green fluorescent protein, but is more
sensitive to low pH and high halogen ion concentrations.
The enhanced yellow fluorescent protein derivative
(EYFP) is useful with the 514 argon-ion laser line, but
can also be excited with relatively high efficiency by the
488 nm line from argon and krypton–argon lasers. Both of
these fluorescent protein derivatives have been widely
applied to protein–protein FRET investigations in combi-
nation with CFP, and in addition, have proven useful in
studies involving multiprotein trafficking.

Attempts to shift the absorption and emission spectra of
Aequorea Victoria fluorescent proteins to wavelengths in
the orange and red regions of the spectrum have met with
little success. However, fluorescent proteins from other
marine species have enabled investigators to extend the
available spectral regions to well within the red wave-
length range. The DsRed fluorescent protein and its
derivatives, originally isolated from the sea anemone
Discosoma striata, are currently the most popular analogs
for fluorescence analysis in the 575–650 nm region (149).
Another protein, HcRed from the Heteractis crispa purple
anemone, is also a promising candidate for investigations
in the longer wavelengths of the visible spectrum (150).
Newly developed photoactivation fluorescent proteins,
including photoactivatable green fluorescent protein
(PA-GFP;74), Kaede (76), and kindling fluorescent protein
1 (KFP1; 151), exhibit dramatic improvements over GFP
(up to several 1000-fold) in fluorescence intensity when
stimulated by violet laser illumination. These probes
should prove useful in fluorescence confocal studies invol-
ving selective irradiation of specific target regions and the
subsequent kinetic analysis of diffusional mobility and
compartmental residency time of fusion proteins.

QUENCHING AND PHOTOBLEACHING

The consequences of quenching and photobleaching are
suffered in practically all forms of fluorescence micro-
scopy, and result in an effective reduction in the levels
of emission (152,153). These artifacts should be of primary
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Figure 16. Fluorescent spectral profiles, plotted as normalized
absorption or emission as a function of wavelength, for fluores-
cent proteins emitting in the blue to orange-red regions of the
visiblespectrum. Each profile is identified witha colored bullet in
(a), which illustrates excitation spectra. (b) The emission spectra
for the proteins according to the legend in (a).



consideration when designing and executing fluorescence
investigations. The two phenomena are distinct in that
quenching is often reversible whereas photobleaching is
not (154). Quenching arises from a variety of competing
processes that induce nonradiative relaxation (without
photon emission) of excited-state electrons to the ground
state, which may be either intramolecular or intermole-
cular in nature. Because nonradiative transition path-
ways compete with the fluorescence relaxation, they
usually dramatically lower or, in some cases, completely
eliminate emission. Most quenching processes act to
reduce the excited state lifetime and the quantum yield
of the affected fluorophore.

A common example of quenching is observed with the
collision of an excited state fluorophore and another (non-
fluorescent) molecule in solution, resulting in deactivation of
the fluorophore and return to the ground state. In most
cases, neither of the molecules is chemically altered in the
collisional quenching process. A wide variety of simple
elements and compounds behave as collisional quenching
agents, including oxygen, halogens, amines, and many elec-
tron-deficient organic molecules (154). Collisional quench-
ing can reveal the presence of localized quencher molecules
or moieties, which via diffusion or conformational change,
may collide with the fluorophore during the excited state
lifetime. The mechanisms for collisional quenching include
electron transfer, spin–orbit coupling, and intersystem
crossing to the excited triplet state (154,155). Other terms
that are often utilized interchangeably with collisional
quenching are internal conversion and dynamic quenching.

A second type of quenching mechanism, termed static
or complex quenching, arises from nonfluorescent com-
plexes formed between the quencher and fluorophore that
serve to limit absorption by reducing the population of
active, excitable molecules (154,156). This effect occurs
when the fluorescent species forms a reversible complex
with the quencher molecule in the ground state, and does
not rely on diffusion or molecular collisions. In static
quenching, fluorescence emission is reduced without alter-
ing the excited state lifetime. A fluorophore in the excited
state can also be quenched by a dipolar resonance energy
transfer mechanism when in close proximity with an
acceptor molecule to which the excited-state energy can
be transferred nonradiatively. In some cases, quenching
can occur through non molecular mechanisms, such as
attenuation of incident light by an absorbing species
(including the chromophore itself).

In contrast to quenching, photobleaching (also
termed fading) occurs when a fluorophore permanently
loses the ability to fluoresce due to photon-induced chemi-
cal damage and covalent modification (153–156). Upon
transition from an excited singlet state to the excited
triplet state, fluorophores may interact with another mole-
cule to produce irreversible covalent modifications. The
triplet state is relatively long lived with respect to the
singlet state, thus allowing excited molecules a much
longer timeframe to undergo chemical reactions with com-
ponents in the environment (155). The average number of
excitation and emission cycles that occur for a particular
fluorophore before photobleaching is dependent on the
molecular structure and the local environment (154,156).

Some fluorophores bleach quickly after emitting only a few
photons, while others that are more robust can undergo
thousands or even millions of cycles before bleaching.

Figure 17 presents a typical example of photobleaching
(fading) observed in a series of digital images captured at
different time points for a multiply stained culture of
normal Tahr ovary (HJ1.Ov line) fibroblast cells. The
nuclei were stained with DAPI (blue fluorescence), while
the mitochondria and actin cytoskeleton were stained with
MitoTracker Red CMXRos (red fluorescence) and an Alexa
Fluor phalloidin derivative (Alexa Fluor 488; green fluor-
escence), respectively. Time points were taken in 2 min
intervals using a fluorescence filter combination with
bandwidths tuned to excite the three fluorophores simul-
taneously while also recording the combined emission
signals. Note that all three fluorophores have a relatively
high intensity in Fig. 17a, but the DAPI (blue) intensity
starts to drop rapidly at two min and is almost completely
gone at six min (Fig. 17f). The mitochondrial and actin
stains are more resistant to photobleaching, but the inten-
sity of both drops dramatically over the course of the timed
sequence (10 min).

An important class of photobleaching events is repre-
sented by events that are photodynamic, meaning they
involve the interaction of the fluorophore with a combina-
tion of light and oxygen (157–161). Reactions between
fluorophores and molecular oxygen permanently destroy
fluorescence and yield a free-radical singlet oxygen species
that can chemically modify other molecules in living cells.
The amount of photobleaching due to photodynamic events
is a function of the molecular oxygen concentration and
the proximal distance between the fluorophore, oxygen
molecules, and other cellular components. Photobleaching
can be reduced by limiting the exposure time of
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Figure 17. Photobleaching in multiply stained specimens. Normal
Tahr ovary fibroblast cells were stained with MitoTracker Red
CMXRos (mitochondria; red fluorescence), Alexa Fluor 488
conjugated to phalloidin (actin; green fluorescence), and
subsequently counterstained with DAPI (nuclei; blue fluore-
scence). Time points were taken in two-minute intervals over a
10 min period using a fluorescence filter combination with
bandwidths tuned to excite the three fluorophores simultaneously
while also recording the combinedemissionsignals. (a–f) Time¼0,2,
4, 6, 8, 10 min, respectively.



fluorophores to illumination or by lowering the excitation
energy. However, these techniques also reduce the mea-
surable fluorescence signal. In many cases, solutions of
fluorophores or cell suspensions can be deoxygenated, but
this is not feasible for living cells and tissues. Perhaps the
best protection against photobleaching is to limit exposure
of the fluorochrome to intense illumination (using neutral
density filters) coupled with the judicious use of commer-
cially available antifade reagents that can be added to the
mounting solution or cell culture medium (153).

Under certain circumstances, the photobleaching effect
can also be utilized to obtain specific information that
would not otherwise be available. For example, in FRAP
experiments, fluorophores within a target region are inten-
tionally bleached with excessive levels of irradiation (82).
As new fluorophore molecules diffuse into the bleached
region of the specimen (recovery), the fluorescence emis-
sion intensity is monitored to determine the lateral diffu-
sion rates of the target fluorophore. In this manner, the
translational mobility of fluorescently labeled molecules
can be ascertained within a very small (2–5mm) region of a
single cell or section of living tissue.

Although the subset of fluorophores that are advanta-
geous in confocal microscopy is rapidly growing, many of
the traditional probes that have been useful for years in
widefield applications are still of little utility when con-
strained by fixed-wavelength laser spectral lines. Many of
the limitations surrounding the use of fluorophores excited
in the ultraviolet region will be eliminated with the intro-
duction of advanced objectives designed to reduce aberra-
tion coupled to the gradual introduction of low cost, high
power diode laser systems with spectral lines in these
shorter wavelengths. The 405 nm blue diode laser is a
rather cheap alternative to more expensive ion and Noble
gas based ultraviolet lasers, and is rapidly becoming
available for most confocal microscope systems. Helium–
neon lasers with spectral lines in the yellow and orange
region have rendered some fluorophores useful that were
previously limited to widefield applications. In addition,
new diode-pumped solid-state lasers are being introduced
with emission wavelengths in the UV, violet, and blue
regions.

Continued advances in fluorophore design, dual-laser
scanning, multispectral imaging, endoscopic instruments,
and spinning disk applications will also be important in the
coming years. The persistent problem of emission crossover
due to spectral overlap, which occurs with many synthetic
probes and fluorescent proteins in multicolor investiga-
tions, benefits significantly from spectral analysis and
deconvolution of lambda stacks. Combined, these advances
and will dramatically improve the collection and analysis of
data obtained from complex fluorescence experiments in
live-cell imaging.
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INTRODUCTION

Invention of the light microscope by Janssens in 1590 was
the first milestone in the microscopic world. Janssens’
microscope magnified objects up to 20–30 times their ori-
ginal size. By the beginning of the twentieth century,
objects could be magnified only up to 1000 times with a
resolution of 0.2mm. In the early 1930s, the limitations of
light microscopes and the scientific desire to see intracel-
lular structural details, such as mitochondria and nuclei
led to the development of electron microscopes. The elec-
tron microscope took advantage of the much shorter
wavelength of the electron compared to that of visible light.
With the electron microscope, another 1000-fold increase
in magnification was accomplished with a concomitant
increase in resolution, allowing visualization of viruses,
deoxyribonuclic acid (DNA), and smaller objects, such as
molecules and atoms. The transmission electron micro-
scope (TEM) was the first type of electron microscope,
and was developed by Ruska and Knoll in Germany in
1931. Electron microscopy is based on a fundamental
physics concept stated in the de Broglie theory (1924). This
concept is that moving electrons have the properties of
waves. The second major advancement in electron micro-
scopy was made by Busch, who demonstrated in 1926 that
electrostatic or magnetic fields could be used as a lens to
focus an electron beam. In 1939, Siemens Corp. began
commercial production of a microscope developed by Von
Borries and Ruska in Germany. Hiller, Vance and others
constructed the first TEM in North America in 1941. This
instrument had a resolution of 2.5 nm.

About the same time that the first TEM was nearing
completion in the 1930s, a prototype of the scanning elec-
tron microscope (SEM) was constructed by Knoll and Von
Ardenne in Germany. However, the resolution of this
microscope was no better than that of the light microscope.
Following several improvements made by RCA in the
United States, as well as Cambridge University in Eng-
land, a commercial SEM became available in 1963. A later
version of the SEM made by the Cambridge Instrument Co.
had a resolving power of � 20–50 nm and a useful magni-
fication of 75,000�. Recent models of the SEM have a
resolving power of 3.0 nm and magnifications up to
300,000�.

Although the design of TEM and SEM is similar in many
ways, their applications are very different. The TEM is
patterned after as light microscope, except that electrons
instead of light pass through the object. The electrons are
then focused by two or more electron lenses to form a
greatly magnified image onto photographic film or a charge
coupled device (CCD) camera. The image produced by TEM
is two-dimensional (2D) and the brightness of a particular

region of the image is proportional to the number of electrons
that are transmitted through the specimen at that position
on the image. The SEM produces a three-dimensional (3D)
image by scanning the surface of a specimen with a 2–3 nm
spot of electrons to generate secondary electrons from the
specimen that are then detected by a sensor. The resolution
of an SEM is limited by two quite different sets of circum-
stances. One of these is concerned with the physics of
electron optics, while the other depends on the penetration
of electrons into the object being imaged.

A third type of electron microscope, the scanning trans-
mission electron microscope (STEM) has features of both
the transmission and scanning electron microscopes. This
microscope is an analytical tool that determines the pre-
sence and distribution of the atomic elements in the
specimen. Recently, two groups of researchers have accom-
plished a subangstrom resolution (0.06 nm) for STEM
using an aberration corrector. They have reported that
columns of atoms in a silicone crystal that are 0.078 nm
apart can be distinguished at this resolution (1). The image
of Si shown in Fig. 1 has been recorded in a high angle
annular dark field (HAADF) mode, and the pairs of atomic
columns are seen directly resolved. The HAADF detector
collects electrons scattered by the sample to angles greater
than the detector inner radius. Such high angle scattering
is largely incoherent thermal diffuse scattering, which
means that the resolution observed in the image is deter-
mined by the intensity distribution of the illuminating
probe. With this advantage over conventional coherent high
resolution transmission electron microscopy (HRTEM),
HAADF–STEM has enabled imaging not only of individual
atomic columns in crystals, but single dopant atoms on their
surface and within their interior.

In 1982, another type of electron microscope, the scan-
ning tunneling microscope (STM) was developed by two
scientists, Rohrer and Binnig, for studying surface struc-
ture. This invention was quickly followed by the develop-
ment of a family of related techniques classified as
scanning probe microscopy (SPM). These techniques are
based upon moving a probe (typically called a tip in STM,
which is literally a sharp metallic object) just above a
specimen’s surface while monitoring some interaction
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Figure 1. Image of a silicone crystal observed in the [112]
orientation recorded with an aberration corrected STEM. (From
Ref. 1). Reproduced by courtesy of American Association for the
Advancement of Science.)



between the probe and the surface. Atomic force micro-
scopy (AFM) is another important technique of this kind
but is not categorized as electron microscopy. Bennig and
Rohrer were awarded one-half of the 1986 Nobel Prize in
physics for invention of the STM, while Ernst Ruska was
awarded the other one-half of that same Nobel Prize for his
1931 invention of the electron microscope. In STM, elec-
trons are speeded up in a vacuum until their wavelength is
extremely short, only one hundred-thousandth that of
white light. Beams of these fast-moving electrons are
focused on a cell sample and are absorbed or scattered
by the cell’s parts so as to form an image on an electron-
sensitive photographic plate. The STM is widely used in
both industrial and academic research to obtain atomic
scale images of metal surfaces. It provides a 3D profile of
the surface, which is useful in characterizing surface
roughness and determining the size and conformation of
surface molecules. (2) Invention of electron microscopy had
an enormous impact in the field of biology, specifically in
cell and tissue analysis. Almost 15 years after the invention
of the first electron microscope by Ruska, many efforts were
made to apply this technique to biological problems. Using
the electron microscope, cell organelles and cell inclusions
were discovered or resolved in finer details. Electron micro-
scopy, specifically TEM, is now among the most important
tools in cell biology and diagnostic pathology.

The latest advancement in electron microscopy is 3D
reconstruction of cellular components at a resolution that
is on the order of magnitude of atomic structures defined by
X-ray crystallography. The method for reconstruction of 3D
images of single, transparent objects recorded by TEM is
called electron tomography (ET). In order to generate 3D
images of individual molecules, one needs to obtain as
many tilt images as possible, covering the widest possible
angular range. The representative images of particles
obtained from different orientations is then analyzed
and combined by a software program to reconstruct the
molecule in 3D. With improvements in instrumentation,
data collection methods and techniques for computation,
ET may become a preferred method for imaging isolated
organelles and small cells. So far, the electron tomography
method covers the resolution range of 2.5–5.0 nm. Data
obtained via electron tomography furnish a rich source of
quantitative information about the structural composition
and organization of cellular components. It offers the
opportunity to obtain 3D information on structural cellular
arrangements with a significantly higher resolution than
that provided by any other method currently available
(e.g., confocal laser microscopy) (3).

THEORY OF ELECTRON MICROSCOPY

According to electromagnetic theory, a light source initi-
ates a vibrational motion that transmits energy in the
direction of propagation. The wave motion of light is ana-
logous to that produced by a stone thrown into a pool of
water. When the waves generated from throwing a stone
strike an object that has an opening or aperture, another
series of waves is generated from the edge of the object. The
result is a new source of waves that emerges with the

original waves. This bending or spreading phenomenon
is known as diffraction. Diffracted waves interfere with the
initial waves, and the result is an image of the edge of the
object. The edge appears to have a series of bands or fringes
called Fresnel fringes running parallel to the edge (Fig. 2).
Thus, if a strong beam of light illuminates a pinhole in a
screen and thus a pinhole serves as a point source and the
light passing through is focused by an apertured ‘‘perfect’’
lens on a second screen, the image obtained is not a
pinpoint of light, but rather a bright central disk sur-
rounded by a diffuse ring of light. Even if monochromatic
light was used to illuminate the point source and was to
pass through a perfect lens, the image will not be a sharp
one, but rather a diffuse disk composed of concentric rings.
This type of image is known as an Airy disk after Sir George
Airy, who first described this pattern during the nine-
teenth century (Fig. 3) (4). To determine resolving power
(RP), it is important to know the radius of the Airy disk.
The radius of the Airy disk as measured to the first dark
ring (r) is expressed by following equation:

r ¼ 0:612l

nðsinaÞ ð1Þ

In Eq. 1, l¼wavelength of illumination; n¼ refractive
index of the medium between the point source and the lens,
relative to free space; a¼half the angle of the cone of light
from the specimen plane accepted by the front lens of
objective
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Figure 2. Diffraction of light waves.

Figure 3. Airy disks generated by viewing three pinholes in a
light microscope. Magnification of micrograph is 1000�. (From
Ref. 4. Reproduced by courtesy of Jones and Bartlett Publishers.)



The above equation can be shown in another form as:

d ¼ 0:612 l

NA
ð2Þ

where NA (numerical aperture)¼n sin a and represents
the light gathering power of the lens aperture.

From the above equation, RP is defined as the minimum
distance that two objects can be placed apart and still be
seen as separate entities. Consequently, the shorter the
distance, the better (or higher) is the RP of the system. For
example, consider a light microscope using ultraviolet (UV)
light, which lies beyond the lower end of the visible spec-
trum (400 nm). Further specifications of this system
include a glass slide with standard immersion oil (refrac-
tive index, n¼ 1.5), and sina= 0.87 (sine of a 648 angle,
representing one-half of the 1288 acceptance angle of a
glass lens. The theoretical resolution that can be attained
by this system is� 0.2mm. In other words, two points in the
specimen that are not separated by at least this distance
will not be seen as two distinct points, but will be observed
as a single blurred image. Since the values of sin a and n
cannot be significantly increased beyond the stated values,
the RP can most effectively be improved by reducing wave-
length.

Electron Beams And Resolution

The concept that moving electrons might be used as an
illumination source was suggested by a tenet of the de
Broglie theory, that moving electrons have wave proper-
ties. The wavelength of this particle-associated radiation is
given by following equation:

l
h

mn
ð3Þ

where m is the mass of the particle, v the velocity of
particle, and h is Planck’s constant (6.626� 10�34J�1).
For an electron accelerated by a potential of 60,000 V
(60 kV), the wavelength of the electron beam would be
�0.005 nm, which is 100,000 times shorter than that for
green light. By using Eq. 1, a TEM with perfect lenses
would therefore in theory be able to provide a resolution of
0.0025 nm. In practice, the actual resolution of a modern
high resolution transmission electron microscope is closer
to 0.2 nm. The reason we are not able to achieve the nearly
100-fold better resolution of 0.002 nm is due to extremely
narrow aperture angles (�1000 times smaller than that of
the light microscope) needed by the electron microscope
lenses to overcome a major resolution limiting phenom-
enon called spherical aberration. In addition, diffraction,
chromatic aberration and astigmatism all contribute to
decreased resolution in TEM, and need to be corrected to
achieve higher resolution. (5)

Magnification

The maximum magnification of any microscope is simply
the ratio of the microscope’s resolution to the resolution
of the unaided human eye. The resolution of the eye viewing
an object at 25 cm is generally taken to be 0.25 mm. Since the
resolution of a light microscope is �0.25 mm, maximum
useful light magnification is �1000�, obtainable from an

objective lens of 100� followed by an eyepiece of 10�. The
magnification of TEM would be�0.25mm/0.25 nm. This is a
106�magnification, and corresponds to a 1000-fold increase
in resolution compared to a light microscope. An objective
lens of 100� is followed by an ‘‘intermediate’’ lens of 25�,
and the final image is projected by a projector lens of 100�.
Further magnification for critical focusing is obtained by
viewing the image on the fluorescent screen with a long
working distance binocular microscope of 10�. The final
image is photographed at 250,000�. The processed negative
is then enlarged a further 4� in a photographic enlarger.
This result in a final prints (the electron micrograph) at the
desired magnification of 106�6.

Electromagnetic Lenses

An electromagnetic lens is generated by a coil of wire with a
direct current (dc) that passes through the coil. This elec-
tromagnetic coil is called a solenoid. It forms an axially and
radially symmetric magnetic field that converges to a point.
A divergent cone of electrons enters from a point source,
and thus forms a real image on the lens axis. An advantage
of electromagnetic lenses is that the focal length can be
made infinitely variable by varying the coil current. There-
fore, both magnification and image focus can be adjusted by
controlling the lens current (Fig. 4) (7).

Lens Aberrations

Electron lenses are affected by all the aberrations of optical
lenses, such as spherical aberration, chromatic aberration,
astigmatism, and distortion. Spherical aberration results
from the geometry of both glass and electromagnetic lenses
such that rays passing through the periphery of the lens
are refracted more than rays passing along the axis. Sphe-
rical aberration may be reduced by using an aperture to
eliminate some of the peripheral rays. Although this aper-
ture is attractive for reducing spherical aberration, it
decreases the aperture angle and thereby prevents the
electron microscope from achieving the theoretical resolu-
tion predicted by Eq. 1.

Chromatic aberration results when electromagnetic
radiations of different energies converge at different focal
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planes. Chromatic aberration results in the enlargement of
a focal point with a consequential loss of resolution. It can
be corrected by using a monochromatic source of electro-
magnetic radiation. This entails stabilizing the accelerat-
ing voltage to generate the electrons with same levels of
energy, and having a good vacuum to minimize the energy
loss of the electrons during their passage through the
transmission specimen. This effect can also be reduced
by decreasing the aperture of the objective lens. (6)

Astigmatism is caused by radial asymmetry in a lens,
giving rise to a focal length in one plane that is different
from that in another plane. The fabrication and mainte-
nance of a lens that has a perfectly symmetric lens field is
not feasible in practice. Thus, it is necessary to correct
astigmatism by applying a radial symmetry compensator
device called a stigmator. This consists of an adjustable
electric or magnetic field that can be applied across the lens
in any chosen direction, thus compensating for astigma-
tism. Image distortion, due to magnification changing
across the field from the value at the center, may be
positive (called barrel distortion) or negative (called pin-
cushion distortion). These effects can be compensated by
operating two lenses in series, arranging for barrel distor-
tion in one to be compensated by pincushion distortion in the
other. The lens system in modern electron microscopes is
designed to automatically counterbalance the various types
of distortions throughout a wide magnification range. (4)

DESIGN OF THE TRANSMISSION ELECTRECTRON
MICROSCOPE

Both the light and electron microscopes are similar so far
as the arrangement and function of their components are
concerned. Thus, both microscopes, when used for photo-
graphic purposes, can be conveniently divided into the
following component systems.

Illuminating System

This system serves to produce the required radiation and to
direct it onto the specimen. It consists of source and con-
denser lenses.

Source Lens. The source of electrons, or cathode, is a
hairpin of fine tungsten wire about 2 mm long, maintained
at �2500 K by �2 W of alternting current (ac) or dc power.
Electrons boil off the white-hot tungsten surface, and are
shaped into a conical beam by an electrode system called
the gun. Two further electrodes, the shield and the anode,
combine to form an electrostatic collimating lens and accel-
erator. A suitable accelerating voltage (20–100 kV) is cho-
sen for the specimen under examination, and is applied to
the cathode as a negative potential so that the anode may
remain at earth potential. The cathode and shield are
therefore carried on an insulator. The filament-shield vol-
tage (cathode bias) is made variable to adjust the total
current drawn from the filament, which in turn varies the
brightness of the final image (4).

The energy of the electrons in the TEM determines the
relative degree of penetration of electrons into a specific
sample, or alternatively, influences the thickness of mate-

rial from which useful information may be obtained. Thus,
a high energy TEM (400 kV) not only provides the highest
resolution but also allows for the observation of relatively
thick samples (e.g., �0.2mm) when compared with the
more conventional 100 kV or 200 kV instruments. Because
of the high spatial resolution obtained, TEMs are often
employed to determine the detailed crystallography of fine-
grained, or rare, materials (6,8).

Condenser Lens. The condenser lens regulates the
convergence (and thus the intensity) of the illuminating
beam on the specimen. The divergent electron beam emer-
ging from the anode aperture can, in simple instruments,
be used to illuminate the specimen directly. However,
sufficient image brightness for high magnification is diffi-
cult to obtain. As in the light microscope, a condenser
system is almost invariably interposed between the gun
and specimen to concentrate the beam on the region of the
specimen under examination. A single condenser lens suf-
fices for electronoptical work up to 50,000�. However, for
high resolution work a double condenser system is always
used, which will concentrate the beam into an area as small
as 1m diameter.

Specimen Manipulation System

The pierced metal grid carrying the specimen proper is
clamped at its periphery to a suitable holder designed to
conduct heat rapidly away. The specimen temperature in a
TEM may rise to 200 8C. The holder, including its attached
specimen grid is introduced into the evacuated specimen
chamber through an airlock by means of an insertion tool.
This tool is then generally withdrawn after the holder has
been placed on the translation stage. The holder is then
free to move with the stage, which is driven from outside
the column through airlocks, by means of levers and micro-
meter screws. Two mutually perpendicular stage move-
ments, each of about �1 mm, allow any part of the grid
area to be brought to the microscope axis and viewed at the
highest magnification. Most instruments provide a scan
magnification so that the whole grid area may be viewed at
�100�. Suitable specimen areas are then chosen, and
centered for study at higher magnifications.

Imaging System

This part of the microscope includes the objective, inter-
mediate, and projector lenses. It is involved in the genera-
tion of the image and the magnification and projection of
the final image onto a viewing screen or camera system.
Electrons transmitted by the specimen enter the objective
lens. Those passing through the physical aperture are
imaged at �100� in the intermediate lens object plane,
10–20 cm below the specimen. The position of this primary
image plane is controlled by the objective lens current
(focus control). A second image, which may be magnified
or diminished, is formed by the intermediate lens, the
current through which controls overall magnification
(magnification control). This secondary image, formed in
the objective plane of the projector lens, is then further
magnified, and the overall magnification is determined by
the position of the fluorescent screen or film.
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Image Recording System

The final image is projected onto a viewing screen coated
with a phosphorescent zinc-activated cadmium sulfide
powder. This powder is attached to the screen with a
binder, such as cellulose nitrate. Most electron microscopes
provide for an inclination of the viewing screen so that the
image may be conveniently examined either with the unaided
eye or through a stereomicroscope (the binoculars). Although
the stereomicroscope image may appear to be rough due to
the 100mm sized phosphorescent particles that make up the
screen, it is necessary to view a magnified image in order to
focus accurately. Some microscopes may provide a second,
smaller screen that is brought into position for focusing. In
this case, the main screen remains horizontal, except during
exposure of the film. All viewing screens will have areas
marked to indicate where to position the image so that it will
be properly situated on the film. Preevacuated films are
placed into an air lock (camera chamber) under the viewing
screen and the chamber evacuated to high vacuum. The
chamber is then opened to the column to permit exposure
of the film. In modern electron microscopes (Fig. 5), exposure
is controlled by an electrically operated shutter placed below
the projector lens. As one begins to raise the viewing screen,
the shutter blocks the beam until the screen is in the appro-
priate position for exposure. The shutter is then opened for
the proper interval, after which the beam is again blocked
until the screen is repositioned.

DESIGN OF THE SCANNING ELECTRON MICROSCOPE

The SEM is made up of two basic systems, and the speci-
men is at their boundary. The first system is the electron
optical column that provides the beam of illumination that
is directed to the specimen. The second system consists of
the electron collection, signal amplification, and image
display units, which converts the electrons emitted from
the specimen into a visible image of the specimen.

Electron Optical Column

The electron gun and electron lenses are present in the
electron optical column of the SEM in an analogous fashion
to their presence in the TEM.

1. Electron Gun: The electron source is most commonly
the hairpin tungsten filament located in a triode
electron gun. The electrons are emitted by the fila-
ment (also called the cathode), and accelerated by a
field produced by the anode. The anode is usually at a
positive potential on the order of 15 kV with respect
to the cathode. A third electrode, the shield, lies
between the anode and cathode and is negative with
respect to the cathode. After leaving the bias shield
and forming an initial focused spot of electrons of
� 50 mm in diameter, a series of two to three con-
denser lenses are used to successively demagnify this
spot sometimes down to � 2 nm. These small spot
sizes are essential for the resolutions required at
high magnifications. A heated tungsten filament is
the conventional electron source for most SEMs;
other special sources are lanthanum hexaboride
(LaB6) and the field emission guns (FEG). Both of
these latter sources produce bright beams of small
diameter and have much longer lifetimes than
heated tungsten filaments. Schottky emission has
largely replaced earlier source technologies based
on either tungsten and LaB6 emission or cold-field
emission in today’s focused electron beam equipment
including SEM, TEM, Auger systems, and semicon-
ductor inspection tools. Schottky and cold-field emis-
sion are superior to thermionic sources in terms of
source size, brightness and lifetime. Both are up to
1000 times smaller and up to 100 times brighter than
thermionic emitters.

2. Electron Lenses: Most SEMs have three magnetic
lenses in their column: the first, second, and final
condenser lenses. The first condenser lens begins the
demagnification of the 50mm focused spot of elec-
trons formed in the region of the electron gun. As the
amount of current running through the first conden-
ser lens is increased, the focal length of the lens
becomes progressively shorter and the focused spot
of electrons becomes smaller. In our earlier discus-
sion of electron lenses, it was noted that focusing
takes place by varying the focal length. This is
accomplished by changing the intensity of the lens
coil current, which in turn alters the intensity of the
magnetic field that is generated by the lens. As the
lens current increases, the lens strength increases
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Figure 5. Image of a 300 kV TEM (FEI-Tecnai G2 Polara) for
cryoapplications at liquid nitrogen and liquid helium temperatures.
(Reproduced by courtesy of FEI Company.)



and the focal length decreases. A short focal length
lens consequently causes such a wide divergence of
the electrons leaving the lens that many electrons are
not able to enter the next condenser lens. The overall
effect of increasing the strength of first condenser
lens is to decrease the spot size, but with a loss of
electrons. An aperture is positioned in the lenses to
decrease the spot size and reduce spherical aberra-
tion by excluding the more peripheral electrons. Each
of the condenser lenses behaves in a similar manner
and possesses apertures.

In designing the final condenser lens, several per-
formance characteristics must be considered:

(a) Aberrations. Since the intermediate images of the
crossover produced by the condenser lenses have
significantly larger diameters than the final spot
size, the effect of aberrations on these lenses are
relatively small. It is thus the effects of spherical
and chromatic aberration as well as the astigma-
tism of the final condenser lens that are critical in
the design and performance of the objective lens
of SEM.

(b) Magnetic Field. As a result of electron bombard-
ment, secondary electrons in the SEM are
emitted over a wide solid angle. These have ener-
gies of only few electron volts, yet they must be
able to reach the detector to produce the neces-
sary signal. As a result, the magnetic field at the
specimen must be designed so that it will not
restrict effective secondary electron collection.

(c) Focal Length. The extent of lens aberrations is
dependent upon the focal length. Thus, it is desir-
able to keep the latter as short as possible in order
to help minimize the effects of aberrations.

The final lens usually has externally adjustable
apertures. Normally, final apertures on the order
of 50–70mm are used to generate smaller, less elec-
tron dense spots for secondary electron generation
and imaging. Larger apertures, for example, 200mm,
are used to generate larger spots with greater num-
bers of electrons. These large spots contain a great
deal of energy and may damage fragile specimens.
They are used primarily to generate X rays for ele-
mental analysis rather than for imaging purposes.

Specimen Manipulation System

The specimen is normally secured to a metal stub and is
grounded to prevent the build up of static high voltage
charges when the beam electrons strike the specimen.
In order to orient the specimen precisely, relative to the
electron beam and electron detectors, all SEMs have con-
trols for rotating and traversing the specimen in x, y, and
z directions. It is also possible to tilt the specimen in order
to enhance the collection of electrons by a particular
detector. These movements have a large effect on magni-
fication, contrast, resolution and depth of field. Some
improvement can be made in imaging by reorientation
of the specimen.

Interaction Of Electron Beam With Specimen

Three basic possibilities exist as to the nature of the beam–
specimen interaction used to generate the image:

1. Some primary electrons, depending on the accelerat-
ing voltage, penetrate the solid to depths as much as
10mm. The electrons scatter randomly throughout
the specimen until their energy is dissipated by
interaction with atoms of the specimen.

2. Some primary electrons collide with or pass close to
the nucleus of an atom of the specimen such that
there is a change in the electron’s momentum. This
results in electron scatter through a large angle and
electron reflection from the specimen. Such elasti-
cally reflected primary electrons are known as back-
scattered electrons.

3. Some primary electrons interact with the host atoms
so that as a result of collisions, a cascade of secondary
electrons is formed along the penetration path. Sec-
ondary electrons have energy ranges of 0–50 eV and
are the electrons most commonly used to generate
the 3D image. The mean path length of secondary
electrons in many materials is �1 nm. Thus,
although electrons are generated throughout the
region excited by the incident beam, only those elec-
trons that originate <1 nm deep in the sample escape
to be detected as secondary. The shallow depth of
production of detected secondary electrons makes
them very sensitive to topography.

In addition to producing backscattered and secondary
electrons, specimen–beam interactions also produce
photons, specimen currents, Auger electrons and X rays
that are characteristic of the probed specimen. These
emanations can be detected by X ray or electron spectro-
scopy for elemental analysis of the specimen surface. How-
ever, it is rarely used for biological specimens.

Signal Versus Noise

The signals generated as a result of the electron beam
striking a specimen are used to convey different types of
information about the specimen. In the usual SEM imaging
mode, signals consist of the secondary electrons generated
from the spot struck by the electron beam and noise con-
sists of secondary electrons originating at locations away
from where the beam struck the specimen. The image
quality is eventually expressed by the signal-to-noise
(S/N) ratio. In a poor quality image the signal to noise
ratio is low. One may achieve a better image by either
reducing the noise or raising the signal. Since it is more
difficult to reduce the noise level, the signal is usually
raised by increasing the electron emissions from the
gun. Several methods to accomplish increased electron
emissions include: altering the bias settings, decreasing
the distance between the anode and the filament, decreas-
ing the distance between the filament and the shield
aperture, and using either a lanthanum hexaboride fila-
ment or a cold-field emissions gun. A second method to
increase the signal is to use slower scan rates on the
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specimen. Longer dwell times of the beam on the specimen
will generate more secondary electrons from the spot where
the beam strikes the specimen. This increase in current,
however, carries with it an increased risk of damage to
sensitive specimens (9).

Secondary Electron Detection

To collect the secondary electrons, a suitable electrode is
held at a positive potential and serves to attract them and
produce an emission current. The strength of this signal is
proportional to the number of electrons striking the col-
lector. This signal is used, after amplification; to modulate
the intensity of the cathode-ray tube (CRT) beam as it
moves across the tube face, synchronously with the path of
the electron probe across the specimen surface.

Typically, the secondary electron collector is based on
the original 1960 scintillator-photomultiplier design of
Everhart and Thoronley. In this system, the secondary
electrons are accelerated towards the scintillator by a
potential difference of a few hundred to a few thousands
volts. Upon hitting the scintillator, each electron produces
many photons that are guided by the light pipe to the
photomultiplier. Each photoelectron triggers a release of
two or more secondary electrons at the first electrode
(dynode) and process cascades, yielding from 100,000 to
50 million additional electrons. Thus, the photomultiplier
reconverts the light to an electron current and provides a
high degree of amplification that can be controlled by
variation of the voltage applied to the dynodes (8).

Image Recording System

The final magnified image in the SEM is formed on a CRT
or monitor. Unlike TEM, in which the electrons interact
directly with the photographic medium, SEM images are
most often photographed directly from the monitor through
the lens of either a 35 mm roll film camera or a larger
4 in.�5 in. (10.6 cm� 12.7 cm) sheet film camera. The cam-
era shutter remains open as the electron beam slowly scans
across the specimen. A valuable addition to most SEMs is
the automatic data display that permits the generation of
informational data on the viewing and recording monitors.
With this accessory, experiment numbers, dates, acceler-
ating voltages and magnifications may be displayed.

DIAGOSTIC ELECTRON MICROSCOPY

Electron microscopy excels as a diagnostic tool with
respect to the detection and identification of both abnor-
mal tissue anatomy and the pathogens responsible for the
disease. The value of electron microscopy in difficult diag-
nostic situations has been demonstrated repeatedly, par-
ticularly when there is close coordination between the
pathologist and the attending clinician. Ultrastructural
study may be applied to a variety of substances including
biological materials. By examination of specially prepared
tissue sections, changes not perceived by light microscopy
can be identified, leading to improved diagnostic interpreta-
tions. For example, in certain kidney diseases, such as
nephrotic syndrome and Nil disease, the correct diagnosis
can be made only by these means, and this in turn affects the

selection of therapy. Similarly, certain neoplasms can be
identified definitively only through ultrstructural studies,
with obvious implications for treatment and prognosis.
Another area of growing importance is the identification of
viral particles in biological material. In some instances,
ultrastructural study is the only way to establish the pre-
sence of a viral infection, and in other instances a diagnosis
may be made earlier than by serological methods. The costs
of diagnostic electron microscopy are relatively small in light
of the benefits to patient care. The following are examples
highlighting the use of electron microscopy in the diagnosis
of certain diseases.

Neoplasms

Many neoplasms appear undifferentiated by light micro-
scopy, but most show differentiation along one cell line or
another at the ultrastructural level. However, it is note-
worthy that not all of the ultrastructureal criteria for iden-
tifying the cell type may be present in every neoplasm. As
expected, the more differentiated the neoplasm, the more
likely will its cells contain a broad complement of diagnostic
morphologic features. Usually, the ultrastructural findings
do allow the pathologist to make a definitive diagnosis when
interpreted in conjunction with the light microscopic pic-
ture, and in some cases with the histochemical and immu-
nohistochemical results. The example that follows will
highlight the use of diagnostic electron microscopy in the
identification of carcinomas. Various types of carcinomas
have a number of distinguishing features, but one common
characteristic of all carcinomas is the presence of intracel-
lular junctions, usually desmosomes and/or intermediate
junctions. The presence of lumens, microvilli, tight junc-
tions, junctional complexes, basal lamina, secretory gran-
ules, prominent Golgi apparatus, and moderately
prominent rough endoplasmic reticulum are all suggestive
of adenocarcinoma in the differential diagnosis of a neo-
plasm (10). Figure 6 shows a pancreatic carcinoma, which
may arise from acinar cells, centrocinar cells, intercalated
duct cells, interlobular duct cells, interlobular duct cells and
main pancreatic duct cells. Adenocarcinomas arising from
main and interlobular ducts (mucinous cystadenocarcino-
mas) have cells similar to those of bile ducts and intestinal
epithelium; that is, the cytoplasm contains mucin granules,
and the free surface has microvilli filled with thin filaments
that anchor into the subjacent cytoplasm (11–13).

Infectious Diseases

Bacteria. Diagnostic criteria for bacterial rods and cocci
are (1) the presence of an outer-cell wall, (2) the presence
flagella or pili (fimbria) on the outer surface of the cell, (3)
the presence of an inner-cell membrane, (4) a central
nuclear region (nucleoid), without a limiting membrane,
(5) dense cytoplasm composed mostly of ribosomes, and (6)
a varying number of vesicles formed from the inner-cell
membrane (mesosomes), storage vacuoles and endospores
(14). Figure 7 shows the bacteria in Whipple disease. The
rods are present both free and within macrophages.

Viruses. The distinct morphology of members of differ-
ent viral families usually allows an agent to be assigned to
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a particular family. This morpho-diagnosis, combined with
clinical information is often sufficient to permit a provi-
sional diagnosis and to initiate treatment and containment
protocols while waiting for other test results. Diagnostic
criteria that apply to viruses in general are (1) the presence
of intracellular and/or extracellular elliptical, stand-like,
round or polygonal structures measuring 20–300 nm in
diameter; and (2) the identification of viral morphology,
consisting of a central, electron dense core (DNA-containing
nucleoid) and an outer shell (capsid), which may have more
than one layer (Fig. 8) (15).

Fungi. The electron microscopic diagnostic criteria for
fungi include the identification of mononucleated oval
yeast forms measuring 2–4 mm in diameter, with a thin
cell wall and no true capsule. These can be located either
extracellularly or intracellularly (16). A representative
fungus, Histoplasma capsulatum, is shown in Fig. 9. The
organisms have a clear halo between their visible cyto-
plasm and their thin cell wall.

Skeletal Muscle Diseases

The skeletal muscle responses to injury that are visible
with the electron microscope can be categorized as follows:
(1) alterations in the sarcolemma (e.g., discontinuities of

the plasma membrane or the basement membrane); (2)
alterations in myofilaments; (3) Z-band alterations (e.g.,
streaming and nemaline bodies); (4) nuclear changes (e.g.,
abnormal location of the nucleus within the muscle fiber
and nuclear inclusions); (5) abnormalities of the sarcoplas-
mic reticulum and the T-system (e.g., tubular aggregates),
(6) abnormal accumulations of metabolites (e.g., glycogen
and lipids); (7) abnormal cytoplasmic structures (e.g.,
vacuoles, cytoplasmic bodies, concentric laminated bodies,
fingerprint bodies, curvilinear bodies). In general, many of
these ultrastructural abnormalities are not specific for a
single disease. Electron microscopy can be a valuable
adjunct to help the pathologist arrive at the proper inter-
pretation of a muscle biopsy when taken together with all
other available clinical, electrophysiologic, and histopatho-
logical data. In addition to the pathologic changes that
might involve the muscle fibers themselves, many diseases
of muscle also simultaneously affect adjoining connective
tissue components, blood vessels and intramuscular
nerves. It is therefore important to pay particular attention
to these structures when examining muscle with the light
and electron microscope (10). The light micrograph shown
in Fig. 10 demonstrates centrally placed nuclei in the
majority of the muscle fibers. The central nuclei often
are surrounded by a clear area that is devoid of adenosine
triphosphatase (ATPase) activity. Ultrastructural features
of the paranuclear clear zone in Fig. 11 include (1) the
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Figure 6. Ductal, mucinous cystadenocarcinoma (pancreas). In
this field, the neoplastic cells form a cystic lumen (L) lined by
innumerable microvilli. An intracytoplasmic lumen (IL), without
junctional com- plexes, is present in one cell. Some of the cells
lining the lumen have a rich collection of mucinous granules (M)
in their apical cytoplasm. Lateral cell borders show a switch-backing
pattern of interdigitation (arrows). (6800�) (From Ref. 10.
Reproduced by courtesy of Springer-Verlag GmbH.)

Figure 7. Whippl’s disease. The lamina propria of the jejunal
mucosa contained numerous Whipple’s type macrophages [M¼
macrophage nucleus) and bacteria rods (B)]. Most of the intact
bacilli are extracellular, whereas those in the macrophage are
in various stages of degeneration, including the end-stage of
serpiginous membrane (�). (16,500 �) (From Ref. 10. Reproduced
by courtesy of Springer-Verlag GmbH.)



absence of myofilaments, (2) numerous mitochondria, (3)
glycogen accumulation. In some patients, especially
infants, the central clear zone may be more evident than
the nuclei within that zone when examining the tissue in
cross-section (10).

Peripheral Nerve Diseases

Wallerian Degeneration. Ultrastructural changes
detected in peripheral nerve specimens include either the
general pathologic responses of the peripheral nerve to
either the injury or the specific disease entity that afflicts
the patient. The general pathologic processes involving
peripheral nerve can be divided into two broad categories:
those that indicate a process primarily affecting the axon
and those that indicate a process primarily affecting the
myelin sheath. Examination of peripheral nerve biopsies by
electron microscopy therefore must include evaluation of the
axons, the interstitium, and the myelin and Schwann cells.

The sequence of structural changes following nerve
injury that are collectively called Wallerian degeneration
is shown in Fig. 12. Wallerian degeneration specifically
refers to degeneration of the distal segments of a peripheral
nerve after severance of the axons from their cell bodies
(17). When the nerve injury is a contusion, the basement
membrane of the Schwann cell is preserved, allowing
regeneration within the endoneurial tube. In contrast,
when the nerve injury is a transection, the endoneurial
tube (composed of denervated Schawnn cells and extra-
cellular matrix) may not be appropriately aligned with the
regenerating axons. Axonal regeneration is therefore less
efficient after nerve degeneration that follows a transection
injury compared to that following a crush injury (10,17).

PROSPECTS OF ELECTRON MICROSCOPY

In the 1980s, electron microscopy lost much of its former
role in the life sciences due to the introduction of modern,
highly effective molecular analytical techniques, such as
immunohistochemistry, chip technology, and confocal
laser scan microscopy. In recent years, however, substan-
tial technical improvements were made in specimen pre-
paration, instrumentation and software, allowing the
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Figure 8. Herpes simplex encephalitis (cerebrum). Virions (V)
have a central dense nucleoid and an outer three-layered capsid.
(63,800�) (From Ref. 10. Reproduced by courtesy of Springer-
Verlag GmbH.)

Figure 9. Histoplasma capsulatum (supra-
clavicular lymph node). High magnification
of parasitic yeast forms illustrates details
of their internal structure. N¼nucleus;
*¼ clear, peripheral, cytoplasmic halo;
arrows¼parasitic cell membrane. (20,000�)
(From Ref. 10. Reproduced by courtesy of
Springer-Verlag GmbH.)



electron microscope to reemerge as a valuable tool for
analyzing molecular complexes.

Electron microscopy as an imaging technique allows a
direct view of biological objects, while some of the other
available techniques are indirect and in some instances
nonspecific. Using electron microscopy, all components of
the object and their mutual relationships at the molecular
level can be analyzed. This information provides insight
toward an understanding of structure–function relations.

The possibility of 3D reconstruction of cellular compo-
nents via electron microscopy, along with the ease and
speed with which newer instruments can provide data,
have given the way to what many in the field are refer-
ring as a revolution. Recent technological advancements

have made automated data acquisition possible, and have
thus allowed a reduction of the total electron dose needed
to image a specimen. Specimen preparation advances,
such as embedding biological specimens in vitreous ice,
have enabled studies of the macromolecular organization
of cells. Whole prokaryotic and small eukaryotic cells can
be directly grown and hydrated frozen on electron micro-
scopy grids. Examination of the naturally preserved
cells delivers images of the cellular structures in their
functional environment. Such so-called tomograms con-
tain all available information about the spatial relation-
ships of macromolecular structures within the cell.
However, due to their poor S/N and the generally highly
crowded nature of the cytoplasm, the interpretation of
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Figure 10. Centronuclear (myotubular)
myopathy. The majority of small fibers
contain centrally placed nuclei. (H&E,
150�) (From Ref. 10. Reproduced by
courtesy of Springer-Verlag GmbH.)

Figure 11. Muscle fiber with degenerated
nucleus. Note absence of myofilaments
and accumulation of glycogen in the para-
nuclear region to the right (15,000�). (From
Ref. 10. Reproduced by courtesy of Springer-
Verlag GmbH.)



these tomograms remains difficult. To get significant
information about specific structures in the cell, the
images have to be evaluated using advanced pattern
recognition methods. Existing structural models of cellu-
lar constituents at lower resolutions can guide the sys-
tematic evaluation of the tomograms. The aim is to
visualize the complete 3D organization of the cell at
molecular resolution. Structural evaluation by single par-
ticle analysis, electron crystallography and electron tomo-
graphy is slow compared to other structure determination
technologies, in particular X-ray crystallography. Proces-
sing time for the electronic technique is typically in the
range of several months per solved structure, depending
on the resolution achieved. The same task can be accom-
plished in the range of hours or days for X-ray crystal-
lography, once suitable crystals are available. Continued
joint efforts between the research community and man-
ufacturers to develop user-friendly, universal interfaces
between electron crystallography, single-particle analysis
and electron tomography would improve this situation, and
further expand the usefulness of of these electronic tech-
nologies.
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INTRODUCTION

Fluorescence microscopy quantifies the distribution of
fluorophores and their biochemical environment on the
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Figure 12. Ultrathin sections of opossum’s optic nerve fibers 24 h
after crash. Normal fibers (n) are seen among some altered fibers,
which exhibit watery degeneration (star) and myelin sheath
breakdown (thick arrow). Note demyelinated fibers (thin arrows)
with an apparently intact axoplasmic cytoskeleton. Asterisk, astro-
cytic processes. (From Ref. 17. Reproduced by courtesy of Anais da
Academia Brasileira de Ciencias.)



micron length scale and allows In vivo measurement of
biological structures and functions (1–3). Heimstädt devel-
oped one of the earliest fluorescence microscopes in 1911.
Some of the first biochemical applications of this technique
include the study of living cells by the protozoologist Pro-
vazek in 1914.

Fluorescence microscopy is one of the most ubiquitous
tools in biomedical laboratories. Fluorescence microscopy
has three unique strengths. First, the fluorescence micro-
scope has high biological specificity. Based on endogenous
fluorophores or exogenous probes, fluorescence microscopy
allows the association of a fluorescence signal with a speci-
men structural and biochemical state. While fluorescence
microscopy has comparable resolution to white light micro-
scopes, their range of applications in biomedicine is much
broader.

Second fluorescence microscopy is highly sensitive in
the imaging of cells and tissues. The high sensitivity of
fluorescence microscopy originates from two factors. One
factor is the significant separation between the fluoro-
phores’ excitation and emission spectra. This separation
allows the fluorescence signal to be detected by efficiently
rejecting the excitation radiation background using band-
pass filters. The fluorescence microscope has the sensitivity
to image even a single fluorophore. The other factor is the
weak endogenous fluorescence background in typical bio-
logical systems. Since there is minimal background fluor-
escence, weak fluorescence signal from even a few
fluorescent exogenous labels can be readily observed.

Third, fluorescence microscopy is a minimally invasive
imaging technique. In vivo labeling and imaging proce-
dures are well developed. While photodamage may still
result from prolonged exposure of shorter excitation radia-
tion, long-term observation of biological processes is pos-
sible. Today, a single neuron in the brain of a small animal
can be imaged repeatedly over a period of months with no
notable damage.

SPECTROSCOPIC PRINCIPLES OF FLUORESCENCE
MICROSCOPY

Fluorescence Spectroscopy

An understanding of spectroscopic principles is essential to
master fluorescence microscopy (4–6). Fluorescence is a
photon emission process that occurs during molecular
relaxation from electronic excited states. Historically,
Brewster first witnessed the phenomenon of fluorescence
in 1838 and Stokes coined the term fluorescence in 1852.
These photonic processes involve transitions between elec-
tronic and vibrational states of polyatomic fluorescent
molecules (fluorophores) by the absorption of either one
or more photons. Electronic states are typically separated
by energies on the order of 10,000 cm�1 and vibrational
sublevels are separated by� 102–103 cm�1. In a one-photon
excitation process, photons with energies in the ultraviolet
(UV) to the blue–green region of the spectrum are needed to
trigger an electronic transition, whereas photons in the
infrared (IR) spectral range are required for two-photon
excitation. The molecules from the lowest vibrational level
of the electronic ground state are excited to an accessible

vibrational level in an electronic excited state. The mole-
cule is quickly relaxed to the lowest vibrational level of the
excited electronic state after excitation on the time scale of
femtoseconds to picoseconds via vibrational processes. The
energy loss in the vibrational relaxation process is the origin
of the Stoke shift where fluorescence photons have longer
wavelengths than the excitation radiation. The coupling of
the ground and excited – state both for the absorption and
emission process is governed by the Franck–Condon prin-
ciple, which states that the probability of transition is
proportional to the overlap of the initial and final vibra-
tional wave function. Since the vibrational level structures
of the excited and ground states are similar, the fluores-
cence emission spectrum is a mirror image of the absorp-
tion spectrum, but shifted to lower wavelengths. The shift
between the maxima of the absorption and emission spec-
tra is referred to as the Stokes’ shift. The residence time of a
fluorophore in the excited electronic state before returning
to the ground state is called the fluorescence lifetime. The
fluorescence lifetime is typically on the order of nanose-
conds. The Jablonski diagram represents fluorescence exci-
tation and deexcitation processes (Fig. 1).

Fluorescence deexcitation processes can occur via radia-
tive and nonradiative pathways. Radiative decay describes
molecular deexcitation processes accompanied by photon
emission. Molecules in the excited electronic states can also
relax by nonradiative processes where excitation energy is
not converted into photons, but are dissipated by thermal
processes, such as vibrational relaxation and collisional
quenching. Let G and k be the radiative and nonradiative
decay rates, respectively, and N be the number of fluor-
ophore in the excited state. The temporal evolution of the
excited state can be described by

dN

dt
¼ �ðGþ kÞN (1)

N ¼ N0e�ðGþkÞt ¼ N0e�t=t (2)
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Figure 1. A Jablonski diagram describing fluorescence (F) and
phosphorescence (P) emission and excitation processes based on
one-photon (1p) and two-photon (2p) absorption. The parameters
S0, S1, and T1 are the electronic singlet ground state, singlet
excited state, and triplet excited state, respectively. Here VL
denotes vibrational levels, IC denotes internal conversion, and
IS denotes intersystem crossing.



The fluorescence lifetime, t, of the fluorophore is
the combined rate of the radiative and nonradiative
pathways:

t ¼ 1

Gþ k
(3)

One can define the intrinsic lifetime of the fluorophore in
the absence of nonradiative decay processes as, t0:

t0 ¼
1

G
(4)

The efficiency of the fluorophore can then be quantified by
the fluorescence quantum yield, Q, which measures the
fraction of excited fluorophore relaxing via the radiative
pathway:

Q ¼ G

Gþ k
¼ t

t0
(5)

Environmental Effect on Fluorescence

A number of factors contributes to the nonradiative decay
pathways of the fluorophores and reduces fluorescence
intensity. In general, the nonradiative decay processes
can be classified as

k ¼ kic þ kec þ ket þ kis (6)

where kic is the rate of internal conversion, kec is the rate
of external conversion, ket is the rate of energy transfer,
and kis is the rate of intersystem crossing.

Internal conversion describes the process where the
electronic energy is converted to thermal energy via a
vibrational process. The more interesting process is exter-
nal conversion, where fluorophores lose electronic energy
in collision process with other solutes. Several important
solute molecules, such as oxygen, are efficient fluorescence
quenchers. The external conversion process provides a
convenient mean to measure the concentration of these
molecules in the microenvironment of the fluorophore. The
fluorophore is deexcited nonradiatively upon collision. The
collisional quenching rate can be expressed as

kec ¼ k0½Q� (7)

where [Q] is the concentration of the quencher and k0 is
related to the diffusivity and the hydrodynamics radii of
the reactants.

When collisional quenching is the dominant non-
radiative process, equation 1 predicts that fluorescence
lifetime decreases with quencher concentration.

t0

t
¼ ð1þ k0t0½Q�Þ (8)

Collision quenching also reduces the steady-state fluores-
cence intensity, F, relative to the fluorescence intensity in
the absence of quencher, F0. The Stern–Volmer equation
describes this effect:

F0

F
¼ 1þ k0t0½Q� (9)

A related process is steady-state quenching, where fluor-
escence signal reduction is due to ground-state processes. A

fluorophore can be chemically bound to a quencher to form
a dark complex, a product that does not fluoresce. In this
case, steady-state fluorescence intensity also decreases
with quencher concentration as

F0

F
¼ 1þ Ks½Q� (10)

where Ks is the association constant of the quencher and
the fluorophore. However, since steady-state quenching is
a ground-state process that only reduces the fraction of
fluorophores available for excitation, fluorescence lifetime
is not affected.

Resonance energy-transfer rate, ket, becomes significant
when two fluorophores are in close proximity within �5–
10 nm as during molecular binding. The energy of an
excited donor can be transferred to the accepted molecule
via an induced dipole–induced dipole interaction. Let D
represents the donor and A, the acceptor. Under illumina-
tion at the donor excitation wavelength, the number of
excited donors and acceptors are ND, NA, respectively.
Further, define the donor and acceptor deexcitation rates
as kD and kA. The excited-state population dynamics of the
donor and acceptor can be described as

dND

dt
¼ �ðkD þ ketÞND (11)

dNA

dt
¼ �kANA þ ketN

D (12)

Solving these equations provides the dynamics of donor
and acceptor fluorescence:

ND ¼ ND
0 exp½ð�kD � ketÞt� (13)

NA ¼ ND
0

ket

kA�kD�ket
½expð�kDt� kettÞ � expð�kAtÞ� (14)

The donor decay is a shortened single exponential, but the
acceptor dynamics is more complex with two competing
exponential processes.

The intersystem crossing rate, kis, describes transitions
between electronic excited states with wave functions of
different symmetries. The normal ground state is a singlet
state with an antisymmetric wave function. Excitation of
the ground-state molecule via photon absorption results in
the promotion of the molecule to an excited state with an
antisymmetric wavefunction, another singlet state. Due to
spin–orbit coupling, the excited molecule can transit into a
triplet sate via intersystem crossing. The subsequent
photon emission from the triplet state is called phosphor-
escence. Since the decay of the triplet state to the singlet
ground state is forbidden radiatively, the triplet excited
state has a very long lifetime on the order of microseconds
to milliseconds.

FLUORESCENCE MICROSCOPE DESIGNS

The components common to most fluorescence microscopes
are the light sources, the optical components, and the
detection electronics. These components can be configured
to create microscope designs with unique capabilities.
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Fluorescence Excitation Light Sources

Fluorescence excitation light sources need to produce
photons with sufficient energy and flux level. The ability
to collimate the emitted rays from a light source further
determines its applicability in high resolution imaging.
Other less critical factors, such as wavelength selectivity,
ease of use, and cost of operation, should also be considered.

Mercury arc lamps are one of the most commonly used
light sources in fluorescence microscopy. The operation of a
mercury arc lamp is based on the photoemission from
mercury gas under electric discharge. The photoemission
from a mercury arc consists of a broad background punc-
tuated by strong emission lines. A mercury lamp can be
considered as a quasimonochromatic light source by utiliz-
ing one of these strong emission lines. Since mercury lamps
have emission lines throughout the near-UV and visible
spectrum, the use of a mercury lamp allows easy matching
of the excitation light spectrum with a given fluorophore by
using an appropriate bandpass filter. Mercury arc lamps
are also low cost and easy to use. However, since the
emission of mercury lamps are difficult to collimate, they
are rarely used in high resolution techniques, such as
confocal microscopy. The advent of high power, energy
efficient, light-emitting diodes (LEDs) with a long opera-
tion life allows the design of new light sources that are
replacing arc lamps in some microscopy applications.

Laser light sources are commonly used in high resolu-
tion fluorescence microscopes. Laser light sources have a
number of advantages including monochromatcity, high
radiance, and low divergence. Due to basic laser physics,
the laser emission is almost completely monochromatic.
For fluorescence excitation, a monochromatic light source
allows very easy separation of the excitation light from the
emission signal. While the total energy emission from an
arc lamp may be higher than some lasers, the energy
within the excitation band is typically a small fraction of
the total energy. In contrast, lasers have high radiance: the
energy of a laser is focused within a single narrow spectral
band. Therefore, the laser emission can be more efficiently
used to trigger fluorescence excitation. Furthermore, laser
emission has very low divergence and can be readily col-
limated to form a tight focus at the specimen permitting
high resolution imaging. Gas lasers, such as the argon–ion
laser and helium–neon lasers, are commonly used in fluor-
escence microscopy. Nowadays, they tend to be replaced by
solid-state diode lasers that are more robust and fluctuate
less. Lasers can further be characterized as continuous
wave and pulsed. While continuous wave lasers are suffi-
cient for most applications, pulsed lasers are used in two-
photon microscopes where high intensity radiation is
required for efficient induction of nonlinear optical effects.

Microscope Optical Components

The optical principle underlying fluorescence microscopes
can be understood using basic ray tracing (7,8). The ray
tracing of light through an ideal lens can be formulated into
four rules: (1) A light ray originated from the focal point of a
lens will emerge parallel to the optical axis after the lens.
(2) A light ray propagating parallel to the optical axis will
pass through the focal point after the lens. (3) Light rays

originated from the focal plane of a lens will emerge
collimated. (4) Collimated light rays incident upon a lens
will focus at its focal plane (Fig. 2). From these rules, one
can see that a simple microscope can be formed using two
lenses with different focal lengths (Fig. 3). The lens, L1,
with focal length, f1, images the sample plane and is called
the objective. The lens, L2, with focal length, f2, projects
the image onto the detector plane and is called the tube
lens. From simple geometry, two points P1 and P2
separated by x in the sample plane will be separated by
x(f2/f1) at the detector plane, where the ratio M¼ f2/f1 is
called the magnification. One can see that the image in the
sample plane is enlarged by the magnification factor at the
detector.

By using the common wide-field fluorescence microscope
as an example, we can further examine the components of a
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Figure 2. Four basic rules of optical ray tracing. (1) Light
emerging from the focal point will become collimated parallel to
the optical axis after the lens. And inversely (2) a collimated beam
parallel to the optical axis will be focused at the focal plane of the
lens. (3) A light source in the focal plane of the lens will become
collimated after passing through the lens with an oblique angle
determined by the distance from the optical axis and inversely (4)
An oblique collimated beam will be focused in the focal plane by the
lens. The numerical aperture of an imaging system is a function of
the maximum convergence angle, a, as defined in rule 2. The
maximum convergence angle is a function of the lens property
and its aperture (AP) size.
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Figure 3. The detection path of a microscope. Lenses L1 and L2
are the objective and the tube lens, respectively. L1 has focal
length f1 and L2 has focal length f2. For two points, P1 and P2
with separation, x, on the sample plane (S), these points are
projected to points P1’ and P2’ on the detector plane (D).



complete fluorescence microscope system (Fig. 4a) (9). In
addition to the detection optical path, fluorescence micro-
scope requires an excitation light source. The excitation
light source is typically placed in the focal point of a third
lens, L3. The lens collimates the excitation light and pro-
jects it uniformly on the specimen (Koehler illumination).
The lens, L3, is called the condenser. Since the excitation
light is typically much stronger than the fluorescence
emission, a bandpass filter is needed to block the excitation
light. In this trans-illumination configuration, it is often
difficult to select a bandpass filter with sufficient blocking
power without also losing a significant portion of the
fluorescence signal. To overcome this problem, an alter-
native geometry, epi-illumination, is commonly used
(Fig. 4b). In this geometry, lens L1 functions both as the
imaging objective and the condenser for the excitation
light. A couple of relay lenses (L4, L4’) are used to focus
the excitation light at the back aperture plane of the
objective via a dichroic filter that reflects the excitation
light but transmits the fluorescence signal. The excitation
light is collimated by L1 and uniformly illuminates the
sample plane. The fluorescence signal from the sample is
collected by the objective and projected onto the detector
via the tube lens L2. Since the excitation light is not
directed at the detector, the task of rejecting excess excita-
tion radiation at the detector is significantly easier. A
barrier filter is still needed to eliminate stray excitation
radiation from the optical surfaces.

From Fig. 2, one may assume that arbitrarily small
objects can be imaged by increasing the magnification
ratio. However, this is erroneous as the interference of
light imposes a resolution limit on an optical system (10).
The smallest scale features that can be resolved using
fluorescence microscopy are prescribed by the Abbe limit.

For an infinitely small emitter at the sample plane, the
image at the detector, the point spread function (PSF), is
not a single point. Instead, the intensity is distributed
according to an Airy function with a diameter, d:

d ¼M
1:22l
NA

(15)

where M is the magnification of the system, l is the emis-
sion wavelength, and NA is the numerical aperture of the
objective, which is defined as (Fig. 2):

NA ¼ n sina (16)

where a is the half-convergence angle of the light and n is
the index of refraction of the material between the lens and
the sample. Therefore, the images of two objects on the
sample plane will overlap if their separation is <1.22l/NA.
Since NA is always on the order of 1, an optical system can
only resolve two separate objects if their separation is on
the order of the wavelength of light.

Fluorescence Detectors and Signal Processing

Since the fluorescence signal is relatively weak, sensitive
detectors are crucial in the design of a high performance
fluorescence microscope. For a wide field microscope, the
most commonly used detectors are charged couple device
(CCD) cameras, which are area detectors that contain a
rectilinear array of pixels. Each pixel is a silicon semicon-
ductor photosensor called a photodiode. When light is
incident upon an individual photodiode, electrons are gen-
erated in the semiconductor matrix. Electrodes are orga-
nized in the CCD camera such that the charges generated
by optical photons can be stored capacitatively during the
data acquisition. After data acquisition, manipulating
the voltages of the electrodes on the CCD chip allows
the charges stored in each pixel to be extracted from the
detector sequentially and read out by the signal condition-
ing circuit. These cameras are very efficient devices with a
quantum efficiency up to�80% (i.e., they can detect up to 8
out of 10 incident photons). Furthermore, CCD cameras
can be made very low noise such that even four to five
photons stored in a given pixel can be detected above
the inherent electronic noise background of the readout
electronics.

While CCDs are the detector of choice for wide-field
microscopy imaging, there are other microscope configura-
tions (discussed below) where an array detector is not
necessary and significantly lower cost single element detec-
tors can be used. Two commonly used single element
detectors are avalanche photodiodes (APDs) and photo-
multiplier tubes (PMTs).

Avalanche photodiodes and photomultiplier tubes have
been used in confocal and multiphoton microscopes. Ava-
lanche photodiodes are similar to the photodiode element
in a CCD chip. By placing a high voltage across the device,
the photoelectron generated by the photon is accelerated
across the active area of the semiconductor and collide with
other electrons. Some of these electrons gain sufficient
mobility from the collision and are accelerated toward
the anode of the device themselves. This results in an
avalanche effect with a total electron gain on the order
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Figure 4. Two configurations of fluorescence microscopy (a)
trans-illumination and (b) epi-illumination. The objective and
detection tube lenses are L1 and L2. The condenser is L3. The
excitation relay lenses are L4 and L40. The sample and detector
planes are S and D respectively. The light source is LS. The
dichroic filter and the barrier filter are DC and BR.



of hundreds to thousands. A sizable photocurrent is gen-
erated for each input photon. A normal photodiode or a
CCD camera does not have single photon sensitivity
because the readout electronic noise is higher than the
single electron level. The gain in the avalanche photodiode
allows single photon detection. Photomultiplier tubes oper-
ate on a similar concept. A photomultiplier is not a solid-
state device, but a vacuum tube where the photons impact
the cathode and generates a photoelectron using the photo-
electric effect. The electron generated is accelerated by a
high voltage toward a second electrode, called a dynode.
The impact of the first electron results in the generation of
a cascade of new electrons that are then accelerated toward
the next dynode. A photomultiplier typically has �5–10
dynode stages. The electron current generated is collected
by the last electrode, the anode, and is extracted. The
electron gain of a photomultiplier is typically >1–10
million. While APDs and PMTs are similar devices, they
do have some fundamental differences. The APD are silicon
devices and have a very high quantum efficiency (� 80%)
from the visible to the near-IR spectral range. The PMT
photocathode material has a typical efficient of 20%, but
can reach � 40% in the blue–green spectral range. How-
ever, PMTs are not sensitive in the red–IR range with
quantum efficiency dropping to a few percent. On the other
hand, PMT have significantly higher gain and better tem-
poral resolution.

Advanced Fluorescence Microscopy Configurations

In addition to wide-field imaging, fluorescence microscopy
can be implemented in other more advanced configurations
to enable novel imaging modes. We will cover four other
particularly important configurations: wide-field deconvo-
lution microscopy, confocal microscopy, two-photon micro-
scopy, and total internal reflection microscopy.

Wide-Field Deconvolution Microscopy. Wide-field
microscopy is a versatile, low cost, and widely used tech-
nique. However, cells and tissues are inherently three
dimensional (3D). In a thick sample, the signals from
multiple sample planes are integrated to form the final
image. Since there is little correlation between the struc-
tures at different depths, the final image becomes fuzzy.
The need for 3D resolved imaging has long been recog-
nized. The iterative deconvolution approach has worked
well for relatively thin specimen, such as in the imaging of
organelle structures in cultured cells (11) (Fig. 5). In terms
of instrument modifications, the main difference between
deconvolution microscopy and wide-field microscope is the
incorporation of an automated axial scanning stage allow-
ing a 3D image stack to be acquired from the specimen. An
initial estimate of the 3D distribution of fluorophores is
convoluted with the known PSF of the optical system. The
resultant image is then compared with the measured 3D
experimental data. The differences allow a better guess of
the actual fluorophore distribution. This modified fluoro-
phore distribution is then convoluted with the system PSF
again and allows another comparison with experimental
data. This process repeats until an acceptable difference
between the convoluted image and the experimental data

is achieved. The deconvolution process in a wide-field
fluorescence microscope belongs to the class of mathema-
tical problems called ill-posed problems (12–14). An ill-
posed problem does not have a unique solution, but
depends on the selection of approach constraints to reach
a final solution. One should consider the deconvoluted
images only as the best estimate of the real physical
structure given the available data. Furthermore, deconvo-
lution algorithm is computationally intensive and often
fails in thick specimens.

Confocal Fluorescence Microscopy. Confocal fluores-
cence microscopy is a powerful method that can obtain
3D resolved sections in thick specimens by completely
optical means (15–18). The operation principle of confocal
microscopy is relatively straightforward. Consider the fol-
lowing confocal optical system in the transillumination
geometry (Fig. 6). Excitation light is first focused at an
excitation pinhole aperture. An excitation tube lens colli-
mates the rays and projects them toward the condenser.
The excitation light is focused at the specimen. The emitted
light from the focal point is collected by the objective and
collimated by the emission tube lens. The collimated light
is subsequently refocused at the emission pinhole aperture.
The detector is placed behind the aperture. As it is clear in
the ray tracing illustration, the fluorescence signal pro-
duced at the specimen position defined by the excitation
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Figure 5. A comparison between (a) normal wide-field images
and (b) deconvoluted images (11). Green fluorescent protein
labeled mitochondria of a cultured cell was imaged by a wide-
field fluorescence microscope as a 3D image stack. The image stack
is deconvoluted and the significantly improved result is shown.
The axial position of the image stack is shown below in units of
micrometers.

L1L3 SLS L2 DL3′

EXA EMA

Figure 6. The configuration of a simple confocal microscope. The
objective and the detection tube lenses are L1, L2. The light source
is LS. The excitation aperture placed in front of the light source is
EXA. The relay lens that images the excitation aperture and
projects the image of the pinhole onto the specimen (S) are L3
and L30. The fluorescence emission from the focal point (red rays)
are projected onto the emission aperture (EMA) by L1 and L2. The
signal is transmitted through EMA and is detected by the detector
(D). Fluorescence generated outside the focal plane in the
specimen (blue rays) are defocused at EMA and are mostly blocked.



pinhole aperture is exactly transmitted through the con-
jugate pinhole in the emission light path. However, for a
fluorescence signal generated above or below the focal
plane, the light is defocused at the emission pinhole aper-
ture and is largely rejected. Hence, a pair of conjugate
pinholes allows the selection of a 3D defined volume. One
can show that a confocal microscope can image structures
in 3D with a volume resolution of 0.1 fl. This system
achieves 3D resolution, at the cost of obtaining fluorescence
signal from only a single point in the specimen. It is
necessary to raster scan the excitation focus to cover a
3D volume. Confocal microscopy has been used extensively
to investigate microstructures in cells and in the imaging of
tissues (19) (Fig. 7).

Two-Photon Fluorescence Microscopy. A two-photon
microscope is an alternative to confocal microscopy for
the 3D imaging of thick specimens. Denk, Webb, and co-
workers in 1990 introduced two-photon excitation micro-
scopy (18,20). Fluorophores can be excited by the simulta-
neous absorption of two photons each having one-half of the
energy needed for the excitation transition. Since the two-
photon excitation probability is significantly less than the
one-photon probability, two-photon excitation occurs only
at appreciable rates in regions of high temporal and spatial
photon concentration. The high spatial concentration of
photons can be achieved by focusing the laser beam with a
high numerical aperture objective to a diffraction-limited
spot. The high temporal concentration of photons is made
possible by the availability of high peak power pulsed
lasers (Fig. 8). Depth discrimination is the most important
feature of multiphoton microscopy. In the two-photon case,
>80% of the total fluorescence intensity comes from a 1 mm
thick region about the focal point for objectives with
numerical aperture of 1.25. For a 1.25 NA objective using
excitation wavelength of 960 nm, the typical point spread
function has a fwhm of 0.3mm in the radial direction and
0.9mm in the axial direction (Fig. 8). Two-photon micro-
scopy has a number of advantages compared with confocal
imaging: (1) Since a two-photon microscope obtains 3D
resolution by limitation the region of excitation instead
of the region of detection as in a confocal system, photo-
damage of biological specimens is restricted to the focal
point. Since out-of-plane chromophores are not excited,

they are not subject to photobleaching. (2) Two-photon
excitation wavelengths are typically redshifted to about
twice the one-photon excitation wavelengths in the IR
spectral range. The absorption and scattering of the exci-
tation light in thick biological specimens are reduced.
(3) The wide separation between the excitation and emis-
sion spectra ensures that the excitation light and Raman
scattering can be rejected without filtering out any of the
fluorescence photons. An excellent demonstration of the
ability of two-photon imaging for deep tissue imaging is in
the neurobiology area (21) (Fig. 9).

Total internal reflection microscopy. Confocal and two-
photon microscopy can obtain 3D resolved images from
specimens up to a few hundred micrometers in thickness.
However, both types of microscopy are technically challen-
ging, require expensive instrumentation, and only can
acquire data sequentially from single points. Total internal
reflection microscopy (TIRM) is an interesting alternative
if 3D-resolved information is only required at the bottom
surface of the specimen, such as the basal membrane of a
cell (22–24). Total internal reflection occurs at an interface
between materials with distinct indices of refraction
(Fig. 10). If light ray is incident from a high index prism,
n2, toward the lower index region, n1, at an angle u, the
light will be completely reflected at the interface if u is >uc,
the critical angle.

sin uc ¼
n1

n2
(17)

While the light is completely reflected at the interface, the
electric field intensity right above the interface is nonzero,
but decays exponentially into the low index medium. The
decay length of the electric field is on the order of tens to
hundreds of nanometers. Compared with other forms of 3D
resolved microscopy, TIRM allows the selection of the
thinnest optical section, but only at the lower surface of
the sample. While prism launch TIRM as described is
simpler to construct, the bulky prism complicates the
routine use of TIRM for cell biology studies. Instead,
ultrahigh numerical aperture objectives have been pro-
duced (1.45–1.6 N). Light rays focus at the back aperture
plane of the objective that are sufficiently off axis will
emerge collimated, but at an oblique angle. If a specimen
grown on a high index coverglass is placed upon the
objective, total internal reflection can occur at the speci-
men-coverglass interface if the oblique angle is sufficiently
large. This approach has been described as the objective
launch TIRM and has been very successful in the study of
exocytosis processes (23) (Fig. 11).

FLUORESCENT PROBES

Fluorescence microscopy has found many applications in
biomedicine. This wide acceptance is a direct result of the
availability of an ever growing set of fluorescence probes
designed to measure cell and tissue structure, metabolism,
signaling processes, gene expression, and protein distribu-
tion (25,26). The synthesis of fluorescent probes dates back
to 1856, when William Perkin made the first synthetic
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Figure 7. A comparison between confocal (a) and wide field (b)
imaging of a plasmacytoma cell labeled with fluorescent
antiendoplasmin that binds mainly to the endoplasmic reticulum.
In the wide-field image, it is not possible to determine whether the
central nucleic region contains endoplasmin end the structure of the
cisternae are unclear (19).



probe from coal tar dye. Thereafter, many more synthetic
dyes became available: pararosaniline, methyl violet,
malachite green, safranin O, methylene blue, and numer-
ous azo dyes. While most of these early dyes are weakly fluo-
rescent, more fluorescent ones based on the xanthene and
acridine heterocyclic ring systems soon became available.

Optical Factors in the Selection of Fluorescent Probes

Before providing a survey of the wide variety of fluorescent
probes, it is important to first discuss the optical properties
of fluorescent probes that are important for microscopic
imaging: extinction coefficient, quantum yield, fluorescent
lifetime, photobleaching rate, and spectral characteristics.

One of the most important characteristic of a fluorescent
probe is its extinction coefficient. Extinction coefficient, e,
measures the absorption probability of the excitation light
by the fluorophore. Consider excitation light is transmitted
through a solution containing fluorophore at concentration
c with a path length l. The light intensities before and after
the solution are I0 and I. The extinction coefficient can then

be defined by Beer’s law:

log10
I0

I
¼ ecl (18)

Fluorescent probes with high extinction coefficients can
be excited by lower incident light intensity allowing the use
of lowest cost light sources and reducing the background
noise of the images originated from scattered excitation
light.

Quantum yield, Q, measures the relative contributions
of the radiative versus nonradiative decay pathways. High
quantum efficiency maximizes the fluorescent signal for
each photon absorbed. The combination of probe extinction
coefficient and quantum efficiency quantifies the total
conversion efficiency of excitation light into fluorescent
signal.

While e and Q determines excitation light conversion
efficiency, the maximum rate of fluorescent photon gen-
eration also depends on the lifetime, t, of the probe. Since a
molecule that has been excited cannot be reexcited until it
returns to the ground state, fluorescent lifetime
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Figure 8. Two-photon microscopy optically sections and produces a fluorescent signal originating
only from the focal point (a) the geometry of two-photon fluorescence. In traditional one-photon
excitation, fluorescence is generated throughout the double inverted cones (blue arrow). Two-photon
excitation generates fluorescence only at the focal point (red arrow). (b) The submicron PSF of two-
photon excitation at 960 nm: The full-widths at half maximum (fwhm) are 0.3 mm radially and 0.9
mm axially. (c) An experimental visualization of the small excitation volume of two-photon
fluorescence. One- and two-photon excitation beams are focused by two objectives (equal
numerical aperture) onto a fluorescein solution. Fluorescence is generated all along the path in
the one-photon excitation case (blue arrow), whereas fluorescence is generated only in a 3D confined
focal spot for two-photon excitation (red arrow) The reduced excitation volume is thought to lead to
less photodamage. (Please see online version for color figure)



determines the rate at which a single probe molecule can be
recycled. In general, for fluorescent probes with equal e and
Q, fluorescent photon production rate is an inverse func-
tion of probe lifetime. Further intersystem cross-rate also
plays a role in determining photon generation rate. Since
the triplet state has a very long lifetime, probes with high
intersystem cross-rates are trapped in the triplet state with
a relatively lower photon generation rate.

Photobleaching rate measures the probability that a
probe will undergo an excited-state chemical reaction
and become nonfluorescent irreversibly. Therefore, the
photobleaching rate of a probe limits the maximum num-
ber of fluorescence photons that can be produced by a single
fluorophore. Photobleaching rates of fluorophores vary
greatly. For example, rhodamine can survive up to
100,000 excitation, fluorescein a few thousand, and tryp-
tophan can only sustain a few excitation events. Photo-
bleaching can be caused by a variety of processes.
Generally, it is the result of a photochemical reaction in
the excited state of the probe. For example, a common
bleaching pathway is the generation of a triplet state that
reacts with oxygen dissolved in solution to generate singlet
oxygen and an oxidized molecule incapable of undergoing
the same electronic transition as before.

Spectral properties are also important in probe selection
for a number of reasons. First, selecting fluorescent probes
with well-separated excitation and emission spectra allow
more efficient separation of the fluorescence signal from
the excitation light background. Second, fluorescent probes
should be selected to match the detector used in the micro-
scope that may have very different sensitivity across the
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Figure 9. Fluorescein dextran labeled blood vessels in the
primary vibrissa cortex of a living rat brain imaged using two-
photon microscope down to a depth of >500mm, which
demonstrates the ability of this technique to image deep into
tissue (21).

L1

L2

D

BR

ΘP

Figure 10. The configuration of a total internal reflection
fluorescence microscope. L1 and L2 are objective and tube lens,
respectively. The barrier filter is BR and the detector is D. The
prism is P. The excitation light (green) is incident up the prism at
angle, u, greater than the critical angle. The excitation light is
totally internally reflected from the surface. A magnified view is
shown on the left. The evanescence electric field induced by the
excitation light above the prism surface decays exponentially and
only induces strong fluorescence signal for probes close to the
surface of the prism. Please see online version for color figure.

Figure 11. Epi-illuminated wide field (EPI) and total internal
reflection (TIR) microscopy of bovine chromaffin cells containing
secretory granules marked with GFP atrial naturetic protein (23).
Only the lower plane of the cells contributes to the fluorescence
signal in TIR set-up.



spectral range. For example, most PMTs have maximum
efficiency in the green spectral range, but very low effi-
ciency in the red. Therefore, green emitting probes are
often better matches for microscopes using PMTs as detec-
tors. Third, probes with narrow emission spectra allow a
specimen to be simultaneously labeled with different colors
providing a method to analyze multiple biochemical com-
ponents simultaneously in the specimen.

Classification of Fluorescent Probes

There is no completely concise and definitive way to classify
the great variety of fluorescent probes. A classification can
be made based on how the fluorophores are deployed in
biomedical microscopy: intrinsic probes, extrinsic probes,
and genetic expressible probes.

Intrinsic Probes. Intrinsic probes refer to the class of
endogenous fluorophores found in cells and tissues. Many
biological components, deoxyribonuclic acid such as (DNA),
proteins, and lipid membrane are weakly fluorescent. For
example, protein fluorescence is due to the presence of
amino acids: tryptophan, tyrosine, and phenylalanine.
Among them, tryptophan is the only member with mar-
ginal quantum yield for microscopic imaging. However,
fluorescent imaging based on tryptophan provides very
limited information due to the prevalence of this amino
acid in many proteins distributed throughout cellular sys-
tems and provides no specificity or contrast. The most
useful intrinsic probes for microscopy imaging are a num-
ber of enzymes and proteins, such as reduced pyridine
nucleotides [NAD(P)H], flavoproteins, and protoporphyrin
IX. Both NAD(P)H and favoproteins are present in the
cellular redox pathway. The NAD(P)H becomes highly
fluorescent when reduced, whereas flavoprotein becomes
fluorescent when oxidized, while their redox counterparts
are nonfluorescent. These enzymes thus provide a powerful
method to monitor cell and tissue metabolism. Protopor-
phyrin IX (PPIX) is a natural byproduct in the heme
production pathway that is highly fluorescent. Certain
cancer cells have been shown to have upregulate PPIX
production relative to normal tissue and may be useful in
the optical detection of cancer. Another class of important
intrinsic fluorophores includes elastin and collagen, which
resides in the extracellular matrix allowing structural
imaging of tissues. Finally, natural pigment molecules,
such as lipofuscin and melanin, are also fluorescent and
have been used in assaying aging in the ocular system and
malignancy in the dermal system respectively.

Extrinsic Probes. Many extrinsic fluorescent probes
have been created over the last century. A majority of
these extrinsic fluorophores are small aromatic organic
molecules (25–28). Many probe families, such as
xanthenes, canines, Alexas, coumarines, and acrinides
have been created. These probes are designed to span
the emission spectrum from near UV to the near-IR range
with optimized optical properties. Since these molecules
have no intrinsic biological activity, they must be conju-
gated to biological molecules of interest, which may be
proteins or structure components, such as lipid molecules.

Most common linkages are through reactions to amine and
thiol residues. Reactions to amine are based on acylating
reactions to form carboxamides, sulfonamides, or thiour-
eas. Targeting thiol residue in the cysteines of proteins can
be accomplished via iodoacetamides or maleimides. Other
approaches to conjugate fluorophores to biological compo-
nents may be based on general purpose linker molecules,
such as biotin-avidin pairs or based on photoactivable
linkers. A particularly important class of fluorophores
conjugated proteins is fluorescent antibodies that allow
biologically specific labeling.

In addition to maximizing the fluorescent signal, the
greater challenge in the design of small molecular probes is
to provide environmental sensitivity. An important class of
environmentally sensitive probes distinguishes the hydro-
philic versus hydrophobic environment and results in a
significant quantum yield change or spectral shift based on
solvent interaction. This class of probes includes DAPI,
laurdan, and ANS, which have been used to specifically
label DNA, measure membrane fluidity, and sense protein
folding states, respectively. Another important class of
environmentally sensitive probes senses intracellular ion
concentrations, such as pH, Ca2þ, Mg2þ, Zn2þ. The most
important members of this class of probes are calcium
concentration sensitive because of the importance of cal-
cium as a secondary messenger. Changes in intracellular
calcium levels have been measured by using probes that
either show an intensity or a spectral response upon cal-
cium binding. These probes are predominantly analogues
of calcium chelators. Members of the Fluo-3 series and
Rhod-2 series allow fast measurement of the calcium level
based upon intensity changes. More quantitative measure-
ment can be based on the Fura-1 and Indo-1 series that are
ratiometric. These probes exhibit a shift in the excitation or
emission spectrum with the formation of isosbestic points
upon calcium binding. The intensity ratio between the
emission maxima and the isosbestic point allows a quanti-
tative measurement of calcium concentration without
influence from the differential partitioning of the dyes
into cells.

Quantum dots belong to a new group of extrinsic probes
that are rapidly gaining acceptance for biomedical imaging
due to a number of their very unique characteristics (29–
31). Quantum dots are semiconductor nanoparticles in the
size range of 2–6 nm. Photon absorption in the semicon-
ductor results in the formation of an exciton (an electron-
hole pair). Semiconductor nanoparticles with diameters
below the Bohr radius exhibit strong quantum confinement
effect, which results in the quantization of their electronic
energy level. The quantization level is related to particle
size where smaller particles have a larger energy gap. The
radiative recombination of the exciton results in the emis-
sion of a fluorescence photon with energy corresponding to
the exciton’s quantized energy levels. The lifetime for the
recombination of the exciton is long, typically on the order
of a few tens of nanoseconds. Quantum dots have been
fabricated from II–VI (e.g., as CdSe, CdTe, CdS, and ZnSe)
and III–V (e.g., InP and InAs) semiconductors. Due to the
compounds involved in the formation of these fluorescent
labels, toxicity studies have to be realized prior to any
experiments. Recent research works have been devoted
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to the better manufacture of these semiconductor crystals
including methods to form a uniform crystalline core and to
produce a surface capping layer that enhances the bio-
compability of these compounds, prevents their aggrega-
tion, and can maximize their quantum efficiency.
Furthermore, coating the surface of quantum dots with
convenient functional groups, including common linkages,
such as silane or biotin, has been accomplished to facilitate
linkage to the biological molecules. Quantum dots are
unique in their broad absorption spectra, very narrow
(�15 nm) emission spectrum, and extraordinary photo-
stability. In fact, quantum dots have been shown to have
photobleaching rates orders of magnitude below that of
organic dyes. Quantum dots also have excellent extinction
coefficients and quantum yield. While there are significant
advantages in using quantum dots, they also have a num-
ber of limitations including their relative larger size com-
pared with organic dyes and their lower fluorescence flux
due to their long lifetime. Quantum dots have been applied
for single receptor tracking on cell surface and for the
visualization of tissue structures, such as blood vessels.

Genetic Expressible Probes. The development of geneti-
cally expressible probes has been rapid over the last decade
(32). The most notable of these genetic probes is green
fluorescent protein, GFP (33). The GFP was isolated and
purified from the bioluminescent jellyfish Aequorea
Victoria. Fusion proteins can be created by inserting
GFP genes into an expression vector that carries a gene
coding for a protein of interest. This provides a completely
noninvasive procedure and perfectly molecular specific
approach to track the expression, distribution, and traf-
ficking of specific proteins in cells and tissues. In order to
better understand protein signaling processes and protein–
protein interactions, fluorescent proteins of different colors
have been created based on random mutation processes.
Today, fluorescent proteins with emission spanning the
spectral range from blue to red are readily available.
Expressible fluorescent proteins that are sensitive to cel-
lular biochemical environment, such as pH and calcium,
have also been developed. Novel fluorescent proteins with
optically controllable fluorescent properties, such as photo-
activatable fluorescent proteins, PA-GFP, photoswitchable
CFP, and pKindling red have been created and may be used
in tracing cell movement or protein transport. Finally,
protein–protein interactions have been detected based on
a novel fluorescent protein approach in which each of the
interacting protein pairs carries one-half of a fluorescent
protein structure that is not fluorescent. Upon binding of
the protein pairs, the two halves of the fluorescent protein
also recombine, which results in a fluorescent signal.

ADVANCED FUNCTIONAL IMAGING MODALITIES AND
THEIR APPLICATIONS

A number of functional imaging modalities based on fluor-
escent microscopy have been developed. These techniques
are extremely versatile and have found applications ran-
ging from single molecular studies to tissue level experi-
ments. The implementation of the most common imaging

modalities will be discussed with representative examples
from the literature.

Intensity Measurements

The most basic application of fluorescence microscopy con-
sists in mapping fluorophore distribution based on their
emission intensity as a function of position. However, this
map is not static. Measuring intensity distribution as a
function of time allows one to follow the evolution of
biological processes. The fastest wide-field detectors can
have a frame rate in the tens of kilohertz range, unfortu-
nately at the expense of sensitivity and spatial resolution.
They are used to study extremely fast dynamics, such as
membrane potential imaging in neurons. For 3D imaging,
point scanning techniques are typically slower than wide-
field imaging, but can reach video rate speed using multi-
foci illumination.

Dynamic intensity imaging has been used at the tissue
level to follow cancer cells as they flow through blood
vessels and extravasate to form metastases, or in embryos
to track the expression of a regulatory protein at different
developmental stages. One commonly used technique to
follow the movements of protein in cellular systems is
fluorescent recovery after photobleaching (FRAP). In
FRAP studies, a small area of a cell expressing a fluores-
cently labeled protein is subjected to an intense illumina-
tion that photobleaches the dye and leads to a drastic drop
in fluorescence intensity. The rate at which the intensity
recovers provides a measure of the mobility of the protein of
interest.

An important aspect of the fluorescent microscopy tech-
nique lies also in the image analysis. Particle tracking
experiments are an excellent example. Zuhang and co-
workers (34) studied the infection pathway of the influenza
virus labeled with a lipophilic dye in CHO cells. Each frame
of the movie recorded was analyzed to extract the position
of the virus particles with 40 nm accuracy. Three different
stages of transport after endocytosis of the virus particle
were separated, each involving different transport
mechanisms transduced by a different protein as shown
on Fig. 12. The first stage is dependant on actin and results
in an average transport distance of 2 mm from the initial
site of binding at the cell periphery. The second stage is
characterized by a sudden directed displacement that
brings the virus close to the nucleus with a speed of 1–4
mm s�1 that is consistent with the velocity of dynein motors
on microtublues. The last stage consists of back and forth
motion in the perinuclear region. This is followed by the
fusion of the endosome with the virus and the liberation of
the genetic material. This event is identified by a sudden
increase in the fluorescence intensity due to the dequench-
ing of the fluorescent tags on the virus.

Spectral Measurements

An extremely important feature of fluorescent microscopy
is the ability to image many different fluorescent species
based on their distinct emission spectra. Dichroic bandpass
filters optimized for the dyes used in the experiment can
discriminate efficiently between up to four or five different
fluorophores.
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In a study of connexin trafficking, Ellisman and co-
workers (35) used a dual labeling scheme to highlight
the dynamics of these proteins. Using a recombinant pro-
tein fused to a tetracystein receptor domain, the connexin
was stably labeled with a biarsenical derivate of fluorescein
or resorufin (a red fluorophore). The cells expressing these
modified proteins were first stained with the green fluor-
ophore and incubated 4–8 h. The proteins produced during
this incubation period are fluorescently tagged in a second
staining step with the red fluorophore. The two-color
images highlight the dynamics of the connexin refurbish-
ing at the gap junction. As shown on Fig. 13, the older
proteins are found in the center and are surrounded by the
newer proteins.

For wide-field fluorescence imaging using a CCD cam-
era, spectral information is collected sequentially while
position information is collected at once. Bandpass filters
can be inserted to select the emission wavelength in
between image frames. This procedure is relatively slow
and can result in image misregistration due to the slight
misalignment of the filters. This problem can be overcome
by the use of electronically tunable filter. Two types of
electronically tunable filters are available based either on
liquid-crystal technology or on electrooptical crystals.
Liquid-crystal tunable filters are made of stacks of bire-
fringent liquid-crystal layers sandwiched between polariz-
ing filters. Polarized light is incident upon the device. The
application of a voltage on the liquid-crystal layer produces
a wavelength dependent rotation of the polarization of light
as the light is transmitted through the liquid-crystal
layers. After cumulative rotations through the multiple
layers, only the light at a specific spectral range is at the
correct polarization to pass through the final polarizer
without attenuation. The second type is acoustooptics tun-
able filters (AOTFs). An AOTF works by setting acoustic
vibration at radio frequency (rf) through an electrooptical
crystal to create a diffraction grating that singles out the
appropriate wavelength with a few nanometer bandwidth.
The main advantage of AOTF is that the wavelength
selection is realized by tuning the acoustic wave frequency,
which can be done in a fraction of a millisecond while the
liquid-crystal tunable filters operate with a time constant
of hundreds of milliseconds. The latter, however, have a
larger clear aperture and selectable bandwidth ranging

from a fraction of a nanometer up to tens of a nanometer.
Liquid-crystal filters are more often used for emission
filtering while the acoustooptic filters are more commonly
used for excitation wavelength selection.

Typical emission spectra from molecular fluorophores
have a sharp edge at the blue end of the spectrum, but have
a long tail extending far into the red due to electronic
relaxation from the excited state into a vibrationally
excited ground state. When imaging with a few color
channels, where each channel represents a single chromo-
phore, one has to be careful to take into account the
spectral bleedthrough of each dye into the neighboring
channels. Collecting signal in a larger number of channels
allows the use of a linear unmixing technique to account for
the real shape of the emission spectra of each dye and
accounts more precisely for their contributions in each
pixel of the image. This technique can be implemented
using tunable filters with a narrow bandwidth and CCD
camera detectors. It has also been shown that an inter-
ferometer can be used to encode the spectral information in
the image on the CCD camera. An image is then recorded
for each step of the interferometer and a Fourier transform
analysis allows the recovery of the spectral information.
Although it requires more advanced postprocessing of the
image data, this approach offers a large spectral range and
a variable spectral resolution unmatched by the tunable
filters.
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Figure 12. Particle tracking of virus
infecting a cell. (a) Trajectory of the
virus. The color of the trajectory codes
time from 0 s (black) to 500 s (yellow).
The star indicates the fusion site of the
virus membrane with the vesicle. (b)
Time trajectories of the velocity
(black) and fluorescence (blue) of the
virus particle (34). Please see online
version for color figure.

Figure 13. Connexin trafficking at gap junction. The newly
produced proteins are labeled in red after 4 h (a and b) or 8 h (c
and d) hours after the first staining step with green. The older
proteins occupy the periphery of the gap junction, while the new
ones are localized in its center (35). Please see online version for
color figure.



In scanning systems, such as confocal microscopes, the
use of dichroic beamsplitters can be readily constructed to
simultaneously resolve two or three spectral channels in
parallel at each scan position. If more spectral channels are
desired for spectral decomposition measurement, the emis-
sion can be resolved in a multichannel detector using a
grating or a prism to separate the different wavelength
components. This has been used to separate the contribu-
tion of dyes with very similar emission spectra like GFP
and fluorescein, or resolve the different intrinsic fluoro-
phores contained in the skin where many fluorophores with
overlapping spectra are present.

A particularly promising class of probes for spectral
imaging are quantum dots. As discussed previously, the
emission spectra of quantum dots are very narrow and can
be tuned by changing their size. Further, all quantum dots
have a very broad excitation spectrum and a single excita-
tion wavelength larger than the band gap energy can lead
to the efficient excitation of many different colored quan-
tum dots simultaneously. In their report, Simon and co-
workers (36) used these particles to track metastatic cells
injected in the tail of a mouse as they extravasate into lung
tissue. Using spectrally resolved measurements, they
demonstrate their ability to recognize at least five different
cell populations each labeled with different quantum dots.
Figure 14 shows an image of cells labeled with different
quantum dots and the emission spectra from each of these
particles. The difference in emission spectra allows an easy
identification of each cell population.

Lifetime Resolved Microscopy

Measurement of the fluorescence lifetime in a microscope
provides another type of contrast mechanism and can be
used to discriminate dyes emitting in the same wavelength
range. It is also commonly used to monitor changes in the
local environment of a probe measuring the pH or the
concentration of cations In situ. The fluorescence lifetime
can be shortened by interaction of the probe with a
quencher, such as oxygen. Another type of quenching is
induced by the presence of the transition dipole of other
dyes, which are in close vicinity and lifetime measure-
ments can be used to quantify energy-transfer processes
(discussed further in a later section).

There are two methods to measure the fluorescence
lifetime in a microscope. One is in the time domain and
the other is in the frequency domain. In the time domain, a
light pulse of short duration excites the sample and the
decay of the emission is timed. The resulting intensity
distribution is a convolution between the instrument
response and the exponential decay of the fluorophore.

IðtÞ ¼ I0

Z t

0
Gðt� TÞ  exp

T

t

� �
dT (19)

In the frequency domain, the excitation light is modulated at
frequency v. The intrinsic response time of the fluorescence
acts as a low pass filter and the emitted signal is phase
shifted and demodulated. Both the demodulation and the
phase shift can be linked to the fluorescence lifetime.

Df ¼ a tanðvtÞ (20)

M ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ v2t2
p (21)

In order to obtain a measurable phase shift and modula-
tion, the frequency has to be on the same order of
magnitude as the lifetime (i.e., 108 Hz). However, it is
difficult to measure these two parameters at such high
frequencies. Therefore, one typically uses a heterodyne
detection to lower the frequency to the kilohertz range by
modulating the detector at a frequency close to the
excitation frequency.

For wide-field microscopy, an image intensifier is placed
in front of the CCD camera to modulate the gain of detection.
In the time domain, a short time gate is generated to collect
the emission at various times after the excitation. In the
frequency domain, the image intensifier is modulated at
high frequencies and a series of images at different phases
are acquired. In laser scanning confocal and multiphoton
microscopes, time correlated single-photon counting is the
method of choice for lifetime measurements in the time
domain because it offers an excellent signal/noise ratio at
low light levels. Every time a photon is detected, the time
elapsed since the excitation of the sample is measured. A
histogram of all the times of arrival yields a decay curve of
the fluorescence in each pixel of the image. For brighter
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Figure 14. Spectral imaging of cells labeled by quantum
dots. Cells were labeled with five different quantum dots
and imaged in a multiphoton microscope. Each symbol
represents a different quantum dot. The symbols on the
image match the emission spectra seen on the graph. The
spectral imaging set-up allows to discriminate between
the different cell populations (36).



samples, a frequency domain approach using modulated
detectors can also be used to measure the lifetime.

To measure the pH in the skin of a mouse, Clegg and co-
workers (37) used a modified fluorescein probe whose life-
time varies from 2.75 ns at pH 4.5 to 3.9 ns at pH 8.5. As
they image deeper in the skin, they observe that the
average pH increases from 6.4 at the surface up to >7 at
15 mm depth. The extracellular space is mostly acidic (pH
6), while the intracellular space is at neutral pH. Typically,
pH is measured in solution by correlating fluorescence
intensities with specific pH levels. This approach is not
suitable for tissues, as in the skin, since the dye is unevenly
distributed throughout the tissue (Fig. 15) due to differ-
ential partitioning. A measurement of pH based on fluor-
escence lifetime is not dependent on probe concentration
and thus the pH can be measured in the intra and extra-
cellular space at various depths in the skin.

Polarization Microscopy

Polarization microscopy is a technique that provides infor-
mation about the orientation or the rotation of fluoro-
phores. Linearly polarized excitation light results in
preferential excitation of molecules with their transition
dipole aligned along the polarization. If the molecule is in a
rigid environment, the emitted fluorescence will mostly
retain a polarization parallel to the excitation light. How-
ever, if the molecule has time to rotate before it emits a
photon, this will randomize the emission polarization. The
anisotropy r is a ratio calculated from the intensity parallel
Ik and perpendicular I? to the incident polarization and is a
measure of the ability of the molecule to rotate.

r ¼
Ik � I?
Ik þ 2I?

(22)

This ratio is mostly governed by two factors, which are
the fluorescence lifetime t and the rotational correlation
time u.

r ¼ r0

1þ ðt=uÞ (23)

where r0 is the fundamental anisotropy. Molecules with a
short fluorescence lifetime and a long rotational correla-
tion time (t < u) will have a high anisotropy. In the
opposite case, where molecules can freely rotate during
the time they reside in the excited state, the anisotropy
will be low. An approximate measurement of the mobility
of a molecule can be obtained by exciting the sample at
different polarization angles. A proper measurement of
the anisotropy requires both a linearly polarized excita-
tion light source and the detection of the parallel and
perpendicular component of the fluorescence light using a
polarizer. This technique has been used to measure
viscosity and membrane fluidity In vivo. It has been
applied to quantify enzyme kinetics, relying on the fact
that the cleavage of a fluorescently labeled substrate leads
to a faster tumbling and thus a decrease in anisotropy.

Goldstein and co-workers (38) used polarization micro-
scopy at the single-molecule level to study the orientation of
the kinesin motor on a microtubule. A thiol reactive rhoda-
mine dye was attached to cysteines on the motor protein.
Microtubules decorated with the modified kinesin were
imaged under a different polarization angle. In the presence
of adenosine monophosphate (AMP)–(PNP) [a nonhydroly-
able analogue of adenonine triphosphats (ATP)], the fluor-
escence intensity depends strongly on the angle of
polarization of the excitation light (Fig. 16) proving that
the kinesin maintains a fixed orientation. In the presence of
adenonine5–diphosphate (ADP), however, the anisotropy is
lower (no dependence on excitation polarization angle),
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Figure 15. Quantification of the pH
of the skin by lifetime imaging. (a)
Intensity, (b) modulation, (c) lifetime,
and (d) pH maps of a mouse skin at
different depth. The lifetime
measurements allow a determination
of the pH independently of the
intensity changes recorded between
different imaging depth (37).



leading to the conclusion that the kinesin is very mobile,
while still attached to the microtubule.

Fluorescence Resonance Energy Transfer

Förster resonance energy transfer (FRET) is a technique
used to monitor interaction between two fluorophores on
the nanometer scale. When a dye is promoted to its excited
state, it can transfer this electronic excitation by dipole–
dipole interaction to a nearby molecule. Due to the nature
of this interaction, Förster predicted a dependence of the
FRET efficiency on the sixth power of distance that was
demonstrated experimentally by Stryer with a linear poly-
peptide of varying length (39). The efficiency E of the
process varies as function of the distance, R, between
the two molecules as

E ¼
R6

0

R6
0 þ R6

(24)

Where R0 is called the Förster distance, which depends on
Avogadro’s number NA, the index of refraction of the
medium n, the quantum yield of the donor molecule QD,
the orientation factor k, and the overlap integral J.

R6
0 ¼

9000 lnð10Þk2QD

128p5NA n4
J (25)

k represents the relative orientation of the transition dipole
of the donor and acceptor molecules. In most cases, a
random interaction is presumed and this factor is set to
two-thirds. The overlap integral J represents the energy
overlap between the emission of the donor and the absorp-
tion of the acceptor. For well-matched fluorophore pairs, R0

is on the order of 4–7 nm.

Most FRET experiments are based on the measurement
of the intensity of the donor and of the acceptor because the
presence of FRET in a system is characterized by a
decrease in the emission of the donor and an increase in
the acceptor signal. Thus, in principle, a two color channel
microscope is sufficient to follow these changes. However,
experimental artifacts, such as concentration fluctuation
and spectral bleed, complicate the analysis of these images
and many different correction algorithms have been
developed.

FRET measurements have been used in molecular stu-
dies to measure distances and observe dynamic conforma-
tional changes in proteins and ribonuclic acid (RNA). In
cellular studies, FRET is often used to map protein inter-
actions. By labeling one protein with a donor dye and its
ligand with an acceptor dye, energy transfer will occur only
when the two proteins are bound such that the dyes come in
close proximity of each other.

The addition of fluorescence lifetime imaging provides
the additional capability of retrieving the proportion of
fluorophore undergoing FRET in each pixel of an image
independently of concentration variations. This is possible
because the fluorescence lifetime of a FRET construct is
shorter than the natural decay of the dye. Thus if one has a
mixture of interacting and free protein, fitting a double
exponential to the fluorescence decay allows us to retrieve
the proportion of interacting protein. This has been applied
by Bastiaens and co-workers (40) to the study the phos-
phorylation of the EGF receptor ErB1. The transmem-
brane receptor is fused with a GFP protein. The
phosphrylation of the protein is sensed by an antibody
labeled with a red dye (Cy3). When the Erb1 is phosphory-
lated, the antibody binds to the protein and FRET occurs
due to the short distance between the antibody and the
GFP. The ErB1 receptors can be stimulated by EGF coated
beads leading to phosphorylation and FRET. The time
course of the stimulation is followed and for each cell
and the fraction of phosphorylated receptors at various
time interval is shown in Fig. 17. After 30 s, the FRET
events are localized at discrete locations. But after 1 min,
the whole periphery of the cell displays high FRET, demon-
strating the lateral signaling of the receptor after activa-
tion at discrete location by EGF coated beads.
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Figure 16. Mobility of single kinesin motors on microtubules
probed by polarization microscopy. (a) Image of microtubules
sparsely decorated with kinesin motors in presence of AMP–
PNP and ADP. (b) Time course of the fluorescent intensity
recorded from single molecule excited with linearly polarized
light at four different angles. The large fluctuations of the
fluorescence intensity as function of the excitation polarization
in the AMP–PNP case demonstrate the rigidity of the kinesin
motor on the microtubule (38).

Figure 17. Time course of the phosphorylation of EGF receptors
ERB1 after stimulation by EGF coated beads observed by FRET
between a GFP modified EGF receptor and a phosphorylation
antibody labeled with Cy3. While the GFP intensity is remains
relatively constant, the concentration of the Cy3 tagged antibody
clearly increases after the stimulation. This leads to an increase
FRET signal as function of time (40).



CONCLUSION

The utility of fluorescence microscopy lies in its ability to
study biological structure and function In vivo. The exqui-
site sensitivity and image contrast of fluorescence micro-
scopy allow biological structures to be imaged on the
submicron length scale. The greatest power of fluorescence
microscopy lies in its ability to determine biochemical
functions using assays based on fluorescence spectroscopy.
With the availability of more versatile instruments, more
fluorophores unit greater molecular and environmental
specificity, the impact of fluorescence microscopy technol-
ogy on biomedical science will only increase.
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INTRODUCTION

Recent advances in technology have allowed us to study our
world at molecular, even subatomic, resolution. One of the
devices in the forefront of such studies is the atomic force
microscope (AFM), which is a relatively complex device
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with two major applications. It can be used as an imaging
device, which allows for the acquisition of atomic-level
images of biological structures as well as to measure forces
of interactions between two opposing surfaces down to the
single-molecule level.

Imaging AFM

The AFM was originally designed as an imaging tool (1). It
was modified from the design of the scanning tunneling
microscope (STM). The AFM acquires topographic images
by methodically scanning a sample with a flexible probe,
called a cantilever, which bends according to the contours
of the sample’s surface. The bending of the cantilever is
translated into an image map, which reveals the height
differences in the surface being scanned. It is possible to
image biological samples under physiological conditions as
imaging can be done in both air and liquid. The resulting
resolution of such maps is at the atomic level (2,3).

The imaging AFM has been used to image many biolo-
gical samples ranging from genetic material to cells to
bone. A few of these studies will be highlighted. One of
the earliest biological materials to be imaged was DNA,
which has been imaged in many forms to date, including
double- and single-stranded forms as well as more complex
structures. The AFM has also been used for many applica-
tions including DNA sizing, previously only achieved using
gel electrophoresis, DNA mapping, hybridization studies,
and examinations of protein-DNA interactions (4). AFM
studies of RNA were also conducted. Unlike DNA, which
mainly forms a double-helical structure, RNA has the
ability to form more advanced structures that do not rely
solely on Watson–Crick base pairing. One example are the
so-called kissing-loop structures imaged by Hansma et al.
(4) (Fig. 1). Not only was the AFM used in imaging of such
structures, many of them 3D, but also played an important
role in designing them (5). Unlike other imaging techni-
ques, AFM sudies can be done under physiological condi-
tions allowing for the imaging of biological processes.
Images of transcription complexes have been obtained,
for example, E.coli RNA polymerase in complex with
DNA. These studies are the only of their kind that can
answer certain specific questions as to how the RNA tran-
scription process takes place. One is able to visualize how
the DNA does not get entangled in the nascent RNA
strands. Such studies detailing the structure-function rela-
tionship of the transcription process are key in furthering
our understanding of gene expression (6,7).

Also, imaging of cells was conducted to examine the
structure of the cellular cortex in detail. The cell cytoske-
leton is known to be involved in affecting cell shape as well
as movement and other cellular responses to biochemical
and biophysical signals. At present, relatively little is
known about the mechanical organization of cells at a
subcellular level. Pesen et al. (8) studied the cell cortex
of bovine pulmonary artery endothelial cells (BPAECs)
using AFM and confocal fluorescence microscopy (CFM).
They were able to identify a coarse and fine mesh that
make up the cortical cytoskeleton. These two types of mesh
appear to be intertwined (Fig. 2) (8). Such details are not
distinguished in imaging studies using fixed cells.

Other imaging studies have looked at tendon and bone,
both of which are composed of type I tropo-collagen, which
was done by acquisition of high resolution AFM images of
type I collagen in conjunction with force spectroscopy
studies, namely protein unfolding, which is described in
the following section. Figure 3 reveals these high resolu-
tion collagen type I images. They were acquired using two
different concentrations of collagen, which resulted in
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Figure 1. Kissing-loop RNA structures. (a,c) Kissing-loop RNAs
at low concentrations. The three arms of the individual RNAs are
visible. (B) Kissing-loop RNAs at a concentration 10-fold higher
than in a and c. The individual structures are less well-defined.
Scale bars¼ 100 nm for all images.



slightly different orientations of collagen: random at the
lower concentration (Fig. 3a) and oriented unidirectionally
in the higher concentration (Fig. 3b). In these studies, the
AFM was used to investigate the mechanical properties of
this collagenous tissue, which are altered in diseases such
as osteoporosis. Being familiar with such properties is
important for gaining further understanding as well as
preventing and curing bone diseases (9).

Force Spectroscopy

The AFM can also be operated in the force scan mode,
which allows for the measurement of adhesion forces

between receptors and their corresponding binding part-
ners, or ligands. In studies of ligand-receptor forces, the
receptor is immobilized on the surface of a flexible AFM
cantilever whereas the ligand is attached to a suitable
substrate. The deflection of the cantilever during the
approach and withdrawal of the cantilever from the sub-
strate allow for the force of the interaction to be measured.
These type of experiments provide information simulating
the influence of internal and external forces that these
receptors would experience in the body, for example, the
shear stress experienced by a blood cell attached to the
endothelium while blood rushes past it. Such information
was previously unavailable when receptor-ligand interac-
tions were examined using more traditional biochemical
techniques. AFM has made it possible to acquire measure-
ments that reveal the mechanical properties of biomole-
cules under applied force. Measurements of the unbinding
force of a single ligand-receptor interaction can now be
acquired with the AFM (10–12).

The AFM can also be used in adhesion studies involving
whole cells (13,14). In these studies, the interaction
between a cell expressing a particular receptor of interest
and its ligand protein or another cell expressing the ligand
is measured. The cell adhesion experiments allow for the
acquisition of both single-molecule measurements, like in
the above-mentioned studies, as well as multiple-bond
interactions. The advantage of using the AFM in cell
adhesion studies is the high specificity and wealth of
information that is obtained. The AFM force scans provide
information about the individual bond strengths as well as
the force and work that is required to separate the entire
complex. Combining single-molecule and multiple-bond
data allows us to describe the thermodynamic model of
the separation of a particular complex in addition to the
mechanism of its action on the cellular scale (15,16).

The AFM can also serve as a microindenter that probes
soft samples, including cells revealing information about
their mechanical properties. The mechanical properties of
cells play an important role in such essential physiological
processes such as cell migration and cell division. Under-
standing these properties can later help scientists to iden-
tify when certain processes may be taking place. The
mechanical properties of cells are chiefly determined by
their actin cytoskleleton, which is the cell’s ‘‘backbone.’’
This type of information, which cannot be obtained using
standard cell biology methods, allows for the estimation of
the Young’s modulus of living cells (16). The Young’s
modulus is a calculated value, which provides information
regarding the compliance or elasticity of a cell. Such
experiments may be done with either the imaging AFM
or using force spectroscopy. Manfred Radmacher’s group
has conducted such measurements with an imaging AFM
in force mapping mode. The advantage of such measure-
ments is the wealth of information that they provide. These
experiments reveal not only the elastic properties of the
cells being examined but also topographical information.
They can also be performed in conjunction with video
microscopy to further confirm what one is visualizing
and that cells are not undergoing damage (17,18). In force
spectroscopy experiments, the Young’s modulus is
obtained by poking the cell cantilever tip. This type of
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Figure 2. AFM Images of the cortical mesh of bovine pulmonary
artery endothelial cells (BPAEC). (a–d) High magnification
deflection AFM images of the cortical mesh of living BPAECs in
a physiological saline. The filamentous mesh appears to be
organized on two length scales, with coarse mesh (arrowheads)
and fine mesh filaments (arrows). The two meshes are likely to be
intertwined, although it is possible that the fine mesh is layered
over the coarse mesh. Lateral resolution in these images is
�125 nm.

Figure 3. Topographical images (height; tapping mode in air) of
type I collagen monomers on a mica substrate. (a) low (1mg/ml)
concentration of collagen, (b) high (10mg/ml) concentration of
collagen.



information can be correlated with adhesion data to deter-
mine whether elasticity changes in response to drugs or
other stimulation have an effect on the strength of cell
adhesion (19).

Another application allows scientists to study protein
folding. Proteins are composed of amino acid chains, which
constitute the primary protein structure. These amino acid
chains have to undergo folding into tertiary and secondary,
3D structures, which is essential for the proper functioning
of these proteins. Recently, advances in AFM have made it
possible to study this fascinating biological process and
bring new insight into the energy landscapes of protein
folding. Proteins involved in mechanical functions are
composed of multiple domains, which fold individually.
One of these domains is fibronectin. The most common
form of fibronectin is fibronectin type III (FN-III), which is
found in an estimated 2% of all animal proteins and has
thus been studied extensively. FN-III domains are found in
the muscle protein titin, which is responsible for the pas-
sive elasticity of muscle. These domains have been found to
unravel during forced extension. Understanding the forces
required in unfolding events as well as the time it takes for
unfolding to happen can be critical for the physiological
functions of mechanical proteins such as titin (9,20–22).

Now that a brief overview of the potential applications of
the AFM has been provided, it is important to understand
the principles behind its operation. The following section
focuses on the theory of data acquisition using AFM as well
as descriptions of the equipment itself. The last section of
this article provides a more in-depth evaluation of the
technique in addition to discussing the most recent
advances in the field.

THEORY AND EXPERIMENTAL APPROACH

This section focuses on the theory and experimental
approaches of AFM. The section begins with a description
of the imaging AFM as well as its different modes of
operation, which allow for its applications in various
experimental protocols. Later, force spectroscopy is
described. Focus is placed on the force apparatus used
in our laboratory, which relies on the same basic principals
as the commercially available AFMs. In addition to a
description of its operation, this section also discusses
the different applications of the force apparatus.

Imaging AFM

Optical Beam Deflection. An AFM has a force sensor
called a cantilever to measure the forces between a sharp
tip and the surface (23). Unlike the optical microscope that
relies on 2D images, the images acquired with the AFM are
obtained in three dimensions: the horizontal xy-plane and
the vertical z-direction. As shown in Fig. 4, the tip at the
end of the cantilever is brought in close proximity to the
sample mounted on a piezoelectric element. The AFM can
be compared with a record player such as an old stylus-
based instrument (1). It combines the principles of a scan-
ning tunneling microscope (STM) and the stylus profiler.
However, the probe forces in the AFM are much smaller
than those (� 104 N) achieved with a stylus profiler.

The AFM belongs to the family of scanning probe micro-
scopes (SPMs). Like all other SPMs, the AFM uses an
extremely sharp tip that moves over the sample surface
with a raster scan (like the movement of the electron beam
on the TV screen). In the first AFM, the bending of the
cantilever was detected using an STM, but now a sensitive
and simple optical method is used in most AFMs (24). As
shown in Fig. 4, a laser beam is reflected off the cantilever
onto a two-panel photodiode. As the cantilever bends, the
position of the reflected laser light changes. Measurements
are obtained as a result of the differences in the signal
between the two segments of this photo-detector.

Feedback Operation. The AFM uses a piezoelectric
element to position and scan the sample with high resolu-
tion. A tube-shaped piezoelectric ceramic that has a high
stability is used in most SPMs. Application of voltage
results in the stretching or bending of the piezoelectric
tube, allowing it to move in all three dimensions and to
position the cantilever probe with very high precision. For
example, by applying a voltage to one of the two electrodes
(xy-axis) the tube scanner expands and tilts away from a
center position (xy-origin). A corresponding negative vol-
tage applied to the same electrode causes the tube scanner
contract, resulting in movements on the xy-plane relative to
the origin. The magnitude of the movement depends on the
type of piezoelectric ceramic, the shape of the element, and
the applied voltage.

Feedback control is used for many common applications,
such as thermostats, which are used to maintain a parti-
cular temperature in buildings, and autopilot, commonly
used in airplanes. In the AFM, a feedback loop is used to
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Figure 4. Schematic illustration of an AFM. A force sensor
consists of a flexible cantilever with an extremely sharp tip at
its end. A ceramic (Si3N4) or semiconductor (Si) tip on the
cantilever can be brought into close proximity to a sample
surface. As the tip is close to the sample surface, it either
continuously touches or periodically vibrates on the surface, and
bends or changes in its vibration amplitude and frequency. A laser
spot is reflected off the top of the cantilever. When the cantilever
bends, the laser light is deflected onto a two-panel photodiode. The
detected signals are amplified and transformed by electronic
circuits and sent to an SPM controller. The SPM controller, the
computer, and their interfaces generate an image.



keep the force acting on the tip in a fixed relationship with
the surface while a scan is performed. The feedback loop
consists of the piezoelectric tube scanner, the cantilever
and tip, the sample, and the feedback circuit. The feedback
circuit consists of proportional and integral gain controls
and provides an immediate response to scanning para-
meter changes. A computer program acts as a compensa-
tion network that monitors the cantilever deflection and
attempts to keep it at a constant level.

Contact Mode (Static Mode). The AFM operates by
measuring the intermolecular forces between the tip and
sample. The most common method used in imaging AFM is
contact mode, where the piezoelectric element slightly
touches the tip to the sample. The experimental setup is
shown in Fig. 4. As a result of the close contact, the tip and
sample remain in the repulsive regime of the tip-sample
interaction shown in Fig. 5. Thus, the AFM measures
repulsive force between the tip and sample. As the raster
scan moves the tip along the sample, the two-panel photo-
diode measures the vertical deflection of the cantilever,
which reveals the local sample height. Each contour of the

surface results in a movement of the tip in the xyz-direction,
resulting in a change in the deflection angle of the laser
beam. This change is measured through the photodiode
and translated finally to an image.

Tip-sample Interaction: The cantilever in the AFM is a
critical component (1). The force produced by a spring
always tends to restore the spring to its equilibrium posi-
tion. When the spring is pushed upward by a distance z, it
has to be pulled downward. This restoring force is given by
Hooke’s Law as:

FðzÞ ¼ �k � ðz� z0Þ ()

where k is a spring constant and depends on the material
and dimensions of the cantilever, z is the vertical position of
the cantilever, and z0 is the equilibrium position. As a
cantilever with a spring constant of 0.1 newton/meter (N/
m) is moved by 1 nm, the resulting force is 0.1 nanonewton
(nN). The first tip used by the inventors of the AFM was
made from diamond glued to a lever of gold foil (1). Micro-
fabricated cantilever tips are now commercially used.

Electromagnetic forces determine the properties of
solids, liquids, and gases; the behavior of particles in
solution; and the organization of biological structures
(25). These forces are also the source of all intermolecular
interactions including covalent bonds, Coulomb forces,
ionic forces, ion-dipole interaction, and dipole-dipole inter-
action. In the AFM, the intermolecular interactions
between the tip and the sample surface include van der
Waals forces, electrostatic forces, water capillary force, and
material properties including elasticity. The most common
force in the tip-sample interaction is the van der Waals
force. The force is calculated using the Lennard–Jones
potential, which combines the attractive van der
Waals and the repulsive atomic potentials (25). The force
depends on the distance between the tip and the sample, as
shown in Fig. 5. This calculated force is an estimate of the
van der Waals forces and is usually a few nanonewtons in
magnitude.

Force-distance Curve: Since the invention of the AFM,
many researchers have used it to measure the tip-sample
interaction force on the atomic scale. The AFM records the
force as the tip is brought in close proximity to the sample
surface, even indented into the surface, and then pulled off.
The measured force curve is a plot of cantilever deflection
versus the extension of the z-piezoelectric scanner
(z-piezo). A force-distance curve is a kind of interpretation
of the force measurements. It needs a simple relationship
between the cantilever deflection and the tip-sample dis-
tance. Thus, the force-distance curve describes the tip-
sample interaction force as a function of the tip-sample
distance rather than as a function of the z-piezo position. It
is difficult to measure the quantitative forces with this
technique because the spring constant of the cantilever and
the shape of the tip are not accurately known. However,
this technique has been used to study adhesion, elasticity,
bond rupture length, and even thickness of adsorbed
layers. These studies of the fundamental interactions
between the sample surfaces have extended across basic
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Figure 5. Relationship between the operating modes of AFM and
the force regions. The x-axis of the graph is the tip-sample distance
and the y-axis is the force or potential. The graph shows the force or
potential, as a function of the distance, simply calculated by the
Lennard–Jones potential and the DMT approximation. In contact
mode AFM, the tip-sample interaction lies in the repulsive region
of the curve above the x-axis. As the cantilever is pushed upward, a
resulting restoring force occurs, which can be given by Hooke’s
Law. The difference between this graph and the measured force-
distance curve occurs when the force measurement is not static but
dynamic and is quickly affected by the capillary force in the thin
surface water layer. In intermittent contact mode, the cantilever is
operated by a vibration of an amplitude of 10 to 100 nm. The tip is
still in contact with the surface, but it just contacts or ‘‘taps’’ on the
surface for a very small fraction of its oscillation period. In this
operation mode, the tip-sample interaction is broad, ranging from
the repulsive region of the curve to the attractive region due to the
long-range van der Waals force. The tip-sample interaction in
noncontact mode is much weaker than the one in contact and
intermittent contact mode. The force between the tip and sample is
several orders of magnitude weaker than in the contact regime. As
the cantilever in noncontact mode is vibrated near its resonance
frequency with an amplitude less than 10 nm, the spacing between
the tip and sample is on the order of several to tens of nanometers.



science, chemistry, biology, and even material science. The
interaction force between tip and sample is typically on the
order of tens of pN for biomolecular interactions. Force
measurements in solution have the advantages of the AFM
due to the lower tip-sample interaction.

Constant Force and Constant Height: In contact mode, the
tip is scanned across the surface in contact either at a
constant force or at a constant height above the sample.
Constant force mode is achieved by use of a z-feedback loop
from the deflection signal. The feedback circuits serve to
maintain a constant force between the tip and the sample
while the tip follows the contours of the surface. The
piezoelectric tube can respond to any changes in the canti-
lever deflection. A computer program acts to keep the
cantilever deflection at a constant level. Then, the tip-
sample interaction can be kept at a predetermined restor-
ing force. This technique is used to observe the precise
topography of the sample surface. If the z-feedback loop is
switched off, then the z-direction of the piezoelectric tube is
kept constant, and an image is generated based on the
cantilever deflection. Using constant height can be useful
for imaging very flat samples.

Lateral Force Microscopy: Lateral force microscopy
(LFM) is an extension of contact mode, where an additional
detected parameter is the torsion of the cantilever, which
changes according to the friction force (26). This lateral
force induces a torsion of the cantilever, which, in turn,
causes the reflected laser beam to undergo a change in a
perpendicular direction to that resulting from the surface
corrugation. The LFM uses a photodiode with four seg-
ments to measure the torsion of the cantilever. When the
cantilever is scanned across the surface in contact, differ-
ences in friction between tip and sample cause the tip to
stick-slip on the surface. This stick-slip behavior creates a
characteristic saw-tooth waveform of atomic level in the
friction image (27). The LFM can provide material-sensi-
tive contrast because different components of a composite
material exert different friction forces. Researchers often
call this operation mode friction force microscopy (27,28).
Increasing wear with decreasing sliding velocity on the
nanometer scale has been observed with this technique. It
has been demonstrated with LFM that, on the atomic scale,
frictional properties are sensitive to changes in surface
properties on chemical modification. The LFM can also be
applied to chemical force microscopy (CFM) by a modified
tip with chemical functionality (29). It has been demon-
strated with CFM that mapping the spatial arrangement of
chemical functional groups and their interactions is of
significant importance to problems ranging from lubrica-
tion and adhesion to recognition in biological systems.

Capillary Force: The thin surface water layer that exists
on the sample surface will form a small capillary bridge
between the tip and the sample. The capillary force is
important when the AFM is operated in air. Examine
the effect of surface tension on AFM measurements. At
the moment of tip contact with a liquid film on a flat
surface, the film surface reshapes producing a ring around
the tip. The water layer wets the tip surface because the

water-tip contact (if it is hydrophilic) is energetically
advantageous as compared with the water-air contact. If
the tip radius is 10 nm and the contact angle is small (i.e.,
hydrophilic), a capillary force of about 10 nN can result.
Thus, the capillary force is the same order of magnitude as
the van der Waals interaction. An AFM tip has been used to
write alkanethiols with a 30 nm line-width resolution on a
gold thin film in a manner analogous to that of a dip pen
(30). Recently, this dip-pen nanolithography has also been
applied to direct nanoscale patterning of biological materi-
als such as DNA, peptides, and proteins on glass sub-
strates.

Vibration Mode (Dynamic Mode). In dynamic mode, the
cantilever is oscillated close to its resonance frequency.
This vibration mode operates at a frequency-modulation
(FM) mode or the more common amplitude-modulation
(AM) mode, which are basically the same as the frequencies
used in radio communication. In the FM mode, a z-feedback
loop keeps a constant force between the tip and the sample
while the tip follows the contours of the surface by main-
taining the resonance frequency. In the AM mode, the z-
feedback loop keeps the constant tip-sample interaction by
maintaining the amplitude of oscillation.

Intermittent Contact Mode: The cantilever in dynamic
mode can easily be vibrated by a piezoelectric ceramic
called a bimorph actuator. In air, the cantilever is oscil-
lated close to its resonance frequency and positioned above
a sample surface. When the vibrating cantilever comes
close to the surface, its oscillation amplitude may change
and can be used as the control signal. In this AM mode, the
tip is still in contact with the surface, but it just contacts or
‘‘taps’’ on the surface for a very small fraction of its oscilla-
tion period. This operation mode is best known as tapping
mode in commercial AFMs and, more generally, as inter-
mittent contact mode.

As a raster scan moves the tip on the sample, the four-
segment photodiode measures the vibration signal of the
cantilever. The detected signal can be changed to root mean-
square values by an analog-to-digital converter. In constant
force mode, the z-feedback loop adjusts so that the averaged
amplitude of the cantilever remains nearly constant. Each
contour of the surface causes a movement of the tip in the
xyz-direction, resulting in a change of the oscillation ampli-
tude of the cantilever. This change is measured through a
photodiode and finally translated to an image. In air, friction
forces due to the surface water layer are dramatically
reduced as the tip scans over the surface. Tapping mode
may be a far better choice than contact mode for imaging of
biological structures due to their inherent softness. In tap-
ping mode, the cantilever can be vibrated at an amplitude of
less than 100 nm. Additionally, changes in the phase of
oscillation under tapping mode can be used to discriminate
between different types of materials on the surface.

Tip-Sample Interaction: The mechanical resonance of
the cantilever plays a major role in the response of the
system for an interaction between a tip mounted on a
vibrating cantilever and a non-homogeneous external force
(23). Although basic equations governing the operation of a
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bimorph actuator used to vibrate the cantilever are not
introduced here, the position of the bimorph is given by:

u ¼ u0 þ Aex cosðvtþÞ

where u0 is the equilibrium position and the excitation is
done with amplitude Aex, a frequency v, and a phase shift
f. The fundamental resonance frequency of the cantilever
can be approximately calculated from equating its strain
energy at the maximum deflection to the kinetic energy at
the point of zero deformation. A more accurate method,
which takes into consideration all the resonance frequen-
cies of the cantilever together with the modes of vibration,
can be obtained by solving the equation of motion subject to
the boundary conditions (23). A basic equation to describe
the motion of the cantilever is briefly introduced. If the tip-
sample interaction is uniform and includes dissipative
force in Newton’s second law, the vibration system includ-
ing the cantilever can be described as follows:

FðzÞ ¼ kðz� uÞ þ yðdz=dtÞ þmðd2z=dt2Þ ()

where F(z) is the tip-sample interaction force, k is a spring
constant of the cantilever, z is the vertical position of the
cantilever, u is the motion of the bimorph, g is the dissipa-
tion term (i.e., the friction coefficient of the material or the
environment), and m is the effective mass of the cantilever.
For the constant amplitude mode, we assume that the
frictional force g (dz/dt) is compensated for by the driving
force Fex¼ k Aex cos(vtþf). Then, the equation of motion is
reduced to F(z)¼ k zþm(d2z/dt2). If a strong tip-sample
interaction occurs only at the point of contact, the motion
of the cantilever tip can be almost perfect harmonic oscilla-
tion, z¼ zoþA sinvt.

Resolution and Tip Effects: The resolution obtained by
an AFM depends greatly on the sharpness of the cantilever
tip. Broadening effects usually develop when imaging bio-
logical structures having extremely small surface features
like a DNA strand (4). If a tip with a radius of curvature of
about 20 nm is used to image DNA on a substrate surface,
the observed width is about 20 nm, which is considerably
greater than the expected value of 2.4 nm deduced from the
van der Waals radii of DNA. When the tip radius is
comparable with the size of the feature being imaged, it
is important to evaluate the radius of the tip end. As such,
the development of sharper tips is currently a major con-
cern for commercial vendors, which is also of interest for
biologists whose work would greatly benefit from much
faster scanning. Recently, improvement of the scanning
speed in AFM is one of the most important topics. The tip-
sample interaction also tends to distort biological struc-
tures because they are relatively soft (31).

Phase Imaging: Phase imaging is an extension of tap-
ping mode based on the measurement of the cantilever
phase lag (32). The dependence of phase angles in tapping
mode AFM on the magnitude of tip-sample interactions has
been demonstrated. The phase images of several hard and
soft samples have been recorded as a function of the free
amplitude and the reference of the tapping amplitude. It is
thought that the elastic deformation associated with the

tip-sample repulsive force can be estimated by the repul-
sive contact interaction. In many cases, phase imaging
complements the LFM and force modulation techniques,
often providing additional information along with a topo-
graphic image. Phase imaging like LFM can also be applied
to CFM by using a modified tip with chemical functionality.

Pulsed Force Mode: Pulsed force mode (PFM) is a non-
resonant and intermittent contact mode used in AFM
imaging (33). It is similar to tapping mode in that the
lateral shear forces between the tip and the sample are
also reduced. In contrast to tapping mode, the maximum
force applied to the sample surface can be controlled, and it
is possible to measure more defined surface properties
together with topography. This mode is similar to the force
modulation techniques of CFM in that a chemically mod-
ified tip is used. A series of pseudo force-distance curves
can be achieved at a normal scanning speed and with much
lower expenditure in data storage. A differential signal can
be amplified for imaging of charged surfaces in terms of an
electrical double-layer force.

Noncontact Mode: A reconstructed silicon surface has
been imaged in a noncontact mode by AFM with true
atomic resolution (34). The operation of the AFM is based
on bringing the tip in close proximity to the surface and
scanning while controlling the tip-sample distance for the
constant interaction force. The tip-sample interaction
forces in noncontact mode are much weaker than those
in contact mode, as shown in Fig. 5. The cantilever must be
oscillated above the sample surface at such a distance as is
included in the attractive regime of the intermolecular
force. Most surfaces are covered with a layer of water,
hydrocarbons, or other contaminants when exposed to
air, which makes it very difficult to operate in ambient
conditions with noncontact mode. Under ultrahigh
vacuum, clean surfaces tend to stick together, especially
when the materials are identical. The FM mode used in
noncontact mode can keep the constant tip-sample inter-
action by maintaining the resonance frequency of oscilla-
tion through the z-feedback loop. Nearly ten years
following the invention of the AFM, a few groups achieved
true atomic resolution with a noncontact mode (35). After
that, several groups succeeded in obtaining true atom-
iclevel resolution with noncontact mode on various sur-
faces. Many important yet unresolved problems, such as
determining the tip-sample distance where atomic-level
resolution can be achieved, still remain. Experimentally,
atomic-level resolution can be achieved only between 0 and
0.4 nm. A stiff cantilever vibrates near resonance fre-
quency (300–400 kHz) with amplitude of less than 10 nm.

In covalently bound materials, the charge distribution
of surface atoms reflects their bonding to neighboring
atoms (36). These charge distributions have been imaged
by noncontact mode with a light-atom probe such as a
graphite atom. This process revealed features with a lat-
eral distance of only 77 picometers (pm). However, all of the
atomic-scale images have been generated in ultrahigh
vacuum, which has limited applications in biology.
Recently, several groups have reported obtaining
atomic-scale images with FM mode in ambient conditions
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and liquid environments. In the near future, true atomic-
level imaging by AFM will be commercially available in
various environments.

Force Spectroscopy

Equipment
AFM Instrumentation. The AFM that is used in the

author’s laboratory is a homemade modification of the
standard AFM design that is used for imaging and is shown
in Fig. 5 (19). It operates on the same basic principles as a
commercial AFM. In the author’s design, improvement of
the signal quality by reducing mechanical and electrical
noise and improvement of the instrument’s sensitivity by
uncoupling the mechanisms for lateral and vertical scans
was achieved. The cantilever is moved vertically up and
down using a piezoelectric translator (Physik Instrumente,
model P-821.10) that expands or contracts in response to
applied voltage. The vertical range of the piezo is 0–15mm.
A dish coated with substrate is placed below the cantilever,
and the cantilever with a cell or protein attached can be
lowered onto that dish using the piezo allowing for the
receptor-ligand interaction to take place. During the acqui-
sition of a force scan, the cantilever is bent (Fig. 6) causing
the beam of a 3 mW diode laser (Oz Optics; em. 680 nm)
that is focused on top of the cantilever to be deflected. A
two-segment photodiode (UDT Sensors; model SPOT-2D)
monitors these deflections of the laser beam. An 18 bit
optically isolated analog-to-digital converter (Instrutech
Corp., Port Washington, NY) then digitizes the signal from
the photodiode. Custom software is used to control the
piezoelectric translator and to time the measurements.
The AFM is shielded inside of an acoustic/vibration isola-
tion chamber in order to reduce vibration and aid in keep-
ing a stable temperature. The detection limit of the AFM
system is in the range of 20 pN.

Cantilever Calibration. It is necessary to determine the
spring constant of the cantilever kC (i.e., F¼ kCx) in order to
translate the deflection of the cantilever x to units of force
F. Calibrating the cantilever can be achieved through
theoretical techniques that provide an approximation of
kC (37) or through empirical methods. Using empirical
methods to determine kC involves taking measurements
of cantilever deflection with application of a constant
known force (38) or measuring the cantilever’s resonant
frequency (39). The method the author’s use for calibrating
cantilevers is based on Hutter and Bechhoefer (39). The

author’s use triangleshaped unsharpened gold-coated sili-
con-nitride cantilever tips that have spring constants ran-
ging from 10 mN/m to 50 mN/m for ligand-receptor force
measurements (TM Microscopes, Sunnyvale, CA). The
cantilever tip can be treated as a simple harmonic oscillator
whose power spectrum of thermal fluctuation can be used
to derive the spring constant, which can be achieved by
raising the cantilever a few microns from the surface of the
experimental dish and monitoring its natural vibrational
frequency for 2–3 s. Each vibration mode of the cantilever
receives the thermal energy commensurated to one degree
of freedom, kB T/2. The measured variance of the deflection
hxi2, can then be used to calculate the spring constant (i.e.,
kBT¼ kChxi2, where kB and T are Boltzmann’s constant and
temperature, respectively). To separate deflections belong-
ing to the basic (and predominant) mode of vibration from
other deflections or noise in the recording system, the
power spectral density of the temperature-induced deflec-
tion is determined. The spring constant is estimated using
only the spectral component corresponding to the basal
mode of vibration. The spring constant can be calibrated in
either air or solution using this approach. The calculated
spring constant kC can then be used to calculate rupture
force F by F¼ kCCD V. DV is the change in voltage detected
by the photodiode just prior to and immediately after the
rupture event. C is a calibration constant that relates
deflection and photodiode voltage and is determined
from the deflection of the cantilever when it is pressed
against a rigid surface, such as the bottom of a plastic petri
dish (19).

Applications
Receptor-Ligand Adhesion Measurements. Bell Model:

AFM force measurements (Fig. 7) of ligand-receptor inter-
actions can be used to determine the dynamic strength of a
complex and characterize the changes in free energy that
the particular complex undergoes (i.e., energy landscape)
during its breakage. The Bell model can be used to inter-
pret these measurements (40). The Bell model is based on
the assumption that the application of an external mechan-
ical force to a receptor-ligand interaction bond will reduce
the activation energy that needs to be overcome in order to
break this bond. This unbinding force should increase with
the logarithm of the rate at which an external mechanical
force is applied toward the unbinding of adhesion
complexes (i.e., loading rate), which was confirmed by a
number of studies. For example, studies using the biomem-
brane force probe (BFP) (40) and the AFM have shown that
increases in loading rate cause an increase in rupture force
between individual complexes of streptavidin/biotin
(12,15,41).

AFM Measurements of Adhesive Forces: In order to carry
out force measurements, a cell is first attached to a canti-
lever tip and another cell or substrate proteins are plated
on a dish. The method employed to attach cells to the
cantilever tip works best on nonadherent items. A cell is
attached to the AFM cantilever via concanavalin A (con A)-
mediated linkages (15). Most cells have receptors for con A
on their surface and will attach to the tip. To prepare the
con A-functionalized cantilever, the cantilevers are soaked
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Figure 6. AFM experimental set-up. (a) Schematic diagram of the
AFM. (b) Photograph of the author’s AFM setup. The CCD camera
is not in view.



in acetone for 5 min, UV irradiated for 30 min, and incu-
bated in biotinamidocaproyl-labeled bovine serum albumin
(biotin-BSA, 0.5 mg/ml in 100 mM NaHCO3, pH 8.6; Sigma)
overnight. The cantilevers are then rinsed three times with
phosphate-buffered saline (PBS, 10 mM PO4

3�, 150 mM
NaCl, pH 7.3) and incubated in streptavidin (0.5 mg/ml
in PBS; Pierce, Rockford, IL) for 10 min at room tempera-
ture. Following the removal of unbound streptavidin, the
cantilevers are incubated in biotinylated Con A (0.2 mg/ml
in PBS; Sigma) and then rinsed with PBS.

The actual process of attaching a cell to a cantilever tip
is reminiscent of fishing. A cantilever tip is positioned
above the center of the cell. The largest triangular canti-
lever (320mm long and 22mm wide) with a spring constant
of 0.017 N/m on the cantilever chip is usually used in our
measurements. The cell is brought into focus, with the
cantilever slightly out of focus. Then, the tip is lowered
onto the center of the cell and held there motionless for
approximately 1 s. When attached, the cell is positioned
right behind the AFM cantilever tip. The force required to
dislodge the cell from the tip is greater than 2 nN, which is
much greater than the forces measured in the receptor-
ligand studies that were, at most, 300 pN (15).

A piezoelectric translator is used during measurement
acquisition to lower the cantilever with an attached cell onto
the sample. The interaction between the attached cell and
the sample is given by the deflection of the cantilever. This
deflection is measured by reflecting a laser beam off the
cantilever into a position sensitive two-segment photodiode
detector, as described in the instrumentation section above.

As a result of this process, a force scan is obtained. The
studies shown in Fig. 8 (42,43) were conducted on cells
expressing the adhesion receptor LFA-1 (leukocyte func-
tion-associated antigen-1), an integrin expressed on the
surface of T-cells, and its ligand ICAM-1 (intercellular
adhesion molecule-1), expressed on the surface of APCs.
In these experiments, LFA-1-expressing cells and ICAM-1
protein were used. An example of a few force scans from
multiple bond cell adhesion studies can be seen in Fig. 8a.
The red trace is the approach trace and the black is the
retract trace. As the cantilever is lowered and contact is
made between the cell and substrate, an initial increase in
force occurs. As the cantilever is retracted back up, the
force returns to zero and becomes negative as bonds are
stretched and begin to break. The jumps in the force scan,
which are pointed out by the arrows, represent bonds
breaking. Two parameters can be used in such measure-
ments to assess the level of cell adhesion. One is the
detachment force, which is the maximum force required
to dislodge the cell. Another is the work of deadhesion,
which is the amount of work required to pull and stretch
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Figure 7. Steps in the acquisition of an AFM force measurement.
The first step is the approach of the cantilever with a cell bound to
the substrate, followed by contact between the cell and substrate
and retraction of the cantilever, which results in the separation of
the cell from the substrate. The cantilever is bent during this
process. The arrows indicate the direction of cantilever movement.

Figure 8. AFM force versus displacement traces of the
interaction between cells expressing LFA-1 and immobilized
ICAM-1. (a) Multiple-bond measurements acquired with a
compression force of 200 pN, 5 s contact, and a cantilever
retraction speed of 2mm/s. The measurements were carried out
with a resting, untreated cell (1st trace), a Mg2þ-treated cell (2nd
trace), and a PMA-stimulated cell (3rd trace). The 4th trace
corresponds to a measurement acquired from a PMA-stimulated
cell in the presence of LFA-1 (20mg/ml FD441.8) and ICAM-1
(20mg/ml BE29G1) function-blocking monoclonal antibodies
(mAbs). Arrows point to breakage of LFA-1/ICAM-1 bond(s). fde

is the detachment force, and the shaded area estimates the work of
de-adhesion. (b) Single-molecule measurements of LFA-1/ICAM-1
unbinding forces. Traces 2 and 5 show adhesion. Measurements
were obtained under conditions that minimized contact between
the LFA-1-expressing cell and the ICAM-1-coated surface. The
compression force was reduced to � 60 pN and the contact time to
50 ms. An adhesion frequency of less than 30% in the force
measurements ensured that a >85% probability exists that the
adhesion event is mediated by a single LFA-1/ICAM-1 complex
(42,43). The frequency of adhesion in test and control experiments
was examined to confirm the specificity of the interaction. The
addition of monoclonal antibodies against either LFA-1 or ICAM-1
significantly lowered the frequency of adhesion of both resting cells
and activated cells under identical experimental conditions.



the cell and for the bonds to break. It is derived by inte-
grating the adhesive force over the distance traveled by the
cantilever. In this example, Mg2þ and PMA are used, which
enhance the adhesion of the cells studied through various
mechanisms. It is easily observed that a very pronounced
increase occurs in the area under the curve as well as the
number of bonds that were broken following the applica-
tion of these adhesion stimulators (16).

FM Force Measurements of Individual Receptor/Ligand
Complexes: A different set of information can be derived
from single-molecule adhesion measurements. These type
of studies offer insight into the dissociation pathway of a
receptor-ligand interaction and the changes in free energy
that are associated with this process, which is achieved by
measuring single-bond interactions between a receptor
and ligand at increasing loading rates (20 pN/s–
50,000 pN/s). In the author’s setup, it translates to using
rates of retraction of the cantilever from 0.1 to 15mm/s.

In order to obtain unbinding forces between a single
receptor-ligand pair, the experiments have to be carried
out in conditions that minimize contact between the canti-
lever tip and substrate. A > 85% probability exists that the
adhesion event is mediated by a single bond if the fre-
quency of adhesion is maintained below 30% (15,42). An
example of such measurements can be seen in Fig. 8b.

Depending on the speed at which the cantilever is
retracted during the measurements, the collected data
usually needs to be corrected for hydrodynamic drag,
which is due to the hydrodynamic force that acts in the
opposite direction of cantilever movement, and its mag-
nitude is proportional to the cantilever movement speeds.
The hydrodynamic force may be determined based on the
method used by Tees et al. and Evans et al. (42,43). In
single-bond AFM studies, it is found that the data
obtained with cantilever retraction speeds higher than
1mm/s needed to be corrected by adding the hydrodynamic
force.

The damping coefficient can be determined by plotting
the hydrodynamic force versus the speed of cantilever
movement. The damping coefficient is the slope of the
linear fit and was found to be about 2 pN &s/mm in the
author’s work (15).

AFM Measurements of Cell Elasticity. The AFM can also
be used as a microindenter that probes the mechanical
properties of the cell. In these measurements, which enable
assesment of cell elasticity, a bare AFM tip is lowered onto
the center of the cell surface at a set rate, typically 2mm/s.
Following contact, the AFM tip exerts a force against the
cell that is proportional to the deflection of the cantilever.
The indentation force used is below 1 nN (� 600 pN) in
order to prevent damage to the cell. The deflection of the
cantilever is recorded as a function of the piezoelectric
translator position during the approach and withdrawal
of the AFM tip. The force-indentation curves of the cells are
derived from these records using the surface of the tissue
culture dish to calibrate the deflection of the cantilever.
Then, one can estimate the Young’s modulus, which is a
measure of elasticity. Estimates of Young’s modulus are
made on the assumptions that the cell is an isotropic elastic

solid and the AFM tip is a rigid cone (44–46). According
to this model, initially proposed by Hertz, the force (F)
indentation (a) relation is a function of Young’s modulus of
the cell, K, and the angle formed by the indenter and the
plane of the surface, u, as follows:

F ¼ K

2ð1� v2Þ
4

p tan u
a2 ð1Þ

Young’s modulus are obtained in the author’s laboratory by
least square analysis of the forceindentation curve using
routines in the Igor Pro (WaveMetrics, Inc., Lake Oswego,
OR) software package. The indenter angle u and Poisson
ratio n are assumed to be 558 and 0.5, respectively.

In order to determine the cell’s elasticity, the force
versus indentation measurements are fitted to the curves
of the Hertz model. Figure 9 (44–46) illustrates an example
of such measurements acquired on cells of varying elasti-
city. Cells with the greatest degree of indentation at a
particular applied force will have the lowest Young’s mod-
ulus values and will therefore be the ‘‘softest.’’

Protein Folding/Unfolding. The AFM can also be used to
study protein unfolding. A cantilever tip is used to pick up
proteins attached to a surface, which is followed by retrac-
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tion of the cantilever, which results in protein unfolding.
The length of the unfolded protein can be over ten times its
folded length, depending on the protein being studied (9).

This forced protein unfolding generates an opposing
force due to the sudden drop in entropy as the protein is
unfolded. Although a lower force is required to begin
unfolding the protein, the force required to continue the
unfolding is increased rapidly as the protein approaches its
full, unfolded length. This phenomenon has been described
by the worm-like chain model (WLC) of elasticity. The WLC
model is based on two parameters, the total or contour
length of the polymer being stretched and the persistence
length. The persistence length reflects the polymer flex-
ibility and is the length attained when a polymer is bent. A
smaller persistence length is an indication of higher
entropy and a polymer that is more difficult to unfold
(47). When a multidomain protein is extended using the
AFM, the first domain is unfolded at a certain pulling force,
followed by a return of the cantilever to zero. Further
unfolding meets with resistance once again, resulting in
a characteristic saw-tooth profile of the unfolding, with
each domain that was unfolded being represented by a
peak. Figure 10 from Andreas F. Oberhauser illustrates
this process. It is the unfolding of a titin polyprotein, which
is composed of FNIII domains (22). The protein can also be
refolded following unfolding, which is done by bringing the
cantilever back down to the substrate and once again
retracting it. If force curves representative of unfolding
are observed once again, then refolding most likely took
place. It is a much slower process (on the order of seconds)
than the forced unfolding (48).

EVALUATION

Imaging AFM

The AFM is an exciting novel technology that enables the
study of biological structures under physiological condi-
tions. The AFM is probably the only technique of its kind

that enables image dynamic processes taking place in real
time. A number of other techniques are currently avail-
able in the biological sciences for imaging studies, how-
ever, most result in modifications to the biological sample.
One such technique is electron microscopy (EM), which,
until recently, provided images of the highest resolutions.
In recent years, a number of modifications to the AFM
have brought the resolution up to par and even surpassed
those of EM.

In recent years, many advances have been made in the field
of AFM. Significant improvements in resolution have been
gained through cantilever tip modification. The currently
available cantilevers are relatively ‘‘soft’’ and flexible with
spring constants of 0.01–0.5N/m. Tip deformation is one
aspect that limits resolution. Recently, stiffer cantilevers have
been designed improving resolution. One example are quartz
cantilevers with spring constants on the order of 1kN/m
allowing for possibly subatomic-level resolution (34). Smaller
cantilevers have been designed that increase the possible
scanning speed of the AFM. Images of 100
 100 pixels
(240nm scan size) have been achieved in 80ms. A sharper,
finer tip can also improve resolution, which has been achieved
through the use of carbonanotubes, probably the greatest
probe improvement to date, which are seamless cylinders
composed of sp2-bonded Carbon (49).

Several characteristics exist that make Carbon nano-
tubes improved AFM tip materials, including small dia-
meter, a high aspect ratio, large Young’s modulus, and
mechanical robustness. They are able to elastically buckle
under large loads. All these properties translate into
higher sample resolution. Chemical vapor deposition has
made it easier to grow Carbon nanaotubes on cantilever
surfaces, a process that replaces previously more laborious
and time-consuming attachment techniques (4,50).

A few techniques also exist worth mentioning that have
improved AFM imaging. One such method is cryoAFM.
This method addresses the previously mentioned problem
of tip and sample flexibility. In this case, samples are
imaged at extremely cold temperatures in their cryogenic
states, which provides a rigid surface that exhibits a high
Young’s modulus, thus reducing cantilever deformation
and increasing resolution. CryoAFM images match and
surpass EM images. Other improvements address the
problem resulting from the vibration induced by the com-
monly used piezoelectric translator. This vibration is trans-
lated to the cantilever holder and the liquid containing the
sample being imaged. Magnetic mode (MAC) eliminates
the cantilever holder entirely and replaces it with a mag-
netic cantilever. The cantilever is manipulated via a mag-
netic field. Photothermal mode (PMOD) uses a bimetallic
cantilever that is oscillated via a pulsed diode laser (50,51).

Advances have also been made in single-molecule
manipulation with a nanomanipulator. This method relies
on a force feedback pen that actually allows the user to
touch and manipulate the sample being studied. For exam-
ple, one can dissect DNA from a chromosome. The inter-
action forces involved during manipulation of samples can
also be studied through oscillating mode imaging. The
nanomanipulator can now measure forces in the pN–mN
range. For excellent reviews on this technique, see Yang
et al. (50) Fotiadis et al. (52).
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Figure 10. Consecutive unfolding peaks of a titin polyprotein,
composed of FNIII domains. The inset demonstrates the
corresponding steps of the unfolding process in correlation to
the AFM data.



Progress has also been made in imaging of membrane
proteins, which are not ideal candidates for X-ray crystal-
lography, as they do not readily form 3D crystals. Atomic-
level resolution images have been obtained of membrane
proteins complexed with lipids using EM. However, AFM
images of these proteins offer an improvement in that they
can be carried out in near physiological conditions and
allow for the acquisition of functional and structural infor-
mation (50,52).

The continued improvements leading to the enhanced
imaging capabilities of AFM are reflected in the most
recent work being done in the field. We would like to
highlight one area where a great deal of progress has been
made, which is the filed of DNA and RNA assembly of
nanostructures in which the imaging AFM plays a pivotal
role. Some of the earlier successes in this area included the
construction of 2D DNA arrays, which were assembled in a
predictable manner (53). Much progress has also been
made with RNA in an attempt to design self-assembling
building blocks. The goal of such studies is to generate
molecular materials, the geometry of which can be deter-
mined for applications in nanobiotechnology (54–56).
Chworos et al. were able to form stable RNA structures
termed ‘‘tectosquares’’ from RNA helices without the pre-
sence of proteins (5). ‘‘TectoRNAs’’ can be thought of as
RNA Lego blocks that can be used for the formation of
supramolecular structures. In order for these structures to
be assembled, the right conditions have to be met in terms
of divalent ion concentrations, temperature, as well as the
strength, length, and orientation of the RNA. The AFM is
an essential tool used in this process as it allows the
researcher to obtain detailed images of the assembled
tectosquares providing the opportunity to compare pre-
dicted structures with those that actually formed. The
structures formed by Chworos et al. were in good agree-
ment with the predicted structures. Figure 11 demon-

strates the amazing predictability of assembly of these
structures, where nine different types of RNA patterns
were created (5). Such DNA and RNA structures may
have applications in nanotechnology and the material
sciences as they could be used to generate nanochips,
nanocircuits, and nanocrystals (57). For an excellent recent
review of DNA nanomechanical devices, please see
Seeman (58).

Force Spectroscopy

Force spectroscopy allows us to measure interaction forces
between receptors and their respective ligands. These
studies can be carried out with purified proteins or cells,
or a combination of both. Traditionally, adhesion measure-
ments have been conducted using adhesion assays, which
involve the attachment of cells to dishes coated with sub-
strate. The cells are later dislodged manually or using a
centrifuge, which are older yet still viable techniques that
provide basic kinetic information about the interaction of a
receptor-ligand pair. More advanced techniques for con-
ducting force measurements include the use of micronee-
dles, optical tweezers, magnetic beads, and the
biomembrane force probe. These techniques, much like
the AFM, provide more advanced information from which
energy landscapes of an interacting receptor-ligand pair
may be determined (11).

The AFM is also a powerful tool for determining the
mechanical properties of cells, which was traditionally
done using micropipettes or the cell poker, which offered
much less precision than the AFM. More recently, methods
such as the scanning acoustic microscope, optical tweezers,
and magnetic tweezers have also been used in addition to
the AFM (59).

An important advantage of the AFM over other methods
is that it can be used in conjunction with other techniques
through relatively simple modifications. Recently, it has
been combined with the patch clamp technique to study the
mechanically activated ion channels of sensory cells of the
inner ear. This strategy allowed the researchers to use the
AFM tip to stimulate the mechanosensory hair bundles by
exerting force on them and measure the electrical output of
the patch clamp simultaneously (9,60). Another example is
combining an AFM with a confocal microscope, which could
allow one to monitor cellular responses to AFM measure-
ments using fluorescent reporter systems. One could moni-
tor calcium levels, expression of caspases, and so on (61,62).
The AFM could also be combined with RICM microsopy as
well as FRET.

Other recent advances involve modifications that would
allow for more efficient and effective receptor-ligand stu-
dies, including the use of more than one cantilever on the
same chip simultaneously. In this case, multiple proteins
could be attached and their interaction with their ligand
could be measured. So far, this approach has been done
with two cantilevers, which involves the use of two laser
beams. Further modifications could allow for measure-
ments with even more proteins. Improvements can also
be mad in plating of the ligands proteins. In the ideal
scenario, different proteins could be plated so that inter-
action between different receptor-ligand pairs cools be
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Figure 11. Diagram and AFM images of tectosquare
nanopatterns generated from 22 tectosquares. One micrometer
square scale AFM images obtained in solution (clockwise from the
upper leftmost image) for the ladder pattern, fish net pattern,
striped velvet pattern, basket weave pattern, cross pattern, tartan
pattern, polka dot pattern, lace pattern, and diamond pattern.
Scale bar, 20 nm.



carried out simultaneously. Current improvements also
involve finding better ways to attach cells and proteins
to the cantilever that would result in covalent attachment
to the tip. Another area that requires improvement is data
analysis. The currently available analysis program
involves days of rather tedious computer time. Automating
analysis would greatly reduce the time required to study a
particular interaction. Also, some improvements can be
made in data acquisition, where still frequent adjustments
of cantilever retraction speed and contact time are required
throughout the course of the experiment. Automating data
acquisition would allow experiments to be carried out
during the night, when noise levels are also minimal.

The applications of AFM technology are vast and too
numerous to describe in one review article. The author’s
have attempted to summarize the technology that was
deemed to be of great importance in the developing field
of AFM. AFM technology is still limited to a relatively small
number of laboratories, which is most likely due to the lack
of familiarity with the field, limited expertise in operation,
as well as the expense involved in acquiring an AFM.
However, it is changing as more and more people are dis-
covering the possibilities that become open to them if they
acquire and familiarize themselves with this technology.
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INTRODUCTION

Four years after its invention in 1982 (1), the scanning
tunneling microscope (STM) was awarded the 1986 Nobel
Prize for physics, one of only four such prestigious awards
given for a truly significant contribution to scientific
instrumentation. Since then, the family of scanning probe
microscopy (SPM) techniques, which includes scanning
tunneling microscopy, atomic force microscopy (2–4), mag-
netic force microscopy (5), near-field optical microscopy (6),
scanning thermal microscopy (7), and others, has revolu-
tionized studies of semiconductors, polymers, and biologi-
cal systems. The key capability of SPM is that, through a
controlled combination of feedback loops and detectors
with the raster motion of piezoelectric actuator, it enables
direct investigations of atomic-to-nanometer scale phe-
nomena.

Scanning probe microscopy is based on a piezoelectric-
actuated relative motion of a tip versus sample surface,
while both are held in a near-field relationship with each
other. In standard SPM imaging, some type of tip-sample
interaction (e.g., tunneling current, Coulombic forces, mag-
netic field strength) is held constant in z through the use of
feedback loops, while the tip relative to the sample under-
goes an x–y raster motion, thereby creating a surface map
of the interaction. The scan rate of the x–y raster motion
per line is on the order of seconds while the tip-sample
interaction is on the order of nanoseconds or less. The SPM
is inherently cable of producing surface maps with atomic
scale resolution, although convolution of tip and sample
artifacts must be considered.

Scanning tunneling microscopy is based on a tunneling
current from filled to empty electronic states. The selectiv-
ity induced by conservation of energy and momentum
requirements results in a self-selective interaction that
gives STM the highest resolution of all scanning probe
techniques. Even with artifacts, STM routinely produces
atomic scale (angstrom) resolution.

With such resolution possible, it would be highly desir-
able to apply STM to investigations of molecular biology
and medicine. Key issues in biology and medicine revolve
around regulatory signaling cascades that are triggered
through the interaction of specific macromolecules with
specific surface sites. These are well within the inherent
resolution range of STM.

The difficulty when considering the application of STM
to molecular biology is that biological samples are non-
conductive. It may be more accurate to describe biological
samples as having both local and varying conductivities.
These two issues will addressed in this article, and
examples of conditions for the successful use of STM for
biomedical imaging will be discussed. We begin with an
overview of successful applications of STM in biology and
medicine.
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SCANNING TUNNELING MICROSCOPY IN BIOLOGY AND
MEDICINE: DNA AND RNA

The STM imaging for direct analysis of base pair arrange-
ments in DNA was historically the first biological applica-
tion of the new technique. An amusing piece of scientific
history is that the first (and widely publicized) images (8–
12) of (deoxyribonucleic acid) DNA were subsequently
shown to correspond to electronic sites on the underlying
graphite substrate! However, more careful investigations
have resulted in an authentic body of work in which the
base pairings and conformations of DNA and RNA are
directly investigated by STM. One goal of these investiga-
tions is to replace bulk sequencing techniques and crystal
diffraction techniques, which both require large amounts of
material, with the direct sequencing of single molecules of
DNA and RNA. Two examples of DNA and RNA investiga-
tion by STM are presented here. One is an investigation of
DNA and RNA structures, and the other is an investigation
of DNA biomedical function.

Recently reported research from the group at The Insti-
tute for Scientific and Industrial Research at Osaka Uni-
versity in Japan (13) has shown detailed STM images of
well-defined guanine-cytosine (G-C) and adenine-thymine
(A-T) base pairings in double- and single-stranded DNA.
Four simple samples involving only G-C and only A-T base
pairs in mixed (hetero) and single sided (homo) combina-
tions were chosen for analysis (Fig. 1). These were depos-
ited on a single-crystal copper (111)-orientation [Cu(111)]
substrate using a technique developed specially by this
group to produce flat, extended strands for imaging. An
STM image showing the individual A-T base pairs in the
hetero A-T sample is shown in Fig. 2. Images of the overall
structures indicated repeat distances consistent with inter-
pretation as the double helix. Images from mixed samples
of hetero G-C and hetero A-T are shown in Fig. 3. The
larger structure is interpreted as hetero G-C and the
smaller as hetero A-T, which is consistent with X-ray
diffraction data that indicates the A-T combination is more
compact.

Only the double helix structure was observed for the
hetero G-C samples. However, the homo G-C structures,

hetero A-T structures, and homo A-T structures were
observed in two types, and the spot spacings and sizes of
the second type would be consistent with interpretation as
single-stranded DNA. The observed presence or lack of
single-stranded configurations among the samples is con-
sistent with the fact that hetero G-C has a higher melting
(unraveling) temperature than the homo G-C and thus is
more difficult to unwind. Both hetero and homo A-T pairs
have lower melting temperatures than either of the G-C
pairs. Images of both hetero A-T and Homo A-T samples
often showed sizing and spacings consistent with inter-
pretation as single-stranded DNA, in addition to observed
double helix specimens. Thus, the presence/lack of single-
stranded versus double helix images is consistent with
known melting temperature data for the C-G and A-T base
pairings.

The same group has also reported successful STM
investigations of transfer-ribonuclic acid (t-RNA) (14). In

MICROSCOPY, SCANNING TUNNELING 517

A

T

A

T

A

T

A

T

G

C

G

C

G

C

G

C

A

T A

TA

T A

T

G

C G

C

G

C

G

C

(a) (b)

(c) (d)

Figure 1. (a) Homo A-T, (b) Hetero A-T, (c) Homo G-C, and (d)
Hetero G-C. (Figure adapted from Ref. 9, used with permission.)

Figure 2. STM image of portion of Hetero A-T double helix of
showing base pairs. (Reproduced from Ref. 9, used with
permission.)

Figure 3. Hetero G-C and Hetero A-T mixed sample. The larger
specimens are identified as Hetero G-C, and the smaller specimens
are identified as Hetero A-T. Both are in a double helix
configuration. (Reproduced from Ref. 9, used with permission.)



RNA, the base pairing is adenine-uracil (A-U) instead of
adenine-thymine (A-T). Also the backbone sugars are
ribose rather than deoxyribose, but are still linked by
phosphate groups. The RNA is very difficult to synthesize
as a single crystal and consequently there is a very limited
amount of X-ray diffraction data available for RNA. Little
is known about its variations, and therefore direct inves-
tigations of single molecule RNA would add much to our
knowledge.

Transfer RNA is a small RNA chain of � 74–93 nucleo-
tides that transfers a specific amino acid to a growing
polypeptide chain at the ribosomal site of protein synthesis
during translation (15). It has sites for amino acid attach-
ment, and an anticodon region for codon recognition that
binds to a specific sequence on the messenger RNA (m-
RNA) chain. It has a partial double-helix structure even
though it has only one chain, because the single RNA chain
folds back, and loops back, on itself, as shown in Fig. 4a.

X-ray diffraction studies (16) have indicated that the
t-RNA structure may often assume an L-shaped conforma-
tion with a long and a short arm. A model of the Escherichia
Coli lysine t-RNA macromolecule used by the group for its
STM studies is shown in Fig. 4a and b. It shows both the
L conformation and the underlying loop and base pair
chemistry.

Using STM, the group was able to directly image the L
conformation as shown in Fig. 4c. In addition to the first
direct statistical data on the lengths of the long and short
arms, obtained from analysis of several STM images, an
analysis of the influence of pH on conformation was also
carried out. Current investigations are focusing on biofunc-
tion research issues in addition to structural research
issues, using STM to directly image the coupling of the
important amino acid molecules at specific t-RNA sites.

The STM investigations of nanobiomedical rather than
structural issues are an important emerging research area.
One example is the recently reported research from the
University of Sydney group in which the local binding of
retinoic acid, a potent gene regulatory molecule, to plasmid
p-GEM-T easy (596 base pair Promega) DNA fragments on
a single-crystal graphite substrate, was directly imaged
and reported (17). Retinoic acid has been documented as
responsible for a number of profound effects in cell differ-
entiation and proliferation, and is known to accomplish its
functions through selective site binding during the tran-
scription process. The STM images of retinoic acid by itself

on a single-crystal graphite substrate were investigated
first. These showed sizes consistent with the retinoic acid
molecular structure, and a bright head area with a darker
tail area. A molecular model of retinoic acid, also shown in
Fig. 5a, shows its aliphatic carbon ring head and polymeric
tail. For reasons further discussed below, the aliphatic ring
head may be expected to have a higher tunneling current
associated with it than the polymeric tail, and therefore the
observed bright and dark areas are consistent with the
expected structure.

At low concentrations, retinoic acid was observed to bind
selectively at minor groove sites along the DNA, with some
clustering of retinoic acid molecules observed, as shown in
Fig. 5b. High resolution STM imaging provided direct
evidence for alignment of the retinoic acid molecules
head-to-tail structure edge-on with the minor groove and
also in steric alignment with each other. From STM height
studies, it could also be inferred that the aliphatic ring
head was attached to a ring partner along the minor groove
surface, but that the tail was not attached. This may
suggest a loosely bound on–off functional mechanism. At
high concentrations, retinoic acid was observed to bind
along the whole length of the DNA double helix, but again
selecting the minor grooves. These first direct studies of
selective site binding of retinoic acid with the minor groove
of DNA should serve as a template for further direct
investigations of other known minor groove binders,
thereby opening up the direct investigation of an entire
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Figure 5. (a) STM image of retinoic acid on a graphite substrate
compared with its molecular model showing the aliphatic ring
head and polymeric tail. (b) STM image of retinoic acid binding to
t-RNA with molecular model overlay. (Reproduced from Ref. 13,
used with permission.)



class of regulatory molecule–DNA interactions. The inter-
actions of related structures that are candidate therapeutic
drug molecules could be receive similar direct investiga-
tion.

Note that both of the above groups have also made
important contributions to sample preparation techniques
for successful STM analysis of DNA and RNA. These
sample preparation techniques will be discussed below
in the context of the basic physics of the STM interaction,
and the basic chemistry and conductivity of DNA and RNA
samples.

BASIC PHYSICS OF THE STM INTERACTION

The STM is based on tip–sample interaction via a tunneling
current between filled electronic states of the sample (or tip)
into the empty electronic states of the tip (or sample), in
response to an applied bias, as shown in Fig. 6. The bias may
be positive or negative, and different and valuable informa-
tion may often be obtained by investigation of the how the
sample behaves in accepting, as well as in giving up, elec-
trons. In STM imaging, it is important to recognize that the
feature map or apparent topography of the acquired image is
really a map of the local density of electronic states. Bright
does not correspond to a raised topography; it corresponds to
a region with a high density of electronic states. Therefore,
in STM imaging of biological samples, an important con-
sideration is that a differential conductivity will be observed
from regions, such as rings (usually high) versus regions,
such as alkane backbones (usually low). As in all SPM
techniques, a z-direction feedback loop maintains some
aspect of the tip samples interaction constant (Fig. 6).
The readily available choices on commercial machines are
to hold either the tunneling distance d constant (constant
height mode) or the magnitude of the tunneling current
content (constant current mode).

The current in question is a tunneling current, which is
a quantum mechanical phenomenon. It is well documented
that all electrons within the atomic planes of any material
are in fact in such tight quarters that they display the
characteristics of a wave in a waveguide, in addition to

their particle-likeness. An electron at the surface of a
material faces a wall (barrier) created by the dissimilar
material (e.g., air, vacuum, or a liquid). While a particle
would run into a wall and bounce back, a wave can pene-
trate into and indeed through a wall (as light goes through
glass). This is illustrated in Fig. 7. Additionally, all mate-
rials have precise energy levels within them, and therefore,
electrons will move by going from one energy level at
location 0 to another at location d, meeting conservation
of energy requirements.

In STM, a tip with empty electronic states is brought
physically close to a sample surface. The electrons are
given a direction through the application of the bias (posi-
tive in this example). Because they are wavelike, when
they reach the sample surface, they can tunnel through the
barrier created by the 0-to-d gap and reach the empty
states of the tip, where they are recorded as a current
proceeding from sample to tip. A tunneling current has the
known mathematical form: I � V exp�cd, where I is the
tunneling current, V is the bias voltage between the sample
and the tip, c is a constant and d is the tip-sample separa-
tion distance. The tunneling current depends sensitively
on the size of the 0-to-d gap distance. To observe a tunnel-
ing current, the gap must be on the order of tens of
nanometers. This is the case in any commercial STM
system. It is remarkable, that with the addition of a simple
feedback loop, a tip can be easily maintained within nan-
ometers of a sample surface without touching it. Typical
STM tunneling currents are on the order of 10�9–10�12 A.
With special preamplifiers, currents on the order of 10�14 A
can be detected.

Because STM is a current-based technique, some situa-
tions that can interfere with its current will be briefly
discussed. Very common in STM imaging of biological
samples is for the tip to acquire a layer of biological
material, possibly by going too close to the sample surface
while passing over an insulating region where the feedback
loop has little to work on. This usually just introduces
image artifacts, discussed below, but it can sometimes
insulate the tip from the sample, thus terminating the
tip–sample interaction. The problem can be minimized
through careful consideration of the expected chemistry
and local conductivity of the biological specimen to be
investigated.

CHEMISTRY, CONFORMATION, AND CONDUCTIVITY
OF BIOLOGICAL SAMPLES

Consideration of the basic chemistry involved in a biologi-
cal sample can help to determine its appropriateness for
STM imaging. The building blocks for DNA and RNA are
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shown Fig. 8. The sugar-phosphate backbone contains
negatively charged phosphate groups for both DNA and
RNA. The bases adenine, thymine, uracil, guanine, and
cytosine are all nitrogenous ring systems. Thymine, cyto-
sine, and uracil are six-member ring pyrimidine systems,
and adenine and guanine are purines, the fusion of a six-
member pyrimidine ring to a five-member imidazole ring.
Successful STM imaging of monolayers of the individual
bases has been reported (18,19). Examples of the high
resolution STM imaging that is possible for monolayers
of the individual bases are shown in Figs. 9 and 10.

The nitrogenous ring systems, like the classic benzene
ring system, which has also been imaged (20), contain p-
orbital electrons above and below the ring structure plane,
which create a conductive electron cloud. Hence, the suc-
cessful STM imaging of the DNA and RNA systems by the
Osaka University and University of Sydney groups might
be expected from the charged phosphate groups in the
backbones and the ring systems in the base pairs.

However, there are also very difficult issues to resolve in
making the local conductivity of, especially, the signature
DNA and RNA base pairs available to the STM tip. These
are enclosed within the sugar-phosphate backbones, and
only partially exposed by the twisting of the helix, as shown
in Fig. 11a and b (21,22). Also, the choice of substrate will
powerfully influence the molecular structure deposited on
it, especially if it is small. An example of this is shown in
Fig. 12, taken from Ref. 16. The behaviors of pyridine (a

single-nitrogen close relation to pyrimidine) and benzene
on a single crystal (001) orientation copper, Cu(001), sub-
strate were investigated. The pyrimidine monolayers (thy-
mine, cytosine, and uracil) in Figs. 9 and 10 had rings
oriented parallel to the substrate surface, but individual
pyridine molecules on Cu(001) had rings perpendicular to
the surface, due to the strong nitrogen-copper atom inter-
action, as shown in Fig. 12a. Also, if a single hydrogen atom
was dissociated from the pyridine molecule, as can happen
during routine scanning, the molecule would shift its posi-
tion on the copper substrate (Fig. 12b). The STM imaging of
an individual benzene molecule indicated a ring system
parallel to the copper substrate (Fig. 12c), but hydrogen
dissociation would cause the benzene molecule to become
perpendicular to the substrate surface (Fig. 12d). There-
fore both the substrate choice and interactions with the
imaging tip can influence the conformation of the biomo-
lecule and whether its locally conductive portions are
positioned to produce a tunneling current.

Now consider the situation of a molecule with a differ-
ence in local conductivity, like retinoic acid. The aliphatic
ring head would similarly be expected to have a high local
conductivity, and separate investigations of just retinoic
acid by the University of Sydney group confirmed that this
is the case (Fig. 5a). The polymeric tail is basically an
alkane system without any p-type orbitals. Its conductivity
is therefore expected to be less than the ring system and
this is experimentally observed. However, results such as
those shown in Fig. 13 from a group at California Institute
of Technology, demonstrate that high resolution STM
imaging even of low conductivity alkane systems is possible
(23–26). Therefore, one aspect of STM biomolecular ima-
ging is that there may be large differences in the conduc-
tivities of two closely adjacent regions. It then becomes an
issue of whether the STM feedback loop will be able to
sufficiently respond to the differences to maintain the tip-
sample tunneling current interaction throughout the
investigation. Prior consideration of the imaging para-
meters necessary for successful STM imaging of the least
conductive part of the bio molecule can help.
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Figure 9. STM images of (a) guanine, (b) cytosine, and (c) adenine
monolayers on a single crystal (111)-orientation gold substrate.
(Reproduced from Ref. 14, used with permission.)



Biomolecules, with only nanometer dimensions, always
should be deposited on atomically flat single-crystal sub-
strates. Substrates can also be selected to supply electrons
to the biomolecule, for positive bias scanning, or to manip-
ulate the biomolecule into a desired position. Another
important sample preparation issue is that biomolecules
often have multiple available conformations, including
globular conformations that self-protect the molecule
under nonphysiological conditions. While STM imaging
may be performed in vacuum, air, and even in a liquid-
filled compartment (liquid cell), the best resolution may be
achieved in vacuum, which is a nonphysiological condition.
The less physiological the imaging conditions, the more it
will be necessary to use special molecular stretching tech-
niques to investigate an open conformation. A special
pressure jet injection technique was developed by the
Osaka University group to deposit stretched DNA and
RNA on single-crystal copper for vacuum STM imaging,
without giving them the chance to close into globular
conformations (13,14).
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Figure 10. STM images of (a) guanine, (b)
adenine, (c) uracil, and (d) thymine monolayers
on (e) a single crystal (0001)-orientation
molybdenum dissulfide substrate. (Adapted
from Ref. 15, used with permission.)

Figure 11. The three-dimensional conformation of DNA. (a) The
base pairs are positioned between the sugar-phosphate backbones.
(b) The overall structure is a double helix. (Reproduced from Refs.
17,18, used with permission.)

Pyridine on Cu(001)
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Figure 12. Influence of the sample-substrate interaction on
sample orientation. (a) An individual pyridine molecule on a
copper (001)-orientation, (Cu(001)) substrate is perpendicular to
the surface due to the strong nitrogen–copper atom interaction. (b)
An individual pyridine molecule from which a hydrogen atom has
dissociated is also perpendicular to a Cu(001) surface but has a
shifted location. (c) An individual benzene molecule on a Cu(001)
substrate is parallel to the surface but (d) may become
perpendicular if hydrogen dissociation occurs. (Adapted from
Ref. 16, used with permission.)

Figure 13. High resolution STM images of an alkane
(pentatracontane) monolayer on graphite. (Reproduced from
Ref. 19, used with permission.)



IMAGING ARTIFACTS AND DATA RESTORATION
USING DECONVOLUTION

Examination of Fig. 5a shows the ring head of retinoic acid
as a large blurred bright spot. Greater resolution of detail
would clearly be desirable. As in all SPM imaging systems,
tip artifacts versus the surface features will limit the
resolution of the experiments performed. This is often cited
as an ultimate barrier in STM studies of macromolecular
structures and in scanning probe microscopy in general
(27). It is therefore necessary to develop techniques for
deconvolution of STM tip artifacts for enhancing the reso-
lution of measured STM image data.

A commonly used approach for data restoration or
eliminating the smearing effect of tip sample interaction
is to assume that the observed signal is a convolution of the
true image and the probe response function (PRF). The
following equation gives a general degradation model due
to the convolution of tip artifacts with true data resulting in
the measurement g(x,y). Neglecting the presence of the
additive noise, the data can be modeled as

gðx; yÞ ¼ f ðx; yÞ � hðx; yÞ ¼
X
n;m

f ðn;mÞhðx� n; y�mÞ

where g(x, y), f(x, y), and h(x,y) are the observed or raw
signal, true image, and PRF, respectively. One can then
use deconvolution methods to extract the true image from
the knowledge of measured data and probe PRF.

Theoretically, the probe response function is derived
from the underlying physics of the tip sample interaction
process. Hence, there is a need for a theoretical model for
the tip sample interaction. Recent advances in formulation
and modeling of tip sample interactions allow development
of accurate compensation algorithms for deconvolving the
effect of tip-induced artifacts.

Figure 14 shows an example of applying a deconvolution
algorithm on synthetic degraded images. The degraded
image in Fig. 14c is generated from a synthetic image in
Fig. 14a blurred by a Gaussian PRF in Fig. 14b. Figure 14d
shows the enhanced result obtained using deconvolution.
Although the theoretical treatment of STM and related
SPM techniques provide major challenges because the
atomic structures of the tip and sample have to be modeled
appropriately, its potential is clear and this is a strongly
developing research area at the present time.

CONCLUSIONS

The STM imaging has the highest resolution of all SPM
imaging techniques. As such, it would be highly desirable
to apply STM to investigations of molecular biology and
medicine. An often described difficulty when considering
the application of STM to molecular biology is that biolo-
gical samples are nonconductive. It would be more accurate
to describe biological samples as having both local and
varying conductivities. Design of STM experiments in
which ring systems are exploited, and/or imaging para-
meters are set for the least conductive portion of the
biomolecules may help produce successful imaging results.
New research in applications of powerful deconvolution

techniques to STM imaging will also open up the field of
direct STM investigations of the structure and function of
important biomolecules.
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INTRODUCTION

Microsurgery is a specialized surgical technique whereby a
microscope is used to operate on tiny structures within the
body. Fine precision microinstruments are used to manip-
ulate tissue with or without robotic or computer control.

This technique has allowed for significant advances in
surgery especially for operations involving the inner ear,
eye, brain, nerves, and small blood vessels.

HISTORY OF THE SURGICAL MICROSCOPE

The compound microscope is generally agreed upon to have
been invented in the 1590s by the two Dutch opticians
Hans and Zacharias Janssen. Their device consisted of a
sliding tube with two aligned lenses. In 1624 Galileo
Galilei, the famous astronomer and mathematician,
demonstrated an inverted telescope to his colleagues of
the Lincean Academy. One of them, Giovanni Faber,
named it a microscope from the Greek words micro, mean-
ing small, and scope, meaning to aim or shoot. Microscope
lenses were improved in the seventeenth century by
Antonie van Leeuwenhoek, a Dutch linen draper who
originally was interested in counting the number of
threads per square inch in his reams of cloth. How he
constructed his spherical lenses still remains a mystery
to this day. In the eighteen century, fine and course adjust-
ments as well as tube inclination were added by Robert
Hooke, who first discovered the cell. The microscope was
further improved by Joseph Jackson Lister a British wine
merchant, school visitor, and histologist, the father of Lord
Joseph Lister whom is credited as stating the era of modern
surgery. His innovations included the developed achro-
matic objective lens corrected for chromatic and spherical
aberrations and stands designed to reduce vibrations. His
jointly published work with Dr. Joseph Hodgkins in 1827,
redefined the understanding at the time of arteries, mus-
cles, nerves, and the brain.

In 1848 Carl Zeiss, a German machinist opened a micro-
scope workshop. Ernst Abbé, a physicist working with
Zeiss, derived new mathematical formulas and theories
that allowed the optical properties to be mathematically
predicted for the first time. Prior lenses had always been
made by craftsmen who learned their trade by trial and
error. Abbé’s advancements enabled Zeiss to become the
first mass producer of high quality microscopes.

USE IN SURGERY

Edwin Theodor Saemisch, a German ophthamologist, used
loupes in surgery in 1876, but although the microscope was
being used in the laboratory medical research environment
it was not used the operating room. Zeiss manufactured a
binocular microscope specifically designed for dissecting
which was used for ophthalmological examinations of the
cornea and anterior chamber of the eye. It was not until
1921 that Carl Olof Nylen, a Swedish, otologist and tennis
olympian, used his homebuilt monocular microscope for
the first time in ear surgery on a case of chronic otis media,
a type of ear infection. His monocular microscope was
quickly replaced in 1922 by a binocular microscope devel-
oped by adding a light source to a Zeiss dissecting micro-
scope by his chief surgeon, Gunnar Holmgren. He used it to
treat diseases otosclerosis, the abnormal growth of tem-
poral bone in the middle ear.
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Despite these early successes the surgical microscope
was seldom used due to its limited field of vision, very short
focal distance, poor light quality, and instability. It was not
until the 1950s that the surgical microscope started to
become more widely adopted. In 1953, Zeis released the
Zeiss OpMi 1(Zeiss Operating Microscope Number One),
which was specially designed for otological procedures. Its
superior coaxial lighting, stability, and ease of operation
enabled the advent of tympanoplasty operations to repair
ruptured ear drums as well as widespread use in temporal
bone surgery.

The success the microscope was having in otology soon
spread to other disciplines as well. In the early 1950s, José
Ignacio Barraquer adapted a slip lamp to the Zeiss otolo-
gical surgical microscope for ocular microsurgery. By the
1960s, J. I. Barraquer, Joaquı́n Barraquer, and Hans Litt-
man of Zeiss, had further modified the surgical microscope
and refined microsurgical techniques to make ocular man-
euvers in glaucoma microsurgery easier to perform. During
this same time frame, Richard Troutman also had Zeiss
make a special microscope for his ophthalmic procedures.
He made many advances and is credited as adding electric
and hydraulic control to surgical microscopes, but possibly
his greatest innovation was the first variable magnifica-
tion, or zoom, surgical microscope.

Around this time neurosurgeons also began using the
surgical microscope in the operating room. In 1957, Theo-
dore Kurze removed a neuriloma tumor from the seventh
cranial nerve, and then later anastomized it to the hypo-
glossal nerve. He also developed techniques to use the
surgical microscope for aneurysm surgeries. Recognizing
that sterilization was a major problem, he developed the
use of ethylene oxide gas to sterilize his surgical micro-
scopes for use in the operating room. Dr. R. M. Peardon
Donaghy established the first microsurgical training lab at
the University of Vermont, where many surgeons were
trained. He collaborated with the vascular surgeon Julius
Jacobson to remove occlusions from cerebral arteries.
Jacobson and his colleague Ernesto Suarez, were respon-
sible for developing small vessel anastomoses techniques.
Their procedures required another surgeon’s assistance.
To meet this need Jacobson invented the diploscope that
allowed two surgeons to view the same operative field.
Later he and his colleagues worked with Hans Littman
of Zeiss to develop a commercial surgical microscope with a
beamsplitter enabling two surgeons to operate at the same
time. A modern day version of the Zeiss dual head micro-
scope is shown in Fig. 1.

Inspired by the work of the neuroscientists plastic sur-
geon also started using the surgical microscope. Harold
Buncke was one of the first plastic surgeons to use the
microscope for digit/limb replantation and free-flap autop-
lantation. Buncke also developed many of the tools micro-
surgeons use by borrowing technology from the jewelry,
watchmaking, and microassembly industries (Fig. 2.)

The 1960s saw the techniques applied to neurosurgery.
Breakthroughs in microneurosurgery included the repair
of peripheral nerve injuries, intracranial aneurysm sur-
geries, embolectomies of middle cerebral arteries, middle
cerebral artery bypasses. One on the visionaries of this
time was M. G. Yasargil a Turkish neurosurgeon from

Switzerland. Trained in Donaghy’s training lab he further
refined and improved the surgical techniques.

The next advancements came with the development of
minimally invasive surgical techniques. Traditional surgi-
cal techniques used relatively large incisions to allow the
surgeon full access to the surgical area. This type of opera-
tion, called open surgery, enables the surgeon’s hands and
instruments to come into direct contact with organs and
tissue, allowing them to be manipulated freely. These
operations are classified as first generation surgical tech-
niques and most surgeons are trained in this manner.
While the large incision gives the surgeon a wide range
of motion to do very fine controlled procedures, it also
causes substantial trauma to the patient. In fact, the
majority of trauma is caused by the incisions the surgeon
uses to get access to the surgical site instead of the actual
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Figure 1. Zeiss OpMi Vario S8 surgical microscope. (Courtesy of
Carl Zeiss.)

Figure 2. Modern day microsurgical tools. (Courtesy of WPI Inc.)



surgical procedure itself. For example, in a conventional
open-heart cardiac operation, the rib cage must be cracked
and split exposing the heart muscle. This trauma not only
increases pain to the patient, but adds to recovery times
increasing hospital stays, in turn increasing costs.

In 1985, Muhe performed the first laparoscopic chole-
cystectomy, or gallbladder removal surgery with a fiber-
optic scope. The technique he performed is commonly
called minimally invasive surgery but also goes by other
names, such as micro, keyhole, microscopic, telescopic, less
invasive, and minimal access surgery. This microsurgical
technique is based on learnings from gynecological pelvis-
copies and arthroscopic orthopedic operations along with
the previous advances made in otology, opthamology, neu-
rosurgery, and reconstructive microsurgeries. It has sub-
sequently been applied to many other surgical areas, such
as general surgery, urology, thoracic surgery, plastic sur-
gery, and cardiac surgery. These procedures are classified
as second generation surgeries as trauma to the patient is
drastically reduced by the reducing or eliminating inci-
sions. The shorter hospital stays and faster recovery times
for the patient reduce the cost of a minimally invasive
procedure 35% compared to its open surgery counterpart.

In a minimally invasive cardiac operation a few small
holes, access points, or ports are punctured into the patient
and trocars are inserted. A trocar consists of a guiding
cannula or tube with a valve–seal system to allow the body
to be inflated with carbon dioxide. This is done so that the
surgeon has enough room to manipulate his instruments at
the surgical site. An endoscope is inserted into one of the
trocar ports to allow the surgeon a view the surgical site.
Various other surgical instruments, such as clippers, scis-
sors, graspers, shears, cauterizers, dissectors, and irriga-
tors were miniaturized and mounted on long poles so that
they can be inserted and removed from the other trocar
ports to allow the surgeon to perform the necessary tasks at
hand.

While minimally invasive surgery has many advantages
to the patient, such as reduced postoperative pain, shorter
hospital stays, quicker recoveries, less scarring, and better
cosmetic results, there are a number of new problems for
the surgeon. The surgeon’s view is now restricted and does
not allow him to see the entire surgical area with his eyes.
While the operation is being performed he must look at a
video image on a monitor rather than at his hands. This is
not very intuitive and disrupts the natural hand–eye coor-
dination we all have been accustomed to since childhood.
The video image on the monitor is also only two dimen-
sional (2D) and results in a loss of our binocular vision
eliminating the surgeon’s depth perception. While per-
forming the procedure the surgeon does not have direct
control of his own field of view. A surgical assistant holds
and maneuvers the endoscopic camera. The surgeon has to
develop his own language to command the assistant
to position the scope appropriately, which often leads to
orientation errors and unstable camera handling, espe-
cially during prolonged procedures. Since the images from
the camera are magnified, small motions, such as the
tremor in a surgical assistant’s hand or even their heart-
beat can cause the surgical team to experience motion
induced nausea. To combat the endoscopic problems, some

surgeons choose to manipulate the endoscope themselves.
This restricts them to using only one hand for delicate
surgical procedures and makes procedures even more
complicated.

The surgeon also loses the freedom of movement he has
in open surgery. The trocar ports are fixed to the patient’s
body walls by pressure and friction forces. This constrains
the instrument’s motion in two directions and limits the
motion of the tip of the instrument to four degrees of
freedom (in–out, left–right, up–down, and rotation). The
trocars also act as pivot points and cause the surgical
instruments to move in the opposite direction to the sur-
geon’s hands. When the surgeon is moving left, the image
on the monitor is moving to the right. The amount of this
opposite movement also depends on the depth of the intro-
duction of the instrument. Again because of the pivot point
the deeper an instrument is inserted into the body the more
the surgeon’s movement is amplified. Even a small move-
ment made by the surgeon on the outside of the patient can
translate to a very large movement on the inside of the
patient. The seals and valves in the trocars also impede
movements which hinders the smoothness of motions into
and out of the patient and greatly reduces the already
limited tactile feedback the surgeon experiences. These
movement behaviors and lack of tactile feedback are coun-
ter to what the surgeon is used to in open surgery and
require long training to develop the technical skills to
perform these operations.

Performing a minimally invasive procedure has been
likened to writing your name holding the end of an 18 in.
(45.72 cm) pencil (1). The surgeon loses three-dimensional
(3D) vision, dexterity, and the sense of touch. The instru-
ments are awkward, counterintuitive, and restricted in
movement. The lack of tactile feedback prevents the sur-
geon from knowing how hard he or she is pulling, cutting,
twisting, suturing, and so on. These factors cause a number
of adjustments to be made by the surgeon, which requires
significant retraining on how to do the procedures in a
minimally invasive manner. These difficulties encountered
by the surgeon cause degradation in surgical performance
compared to open surgery which limits surgeons to per-
forming only simpler surgical procedures.

In an attempt to address some of these shortcomings
and allow the surgeon more control during operations a
third generation of surgical procedures, robotic surgery
was developed. Although these types of procedures are
commonly referred to as robotic surgery, the operations
themselves are not completely automated and are still
carried out by a surgeon. For this reason, robotic surgery
is also referred to as computer aided or computer assisted
surgery.

The robotic technology was originally developed for
telerobotic applications in the late 1980s for the Defense
Advanced Research Project Administration (DARPA) by
researchers at SRI International. The surgeon of the future
would allow surgeons from remote command centers to
operate on injured soldiers in the battlefield. In 1995, this
technology was spun off into a new company named Intui-
tive Surgical to commercialize the technology for use in the
hospital environment. Near the same time Dr. Yulan Wang
was developing robotic technology for NASA to allow
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surgeons on earth to deal with medical emergencies on the
international space station. He formed Computer Motion
in 1989. Both of these companies merged in 2003, and
Intuitive Surgical is now the leader in Robotic Surgery.
In 2002, Dr. Fredric Mol, one of the original founders
of Intuitive Surgical, founded Hansen Medical which
brings computerized robotic control of catheters to electro-
physiology and interventional cardiac procedures.

Current robotic surgery systems have a number of ben-
efits over conventional minimally invasive surgery. Figure 3
shows an Intuitive Surgical da Vinci robotic system. In this
arrangement the surgeon sits comfortably at a computer
console instead of having to stand throughout the entire
procedure, which can last up to 5 h long. A three-armed
robot takes his place over the patient. One arm holds an
endoscope while the other two hold a variety of surgical
instruments. The surgical team can also look at a video
monitor to see what the surgeon is seeing. The surgeon looks
into a stereo display in much the same way as looking
though a surgical microscope and manipulates joystick
actuators located below the display. This simulates the
natural hand–eye alignment he is used to in open surgery,
(Fig. 4). Since computers are used to control the robot and
are already in the operating room, they can be used to give
the surgeon superhuman like abilities. Accuracy is
improved by employing tremor cancellation algorithms to
filter the surgeon’s hand movements. This type of system
can eliminate or reduce the inherent jitter in a surgeon’s
hands for operations where very fine precise control is
needed. Motion scaling also improves accuracy by translat-
ing large, natural movements into extremely precise, micro-
movements. A wide variety of surgical instruments or end
effectors are available including graspers, cutters, cauter-
izers, staplers, and so on. Both companies provide end
effectors that have special wrist like joints at their tips
enabling full seven degree of freedom movements inside
the patient, (Fig. 5), but still lack tactile feedback.

These robotic advances allow surgeons to perform more
complex procedures, such as reconstructive cardiac opera-
tions like coronary bypass and mitral valve repair that cannot
be performed using other minimally invasive techniques.
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Figure 3. Intuitive Surgical da Vinci robotic surgery system.
(Copyright #2005 Intuitive Surgical, Inc.)

Figure 4. Intuitive Surgical stereo display and joysticks.
(Copyright #2005 Intuitive Surgical, Inc.)

Figure 5. Multidegrees-of-freedom end effector. (Copyright
#2005 Intuitive Surgical, Inc.)



MEMS

Around the same time that minimally invasive surgery was
being developed, there was a turning point in microelec-
tromechanical systems (MEMS). This a technology was
developed from the integrated circuit industry to create
miniature sensors and actuators. Originally, these semi-
conductor processes and materials were used to build
electrical and mechanical systems, but have now expanded
to include biological, optical, fluidic, magnetic, and other
systems as well. The term MEMS originated in the United
States and typically contain a moving or deformable object.
In Europe, this technology goes by the name microsystems
technology or microstructures technology (MST) and also
encompasses the method of making these devices, which is
referred to as micromachining. In Japan and Asia MEMS
are called micromachines when mechanisms and motion
are involved. The MEMS devices first were used in medical
applications in the early 1970s with the advent of the
silicon micromachined disposable blood pressure sensor
(2), but it was not until the mid-1980s when more compli-
cated mechanical structures, such as gears and motors,
were able to be fabricated.

FABRICATION TECHNOLOGIES

The fabrication of MEMS devices is based on the merger of
semiconductor microfabrication processes and microma-
chining techniques to create the desired microstructural
components. There are four major processes that are used
to fabricate MEMS devices: bulk micromachining, surface
micromachining, LIGA, and precision machining. Combi-
nations of these technologies are what allow MEMS to be
highly miniaturized and integratable with microelectro-
nics. These processes are very sensitive to impurities and
environmental conditions such as temperature, humidity,
and air quality. Typically, these fabrication steps are per-
formed inside a cleanroom (Fig. 6). Bulk micromachining,
surface micromachining, and LIGA have the added advan-
tage of being able to be batch fabricated. This allows many
devices to be made in parallel at the same time greatly
reducing device cost.

Bulk micromachining utilizes wet- or dry-etch processes
to form 3D structures out of the substrate. These subtrac-
tive processes produce isotropic or anisotropic etch profiles
in material substrates, which are typically but not limited
to silicon wafers. Bulk micromachining can create large
MEMS structures on the micrometers (mm) to millimeters
(mm) scale (tens of mm-to-mm thick). Commercial applica-
tions of bulk micromachining have been available since the
1970s. These applications include pressure sensors, iner-
tial sensors such as accelerometers and gyros, and micro-
fluidic channels and needles for drug delivery.

In surface micromachining, MEMS are formed on the
surface of the substrate using alternating layers of struc-
tural and sacrificial materials. These film materials are
repeatedly deposited, patterned, and etched to form struc-
tures that can then be released by removing sacrificial
layers. The release process allows for the fabrication of
complex movable structures that are already assembled,

such as motors, switches, resonators, cantilevers, and so
on. Surface micromachined structures are typically limited
to thicknesses of 2–6 mm and because they use much of the
same technology as is used in the integrated circuit indus-
try are readily integrated with electronics. Because so
much technology is shared with the IC industry silicon
wafers are typical substrates with thousands of devices
being able to be fabricated at once (Fig. 7).

Lithographie, Galvanik, Abformung (LIGA) is a German
acronym that means lithography, electroforming, and
molding. The technology was originally developed in
the late-1970s to fabricate separation nozzles for uranium
enrichment. This technology uses X rays to fabricate
devices with very high aspect ratios. A synchrotron radia-
tion source is used to define small critical dimensions in a
poly(methyl methyacrylate) (PMMA), mold that can then
be electroplated to form high aspect ratio metallic struc-
tures. Many parts can be batch fabricated in this manner,
but assembly is usually still a serial process.

Precision machining technology, such as micro-EDM
(microelectro discharge machining), laser micromachining,
and micro stereo lithography, is also used to form complex
structures out of metal, plastic, and ceramics that the
previous fabrication technologies may be incapable of.
Precision machining is typically a serial process, but is
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Figure 6. Cleanroom fabrication facility. (Courtesy of Intel Corp.)



often better able to deal with the varied shapes and sub-
strates of microsurgical instruments.

Micro EDM is a form of spark machining used to shape
conductive materials, such as silicon and metals. An
EDM erodes material by creating a controlled electric
discharge between an electrode and the substrate. It is
a noncontact process and there is no direct mechanical
cutting force applied to the substrate. Dielectric fluid is
used to remove the erosion particles, as well as to keep
the substrate material from oxidizing. Micro-EDMs can be
used to make holes, channels gears, shafts, molds, dies,
stents, as well as more complex 3D parts such as accel-
erometers, motors, and propellers (3).

Lasers can be used to both deposit and remove material.
Laser ablation vaporizes material through the thermal
noncontact interaction of a laser beam with the substrate.
It allows for the micromachining of silicon and metals, as
well as materials that are difficult to machine using other
techniques such as diamond, glass, soft polymers, and
ceramics. Laser direct writing and sintering is a maskless
process where a laser beam is used to directly transfer
metal materials onto a substrate. This can be used to form
metal traces on nonplaner surfaces, which reduces the
need for wires on surgical tools (4).

Micro stereo lithography processes generate 3D struc-
tures made out of ultraviolet (UV) cured polymers. It is an
additive process where complex 3D structures are made
from stacks of thin 2D polymer slices that have been
hardened from a liquid bath. Conventional systems were
limited in that they were a serial process where only one
part could be made at a time. MicroTEC has developed a
batch fabricated wafer level process called rapid material
product development (RMPD), which is capable of con-
structing structures out of 100 different materials includ-
ing plastics, sol–gels, and ceramics (5).

APPLICATIONS

The inclusion of MEMS technology in microsurgery, will
allow for smaller more miniaturized surgical tools that not

only overcome many of the limitations of microsurgical
procedures, but allow for new more advanced operations
to be performed. MEMS are just now being incorporated
into microsurgical tools and coming on the market. Most
are still at the research level, but the industry is moving in
this direction as the need for smaller smarter tools
increases.

HAPTIC FEEDBACK

One of the key areas for improvement in microsurgery is
tactile feedback. The lack of tactile sensing limits the
effectiveness these procedures. Recent work in robotic
feedback for minimally invasive surgery has concentrated
on force feedback techniques using motors and position
encoders to provide tactile clues to the surgeon. In these
approaches, the sense element is far removed from the
sense area. Verimetra, Inc. has developed strain gauge
force sensor fabrication technology which uses the surgical
tools themselves as a substrate (6). Prior efforts have
focused on fabrication of sensors on silicon, polyimide, or
some other substrate followed by subsequent attachment
onto a surgical tool with epoxy, tape, or some other glue
layer. Attaching a sensor in this manner limits perfor-
mance, introduces sources of error, limits the sensor’s size,
and further constrains where the sensor can be placed. By
eliminating glue and adhesion layers improved sensitivity
and reduces errors due to creep. Figure 8 shows strain
gauges fabricated on surgical sharps. Figure 9 is a cut away
SEM image of a strain gauge and temperature sensor
embedded inside of a robotic microforcep. While this micro-
fabrication technology is an improvement in sensor tech-
nology, wires are still used to connect the sensor to the
outside world. Reliability and the added complexity of
adding wires to surgical end effectors with high degrees
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Figure 7. Silicon wafer in the fabrication process. (Courtesy of
Intel Corp.)

Figure 8. Strain gauges fabricated on surgical sharps. (Courtesy
of Verimetra, Inc.)

Figure 9. Strain gauges and temperature sensor embedded in
robotic microgripper. (Courtesy of Verimetra, Inc.)



of freedom limit the effectiveness of the technology. Short-
range wireless technology compatible with the operating
room environment need to be developed to overcome these
limitations.

Recently tactile feedback has been shown to be able to be
added to noncontact lasers. Based on optical distance
measurements, the systems synthesize haptic feedback
through a robotic arm held by the surgeon when the focal
point of the laser is coincident with a real surface. This
gives the operator the impression of touching something
solid. By increasing the power of the laser such a system
could also be used for cutting or ablation.

TISSUE SENSING

Taking haptic feedback one step further is the ability to
distinguish between different types of tissue in the body.
Tissue sensing is of vital importance to a surgeon. Before
making an incision into tissue, the surgeon must identify
what type of tissue is being incised, such as fatty, muscular,
vascular, or nerve tissue. This becomes more complicated
because the composition and thickness of different human
tissues varies from patient to patient. Failure to properly
classify tissue can have severe consequences. For example,
if a surgeon fails to properly classify a nerve and cuts it,
then the patient can suffer effects ranging from a loss of
feeling to loss of motor control. If a neurosurgeon cuts into a
blood vessel while extracting a tumor severe brain damage
may occur. The identification and classification of different
types of tissue during surgery, and more importantly dur-
ing the actual cutting operation, will lead to the creation of
smart surgical tools. If a surgical tool senses that it is too
close to or about to cut the wrong type of tissue it can simply
turn itself off.

Verimetra, Inc. has developed a device called the data
knife, Fig. 10. It is a scalpel, which is outfitted with
different strain sensors along the edges of the blade to
sense the amount of force being applied. The resistance of
the tissue is one of the signals used for classifying tissue.
Pressure sensors are used to measure the characteristics of
material surrounding the blade. The pressure of the sur-
rounding fluid can be used to help classify the type or
location of tissue. Electrodes are used to measure the
impedance of different types of tissue, as well as being
used to identify nerves by picking up their electrical sig-
nals. The tool provides the real-time feedback surgeons

have been asking for during surgery, and can also be used
to record data for later use for tracking purposes.

Sensing the density of tissue can also be used to assist
the surgeon in identifying tissue. In open cardiac bypass
operations, the surgeons insert their hands inside the body
to palpate arteries. For cardiac bypass surgery, surgeons
select the bypass location by feeling where the fat and fatty
plaque is located in your arteries with their fingers. The
lack of tactile feedback in minimally invasive surgery,
prevents them from using this technique. The MEMS
devices have been developed for the palpation of tissue
using strain gauges (7), diaphragms (8), micropositioners
(9,10), and load cells (11) and have shown the ability to
measure blood pressure, pulse, different kinds of arterial
plaque, and distinguish between colon, bowel, stomach,
lung, spleen, and liver tissue.

Piezoelectric transducers can also be used to measure
density. Macroscale transducers are frequently used in
imaging applications to differentiate between tumors,
blood vessels, and different types of tissue. These transdu-
cers both emit and receive sound waves. By vibrating at a
high frequency sound waves are emitted in the direction of
the object of interest. The density of the impinged object
can then be measured based on the signal that is reflected
back by that object. Sound waves are reflected off the
interfaces between different types of tissue and returned
to the transducer. Present ultrasound systems tend to be
large and are not well suited for incorporation into micro-
surgical devices. The MEMS technology is well suited for
this application and many ultrasonic MEMS sensors have
been developed for imaging (12–16).

Microelectromechanical systems ultrasound devices for
density measurements are shown in Fig. 11. They have
been shown to be able to detect the location of bone in tissue
and are being applied to atrial fibrillation surgeries. Atrial
fibrillation is what causes irregular heartbeats and leads to
one out of every six strokes. Drugs can be used to treat this
condition, but have dangerous side effects including caus-
ing a switch from atrial fibrillation to the more dangerous
ventricle fibrillation. Pacemakers and other electrical con-
trol devices can be used, but they do not always work for all
patients. The most effective treatment is the surgical
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Figure 10. Data Knife smart scalpel. (Courtesy of Verimetra,
Inc.)

Figure 11. Ultrasound transducers next to a dime. (Courtesy of
Verimetra, Inc.)



MAZE procedure, but it is an incredibly invasive treat-
ment. The patient is put on a heart lung machine and then
their heart is stopped. Next, the surgeon takes a scalpel
and actually cuts all the way through the heart making
lesions, which physically separate the heart muscle. These
lesions break the electrical connections in the heart. The
heart is then sewn back together. Recently, there have
been a variety of different methods used to address the
problem. Instead of physically cutting all the way through
the heart with a scalpel, surgeons are using radio fre-
quency, microwave, cryo, and laser energy to create trans-
mural lesions. Transmurality means that the lesions go all
the way through the tissue, breaking the heart’s electrical
connections. One of the problems surgeons encounter is to
know how deep the ablation is or if it is transmural. If the
lesions are not completely transmural or just partially
transmural then the undesirable electrical signals may
still be transmitted to the heart muscle. The MEMS ultra-
sound technology or micromachined electrodes can be used
to measure the transmurality.

Temperature can be used to detect if a surgical device is
close to a blood vessel, or if the surgical tool is in a diseased
or infected area. Temperature can also be used to monitor
the usage of a surgical device, by monitoring the time at
which the device is at body temperature. Usage is just one
of many areas where Auto-ID technologies will benefit
microsurgery (17). They can be used to make sure that
only the correct surgical tool is used for a procedure and if
that tool has been properly sterilized. Keeping track of how
many times, how long, and what was done with a surgical
tool will improve the reliability and effectiveness of surgi-
cal procedures and will greatly impact the entire medical
industry.

TRACKING SYSTEMS

Traditionally, a surgeon uses an endoscope in minimally
invasive surgery to determine where the surgical instru-
ments are located in the patient. The view the surgeon has
of the surgical area is not ideal and the position of surgical
instruments outside of the camera view is not known.
Ideally, the surgeon would like to know the position and
orientation of each of his instruments. Computer-aided
surgery has enabled the surgeon to overlay magnetic reso-
nance imaging (MRI) or computed artial tomography
(CAT) scan images of the patient with position and orien-
tation data taken during surgery to create 3D models that
the surgeon can use to better visualize the surgical proce-
dure. Computers can be used to simulate the procedure
beforehand allowing the surgeon to practice difficult opera-
tions ahead of time.

Current technology in this area is predominately optical
in nature. Markers are placed on the ends of the surgical
instruments that are located outside of the body, as well as
on specific locations on the patient’s body. A computer
registers the location of the surgical tools with the refer-
ence markers on the patient so that images of the patient’s
body can be aligned with the surgical tools. This is done
through the use of visible and infrared (IR) cameras. The
tips of the surgical tools that are located inside of the body

are then extrapolated. The markers must not interfere
with the surgery in any way, and therefore should be as
small and lightweight as possible. While these systems are
wireless and do not have cords that can get tangled on the
surgeon or on the surgical tools, there must be an unob-
structed path from the markers to the camera systems. The
surgeon must be careful not to block the markers themself
or with other surgical instruments. Precision is compro-
mised because the location of the surgical tips is extra-
polated and does not take into account bending of the
surgical tools. Markers on the outside of the body do not
take into account compression of the tissue.

MEMS based ultrasound tracking systems have been
developed to address these issues (18). Constellations of
ultrasound sensors can also be placed on the surgical tools
themselves to determine position thereby eliminating
errors from extrapolation. Reference markers can now be
placed inside of the body, closer to the surgical area so that
they are less affected by compression and movement of the
patient.

Position and orientation can also be estimated using
accelerometers and gyroscopes. The signal outputs can be
integrated to determine or predict the distance traveled by
a surgical tool. Conventional MEMS accelerometers have
accuracies in the milligram range, which are not sufficient
for measuring accurately the relatively small displace-
ments made during surgery (19). More accurate inertial
sensors need to be developed before they can be integrated
into surgical tools.

Magnetic field sensors can also be used to determine
position and orientation of surgical tools (20,21). A three
axis magnetoeffect sensor has been developed for deter-
mining the location of catheters. Currently this is done by
continually taking X rays of the patient. However X rays
only provide a 2D snapshot, a 3D image would be more
helpful for navigation.

EYE SURGERY

The leading cause of vision loss in adults > 60 are catar-
acts. The word cataract comes from the Greek meaning
waterfall and was originally thought to be caused by
opaque material flowing, like a waterfall, into the eye.
The condition is actually caused by the clouding of the
eye’s intraocular lense. In the eye, light passes through
the lens that focuses it onto the retina. The retina converts
the light into electrical signals that are then interpreted
by the brain to give us our vision. The lens is a hard
crystalline material made mostly of water and protein.
The protein is aligned in such a way to allow light to pass
through and focus on the retina. When proteins in the lens
clump together, the lens begins to cloud and block light
from being focused on the retina. This causes vision to
become dull and blurry, which is commonly referred to as a
cataract.

Much like other surgery in other parts of the body,
cataract surgery has followed down the minimally invasive
path for the same benefits. Cataract surgery is one of the
earliest known surgical procedures. The earliest evidence
is the written Sanskrit writings of the Hindu surgeon
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Susrata dating from the fifth century BC. He practiced a
type of cataract surgery known as couching or reclination,
in which a sharp instrument was inserted into eye and
pushed the clouded lens out of the way. This displacement
of the lens enabled the patient to see better. Although
vision was still blurred without corrective lenses, many
famous people underwent this procedure including the
artists Michelangelo, Rembrandt, and Renoir. Couching
was still performed until the mid-twentieth century in
Africa and Asia.

In 1748, Jacques Daviel of Paris introduced extracap-
sular surgery where the lens was removed from the eye.
Later, very thick pairs of glasses were used to focus the
light onto the retina and restore sight, but the glasses were
cumbersome and caused excessive magnification and dis-
tortion.

By 1949, Dr. Harold Ridley of England, used PMMA as
the first intraocular lens. He discovered that PMMA was
biocompatible with the eye while treating WWII fighter
pilots whose eyes were damaged by shattering plastic from
their windshields. In the 1960s and 1970s, extracapsular
surgery became the preferred treatment. A large incision
(10–12 mm) was made in the eye to remove and replace the
lense. This procedure minimized problems with image size,
side vision, and depth perception, but the large incisions
required longer hospitalization, recovery time, and
stitches.

Today, cataracts are removed with a procedure called
phacoemulsication with�1.5 million operations performed
yearly. A hollow ultrasonically driven titanium needle is
inserted into the anterior chamber of the eye. Ultrasonic
energy is then used to liquefy the hard lens and it is then
aspirated out of the eye. A foldable lens made of acrylic or
silicone is inserted through a (1–3 mm hole) as a replace-
ment. Since the incision size has been reduced compared to
conventional extracapsular surgery, hospitalization, gen-
eral anesthesia, sutures and bandages have all been elimi-
nated. The reduction in incision size has also reduced the
risk of infection and postoperative refractions.

During the procedure the surgeon cannot see directly
under the needle as the lens is broken up and aspirated. A
thin clear membrane or capsule surrounds the lense. The
posterior capsule tissue underneath the lens is very deli-
cate and easily cut compared the crystalline lens. To pre-
vent the soft underlying tissue from damage requires a
skilled surgeon whom has performed many procedures. If
the posterior capsule is ruptured it can lead to glaucoma,
infection, or blindness. As the size of the incision has
decreased, heat damage to surrounding tissue from the
ultrasonic tip has increased that can alter the character-
istics of the tissue and change its appearance. In addition
positive intraocular pressure must be maintained by bal-
ancing the flow of infusion fluid at positive pressure and
the aspirated cataract lens fragments. If pressure is not
maintained the anterior chamber can collapse. Pressure is
currently maintained by sensors located many feet from
the surgical area. This distance creates delays in the feed-
back loop, which can cause dangerous pressure fluctua-
tions leading to damage to the iris and cornea.

Recently, micromachined silicon ultrasonic surgical
tools for phacoemulsifiaction have been developed by Lal’s

research group (22,23) (Fig. 12). Piezoelectric material is
attached to a micromachined silicon needle. The needle has
a fluid channel for aspiration as well as a horn for amplify-
ing the ultrasonic displacement. These silicon devices are
able to generate higher stroke velocities and lower heat
generation than their conventional titanium counterparts.
High levels of integration has been achieved by integrating
pressure and flow sensors directly on the needle for main-
taining intraocular pressure, reducing delays and making
the phacoemulsification procedure safer.

To prevent damage to the posterior capsule a piezo-
electric sensor has been integrated into a phacoemulsifica-
tion hand piece and undergone clinical trials (24). The
device can determine tissue hardness by measuring the
impressed loading on the needle tip or by monitoring
the resonant frequency at which the ultrasonic system
oscillates. Both of these approaches have proven successful
in determining when a hard to soft tissue transition has
occurred during a phacoemulsification procedure. This
technology enables a surgeon to get real-time feedback
on the type of tissue he is cutting, and can be applied to
other types of surgical procedures such as tumor extraction
as well.

Insertion of a replacement lense requires precise move-
ments by the surgeon. Serious postoperative vision pro-
blems may occur if the lens is inserted incorrectly and
needs to be removed. Precision piezoelectric micromotors
have been developed for intraocular delivery of replace-
ment lenses after cataract removal (25). These inchworm
actuators use a glider and clamp arrangement to generate
large forces over small displacements. An electrostatic
clamp made of an oxide dielectric layer sandwiched
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Figure 12. Ultrasonic phacoemulsification tool. (Courtesy of Jeff
Miller/University of Wisconsin-Madison.)



between two silicon wafers layer locks the micromotor in
place while a PZT actuator generates the force. The inertia
of a mass is used to move the clamp. Forces of 3.0 N and
step sizes of 100 nm to 10 mm have been reported.

In eye surgery there are many times when precision
cutting is required. Highly sharpened steel, ceramic, or
diamond scalpel blades are used, but are expensive to
produce costing up to $1000 a piece. Disposable silicon
micromachined scalpels are an attractive alternative. They
can be batch fabricated to reduce cost and sharpened to an
atomic edge along their crystal planes. They are already
being used in Russia at the Fyodorov Eye Care Center in
nonpenetrating deep sclerectomy operations for the treat-
ment of glaucoma (26). BD (Bekton, Dikenson, and Com-
pany) is producing Atomic Edge silicon blades for cataract
surgery (27). Soon they will be used for eye operations and
eventually migrate to procedures on other parts of the body.
Smaller incisions made by sharper blades result in less
bleeding and tearing. An added advantage of silicon blades
is that sensors and electronics can be directly fabricated on
them during fabrication. Integrating cauterizing electrodes
on the blade itself will prevents the patient from bleeding as
well as let the surgeon more clearly see the surgical area.

CATHETERS/GUIDEWIRES/STENTS

Cardiac catheterizations can be referred to as a noninva-
sive surgical procedure. Specialized tubes or catheters are
threaded up through blood vessels in the groin, arm, or
neck to an area of the body which needs treatment. The
problem is then treated from the inside of the blood vessel.
The advantage of these approaches is that the procedures
require very small incisions, hospital stays are usually one
night or less and the discomfort and recovery times after-
wards are minimal. For patients with more complicated
ailments, catheter treatments can be used in combination
with minimally invasive or open surgery to give the best
possible results at the lowest possible risk. Catheters,
guidewires, and stents currently represent the most wide-
spread use of MEMS technology in surgery.

Diagnostic catheterizations, which are used to measure
pressure in different parts of the body, take blood samples,
and to perform detailed angiograms of the heart, can be
performed by injecting X-ray dye through the catheters.
The MEMS pressure sensors are now commonly found on
catheter devices and are the most mature MEMS technol-
ogy in this area. Even smaller designs are being sold for
placement on guidewires, such as those made by Silex
Microsystems, shown next to a 30 gauge needle (Fig. 13).
Each sensor is but 100 mm thick, 150 mm wide, and 1300 mm
long (28). MEMS ultrasound sensors are also starting to
be used for both forward looking (16) and side looking
intravascular imaging (12,13).

To provide the doctor with more information to make
better decisions, additional MEMS sensors are needed to
gather additional data for the diagnosis, monitoring of
procedures, as well as for checking results of completed
operations. Many other types of MEMS sensors are being
researched to measure blood flows, pressures, tempera-
tures, oxygen content, and chemical concentrations for
placement on diagnostic catheters (29,30).

Heart disease continues to be the leading cause of death
in the United States. Interventional catheterization is an
increasingly more common way to treat blood vessels which
have become occluded (blocked) or stenotic (narrowed) by
calcified artherosclerotic plaque deposits. Blood vessels
that have become occluded or stenotic may interrupt blood
flow, which supplies oxygen and cause heart attacks or
strokes. Occluded or stenotic blood vessels may be treated
with a number of medical procedures including angioplasty
and atherectomy. Angioplasty techniques, such as percu-
taneous transluminal coronary angioplasty (PTCA), also
known as balloon angioplasty are relatively noninvasive
methods of treating restrictions in blood vessels. A balloon
catheter is advanced over a guidewire until the balloon is
positioned in the restriction of a diseased blood vessel. The
balloon is then inflated compressing the atherosclerotic
plaque. Frequently, the wall of the vessel is weakened
after inflation and a metal stent in is expanded and
deployed against the plaque. The stent helps keep the
vessel open. During an atherectomy procedure, the stenotic
lesion is mechanically cut or abraded away from the blood
vessel wall using an atherectomy catheter.

Microelectrochemical systems pressure sensors can be
used to measure the pressure in the balloons during infla-
tion, to make sure damage due to over inflation is mini-
mized. The MEMS temperature sensors can be integrated
on catheters and guidewires to determine the location of
inflamed plaque. The inflammation causes artery walls in
the damaged area to have an increased temperature up to
38C higher than healthy tissue. Approximately 20–50% of
all patients undergoing these therapeutic procedures to
clear blocked coronary arteries will suffer restenosis
(reblockage) within 6 months of the initial procedure. Drug
coated stents have significantly lowered these rates and
have been approved for use in Europe for a few years. They
are expected to be approved in the United States later this
year. The MEMS laser micromachining technology is used
in the fabrication of conventional stents and drug coated
stents (31). Stainless steel micromachining technology has
also been developed at the University of Virginia for pier-
cing structure drug delivery/gene therapy stents for the
treatment of restenosis (32). There is potentially a large
opportunity for MEMS in embedding sensors into stents to
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Figure 13. MEMS pressure sensors next to a 30-gauge needle
(Courtesy of Silex Microsystems, Jarfalla, Sweden.)



create a smart stents, which would be able to alert doctors
when restenosis occurs or other problems occur (33). The
MEMS rotary cutting devices have been fabricated for
atherectomy procedures (34), but are not widely used
because cut up plaque particles can flow downstream
and cause strokes.

FETAL SURGERY

Fetal surgical techniques were first pioneered at the Uni-
versity of California San Francisco (UCSF) in the 1980s to
operate on babies while they were still in the womb. The
success rate of treating certain birth defects is higher the
earlier they are addressed in fetal development. Initially
open surgical techniques were used with an incision through
the mother’s abdomen to allow direct access for the sur-
geon’s hands. After the surgery was complete, the womb was
sutured and the mother delivered the baby weeks or months
later. In 1981, the first fetal urinary tract obstruction pro-
cedure was performed at UCSF. Lately, minimally invasive
surgical and robotic surgical techniques have been used that
have reduced the risk of complications and premature labor.
Other fetal procedures have also been developed to treat
cojoined twins, hernias, spina bifida, tumors, and heart
defects. One area of interest is in fetal heart.

The development of the cardiovascular system in a
developing fetus is typically completed by the twelfth week
of gestation. At this stage primary heart defects are small
and if repaired will prevent defects from becoming more
severe as the heart changes to adapt to the normalization
blood flows and pressures in the later periods of gestation.

Fetal heart surgery can be used to treat hypoplastic
heart syndrome (HHS), which was often considered fatal.
This syndrome causes the heart’s left side to fail to grow
properly and is caused by an obstruction which restricts
blood flow. The heart requires the mechanical stress of
blood flow to grow properly, and thus fails to develop
normally. Today, three open surgeries are required to allow
the remaining single (right) ventricle to support both the
pulmonary and systemic circulations. The long-term sur-
vival for these patients into adulthood is significantly
< 50%. Preserving both ventricles would result in the best
chances of long-term survival.

An interventional catheter can be used to treat HHS in a
minimally invasive manner. The balloon catheter must
first penetrate in through the mother’s abdominal wall,
the placenta and then the fetus’s chest into its heart. It
must then locate the fetus’s tiny heart and expand to open
the blockage. Afterward, the surgeon needs to know
whether the operation has succeeded enough for the baby
to develop normally. Verimetra, Inc., Carnegie Mellon
University, and Children’s Hospital of Pittsburgh have
embedded a MEMS flow sensor and a series of microma-
chined bar codes on the tip of a balloon catheter. The bar
codes enable the catheter to be visualized with ultrasound
allowing surgeons to know its exact position. The flow
sensor is a thermistor. As blood flow increases the tem-
perature measured by the thermistor decreases and in this
manner blood flow changes as the catheter progresses
through the heart’s vessels can be monitored. This allows
for the measurement of blood flow at or near a constriction

and then again after the procedure to open the constriction
has been performed.

FUTURE SYSTEMS

In 1959, Richard Feynman gave his famous talk There’s
Plenty of Room at the Bottom (35). In it, he talked about
being able to put a surgeon in a blood vessel which would be
able to look around ones heart. Initially, new microsurgical
tools will focus on measuring or detecting a specific para-
meter be it pressure, blood flow, velocity, temperature, and
so on. The MEMS sensor systems will continue to be refined
and improved leading to the integration of multiple sensor
systems on surgical tool followed by tools with multiple
functions. Multifunction surgical tools will reduce the
number of tool insertions and removals reducing patient
risks. Eventually, this will lead to highly integrated probes,
which will do everything a surgeon needs, such as the
concept shown in Fig. 14 (36). These tools will fit through
a standard 5-mm port and have built in 3D cameras for
visualization, biopsy samplers with microfluidic processing
capability to do tissue analysis, ultrasound transducers,
and tactile sensors for feedback to the surgeon.
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INTRODUCTION

Most surgical procedures involve the invasion and disrup-
tion of body tissues and structures by surgical instrumen-
tation and/or implantable medical devices, resulting in
trauma to the patient. Diagnostic imaging procedures,
such as magnetic resonance imaging (MRI), computed
tomography (CT), X ray, positron emission tomography
(PET), and ultrasound do not require disruption of body
tissues, and are thus considered to be noninvasive. Extra
corporeal shockwave lithotripsy (ESWL) used to disinte-
grate kidney stones is an example of a noninvasive ther-
apeutic procedure. As shown in Fig. 1, it focuses acoustic
energy, generated outside of the patient’s body, on kidney
stones. No trauma to the patient occurs during this
procedure.

Open heart coronary artery bypass and organ trans-
plantation surgery are examples of highly invasive sur-
gery. These procedures require a high level of invasion and
disruption of body tissues and structures. Bones, muscle
tissue, and blood vessels are cut, and tissue from other
parts of the body may be grafted, resulting in a high level of
surgical trauma to the patient.

Minimally invasive surgical procedures are less trau-
matic than corresponding conventional surgical proce-
dures. The use of small instruments placed through
intact natural channels, such as the esophagus, urethra,
and rectum, is less invasive than conventional open surgi-
cal approaches requiring large incisions, significant loss of
blood, and trauma to tissues. The use of small instruments,
such as biopsy guns and angioplasty balloons placed
through small incisions, results in minor trauma to the
patient, but is much less invasive than open surgical
procedures used to accomplish the same goals. Procedures
using small instruments through intact natural channels
or small incisions are classified as minimally invasive.

A minimally invasive surgical procedure can be defined
as surgery that produces less patient trauma and disrup-
tion of body tissues than its conventional open surgical
counterpart. For example, conventional appendectomies
require a 4 cm long incision made through layers of skin,
muscle, and other tissues to gain access to the appendix.
Once the appendix is removed, the layers of the wound are
sutured together to allow them to heal. This invasive
procedure requires a significant level of invasion and dis-
ruption of tissues and other structures. The minimally
invasive appendectomy is performed with small surgical
instruments placed into small incisions in the patient’s
abdomen. Once the appendix is removed, the small incision
is closed with sutures. This procedure results in much less
trauma to the patient than the open surgical approach.

Minimally invasive surgery (MIS) is performed with
small devices inserted through intact natural orifices or
channels, or small incisions used to create an orifice. Some

procedures are performed with devices located outside the
body, and thus are noninvasive. The MIS procedures are an
alternative to open surgery. The benefits of MIS include
reduced patient trauma, postoperative recovery time, and
healthcare costs.

INSTRUMENTATION FOR MINIMALLY INVASIVE SURGERY

Many MIS procedures involve flexible or rigid fiber optic
endoscopes for imaging surgical sites and delivering
instrumentation for diagnostic or therapeutic applications.
The term ‘‘endoscope’’ is a generic term used to describe
tubular fiber optic devices placed into the body to allow
visualization of anatomical structures.

Endoscopes consist of a fiber optic light guide, high
intensity light source, coherent fiber optic bundle, steering
mechanism, and various working channels for insertion of
endoscopic instrumentation and infusion of irrigation
fluids or insufflating gases. Glass fibers comprise the fiber
optic light guide and coherent bundle and are surrounded
by a flexible polyurethane sheath or rigid stainless steel
tube. Figure 2 shows the components of a typical endo-
scope. The light source provides light that is transmitted
through the light guide and projected onto the anatomical
site to create an image. The coherent fiber bundle trans-
mits the image back to the focusing eyepiece and into the
surgeon’s eye. The surgeon can move the endoscope proxi-
mally (toward the patient) and distally (away from the
patient) by pushing and pulling the endoscope into and out
of the body, respectively. Steering is accomplished with a
handle attached to a cable that pulls and bends the tip of
the endoscope in the desired direction. The proximal (clo-
sest to the patient) end of the endoscope (shown in Fig. 3)
contains lumens for the fiber optic light guide and coherent
fiber bundle, and one or more working channels for passage
of instruments and irrigation fluid into and out of the
operative site. Some endoscopes contain video cameras
that display endoscopic images on a video monitor in the
operating room, as shown in Fig. 4.

Specialized endoscopes have different names depending
on what part of the body they are used to image. Table 1
lists the names of various endoscopes, the procedures for
which they are used, and the anatomical location where
they are used.

Endoscopic Procedures and Instrumentation

To perform an endoscopic procedure, the surgeon inserts a
sterilized endoscope into a natural channel or orifice, such
as the urethra, rectum, esophagus, bronchial tube, or nose.
If there is no natural channel to provide access to the
operative site (as in abdominal surgery), then the surgeon
will create one with a small incision, and may insert a
hollow trocar into the incision, as shown in Fig. 5. The
trocar is left in the wound to provide access to the abdom-
inal cavity. The endoscope is inserted into the access site
(natural channel, incision, or trocar) and as it is advanced
toward the operative site the surgeon monitors the image
produced by the endoscope, either through the objective
eyepiece or video monitor (as shown in Fig. 4). Rigid
endoscopes are typically used when access is obtained
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through an incision. Flexible endoscopes are used when
access is obtained through natural channels (2). Once in
position, the surgeon can then manipulate the endoscope to
inspect tissues and anatomical structures (Table 1).

If a procedure other than visual inspection is required,
the surgeon has a variety of instruments available to grasp,
cut, remove, suture, and cauterize tissues, and remove debris
through the endoscope. Forceps (Fig. 6) and graspers are
used to grasp tissue and other objects such as kidney

stones. Scalpels and scissors (Fig. 7) are used for cutting
tissue. Suturing devices are used to repair internal wounds
resulting from endoscopic procedures such as appendec-
tomies, cholecystectomies (gallbladder removal), and
arthroscopies. Morcellators are used to reduce the size
and change the shape of a mass of tissue, such as a
gallbladder, allowing it to be removed through a small
incision. Electrohydraulic lithotriptor (EHL) and laser
probes are used to disintegrate objects, such as kidney
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Figure 1. Schematic diagram of noninvasive
extra corporeal shockwave lithotripsy (ESWL)
procedure used to disintegrate kidney or biliary
stones. Acoustic waves generated from spark
plugs are focused with ellipsoidal reflectors on
the kidney stone.
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Figure 2. Components of a typical endoscope.



stones, with acoustic and laser energy, respectively, allow-
ing the debris to be passed through the ureter. Stone
baskets are used to trap kidney or ureteral stones for
endoscopic removal, as shown in Fig. 8. These instruments
are placed through the working channel of an endoscope or
trocar and are operated by manipulating handles and
controls located outside the patient.

Endoscopes may contain multiple working channels
that allow for irrigation of fluids to irrigate and flush out
clots and other surgical debris. The presence of the fluid
improves visibility through the endoscope by keeping the
visual field clear and the lens clean. Laparoscopic surgery
requires insufflation of CO2 or N2O through the working
channel or trocar and into the abdominal cavity to cause
the cavity to expand, separating organs, and enlarging the
operative site and visual field.

There are typically not enough working channels in a
laparoscope to accommodate all of the instruments needed
for a particular procedure. In these cases, multiple access
sites are created with additional trocars. Typically, a cam-
era is placed through one trocar and used to visualize the
work being performed with instruments placed through
other trocars.

When an endoscopic procedure is completed, the endo-
scope and instrumentation are removed from the patient
via the natural channel or incision. When a laparoscopic
procedure is completed, the laparoscope, camera, instru-
ments, and trocars are removed from the patient. The
wounds created by the trocars are sutured and the patient
begins the recovery process. Although some of the CO2

from insufflation may escape the abdominal cavity when
all instrumentation is removed, some will be absorbed by
body tissues and eliminated via respiration. Patients typi-
cally recover and are discharged from the hospital within
24–48 h.

Non-Endoscopic Procedures and Instrumentation

Not all minimally invasive procedures require endoscopic
devices for imaging and placement of instruments. Some
MIS procedures (listed in Table 2), such as stereotactic
radiosurgery, use lasers or gamma radiation in place of
scalpels. Others use small catheters to deliver medication,
devices, or energy to specific anatomical locations. Balloons
and stents, delivered via catheters, are used to access and
dilate constricted vessels and maintain patency. Catheter
mounted electrodes are used to deliver thermal, micro-
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Figure 3. Proximal ends of typical endoscopes. Endoscopic
instruments (left:scissors, right:forceps) are shown placed
through working channels. Two other channels contain the fiber
optic light guide and coherent fiber bundle, respectively. A fourth
channel can be used for instrumentation or delivery of irrigation
fluids to operative site (1). (Reprinted from Endoscopic Surgery,
Ball, K., page 62, Copyright 1997, with permission from Elsevier.)

Figure 4. Surgeon viewing laparoscopic images of gallbladder on
video monitor in operating room. Note use of three trocars in
patient’s abdomen; one each for video camera and two
instruments. (Courtesy ACMI, Southborough, MA.)

Figure 5. Trocar inserted into abdominal incision to provide
access to abdominal cavity. Safety shield covers sharp end of
trocar (circled) upon insertion to prevent damage to abdominal
organs. (1) (Courtesy Ethicon Endo-Surgery Inc., Cincinnati, OH.)



wave, or radio frequency energy to selectively destroy
tissue in ablation procedures used to treat cardiac arrhyth-
mias (3), benign prostatic hypertrophy (BPH) (4), and other
conditions. Many of these devices are guided through the
body with the help of imaging or surgical navigation equip-
ment.

Image Guided Surgery–Surgical Navigation

Image guided surgery (IGS) allows surgeons to perform
minimally invasive procedures by guiding the advance-
ment of instrumentation through the patient’s body with
increased accuracy and better clinical outcomes. Preopera-
tively, an IGS system is used to produce computerized
anatomical maps of the surgical site from MRI or CT
images of the patient. These maps are then used to plan
the safest, least invasive path to the site. During an image
guided procedure, the IGS system provides surgeons with a
three dimensional image showing the location of instru-
ments relative to the patient’s anatomical structures. It
tracks the movement of surgical instruments in the body,
correlates these movements with the patient’s preopera-
tive images, and displays the location of the instruments on
a monitor in the operating room. This feedback helps the

surgeon safely and accurately guide instruments to the
surgical site, reducing the risk of damaging healthy tissue
(4,5).

An IGS system includes a computer workstation, loca-
lization system, display monitor, and specialized surgical
instruments capable of being tracked by the system. Image
processing and surgical planning software are also used.
Tracking of instruments is accomplished through optical,
electromagnetic, or mechanical means. Optical tracking
systems use a camera mounted to view the surgical field
and optical sensors attached to surgical instruments.
These systems required line of sight between the camera
and sensor to function properly. Electromagnetic tracking
systems include a transmitter located close to the surgical
site, and receivers attached to surgical instruments. Line of
sight is not an issue with these systems, however, nearby
metallic objects may produce interference to signals used to
track instruments (4).

To ensure that the patient’s anatomical features (and
location of instruments) are accurately displayed by the
IGS system, actual anatomical locations must be registered
to the preoperative images. This can be accomplished by
touching a probe to a marker on the patient’s body and then
assigning the location of this marker to its corresponding
point in preoperative images (4).
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Table 1. Names of Endoscopes, MIS Procedures with Which they are Used, and Anatomical Location Where they are Used

Medical Specialty Type of Endoscope Used MIS Procedures Anatomical Location

Urology Cystoscope
Ureteroscope
Nephroscope

Cystoscopy,
Transurethral resection of the

prostate (TURP)
Ureteroscopy, stone removal
Nephroscopy, stone removal

Urethra, bladder
ureter, kidney

Gastroenterology Gastroscope
Colonoscope
Sigmoidoscope

Gastroscopy, gastric bypass
Colonoscopy, Sigmoidoscopy

Stomach, colon
Sigmoid colon

General surgery Laparoscope Laparoscopy, hernia repair,
appendectomy, cholecystectomy
(gallbladder removal)

Abdomen

Orthopedics Arthroscope Arthroscopy Knee and other joints
Ob/Gyn Hysterescope Tubal ligation, hysterectomy Female reproductive tract
Ear, nose, and

throat
Laryngoscope,
Bronchoscope
Rhinoscope

Laryngoscopy, bronchoscopy
Rhinoscopy, sinuscopy

Larynx, bronchus, nose,
sinus cavities

Figure 6. Endoscopic forceps. (Courtesy ACMI, Southborough,
MA.)

Figure 7. Endoscopic scissors. (Courtesy ACMI, Southborough,
MA.)

Figure 8. A stone basket used to trap and remove a large ureteral
stone. (Courtesy ACMI, Southborough, MA.)



Most surgical instruments must be adapted for use in
image guided surgery by mounting sensors and other
devices to allow detection of the instrument’s position by
the IGS system. Some medical device manufacturers are
developing navigation-ready surgical instruments that
contain small reflective spheres to act as reference arrays
for cameras used in image guided surgery (5).

MINIMALLY INVASIVE SURGICAL PROCEDURES

This section contains a few examples of minimally invasive
surgical procedures used in urology, orthopedics, neuro-
surgery, and general and cardiovascular surgery.

Ureteroscopy

Flexible ureteroscopy is used to perform a variety of diag-
nostic and therapeutic urological procedures. It involves
entry into the body via intact natural channels (urethra
and ureter) and does not require an incision. Local anesthe-
sia and sedation of the patient are required.

Ureteroscopy is commonly used to remove ureteral or
kidney stones. Initially, a cystoscope is inserted into the
urethra. Next, a guidewire is placed through a cystoscope
into the ureter, and advanced up into the kidney. While
maintaining the position of the guidewire, the cystoscope is
removed, and the distal end of the guidewire is placed into
a working channel at the proximal end of the ureteroscope.
The ureteroscope is then advanced along the guidewire
into the ureter or kidney, as shown in Fig. 9. Active
(controlled by the cable and handle) and passive deflection
of the shaft, along with rotation of the flexible ureteroscope
allows visual inspection of the renal calices as shown in
Fig. 10. Ureteroscopic instruments are then placed through
the working channel into the ureter or kidney. Figure 11
shows two devices used for ureteroscopic removal of uret-
eral stones. The stone grasper is used to physically grab the
stone (Fig. 11). If the stone is small enough to fit into the
working channel, it is pulled out of the patient through the
ureteroscope. Large stones that will not fit into the working

channel are pulled out with the ureteroscope. The laser
lithotripter (Fig. 11) disintegrates the stone into small
particles that can easily be passed naturally through the
ureter, bladder, and urethra. Collapsed stone baskets can
be placed alongside a stone and moved proximally and
distally as they are expanded, until the stone is trapped
in the basket (as shown in Fig. 8) and pulled out of the
urethra.

Laparoscopy

Laparoscopy is commonly used for removal of the gallblad-
der and appendix, hernia repair, and other abdominal
procedures. The basic steps involved in laparoscopy have
been previously described. The lack of natural channels
located in the abdomen requires the use of trocars to gain
access to the operative site. Laparoscopic procedures
require insufflation of gas to separate organs and expand
the visual field. This is controlled by a separate insufflator
that controls the pressure inside the abdomen produced by
the flow of insufflating gases (1).
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Table 2. Examples of Non-Endoscopic Minimally Invasive Surgical Procedures

Medical Specialty Non-Endoscopic Minimally Invasive Surgical Procedure

Cardiovascular surgery Minimally invasive direct coronary artery bypass (MIDCAB)
Percutaneous transluminal coronary angioplasty (PTCA)
Coronary stenting
Radio frequency cardiac ablation
Laser angioplasty
Microwave catheter ablation for arrhythmias
Chemical ablation for ventricular tachycardia

Ophthalmology Laser photorefractive keratotomy (PRK)
Laser ablation of cataracts
Laser glaucoma surgery

Orthopedics Total joint arthroplasty (hips, knees, and others)
Neurosurgery Stereotactic radiosurgery

Stereotactic radiotherapy
Laser ablation of brain tissue, tumor tissue

Radiology Clot removal
Aneurism repair
Cerebral arterial venous malformation repair
Transjugular hepatic portal systemic shunt creation

Figure 9. A surgeon views images through a ureteroscope placed
through the urethra, bladder, ureter, and into the kidney.
(Courtesy ACMI, Southborough, MA.)



Total Joint Replacement

Total hip and knee replacements are typically performed
with large incisions to expose the joint, allowing for
complete visualization of and access to the joint and soft
tissues. New surgical approaches using smaller incisions
that result in less damage to muscles and other soft tissue
limit the view of the joint. To compensate for the limited
view, fluoroscopy and IGS systems are often used. Some
existing surgical instruments have been modified to enable
surgery through smaller incisions (6).

Traditional hip arthroplasty requires a 30–46 cm long
incision, which is highly disruptive to muscles and sur-
rounding tissues. Two different techniques can be used for
minimally invasive total hip arthroplasty. One technique

uses two 5 cm long incisions, one each for preparation and
insertion of the acetabular and femoral components,
respectively. The other technique involves one 8–10 cm
long incision. Modified retractors and elevators are used
to gain access and expose the joint. Fluoroscopy and IGS
systems are used to provide the surgeon with a view of
instruments and components (as shown in Fig. 12) and
assist in positioning of instruments designed to enable
accurate component alignment and placement. Minimally
invasive hip arthroplasty results in less disruption
of muscles and tissues, smaller and less noticeable scars,
less blood loss and pain, and fewer blood clots and disloca-
tions (6).

Most minimally invasive knee arthroplasties performed
through smaller incisions involve a single compartment of
the knee. These procedures typically use existing unicom-
partmental knee implants for resurfacing the medial or
lateral femoral condyle and corresponding tibial plateau.
Existing instrumentation has been modified to obtain
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Figure 10. Flexibility and steerability of proximal end of
ureteroscope allow inspection of upper, middle, and lower renal
calices. (Courtesy ACMI, Southborough, MA.)

Figure 11. Devices used for endoscopic removal of ureteral
stones. (Courtesy ACMI, Southborough, MA.)

Figure 12. Acetabular component inserted with inserter through
small incision (top image). Fluoroscopic image of inserter and
acetabular component seated in acetabulum (bottom image).
Images such as these allow surgeons to ensure proper
placement of instruments and implantable components within
hip joint when small incisions prevent viewing of entire device
(6). (From MIS for the Hip and Knee: A Clinical Perspective, 2004,
pg. 20, Minimally Invasive Total Hip Arthroplasty: The Two
Incision Approach, Berger, R.A. and Hartzband, M.A., Fig. 2.11.
Copyright 2004, with kind permission of Springer Science and
Business Media.)



access to the joint and enable accurate placement and
alignment of the unicompartmental knee components
through smaller incisions.

Minimally Invasive Direct Coronary Artery Bypass

Coronary arteries may become blocked due to fatty deposits
(plaque), blood clots, or other causes. This reduces blood
flow to cardiac muscle, depriving it of needed oxygen and
other nutrients. This condition can result in a myocardial
infarction (heart attack) that can damage cardiac muscle.

Traditional open heart coronary artery bypass graft
surgery has been used to restore normal blood flow to
cardiac muscle. This procedure involves grafting a new
vessel to points on both sides of the blocked coronary
artery, thereby bypassing the blockage and restoring nor-
mal blood flow. It requires open access to a still heart to
allow suturing of the graft to the blocked coronary artery. A
sternotomy and separation of the sternum is required to
provide access to the heart. The heart is stopped and the
patient is attached to a heart–lung machine to maintain
circulation of oxygenated blood through the body during
the surgical procedure. This procedure is highly invasive

and can result in a variety of complications, many of which
are associated with use of a heart–lung machine. Inflam-
matory responses negatively affecting multiple organ sys-
tems have been observed in patients who were perfused
with a heart–lung machine during traditional open heart
coronary bypass surgery (7). These responses are due to
reactions between circulating blood and material surfaces
present in the heart–lung machine.

Minimally invasive direct coronary artery bypass is an
alternative to open heart surgery. A small 5–10 cm incision
made between the ribs replaces the sternotomy to gain
access to the heart. A retractor is used to separate the ribs
above the heart to maximize access to the operative site (8).
Heart positioners and stabilizers (Fig. 13) are used to
minimize the motion of the heart, allowing surgeons
to perform the procedure on a beating heart, eliminating
the need for the heart–lung machine. Some stabilizers
grasp the heart with suction cups. Others use a fork like
device to apply pressure to the beating heart to keep it
steady for anastomosis of the graft (8). A thorascope and
small endoscopic instruments are used to visualize the
surgical site and perform the surgical procedure. The left
internal mammary artery is commonly used as the grafted
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Figure 13. Heart positioner and stabilizer used in MIDCAB procedures. The positioner attaches to
the sternal retractor and holds the heart in position using suction. It provides greater access to the
blocked coronary artery. The tissue stabilizer, attached to the sternal retractor, straddles the
blocked artery and holds the suturing site steady. This allows surgery on a beating heart,
eliminating the need for a heart–lung machine along with its associated complications.
(Courtesy of Medtronic, Inc., Minneapolis, MN.)



vessel to bypass the blockage of the coronary artery. The
MIDCAB results in fewer complications, less blood loss,
and shorter hospital stays.

Percutaneous Transluminal Coronary Angioplasty
with Stent Placement

The PTCA method is used to open a blocked, constricted
coronary artery instead of bypassing the blockage with a
graft. Under local anesthesia, a steerable balloon catheter
containing a stent mounted to the balloon (Fig. 14a) is
inserted into the patient’s femoral artery and guided to the
constricted coronary artery under fluoroscopy. Once in
position, the balloon is inflated to compress and flatten
the plaque against the arterial wall, creating a larger
opening for blood to flow through the coronary artery.
The balloon is constructed with materials of different
stiffness such that pressure from the inflating balloon is
radially applied to the constricted area, and not to tissue
outside of the constricted region (3). During balloon infla-
tion, the stent is expanded to a larger diameter Fig. 14b,
which is maintained after deflation of the balloon. The
catheter is removed, and the expanded stent (Fig. 14c) is
left in place to maintain a larger opening and prevent
restenosis of the coronary artery.

Most coronary stents are made of stainless steel, nitinol,
cobalt chrome molybdenum alloy, or gold (3). Some stents
contain coatings to improve biological performance (bio-
compatibility and resistance to clot formation) and/or elute
drugs into surrounding tissues to prevent restenosis of the
coronary artery.

The PTCA method does not remove plaque from the
coronary artery; it flattens it so it no longer restricts blood
flow. Plaque removal methods involve lasers and rotational
cutting devices (3).

Stereotactic Radiosurgery

In this noninvasive procedure, focused external beams of
radiation are delivered to specific locations in the brain to
treat tumors (9). The accuracy of the delivery prevents
damage to healthy brain tissue. The patient’s head is
constrained in a mask or frame during the 30–45 min
procedure.

Newer radiotherapy systems include robotic linear
accelerators for delivery of radiation at any angle to the
patient’s head, a beam shaper to match the shape of the
beam to the three-dimensional (3D) shape of the tumor,
and imaging equipment to provide real-time tracking of
tumor location and patient positioning (9).

Treatment of Benign Prostatic Hypertrophy

Benign prostatic hypertrophy causes the prostate to
enlarge. An enlarged prostate applies pressure to the pro-
static urethra that can occlude the urethra, reduce urinary
flow rate, and make urination difficult. The enlarged pros-
tate can be removed with an open surgical approach or less
invasive transurethral resection of the prostate (TURP).
The TURP procedure involves cutting and removing seg-
ments of the prostate through a cystoscope or with a
resectoscope inserted into the urethra, and can result in
complications, such as incontinence and impotence. Pro-
static balloon dilators and prostatic stents inserted into the
urethra have been used to expand the narrowed urethra.
Transurethral laser incision of the prostate (TULIP)
has been used to cut and remove prostate tissue. In this
procedure, a catheter mounted laser facing radially out-
ward toward the prostate delivers laser energy that cuts
through the enlarged prostatic tissue, relieving pressure
on the urethra.

Newer approaches to treating BPH include transure-
thral microwave therapy (TUMT) and transurethral nee-
dle ablation (TUNA) (4). These procedures use microwave
and radio frequency energy, respectively, to heat and
destroy unwanted tissue without actually removing the
tissue. The TUMT method involves insertion of a urethral
catheter containing a microwave antenna into the bladder
neck. Channels contained in the catheter carry cooling
water to prevent thermal damage to the urethra while
microwave energy is used to heat the prostate for � 1 h.
The TUNA method uses a cystoscope to insert two shielded
electrode needles through the urethra and into the pros-
tate. Radio frequency energy is delivered to the prostate,
heating the tissue and destroying it. Thermal energy
causes the prostate tissue to stiffen and shrink, relieving
the pressure on the urethra caused by the enlarged pros-
tate. Both TUMT and TUNA deliver controlled thermal
energy to a targeted area to selectively destroy prostate
tissue (4).

NEW DEVELOPMENTS IN TECHNOLOGY FOR MINIMALLY
INVASIVE SURGERY

New devices and technologies are being developed and
clinically evaluated for use in MIS. Robots can be used
to enable surgeons to perform more intricate surgical
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Figure 14. A PTCA catheter and stent. Stent and balloon in
collapsed configuration for insertion and placement into
coronary artery (a). Inflated balloon causing stent to expand (b).
Expanded stent after collapse of balloon and removal of catheter
(c). (Courtesy of Sorin Biomedica Cardio SpA, Italy.)



procedures than can be done with endoscopic devices (10).
In robot-assisted surgery, the surgeon operates a console to
control mechanical arms positioned over the patient. The
arms become an extension of the surgeon’s hands. While
observing the procedure on viewing screens (one for each
eye) that produce a 3D image, the surgeon uses hand,
finger, and foot controls to move the mechanical arms
containing interchangeable surgical instruments through
a small opening in the patient’s body (10).

Other new technologies for MIS include 3D video imag-
ing, integrated robotic and surgical navigation systems,
devices for mechanical retraction of the abdominal wall
(eliminating the need for insufflation), and telerobotics (8).

OUTCOMES OF MINIMALLY INVASIVE SURGERY

Comparison of MIS to Conventional Approaches

Minimally invasive surgical procedures result in reduced
patient trauma, less postoperative pain and discomfort,
and decreased complication rates. Hospital stays and post-
operative recovery times are reduced, resulting in lower
hospital costs and allowing patients to return to work
earlier.

Studies comparing various MIS procedures to their
traditional open surgical counterparts have been con-
ducted. One such retrospective study compared the clin-
ical and economic aspects of laparoscopic and
conventional cholecystectomies (11). Results of 153 con-
secutive traditional procedures and 222 consecutive
laparoscopic procedures performed in a German teaching
hospital were evaluated. Researchers found that although
laparoscopic cholecystectomies required longer operative
times (92 vs. 62 min), they resulted in fewer complications
(6 vs. 9), shorter hospital stays (3 vs. 8 days), and an 18%
decrease in hospital costs, when compared to traditional
procedures.

In a Canadian study, the direct costs of conventional
cholecystectomy, laparoscopic cholecystectomy, and biliary
lithotripsy were compared (12). Researchers concluded
that laparoscopic cholecystectomy provided a small eco-
nomic advantage over the other two procedures and attrib-
uted this to a shorter hospital stay.

In the United States, hospital stays following laparo-
scopic cholecystectomies typically ranged from 3 to 5 days.
Now, many of these procedures are performed on an out-
patient basis. This additional reduction in hospital stay
further reduces hospital costs, resulting in a greater eco-
nomic advantage over the conventional procedure.

A study comparing results of 125 consecutive off-pump
coronary bypass (OPCAB) procedures to a matched, con-
temporaneous control group of 625 traditional coronary
artery bypass graft (CABG) procedures was conducted (7).
The OPCAB procedure is a beating heart procedure that
does not involve a heart–lung machine. Partial sterno-
tomies were used with some patients in the OPCAB group.
Researchers found that the OPCAB procedure resulted in a
lower mortality rate (0 vs. 1.4%), reduced hospital stays
(3.3 vs. 5.5 days), 24% lower hospital costs, and a reduced
transfusion rate (29.6 vs. 56.5%), when compared to the
traditional CABG procedure. Excellent graft patency rates

and clinical outcomes were also reported with the OPCAB
procedure.

In another study of 67 MIDCAB patients, it was found
that average hospital charges for MIDCAB were $14,676
compared to $22,817 for CABG and $15,000 for coronary
stenting (13). The significantly lower charges for MIDCAB
were attributed to shorter hospital stays, elimination of
perfusion expenses, and reduction in ICU, ventilation, and
rehabilitation times.

Limitations of Minimally Invasive Surgery

There are several problems and limitations associated with
MIS procedures. First, some minimally invasive surgical
procedures can take longer to perform than their more
invasive counterparts (10). Second, open surgical proce-
dures allow the surgeon to palpate tissue and digitally
inspect for tumors, cysts, and other abnormalities. Tactile
feedback also assists in locating anatomical structures. The
inability of the surgeon to actually touch and feel tissue and
structures at the operative site limits the diagnostic ability
of some MIS procedures (10). Third, a two-dimensional
(2D) image is produced by the endoscope and video moni-
tor. The resulting loss of depth perception combined with
restricted mobility of instruments through a small incision
make manipulation of endoscopic instruments challenging.
Fine hand movements are difficult due to the long dis-
tances between the surgeon’s hand and working ends of
these instruments. Fourth, there is a limit to the number of
instruments that can be used at one time through trocars
and working channels of a laparoscope. Finally, instru-
mentation for MIS procedures is more expensive.

Insufflation presents a small risk not associated with
open surgical procedures (1,10). If the gas pressure inside
the abdominal cavity becomes too high or there is a small
defect in a blood vessel, then a gas bubble can enter the
bloodstream and travel to the heart or brain, causing
unconsciousness or death.

Laparoscopic removal of cancer tissue carries a very
small risk of transporting cancer cells to other parts of the
body. As tumor tissue is removed through the laparoscope,
some cancer cells may remain in the body. They may be
displaced from their original location resulting in the
spread of cancer cells to other parts of the body (10).

SUMMARY

Minimally invasive surgery is made possible through the
use of specialized devices and technologies. These include
endoscopes, surgical instruments, imaging and navigation
systems, catheters, energy delivery systems, and other
devices. The MIS procedures tend to require more time,
are more difficult to perform than conventional procedures,
and present some unique risks not associated with conven-
tional procedures. Compared to conventional open surgical
procedures, MIS procedures demonstrate similar clinical
efficacy and reduce trauma and disruption of body tissues
and structures. Patients experience less pain and discom-
fort, fewer complications, and shorter recovery periods.
Hospital stays are reduced, resulting in lower hospital
costs.
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INTRODUCTION

The National Center for Health Statistics estimates that
12.4 million adults are unable to walk a quarter of a mile in
the United States, and that 28.3 million adults have mod-
erate mobility difficulty (1). Approximately 4 million
Americans use wheelchairs, and about one-half of them
use their wheelchairs as their primary means of mobility.
About 1.25 million people wear a prosthetic limb due to
injuries, birth anomalies, and disease. Once fatal injuries
are now survivable due to advancing medical achieve-

ments, prolonging life spans, and the staggering growth
in the aging population. Because of this growth, the popu-
lation of individuals who use mobility aids is sure to grow in
the coming decades.

The goal of issuing wheelchairs, prosthetics, walkers or
rollators to individuals with mobility impairments inde-
pendence remains the top priority when prescribing one of
these devices, other main concerns include safety, not
causing secondary injury (i.e., pressure sores, carpal tun-
nel syndrome, rotator cuff tear), and the physical design of
the device (e.g., weight, size, ease of use). Research has
shown that manual wheelchair users commonly report
shoulder, elbow, wrist, and hand pain (2). Low back pain
and fatigue are also common secondary ailments experi-
ence due to exposure of whole-body vibrations (3). Safety
research shows that proper fitting and wheelchair skill can
reduce injurious tips and fall in wheelchairs (4).

In order to fully maintain an active lifestyle, including
recreational activities, participating in the community,
and going to work, transportation for people with mobility
impairments is essential. With the added technology that is
necessary to allow people to use public or private trans-
portation, added safety features must also be included to
maintain the security of both the drivers and the passen-
gers.

Besides performing normal activities of daily living,
sports, and recreational activity are an important physical
and psychosocial aspect of any human being. The case is no
different with people who use assitive technology. With
dramatic advances in technology, people with mobility
impairments are able to go places and participate in activ-
ities that were once nearly impossible.

In recent years, wheelchairs, prosthetics, walkers, and
rollators have been designed to be stronger, safer, lighter,
more adjustable, and smarter than in the past, through the
use of materials like titanium and carbon fiber, using
advanced electronics, and so on. The technology of wheel-
chairs, prosthetics, walkers, and rollators has improved
dramatically in the past 25 years due largely in part to the
increased demand of consumers, their loved ones and
others who assist consumers, and the people who recom-
mend and issue these technology devices. The term"recom-
mend’’ is used because it is crucial that these devices,
especially wheelchairs and prosthetics, be issued by a team
of professionals to provide the highest levels of indepen-
dence and safety, and that this team is centered around the
client. All of these components are important to the further
development of the technology and, in turn, they may
result in the increased independence of people with mobi-
lity impairments.

CLINICAL ASSESSMENT OF MOBILITY

The ultimate goal and outcome for a clinical assessment of
mobility should drive toward a successful wheelchair,
prosthetics, walker, or rollator recommendation that
enhances the quality of life expectations and their effec-
tiveness as reported by the consumer. Quality of life is
specific to and defined by each person and/or family receiv-
ing clinical services. The consumer, their family, and care
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givers, must be actively included in this process, as they
will be most affected by the choice of the mobility aid. Also,
people chose their mobility devices based on the features
available that facilitate activities or address needs (5), and
the clinician should be aware of the consumer preferences
and the features of various devices.

The complexity of some of the mobility device compo-
nents combined at times with involved disease processes
can make it virtually impossible for a single clinician to act
independently when recommending assistive technology.
Therefore, involving an interdisciplinary team is recom-
mended in the decision making process (6,7). This team,
with the consumer as an involved member and a variety of
rehabilitation professionals, includes a physiatrist or simi-
larly trained physician who understands the importance of
Assistive Technology, addresses medical issues and assists
with mobility decisions; the Occupational or Physical
Therapist with RESNA (www.resna.org) certified Assistive
Technology Practitioner (ATP) credentials, who is the point
person for evaluation and prescription; and the Rehabilita-
tion Engineering (with RE Training and RET Credential)
who is a technology expert with the ability to design–
modify–tune devices, and who also understands the cap-
abilities and applications of various technologies. Another
important team partner is the Assistive Technology
Supplier (ATS) or Certified Rehabilitation Supplier (CRTS,
National Association of Rehabilitation Technology Suppliers,
www.narts.org), who provides or manages demonstration
equipment, does routine home and workplace assessments,
and orders, assembles, and delivers the equipment. All
team members involved in the mobility aid selection pro-
cess should have knowledge about the technology available
on the market. Peer reviewed journal articles (Assistive
Technology, Archives of Physical Medicine and Rehabilita-
tion, Journal of Rehabilitation Research and Development
etc.), magazine articles and commercial database sources
such as ABLEDATA (http://www.abledata.com/), or Wheel-
chairNet (www.wheelchairnet.org) are good places to
research devices or to direct consumers who want to inform
and educate themselves.

Resources available to the team and its members
includes a defined and dedicated space for demonstration
equipment, assessments, and evaluations, access to com-
mon activities and tasks (e.g., ramps, curb cuts, bathroom,
countertop), an electronic tracking system to follow clients
and their technology, assessment resources (e.g., pressure
mapping, SMARTWheel, gait force plate, actigraph), IT
Resources (e.g., email, web, databases, medline, paging,
cell, wireless), and the facilities–hospital commitment to
continuing education.

A mechanism for Quality Measures for AT Clinics will
provide valuable feedback on performance quality and
areas in need of improvement. An important tool to mea-
sure patient satisfaction is the information gained through
a satisfaction survey provided to every patient, in order to
find out whether the goals and desired outcomes have been
met. Feedback on performance quality is provided through
tracking mechanism of primary clinician credentials (ATS,
ATP, RET), dedicated staffing levels, continuing education
(CEUs and CMEs), compliance with the commission on
Accreditation of Rehabilitation Facilities (CARF) AT Clinic

Accreditation, as well as tracking of continuous quality
improvement.

Assessment

The occupational or physical therapist conducts the initial
assessment process and obtains critical information about
the consumer and their environment. This part usually
involves a structured interview with the consumer and
then a physical motor assessment. Establishing a medical
diagnosis that requires the mobility aid is vital to assure no
ongoing medical problems exist that are not being ade-
quately addressed. To properly specify a mobility device,
the intentions and abilities of the consumer must be ascer-
tained (8,9). The intentions and abilities may include how
people perform tasks, where the deficits are, and how
mobility systems can compensate for the deficits to aug-
ment task performance. Some outcome tools that are clini-
cally used to measure the functional impact of mobility aids
are the QUEST, the FEW and the Wheelchair Skills Test
(WST).

Additional necessary information includes type of insur-
ance, method of transportation, and physical capabilities.
Also, if the consumer has been using a chair, historical
information about their current chair should be addressed,
including problems they are having. The mobility device
chosen should also be compatible with the public and/or
private transportation options available to the consumer,
such as a bus, car, or van. The regularity of the surface, its
firmness and stability are important, when, for example,
recommending a wheelchair in determining the tire size,
drive wheel location, and wheel diameter. The performance
of a wheelchair is often dictated by the need to negotiate
grades, as well as height transitions, such as thresholds
and curbs. The clearance widths in the environment will
determine the overall dimensions of the wheelchair. The
climates the chair will be operated in, and the need to be
able to operate in snow, rain, changing humidity and
temperature levels, and other weather conditions, are
important considerations as well.

A physical–motor assessment of strength, range of
motion, coordination, balance, posture, tone, contractures,
endurance, sitting posture, cognition, perception, and
external orthoses is an important first step to obtain a
basic understanding of an individual’s capacity to perform
different activities. The history likely provided significant
insight related to their physical abilities. To verify this, a
physical examination should focus on aspects of the con-
sumer that (1) help justify the mobility aid, (2) help deter-
mine the most appropriate mobility aid, and (3) assure that
medical issues are appropriately addressed.

Once the examination documents the need, or potential
lack of need for the mobility device the remainder of the
examination can focus on the appropriate technology. This
is best assessed by giving the consumer the opportunity to
try equipment to determine how functional and safe they
maneuver/operate the device within the clinical space.
During this part of the assessment, the consumer and
family must be informed of the positive and negative
characteristics of devices and services. The team needs
to educate the consumer or family to participate in
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choosing the device that will meet their needs (Locus of
Control) and assure the provision of follow-up services.

The in-home evaluation conducted by the ATS verifies
that the device is compatible and will fit within the home
environment of the consumer; that may also included
recreational and work environment. Once the appropriate-
ness of a device is established, final measurements are
taken. For many people, a few simple measurements can be
used to determine the proper dimensions for a wheelchair
(10). Body measurements are typically made with the
consumer in the seated position. A Rehabilitation Technol-
ogy Supplier, therapist, or other member of the rehabilita-
tion team often completes this.

MANUAL WHEELCHAIRS

When most individuals think of manual wheelchairs they
envision the boxy, steel framed, standard wheelchairs
commonly seen at airports and shopping malls. These
wheelchairs may be acceptable for transport of short dis-
tances, but are good for little else. Their heavy weight and
complete lack of adjustability makes them poor choices for
anyone using a manual wheelchair for an extended period
of time.

The development of the lightweight and ultralight
wheelchairs evolved in the late 1970s with a select few,
extremely motivated, manual wheelchair users choosing to
perform modifications on their own wheelchairs to make
them faster and easier to propel (11). After these initial
steps the demand became far greater for lightweight,
adjustable wheelchairs and several companies were cre-
ated to meet that need.

Research conducted on the new lightweight and then
ultralight manual wheelchairs have quantitatively shown
the benefits over the heavier, nonadjustable standard style
wheelchairs. Cooper et al. (12) reported that when sub-
jected to the fatigue tests described in the ANSI/RESNA
standards, ultralight manual wheelchairs were 2.3 times
more cost effective than lightweight wheelchairs and 3.4
times more cost effective than depot style wheelchairs.

The benefits of lightweight and ultralight manual
wheelchairs do not end with higher cost efficiency and
longevity. They are also crucial in preserving the upper
extremities of their users. Because of the constant use of
the upper extremities by manual wheelchair users, they
tend to experience secondary injuries such as joint pain,
repetitive strain injury, and nerve damage (2). Compared
to standard and lightweight wheelchairs, the ultralight

wheelchairs have two very distinct advantages when
attempting to prevent secondary injury in manual wheel-
chair users: the primary advantage is the lower weight
(Fig. 1).

Standard style wheelchairs tend to be greater than
36 lb(16 kg), while lightweight wheelchairs tend to be
�30–34 lb(14þ 18 kg) and ultralight wheelchairs �20–
30 lb(9–14 kg). The second advantage presented by the
ultralight wheelchairs is adjustability. Lightweight wheel-
chairs do have some adjustability, but not to the extent of
an ultralight wheelchair. Masse et al. (13) showed that
moving the horizontal axle position toward the front of the
wheelchair and moving the seat downward created a more
efficient position for wheelchair propulsion and resulted in
less exertion without loss of speed. Although some studies
have been conducted to asses the importance of wheelchair
setup in reducing upper extremity injury in manual wheel-
chair users, the solution has not been clearly defined.
However, what is certain is that the adjustability and
weight of manual wheelchairs are crucial parameters when
selecting a wheelchair for a user that will be propelling for
extended periods of time.

Another recent addition to manual wheelchairs has
been suspension elements, such as springs or dampeners
to reduce the amounts of vibration transmitted to manual
wheelchair users. During a normal day of activity for a
wheelchair user, they encounter bumps, oscillations, and
other obstacles that may subject them to whole-body vibra-
tion levels that are considered harmful. VanSickle et al. (3)
demonstrated that when propelling over certain obstacles,
vibrations experienced at the seat of the wheelchair and
the head of the user exceed the safety levels prescribed by
the ISO 2631-1 Standard for evaluation of human exposure
to whole-body vibration (14). Wheelchair companies have
attempted to reduce the amounts of transmitted vibration
by adding suspension to manual wheelchairs. Research has
been done to evaluate effectiveness of suspension at redu-
cing vibration. Results show that on average, suspension
does reduce the vibration levels, however, the designs are
not yet optimally effective and may not be as effective based
on the orientation of the suspension elements (15,16).

POWERED ASSIST WHEELCHAIRS

Often, people using manual wheelchairs are required to
transition to using powered wheelchairs or are at a level of
capacity where they must choose between the two. This
may be because of increased amounts of upper extremity
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pain, or the progression of a disease such as Multiple
Sclerosis or Muscular Dystrophy. Recently, the develop-
ment of Pushrim Activated Power Assist Wheelchairs
(PAPAWs) has provided an alternative for these users.
The PAPAW works through the use of a battery and a
motor mounted directly into the wheel. The motor provides
a supplement to the user so that very little force input from
the user will still afford normal momentum. Transitioning
from a manual wheelchair to a powered wheelchair may be
difficult both physically and psychologically for some peo-
ple. Users may not want to modify their homes or their cars
to accommodate a powered wheelchair and may be used to
providing their own mobility. Although the PAPAW pro-
vides a good intermediate wheelchair for users who may
still benefit from a manual wheelchair, but do not have the
strength or stamina, it also has its disadvantages. The
added weight of the motor driven wheels dramatically
increases the overall weight of the wheelchair and can also
be difficult for users during transfers. Additionally, algo-
rithms for the control of the PAPAWs are not yet refined
and can lead to difficulty propelling the wheelchair.

POWERED WHEELCHAIRS

Powered wheelchairs represent devices that can provide an
incredible amount of independence for individuals who
may have extremely limited physical function. Perhaps
even more than manual wheelchairs, having the proper
elements and setup of a power wheelchair is vital. The
lifestyle of the user, the activities in which they would like
to participate, the environments to which they will
be subjected, and ability level have all contribute to the
correct prescription of a powered wheelchair. Many adjust-
ments can be made to any particular powered wheelchair to
specifically fit the needs of the user. Seating systems,
cushions, added assistive technology to name a few. This
section will focus on the characteristics that differentiate
certain powered wheelchairs from one another (Fig. 2).

Powered wheelchairs come in three drive wheel setups:
front, mid, and rear wheel. Each of these setups has
different advantages and shortcomings. Powered wheel-
chair users are each unique and have specific requirements
for their activities of daily living, such as maneuverability,
obstacle climbing, or driving long distances. Mid-wheel

drive wheelchairs tend to provide greater maneuverability
because the drive wheels are located directly beneath the
user’s center of mass. Front-wheel drive wheelchairs are
often associated with greater obstacle climbing ability.
Rear-wheel drive powered wheelchairs are good for speed
and outdoor travel, but may not provide the maneuver-
ability or stability for some users. The different wheelchair
setups provide the means for users to achieve their goals.

For the user, the joystick is probably the most important
part of the powered wheelchair. However the standard
displacement joystick is not acceptable for all users. Cur-
rent technologies have allowed almost any user to operate a
powered wheelchair as well as other assistive technologies,
such as computers. Even the smallest abilities of the user
can be translated to powered wheelchair mobility such as
foot control, head control, finger control, tongue control and
so on.

Like manual wheelchairs, powered wheelchairs also
have different classifications. Medicare defines powered
wheelchairs in three major categories: Standard weight
frame powered wheelchair (K0010), Standard weight
framed powered wheelchair with programmable control
parameters for speed adjustment, tremor dampening,
acceleration control and braking (K0011), other motorized
powered wheelchair base (K0014) (17). Pearlman et al. (18)
recently conducted a study examining the reliability and
safety of standard weight frame powered wheelchairs. Of
the 12 wheelchairs tested, only 3 passed the Impact and
Fatigue section of the ANSI/RESNA Standards (19,20).
Medicare has recently proposed to stop funding these
powered wheelchairs, recommending the addition of a
programmable controller that would place it in the second
category (K0011). However, this may not be acceptable
since the problems exist mainly with the drive train or
the frame of the wheelchair and these parameters would
not change. In order to adequately serve the interests of
powered wheelchair users, the frames, drive trains, and
control systems all need to perform within the standards
put forward by ANSI/RESNA.

WALKERS AND ROLLATORS

Some individuals may have the ability to ambulate,
however, they may get tired very easily or have visual
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impairment problems that may result in a fall and injury.
Fuller (21) reported that 33% of community-dwelling
elderly people and 60% of nursing home residents fall each
year. Walkers and rollators represent useful assistive
technology devices for these individuals by lending support
and weight relief during mobility. They may have zero,
two, or four wheels and possibly have hand brakes. They
may also contain a small area for sitting if the user becomes
fatigued or a basket for carrying items for the user.

Some elderly persons, in addition to having mobility
impairment, also have a visual impairment. Recent research
has investigated a new robotic walker (Fig. 3) that through
the use of sonar and infrared (IR) sensors can detect obstacles
as well as provide guidance along a preprogrammed path (i.e.,
maneuvering around an assisted living home) (22).

SPORTS AND RECREATION DEVICES

As quality of life receives more attention, sports and
recreational activities have become more important to
individuals with disabilities. Sport and recreational activ-
ity participation provides many benefits to individuals with
disabilities. Physical activity reduces or slows down the
development of cardiovascular disease as well as modifies
risk factors including high blood pressure, blood lipid
levels, insulin resistance, and obesity (23). In addition,
the development of muscular strength and joint flexibility
gained through regular exercise improves the ability to
perform activities of daily living (24). Regular exercise may
help reduce clinical depression and days spent as an
in-patient in a hospital, and may improve social interac-
tions and prolong life expectancy (25). With the positive
benefits of sports, exercise, and recreational activities in
mind, the purpose of this section is to describe some of the
more popular sports played by individual with disabilities.

Wheelchair Basketball

Wheelchair users who play basketball may have various
diagnoses, such as paraplegia, cerebral palsy, amputa-
tions, post-polio syndrome, or a disabling injury. Partici-
pants are not required to use a wheelchair for their primary
means of mobility or in their activities of daily living. Prior
to the actual game, persons who want to play basketball
must have their player classification level determined by a
qualified referee. To equalize the capability of each team,
the classification levels of the competitors are matched
(26).

Whether players play zone or person-to-person basket-
ball, the basic rules apply to both. Because different players
have varying degrees of disability, rules have been devel-
oped that all players need to abide by. Keep firmly seated in
the wheelchair at all times. A player may not use a func-
tional leg or leg stump for physical advantage. An infrac-
tion of this rule constitutes a physical advantage foul (27).

Wheelchair basketball is similar to an everyday wheel-
chair, but incorporates features that enhance maneuver-
ability (Fig. 4). Basketball wheelchairs are lightweight to
allow for speed, acceleration and quick braking. The wheel-
chair must have four wheels. Two large, rear wheels and
two front casters. The front casters are 2 in. (50 mm) in
diameter and typically made from hard plastics, similar to
the material used to make inline skate wheels. The rear
wheels must be larger than or equal to 26 in. (338 mm) in
diameter. The rear wheels must have handrims. Basket-
ball wheelchairs use spoke guards made of high impact
plastic. These guards cover the rear wheel spokes to pre-
vent wheel damage and illegal ramming and picking. The
spoke guards provide several benefits: First, spoke guards
can be used to pick up the ball from the floor. Using a hand,
the player pushes the ball against the spoke guard and rolls
it onto their lap, Second, spoke guards protect hands and
fingers from injury when reaching for the ball near another
player’s rear wheel. Third, they provide space to identify
team affiliations and sponsor names. Camber is an impor-
tant feature of basketball wheelchair as well. Camber
is defined as"the angle of the main wheel to the vertical’’,
or as a situation in which"the spacing between the top
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points of the wheels may be less than the spacing between
the bottom points’’. Increasing camber slightly reduces the
height of the seat, while it proportionally increases the
wheelbase, which corresponds to the width of the wheel-
chair. In the same way, with negative camber, the center of
gravity of the occupied wheelchair moves backward. From
a practical point of view, increased wheel camber improves
hand protection as chairs pass through doors and, in terms
of basketball, camber makes a wheelchair more responsive
during turns and protects players’ hands when two wheel-
chairs collide from the sides, by limiting the collision to the
bottom of the wheels and leaving a space at the top to
protect the hands. Basketball wheelchair seats typically
have a backward seat angle slope of 5–158. The angle of the
seat compared to the ground is known as ‘‘seat angles’’.
Guards are an exception. Guards are allowed to have lower
seat heights and greater seat angles. These modifications
make chairs faster and more maneuverable for ball hand-
ling.

Wheelchair Racing

Individuals with all levels of SCI as well as lower limb
amputees can participate in competitive races. The pre-
ferred racing chair among racers is the three-wheel chair
(Fig. 5). The three-wheel design is constructed from high
pressure tubular tires, light weight rims, precision hubs,
carbon disk/spokes wheels, compensator steering, small
push rings, ridged aluminum frame, and 2–158 of wheel
camber. The camber in a racing chair makes the chair more
stable and allows the athlete to reach the bottom of the
pushrim without hitting the top of the wheels or pushrim.

Hand-Cycling

Cycling has been a popular outdoor sport for several years.
The adaptability of cycling to different terrains makes it a
favorite for many. Adaptive equipment for bicycles consists
of a hand cycle allows individuals with limited use of their
legs to utilize the strength of their arms (28). A handcycle
typically consists of a three-wheel setup to compromise for
the balance required when riding a two-wheeled bicycle.
Two-wheeled handcycles do exist but require a great deal of
skill and balance. Handcycle designs allow the user to
propel, steer, break, and change gears, all with the upper
extremities and trunk. Two types of handcycle designs are

readily available (1) the upright and (2) the recumbent. In
an upright handcycle, the rider remains in an upright
position similar to the position the body takes when seated
in a touring bike. Upright handcycles use a pivot steer to
turn. Only the front wheel turns while the cycle remains in
an upright position. Transferring and balancing tend to be
easier on the upright cycle. In the recumbent handcycle,
the rider’s torso reclines and the legs are positioned out in
front of the cyclist. These cycles use a lean-to-steer
mechanism. The rider leans to turn, causing the cycle to
pivot at hinge points. Leaning to turn can be challenging if
the rider lacks trunk stability, in which case a pivot steer-
ing recumbent handcycle may be more appropriate.
Recumbent handcycles are lighter and faster, making them
the choice for hand cycle racing. Relatively minimal mod-
ifications are needed to accommodate individuals with
tetraplegia. Some of the modifications include hand cuffs
that can be mounted to the arm crank handles and elastic
abdominal binders which can be fitted around the user and
the handcycle seat to increase trunk stability.

Wheelchair Rugby

Rugby is played indoors on a large gym on a basketball
court surface. Players use manual wheelchairs specifically
designed for the sport. Due to the level of contact, the chairs
have protective side bars on them and players are strapped
in to prevent injury. Most chairs are made of titanium or
steel to handle the hits that they sustain. In addition, the
low pointers have a high camber (angle of the wheels) so
that they can turn fast, as well as ‘‘red push rim covers
so they can actually stick to the other person’s chair and
hold them.’’ The high pointers have armor on the front of
their chairs resembling a cow catcher so that they can push
through the other players without getting stuck (Fig. 6).

To be eligible to play rugby, players must have a com-
bination of upper and lower extremity impairment. Most of
the players have sustained cervical level spinal injuries
and have some degree of tetraplegia. Like in basketball,
players receive a classification number based on there level
of impairment (29). Rugby consists of two teams comprised
of four players. The object of the game is for a player to have
possession of the ball and cross the opponent’s goal line.

Rugby wheelchairs are strictly regulated to ensure fair-
ness. However, chairs may vary considerably depending on
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a player’s preferences, functional level and team role.
Team roles may be assigned according to ability. Players
with upper body limitations tend to perform the defensive
blocking and picking roles. They use chairs that have
additional length and hardware. All rugby chairs
have extreme amounts of camber, 16–208, significant buck-
eting, and antitip bars. The camber provides lateral sta-
bility, hand protection, and ease in turning. The bucketing
(knees held high relative to rear end) helps with trunk
balance and protection of the ball.

Tennis

Tennis players compete in both singles and doubles games.
Players are required to have a permanent mobility-related
physical disability that requires a wheelchair as the pri-
mary means of mobility. Tennis is played on the traditional
tennis court using the tradition size and height tennis net.
However, unlike traditional tennis, the ball is permitted
two bounces on the court before it must be returned. Brakes
are not permissible as stabilizers and the athlete must keep
one buttock in contact with the seat at all times.

Tennis players use a three-wheeled chair with a large
amount of camber to maximize mobility around the court.
The seat is situated at a steep backwards seat angle slope.
The angle helps with balance, keeps players against the
seat backs, and gives them greater control over the wheel-
chair. The knees tend to be flexed with the feet on the
footrest behind the player’s knees. With the body in a
relatively compact position, the combined inertia of rider
and wheelchair is reduced, making the chair more man-
euverable (30). Handles and straps can also be added to the
chair. Many players incorporate plastic rigid handles into
the front of the seat. Players use these handles when
leaning for a shot or making quick directional changes.
Straps can be used around the waist, knees and ankles, to
help with balance (31).

Adaptive Skiing

Skis for skiers with disabilities have advanced state-of-the-
art skis that offer shock absorption systems, frames molded
to body shape, and quick release safety options. Skiers with
disabilities can maintain a similar pace to that of unim-
paired athletes with the development of adaptive seating,
backrests, cushions, tethering ropes, roll bars and out-
riggers. Outriggers, an adapted version of a forearm crutch
with a shortened ski, provide extra balance and steering
maneuverability (32). Two types of sit-down adaptive skies
are available: Bi and Mono. Bi skis are appropriate for
skiers with limited trunk stability. With Bi skis, the skier
balances on two skies and angulates and shifts to put the
skis on edge. Bi skis have wider base of support, can
usually be mastered quickly with few falls and are easier
to control than a mono ski. The Mono Ski is the ski of choice
for individuals who want high end performance, maneu-
verability and speed. With a mono ski, the skier sits
relatively high on the seat of the ski over the snow. The
skier uses upper body, arm and head to guide their move-
ment down the hill. Sit-, Mono- and Bi-skis have loading
mechanisms, usually hydraulic, that enable the individual

to raise themselves to a higher position for transferring
onto a ski lift.

TRANSPORTATION SAFETY AND ADAPTIVE DRIVING
FOR WHEELCHAIR USERS

Wheelchair users, like the entire population, use several
forms of transportation to travel from place to place: They
are passengers in public transportation systems (bus, sub-
ways, and vans) and private vehicles, and are potential
drivers of each of these types of vehicles. To ensure the
safety of all passengers and drivers, certain safety mechan-
isms must be in place: drivers must be able to safely control
the vehicle, and all seated passengers require seats
securely fastened to the vehicle and passenger restraints
(e.g., seatbelts) which can secure the passenger to the seat.
The requirement of passenger restraints is relaxed for
passengers in large vehicles, like busses and subways,
because of the low likelihood of high velocity crashes
(33). In many cases, adaptation of a vehicle is necessary
when the original equipment manufacturer (OEM) control
and/or securement mechanism cannot provide adequate
safety for wheelchair users because either (1) sensory and/
or motor impairments of the user requires adaptive driving
equipment so the vehicle can be safely controlled, or (2) the
user cannot safely or effectively use the OEM seat or
passenger restraint system in the vehicle.

Vehicle Control Systems

The complexity of the adaptive equipment required for safe
control of the vehicle is correlated to the type and level of
impairment of the wheelchair user. Adaptive driving
equipment can be as low tech as attaching a knob on a
steering wheel, and as high tech as fly-by-wire technology,
where computer-controlled actuators are added to all of the
controls, and the drive interfaces with the computer (via
voice and/or low or no-effort sensors). Adding actuators to
all of the driving and operating controls of the vehicle
through computer controls.

An example of this range is the types of steering adapta-
tions available for people with disabilities. Figure 7 demon-
strates both a typical steering knob for a person with little
to no loss of hand sensory-motor function (a), and (b) a knob
for someone with loss of some sensory motor function. Both
types of steering knobs serve the same purpose: They allow
the driver to safely steer the vehicle with one hand while
(typically) their other hand is operating a hand control
which actuates the fuelaccelerator and brake pedals. When
upper-extremity sensory-motor function does not allow for
safe turning of the OEM steering system (even with a
knob), actuators can be used in lieu of upper-extremity
function. These systems are named ‘‘low-’’ or ‘‘no-effort’’
steering systems, depending on the type of assistance that
the actuators provide. Retrofitted controls for these sys-
tems are used and typically require removal of the OEM
equipment (e.g., the steering wheel and/or column). Con-
sequently, when this level of technology is used, it usually
becomes unsafe for an unimpaired individual to drive the
vehicle (without significant training).
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Common fuelaccelerator and braking system hand con-
trols are bolted to the OEM steering column, and actuate
each pedal with mechanical rods (Fig. 8). These types of
controls require nearly complete upper extremity function
to operate. When upper extremity function is substantially
impaired actuators are added to the braking and fuelacce-
lerator systems and are operated through some switching
methods. The types of switches depend on the most viable
control mechanism for the user: in some cases, a simple
hand-operated rheostat variable resistance switch (i.e.,
dimmer switch or rheostat) may be used, and in other
cases, a breath-activated pressure switch (sip-and-puff)
system may be used.

The above steering, fuelaccelerator, and brake adaptive
equipment are focused on the primary control systems of
the vehicle (those which are required to drive the auto-
mobile). Various adaptive equipment can control the sec-
ondary control system of the vehicle also (e.g., ignition
switch, climate control, windows). Like the primary control
adaptive equipment, equipment to modify the secondary
controls of the vehicle range from low to high tech. For
example, users with impaired hand function may require
additional hardware to be bolted to the ignition key so they
can insert the key and turn it to start the vehicle. Alter-
natively, hardware can be added to allow a drive to start
the vehicle via a switch, either remotely or from within the
cabin. Power windows and door-lock switches can be

rewired to larger switches, or in more accessible locations
for the driver.

Both primary and secondary control systems must be
placed in locations easily accessible to the driver. In some
cases, wheelchair riders will transfer out of their wheel-
chair directly into the OEM seating system, allowing for
most controls to remain in their OEM locations. If a wheel-
chair user remains in their wheelchair and drives the
vehicle the controls must be made accessible to their seated
position and posture. In these cases, along with the case a
wheelchair users remaining in their wheelchair as passen-
ger, provisions must be made to safely secure the wheel-
chair to the vehicle, and to provide adequate passenger
restraints.

Wheelchair Tie-Down and Occupant Restraint
Systems (WTORS)

For both practical and safety reasons, when a wheelchair
user remains in wheelchair while riding in a vehicle they
must be safely secured to the vehicle. An unsecured wheel-
chair will move around, causing the user to be unstable
while the vehicle is moving. Being that power wheelchairs
can be in excess of 200 lb (91 kg) in weight, This instability
could cause harm to the wheelchair rider and/or the sur-
rounding other passengers vehicle occupants. If the wheel-
chair user is driving, they may lose control of the vehicle if
they accidentally roll away from the vehicle controls.
Another important concern for an unsecured wheelchair
rider is in the case of an accident. An unsecured wheelchair
and user can easily be ejected out of the vehicle if they are
not secured. The WTORS systems are currently governed
by the ISO 7176-19 (34).

Several types of tie-down systems exist, including a
four-point belt system and various latching-type mechan-
isms which typically require hardware to be attached to the
wheelchair. The four-point belt systems are most common,
and are found on public busses, and also private vehicles.
Theses systems are the most widely used tie-down system
because they can be attached to a wide variety of wheel-
chairs. In some cases, manufacturers incorporate attach-
ment rings for these tie-down systems into their
wheelchair. When no points of attachment are available
(most common situation), points at the front and rear of the
seat or frame be used. These attachment points must
be sufficiently strong to secure the wheelchair in the event
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Figure 8. Common hand controls.



of a crash, and be in locations which will allow the straps to
be oriented within a specified range of angles with the
horizontal (front straps: 30–608, rear: 30–458).

Unfortunately, tie-down systems are they are not con-
venient to use: a second person (other than the wheelchair
user) is typically needed to help secure the wheelchair,
making the operation laborious, and in some cases awk-
ward for the wheelchair users who may not be comfortable
with another person touching their wheelchair or
encroaching on their personal space. Consequently, and
especially on public transportation, these systems are
commonly unused and the wheelchair user relies on their
brakes wheel-locks for stability, risking their own safety in
a crash.

Other mechanisms have been used to secure a wheel-
chair to the vehicle. These included wheel-clamps and t-bar
systems. With these mechanisms, wheelchairs are secured
to the vehicle through a mechanical clamp that adjusts to
the wheelchair size. These systems are quicker to attach to
the wheelchair, but are still difficult or impossible for a
user to use independently.

A variety of wheelchair tie-down systems have been
developed that allow the wheelchair users to indepen-
dently lock and unlock their wheelchair to the vehicle. A
common one used for personal vehicles is the EZ-Lock
System, which is a hitch system for the wheelchair. This
system allows the wheelchair user to maneuver the wheel-
chair so a specialized hitch attached to the wheelchair is
captured into a latch bolted to the vehicle; both electric and
manual release mechanisms can be used to unhitch the
wheelchair from the device, allowing for custom placement
of a hitch for easy accessibility to the wheelchair user. A
drawback to this system is the specialized hardware that
must be attached to the wheelchair that restricts folding a
manual wheelchair and reduces ground clearance.

Because this system is designed to allow the user to
drive forward into the device, it works well and is common
in private vehicles where the wheelchair user drives the
vehicle. In larger vehicles, such as public busses, it is
typically more convenient for a user to back into a spot
and lock their wheelchair.

An ideal system for public transportation would be one
that a user can operate independently and that does not
require specific hardware to be attached to the wheelchair
that may not work on all wheelchair models. A system is
currently being developed at the University of Pittsburgh
that tries to achieve these goals.

Occupant restraint systems are the last requirement to
allow a wheelchair user to safely travel in a vehicle. These
restraint systems mimic the function of a seat belt, and can
be either attached to the wheelchair (integrated restraint)
or to the vehicle (Fig. 4). In both cases, the placement of the
restraints with respect to the body is critical to prevent
injury in a crash—either through direct insult of the
seatbelt with the body, or because of submarining (where
the torso slides down under the pelvic belt).

To ensure these WTORS systems and the wheelchair
themselves can safely survive a crash, standards testing is
in place. Rehabilitation Engineering and Assistive Tech-
nology Society of North America (RESNA), International
Standards Organization (ISO), and Society of Automotive

Engineers (SAE) have worked in parallel to establish
minimum standards and testing methods to evaluate
wheelchairs and WTORS systems (35). These tests mimic
those performed on OEM seat and occupant restraint
systems, which suggest the system should be able to with-
stand a 20 g crash (36). To encourage and guide wheelchair
manufacturers to build their wheelchairs to these stan-
dards researchers have developed a website to inform all
relevant stakeholders of the latest information (http://
www.rercwts.pitt.edu/WC19.html).

LOWER EXTREMITY PROSTHETICS

Prosthetics are devices that replace the function of a body
organ or extremity, unlike orthotic devices, which support
existing extremities. Prosthetics range from simple cos-
metic replacements to complicated structures that contain
microprocessors for controlling hydraulic and pneumatic
components. Commonly used prosthetic devices primarily
include artificial limbs, joint implants, and intraocular
lenses. Approximately, 29.6–35.4% of the U.S. population
use prosthetic limbs (37) with >2% of them aged between
45 and 64 years using lower extremity (LE) prosthetics for
mobility (U.S. Bureau of Census, 2000). Amputation,
resulting from peripheral vascular diseases in the older
population (60 years and older) and trauma in young
population can be considered factors for the use of LE
prosthetics.

Research and development in clinical practice has
resulted in recent advances in the area of prosthetics
designs and controls technology. Examples of these
advances include the use of injection molding technology
for socket manufacturing, shock absorbing pylons, the
incorporation of neuro-fuzzy logic microprocessor-based
controllers for myoelectric prostheses, and microprocessor-
controlled prosthetic knees and ankles (38,39).

Prosthetic feet classified as"uniaxial’’ allow for move-
ment at a single axis in one plane, such as plantarflexion
and dorsiflexion of the ankle. In this type of prosthetic foot,
the heel is typically composed of the same density materi-
als as the rest of the foot, with an option of different heel
height. Also, uniaxial feet have different options at the
rubber toe section in terms of flexibility, which depends on
the weight of the individual. Multiaxial prosthetic feet
(MPFs) have five degrees of motion in three planes: plan-
tarflexion–dorsiflexion, inversion/eversion, and rotation.
This feature provides stability to the user, while walking
on uneven surfaces and also aid in shock absorption low-
ering intensity of shear forces on residual limb. Elastomer
or rubberized material is used to alter, resist, or assist with
the different degrees of motion in the prosthetic foot. MPFs
also provide options for different heel heights [0.5–1 in.
(13–26 mm)] and different degrees of toe material resis-
tance, while split internal structures in the heel assist with
inversion/eversion on uneven ground. The MPFs are pre-
scribed by the weight and shoe size of the consumer.

The solid ankle, cushion heel (SACH) prosthetic foot is
the most commonly prescribed prosthetic foot for lower
extremity amputations. The SACH foot is constructed out
of eurothene (plastic) materials with a less dense material
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incorporated at the heel. Use of materials with different
densities permits proper positioning while standing, as
softer heels aides in enhancement of the walking efficiency
after heel strike, by shifting center of gravity forward. A
device known as durometer is used to measure the density
of plastics used in prosthetic devices. The weight and
activity level of the individual using the prosthesis deter-
mines which heel density is selected, as heavier user
require firmer heel cushion. The stiffness of heel, also
determine amount of knee flexion and shock absorption.
Greater the heel stiffness more the knee flexion and lower
shock absorption during heel strike and vice versa. The
SACH foot also contains a keel made out of a hard wood or
composite material. Belting material is applied to the keel,
which prevent the keel it from breaking through the euro-
thene cover. During ambulation, the foot simulates plantar
flexion movement and prevents the loss of anterior support
during the push off at the toe.

Individuals who use foot prosthetic devices are assessed
for weight, potential activity levels, and type of use for
which they anticipate using their prosthetic devices. Based
on this assessment, clients are then categorized into four
functional levels:

Energy Storage and Return (ESAR) prosthetic feet are
fabricated to assist with the dynamic response of feet,
acting as a diving board from which a person can push
off during walking. These feet have capability to store
energy during stance phase and return it to the user to
assist in forward propulsion in late stance phase. The
ESAR has flexible keels and are prescribed by the antici-
pated activity level and weight of the person. Also, limited
evidence suggests use of ESAR as their use results in
increasing ambulation speed and stride length �7–13%
greater than with a conventional (SACH) foot in both
traumatic and vascular transtibial amputees (40).

Macfarlane et al. (40) compared energy expenditure of
individuals with transfemoral amputations who walked
with a SACH foot versus a Flex-Foot prosthetic. The SACH
has a solid ankle and cushioned heel construction, while
the Flex-Foot prosthetic has a hydraulic knee joint. The
authors determined that Flex-Foot walking resulted in
significantly lower exercise intensity, reduced energy
expenditure and improved gait efficiency. These findings
are significant considering the SACH foot is the most
commonly used foot prosthetic in the U.S. today (41). Lower

energy expenditure was also reported for individuals with
trans-tibial amputation with the use of Flex-Foot as com-
pared with a SCAH foot.

Higher level of limb loss results in addition of more
prosthetic components. Prostheses for transfemoral ampu-
tations comprised of four basic components: the socket, the
knee joint, the pylon, and the foot. Pylons are classified as:
exoskeleton in which the weight of the individual is sup-
ported by the external structure of the prostheses (i.e., a
crustacean shank), or endoskeleton that is comprised of an
internal, weight-bearing pylon encased in moldable or soft
plastics (i.e., modular pylon). The knee mechanism use, a
conventional damping system, where a flow of (fluid or air)
is controlled by a valve and its operation is set for a
particular walking speed according to user’s preference.
The system described as intelligent prosthesis (IP), where a
diameter of damping controlling valve is changeable
according to varying speed of walking (42). Romo provided
guidance on the selection of prosthetic knee joints and
indicated that proper alignment impacts the effectiveness
of matched and adjusted knee joints for smooth and reliable
gait (43). Taylor et al. (44) compared effectiveness of an
intelligent prosthesis (IP), and pneumatic swing-phase,
control-dampening systems while walking on a treadmill
at three speeds of 1.25, 1.6, and 2 mph (2, 2.6, and
3.2 km �h�1). The results indicated lower VO2 consumption
for individuals using IP compared to controls-damping
system at 2 mph (3.2 km �h�1). The question often raised
by critiques concerns the cognitive demands by the high
end technology on the users. The results of the study by
Heller et al. (42) that investigated cognitive demand when
using the IP compared to a conventional prosthesis indi-
cated no significant differences while using these pros-
theses for ambulation. Though not uncommonly
prescribed high rejection rates has been described for
prostheses after hip disarticulation and hemipelvectomy.
These prostheses consist of an addition of hip joint mechan-
ism to other parts similar to prostheses prescribe after
transfemoral amputation.

Modular systems were first developed in the 1960s by
Otto Bock, which consisted of shock absorbing pylons that
contained with shock absorbers. Also, a reverse-pyramid
fixture at the ends of the pylon permits angular adjust-
ments to the alignment of these devices with the residual
limb. Modular systems are lighter than the earlier wooden
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Table 1. Functional Level and Devices

Functional Level Type of Device

K0 No ability to ambulate or transfer safely; prosthesis
does not enhance mobility

Cosmesis

K1 Transfers and ambulates on level surfaces;
household use

SACH

K2 Able to negotiate over low level environmental
barriers; limited community ambulation

Low level energy storage feet

K3 Prosthetic usages are beyond simple ambulation;
able to traverse MOST environmental barriers and
is a community ambulator

Energy storage prosthesis

K4 Able to perform prosthetic ambulation exceeding
basic skills (i.e., high impact); child, active adult
and athlete

Energy storage prosthesis



systems, allow for 158 of movement gain in either the
frontal or sagittal plane, and also permit internal and
external rotational adjustments. Modular systems can
extend the life of a prosthetic device, as worn parts can
be replaced. In addition, individuals using these systems
experienced less need for maintenance.

A significant improvement in the design procedure of
the prosthetics considers the interaction of forces between
prosthesis and residual limb can be found in the literature.
Jia et al. (45) studied the exchange of loads and forces
between the residual limb and prosthetic socket in trans-
tibial amputation using the Finite Element Analysis (FEA)
method. Lee et al. (46) used FEA to determine contact
interface between the transtibial residual limb and pros-
thetic socket. The study determined the need for sameness
of shapes for both the residual limb and socket in order to
decrease peak normal and shear stresses over the patellar
tendon, anterolateral and anteromedial tibia, and popliteal
fossa. Winson et al. investigated the interaction between
socket and residual limb during walking using a FEA
model for transtibial prosthesis. Pylon deformities and
stress distribution over the shank were problems identified
during walking and results indicated need for pylon flex-
ibility for better optimization and need of future studies
identifying fatigue life of these prostheses (47).

With advancement in the area of prosthetics designs and
development, simultaneous factors that need to be consid-
ered, use of these devices in clinical practice for targeted
population and cost containment. Premature abandonment
of mobility assistive devices, which might be due to poor
performance and/or changes in the need of the user, is not
uncommon and adds to the expense of these devices (48).
Improved quality of service delivery for LE prostheses, which
include identifications of reasons for successful use or non-
use of LE prostheses, is needed (49). Also, incorporation of
standardized performance testing procedure to ensure dur-
ability of LE prosthetics is vital to the appropriate prescrip-
tion of, and satisfaction with, prosthetic devices.

Prosthetic devices of today incorporate advancements
from the aerospace and engineering fields and include the
use of new materials, such silicone elastomer gel sleeves in
to assist in the fit of prosthetic sockets, prosthetic feet made
from carbon-fiber composite components that are lighter in
weight, and surgical implantation of titanium prosthetic
attachment devices directly to bones of residual limbs
(50,51). Neuro- and microprocessors and sensors are now
incorporated on-board the prosthetic device to control knee
joint movement to improve the symmetry of different gait
patterns across a variety of cadence speeds. Hydraulic or
pneumatic devices are also used to dampen the swing-
through phase of walking with the prostheses to assist
with walking at difference cadences (52,53). Manufac-
turers are now using computer-aided design and manu-
facturing techniques to improve the fit of the prosthetic
sockets as well as component designs (54,55).

Because of the growing population of people in need of
mobility aids, and their demand to maintain their lifestyle,
whether that includes going to and from work, participat-
ing in extracurricular activities, or maneuvering around
their environment, continuing information must be gath-
ered and disseminated to make these goals achievable.

Through technological advancements people who require
mobility aids can accomplish more of their goals than ever
before, however there are still people for whom the tech-
nology is not yet developed enough or cannot obtain the
proper devices to meet their needs. It is for this reason that
problems must continually be studied and innovations
must advance so that mobility aids will serve anyone
who requires them to meet their goals.

BIBLIOGRAPHY

1. Schiller JS, Bernadel L. Summary Health Statistics for the
U.S. Population: National Health Interview Survey, National
Center for Health Statistics. Vital Health Stat 10(220):2004.

2. Sie IH, Waters RL, Adkins RH, Gellman H. Upper extremity
pain in the postrehabilitation spinal cord injured client. Arch
Phys Med Rehab 1992;73:44–48.

3. VanSickle DP, Cooper RA, Boninger ML, DiGiovine CP.
Analysis of vibrations induced during wheelchair propulsion.
J Rehab R&D 2001,38:409–421.

4. Calder CJ, Kirby RL. Fatal wheelchair-related accidents in
the United States. Am J Phys Med Rehab 1990;69:184–190.

5. Mills T, et al. Development and consumer validation of the
Functional Evaluation in a Wheelchair (FEW) instrument.
Disabil Rehab 2002;24(1–3):38–46.

6. Chase J, Bailey DM. Evaluating potential for powered mobi-
lity. Am J Occup Therapy 1990;44(12):1125–1129.

7. Cooper RA, Cooper R. Electric Powered Wheelchairs on the
Move. Physical Therapy Products; July/August, 1998, p 22–24.

8. Galvin JC, Scherer MJ. Evaluating, Selecting, and Using
Appropriate Assistive Technology. Gaitherburg (MD):Aspen
Publishers Inc.; 1996.

9. Cooper RA. Rehabilitation Engineering Applied to Mobility
and Manipulation. Bristol (UK): Institute of Physics; 1995.

10. Grieco A. Sitting posture: An old problem and a new one.
Ergonomics 1986;29:345–362.

11. Cooper RA. A perspective on the ultralight wheelchair revo-
lution. Tech Disab 1996;5:383–392.

12. Cooper RA, et al. Performance of selected lightweight wheel-
chairs on ANSI/RESNA tests. Arch Phys Med Rehabil
1997;78:1138–1144.

13. Masse LC, Lamontagne M, O’Riain. Biomechanical analysis
of wheelchair propulsion for various seating postitions. J
Rehab R&D 1992;29:12–28.

14. International Standards Organization, Evaluation of Human
Exposure to Whole-Body Vibration—Part 1: General Require-
ments. ISO 2631-1, Washington (DC): ANSI Press; 1997.

15. Wolf EJ, et al. Analysis of whole-body vibrations on manual
wheelchairs using a Hybrid III test dummy. Proceedings of
the annual RESNA conference; 2001. p 346–348.

16. Kwarciak A, Cooper RA, Wolf EJ. Effectiveness of rear sus-
pension in reducing shock exposure to manual wheelchair
users during curb descents. Proceedings of the annual
RESNA conference; 2002. p. 365–367.

17. Centers for Medicare and Medicade Services (CMS), http://
www.cms.hhs.gov/providers/pufdownload/anhcpcdl.asp,
Accessed 2005. Jan 12.

18. Pearlman J, et al. Economical (K0010) Power Wheelchairs
Have Poor Reliability and Important Safety Problems: An
ANSI/RESNA Wheelchair Standards Comparison Study.
Proceedings of the Annual RESNA Conference; 2005.

19. American National Standard for Wheelchairs, Volume 2, Addi-
tional Requirements for Wheelchairs (Including Scooters) With
Electrical Systems. Virginia: Rehabilitation Engineering and
Assistive Technology Society of North America; 1998.

554 MOBILITY AIDS



20. American National Standard for Wheelchairs, Volume 1,
Requirements and Test Methods for Wheelchairs (Including
Scooters). Virginia: Rehabilitation Engineering and Assistive
Technology Society of North America; 1998.

21. Fuller GF. Falls in the Elderly Am Fam Physician
2000;61(7):2159–2168.

22. Rentschler AJ, et al. Intelligent walkers for the elderly:
Performance and safety testing of the VA-PAMAID robotic
walker. J Rehab R&D 2003;40(5):423–432.

23. Abel T, et al. Energy Expenditure in wheelchair racing and
hand biking- a basis for prevention of cardiovascular diseases
in those with disabilities. Eur J Cardio Prev Rehab
2003;10(5):371–376.

24. Franklin BA, Bonsheim K, Gordon S. Resistance training in
cardiac rehabilitation. J Cardiopulm Rehab 1991;11:99–107.

25. Kenedy DW, Smith RW. A comparison of past and future
leisure activity participation between spinal cord injured and
non-disabled persons. Paraplegia 1990;28:130–136.

26. National wheelchair basketball association (2003–2004) offi-
cial rules and case book retrieved from National Wheelchair
Basketball Association. http://www.mwba.org. Accessed.

27. Vanlandewijck Y, Daily C, Theisen DM. Field test evaluation
of aerobic, anaerobic, and wheelchair basketball skill perfor-
mances. Int J Sports Med 1999;20(8):548–554.

28. Janssen TWJ, Dallmeijer AJ, Van der Woude LHC. Physical
capacity and race performance of handcycle users. Jour
Rehab R&D 2001;38(1):33–40.

29. Lapolla T. International rules for the sport of wheelchair
rugby. http://quadrugby.com/rules.htm. Accessed 2000.

30. Wheelchair tennis handbook. International Tennis Federa-
tion. http://www.itfwheelchairtennis.com. Accessed 2004.

31. Kurtz M. Difference makers. Sports’ N Spokes 2002;28(2):10–14.
32. Russell JN, et al. Trends and Differential use of Assistive

Technology Devices: United States, 1994. Adv Data 1997;
292:1–9.

33. Shaw G, Gillispie B. Appropriate portection for wheelchair
riders on public transit buses. J Rehab R&D 2003;40(4):309–
320.

34. International Standards Organization, Wheeled mobility
devices for use in motor vehicles. ISO 7176-19, Vol. 31. 2004.

35. Hobson D. Wheelchair transport safety - the evolving solu-
tions. J Rehab R&D 2000;37(5).

36. Bertocci G, Manary M, Ha D. Wheelchair used as motor
vehicle seats: Seat loading in frontal impact sled testing.
Med Eng & Phys 2001;23:679–685.

37. Mak AF, Zhang M, Boone DA. State-of-the-art research in
lower-limb prosthetic Biomechanics socket interface: a
review. J Rehab R&D 2001;38(2):161–174.

38. Weir RF, Childress DS, Grahn EC. Development of Exter-
nally-Powered Prostheses for Persons with Partial Hand
Amputations. Proceedings of the Chicago 2000 World Con-
gress on Medical Physics and Biomedical Engineering; 2000
July 23rd–28, Chicago (IL):.

39. van der Linde H. A systematic literature review of the effect of
different prosthetic components on human functioning with a
lower-limb prosthesis. J Rehab R&D 2004;41(4):555–570.

40. Macfarlane PA, et al. Transfemoral amputee physiological
requirements: comparisons between SACH foot walking and
flex-foot walking. J Prosthe & Ortho 1997;9(4):138–143.

41. Nielsen DH, Shurr DG, Golden JC, Meier K. Comparison of
Energy Cost and Gait Efficiency During Ambulation in
Below-Knee Amputees Using Different Prosthetic Feet - a
Preliminary Report. J Prosthet Orthotics 1989;1(1):24–31.

42. Heller BW, Datta D, Howitt J. A pilot study comparing the
cognitive demand of walking for transfemoral amputees
using the Intelligent Prosthesis with that using convention-
ally damped knees. Clin Rehab 2000;14(5):518–522.

43. Romo HD. Prosthetic knee. Phys Med Rehab Clin N Am
2000;11(3):595–607.

44. Taylor MB, Clark E, Offord EA, Baxter C. A comparison of
energy expenditure by a high level trans-femoral amputee
using the Intelligent Prosthesis and conventionally damped
prosthetic limbs. Prosthet Ortho Int 1996;8:116–121.

45. Jia X, Zhang M, Lee WC. Load Transfer Mechanics Between
Trans-Tibial Prosthetic Socket and Residual Limb - Dynamic
Effects. J Biomech 2004;37(9):1371–1377.

46. Lee WC, Zhang M, Jia X, Cheung JT. Finite Element Modeling
of the Contact Interface Between Trans-Tibial Residual Limb
and Prosthetic Socket. Med Eng Phys 2004;26(8):655–662.

47. Winson CCL, Zhang M, Boone D, Contoyannis B. Finite-
Element Analysis to Determine Effect of Monolimb Flexibil-
ity on Structural Strength and Interaction Between Residual
Limb and Prosthetic. J Rehab R&D 2004;41(6a):775–786.

48. Phillips B, Zhao H. Predictors of Assistive Technology Aban-
donment. Assis Technol 5(1):1993; 178–184.

49. Scherer MJ. The change in emphasis from people to person:
introduction to the special issue on assistive technology.
Disabil Rehab 2002;24(1–3):1–4.

50. Marks LJ, Michael JW. Science, Medicine, and the Future:
Artificial Limbs. BMJ 2001;323(7315):732–735.

51. Beil TL. Interface Pressures During Ambulation Using Suc-
tion and Vacuum-Assisted Prosthetic Sockets. J Rehab R&D
2002;39(6):693–700.

52. Michael JW. Modern Prosthetic Knee Mechanisms. Clin
Orthop Relat Res 1999;361:39–47.

53. Buckley JG, Spence WD, Solomonidis SE. Energy Cost of
Walking: Comparison of"Intelligent Prosthesis’’ With Conven-
tional Mechanism. Arch Phys Med Rehabil 1997;78(3):330–333.

54. Twiste M, Rithalia SV, Kenney L. A Cam-Displacement
Transducer Device for Measuring Small Two-Degree of Free-
dom Inter-Component Motion in a Prosthesis. Med Eng Phys
2004;26(4):335–340.

55. Lee WC, Zhang M, Jia X, Cheung JT. Finite Element Model-
ing of the Contact Interface Between Trans-Tibial Residual
Limb and Prosthetic Socket. Med Eng Phys 2004;26(8):655–
662.

See also BLIND AND VISUALLY IMPAIRED, ASSISTIVE TECHNOLOGY FOR;
ENVIRONMENTAL CONTROL; LOCOMOTION MEASUREMENT, HUMAN; REHABI-

LITATION AND MUSCLE TESTING.

MODELING OF PHYSIOLOGICAL
SYSTEMS. See PHYSIOLOGICAL SYSTEMS MODELING.

MODELS, KINETIC. See TRACER KINETICS.

MONITORING IN ANESTHESIA

TARMO LIPPING

VILLE JäNTTI
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INTRODUCTION

Anesthesia is one of the most complex and mysterious
phenomena in clinical work. The main feature of anesthesia
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is the loss of consciousness, which suggests its relatedness
to sleep, epilepsy, and various kinds of brain trauma. In
the case of anesthesia and sedation, consciousness is
manipulated deliberately to prevent the patient from
being aware of their state and the medical procedures
carried through.

Recent decades have seen significant advancements in
mapping various psychological functions to corresponding
brain areas, however, the knowledge of the formation of
human consciousness is still based on uncertain hypoth-
esis. This complexity makes anesthesia monitoring extre-
mely challenging.

This article first addresses the problem of anesthesia
monitoring from the clinical, as well as from the physiolo-
gical, point of view. The main emphasis is on monitoring
anesthetic depth as this is the most discussed topic in
anesthesia monitoring today. It starts with clinical indi-
cators of anesthetic depth, gives an overview on the meth-
ods used in commercially available depth-of-anesthesia
monitors, and describes some new algorithms proposed
and evaluated for anesthesia electrocardiograms (EEG)
monitoring in recently published works. Finally, the fea-
sibility of monitoring brain function is argued using neu-
rophysiological parameters like EEG, Auditory Evoked
Potentials (AEPs), and so on, in the Intensive Care Unit
(ICU) and the Emergency Room (ER).

ANESTHESIA AS A PROCESS AND A PROCEDURE

Anesthesia can be seen from the clinical point of view as a
procedure, carried out according to certain protocol. From
the physiological point of view anesthesia is a process
evolving in the nervous system as the dose of an anesthetic
agent increases.

Anesthesia as a Procedure

The goal of general anesthesia in the operating room (OR)
is to render the patient unaware so that they do not feel
pain during the surgery or recall the events afterward. It is
also important that the patient does not react to surgical
stimuli by movement. In the ICU, the goal of sedation is to
keep the patient calm and painless. Too deep anesthesia
causes prolonged awakening times after surgery in OR and
longer treatment times in the ICU. The goals of anesthesia
and sedation can be achieved by hypnotics (unconscious-
ness producing drugs), analgesics (antinociceptive drugs),
and neuromuscular blocking agents. The choice of drugs is
mainly made based on experience and clinical signs during
the treatment.

Although general anesthesia is considered a safe pro-
cedure, various complications like postoperative nausea,
vomiting, and pain are relatively frequent. The incidence of
recall of events and awareness during anesthesia is rare
(� 0.1%), however, the consequences may be traumatic for
the patient (1). Anesthesia-related mortality has decreased
significantly during past decades having recently been
estimated at 1 death per 200,000–300,000 cases of anes-
thesia (2–4).

Anesthetic agents can be divided into inhalation anes-
thetics (e.g., halothane and isoflurane) and intravenous

anesthetics (e.g., thiopental and propofol). Intravenous
drugs are becoming more popular as they are short acting,
do not cause gas pollution, are easy to administer, and do not
cause airway irritation. Desirable properties of anesthetic
agents include rapid, smooth and safe induction of and
emergence from anesthesia, no accumulation in the body,
minimal effects on cardiovascular functions, no irritation to
tissues andveins, low potential tohypersensitivityreactions.

Anesthesia as a Process

During the last decades, it has become obvious that different
anesthetic and sedative agents produce their effects with
different mechanisms, and therefore from the physiological
point of view depth of anesthesia is a vague notion (5). It is
more meaningful to talk about components forming the state
we usually call anesthesia. These include amnesia, uncon-
sciousness (hypnosis), antinociception, and neuromuscular
blockade (paralysis). Different neurophysiological modal-
ities should be used in order to assess these components.
In the operating room, the patient is said to be anesthetized
while the term sedation is used in the ICU. Some drugs, like
propofol, are useful in producing both anesthesia and seda-
tion at different concentrations, while some others are most
useful as anesthetics or sedatives. There is evidence that
anesthesia and sedation can be produced via different struc-
tures in the brainstem. Hypnosis and sedation cause similar
changes in the EEG signal (described in the section changes
in Neurophysiological Variables During Anesthesia). As all
the available depth-of-anesthesia monitorsare either fully or
partly based on the EEG, the terms depth of hypnosis and
depth of sedation are used depending on the corresponding
clinical situation and are, in the context of available mon-
itoring devices, roughly equivalent.

The action of anesthetics can be studied at various levels
of neuronal function (6). The models underlying these
studies can be divided into those operating at the molecular–
cellular level and those explaining anesthetic processes at
higher levels (generator models). State-of-the-art knowl-
edge on the molecular and neuronal substrates for general
anesthesia has recently been reviewed in Ref. 7. The model
proposed by Flohr describes the action of anesthetics as
disruption of computational processes dependent on the
NMDA receptors (8). The activation state of these receptors
in cortical neurons determines the complexity of represen-
tational structures that can be built-up in the brain and
thus the level of consciousness. Steyn-Ross et al. performed
numerical simulations of a single-macrocolumn model of
the cerebral cortex and found that the effects of anesthetics
can be modeled by cortical phase transition (9). Their
simulations explain several trends in the EEG caused by
anesthetic actions and predict the decrease in spectral
entropy of the EEG signal with deepening anesthesia. This
model has supported the development of the Entropy mod-
ule, described in the section Recently Developed Methods,
Applied in Commercial Anesthesia Monitors. Great cau-
tiousness must be taken, however, in interpretation of the
models operating at molecular level, because they include
only a small part of the neurophysiological functions
known to be involved in consciousness and generation of
anesthesia-induced EEG patterns.
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John et al. developed a higher level model based on a
complex neuroanatomical system described in (10). This
model, described and thoroughly discussed in volume 10
of Ref. 11, incorporates and explains an extensive bulk of
results obtained from EEG, evoked potential and magnetic
resonance imaging (MRI) image analysis, as well as labora-
tory studies. Loss of consciousness is described as the
following cascade of events, called the Anesthetic Cascade
by the authors, involving various brain regions (Fig. 1) (6):
(1) depression of the brainstem; (2) depression of mesolim-
bic-dorsolateral prefrontal cortex interactions leading to
blockade of memory storage; (3) inhibition of the nucleus
reticularis of the thalamus, resulting in closure of thalamic
gates (seen as increasing u rhythm in the EEG); (4) block-
ing of thalamocortical reverberations (g loop) and per-
ception; (5) uncoupling of parietal-frontal transactions
(coherence in g frequency band decreases); (6) depression
of prefrontal cortex to reduce awareness (increase in fron-
tal u and d rhythm).

Definitions of the EEG rhythms used in the description
of the Anesthetic Cascade are given in Table 1.

The model by John et al. underlies the Patient State
Index for depth-of-anesthesia monitoring, described in the
section Recently Developed Methods, Applied in Commer-
cial Anesthesia Monitory. Although the Anesthetic Cas-
cade model covers a large set of neurophysiological
functions, it does not explain patterns like burst suppres-
sion, for example.

MONITORING ADEQUACY OF ANESTHESIA

Clinical Indicators and Measures of Anesthetic Depth

The verb monitor originally means to check systematically
or to keep watch. Thus, monitoring actually does not
necessarily involve medical equipment, but refers also to
clinical inspection. As clinical indicators of anesthetic
depth are often used as a reference for automated depth-
of-anesthesia monitoring methods, they are shortly
described here.

In the case of inhalation anesthetics, drug concentration
can be monitored by measuring the partial pressure of the
anesthetic in exhaled air (end-tidal concentration). Due to
the variation of the potency of anesthetic agents, a uni-
versal unit of minimum alveolar concentration (MAC) has
been applied. The value 1 MAC is the partial pressure of an
inhaled anesthetic at which 50% of the unparalyzed sub-
jects cease to express protective movement reaction to skin
incision. The primary rationale behind the development of
the term MAC was the need to compare the potency of
different volatile anesthetics, not the effort to monitor the
anesthetic state of an individual patient.

For intravenous anesthetics, no such direct measure can
be derived and the effect of anesthetics can be estimated
using pharmacokinetic models (effect-site concentration).
In this case, the accuracy of the estimate depends on the
adequacy of the model. If all subjects would react to anes-
thetics in exactly identical ways these concentration mea-
sures would provide a perfect indicator of adequacy of
anesthesia. However, there is an intersubject variability
in the effect of anesthetics, and therefore other indicators
are needed.

Clinical indicators of the adequacy of surgical anesthe-
sia can be divided into those measuring hypnosis and
those measuring nociceptive–antinociceptive balance.
The indicators measuring hypnosis include pupillary light
reflex, tested by allocating a flashlight to one eye and
observing both pupils for constriction; corneal reflex,
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Figure 1. The Anesthetic Cascade model
(redrawn with permission from: E. R. John
and L. S. Prichep, ‘‘The anesthetic cascade:
A theory on how anesthesia suppresses
consciousness,’’ Anesthesiology, Vol. 102,
Fig. 11 (p. 468), 2005).

Table 1. Definition of the EEG Rhythmsa

EEG Rhythm Frequency Range, Hz

Delta (d) < 4
Theta (u) 4–8
Alpha (a) 8–12
Beta (b) 12–25
Gamma (g) 25–50

aExact frequencies may vary slightly from source to source.



tested by applying a wisp of cotton wool to the cornea or
by electrical stimulation using special electrodes (12);
Eyelash reflex, tested by brushing the eyelashes with a
moving object or by electrical stimulation; loss of counting,
tested by letting the subject count slowly as long as they can
from the onset of infusion–injection; syringe dropping,
tested by letting the subject hold a syringe between their
thumb and forefinger as long as they can; loss of obeying
verbal commands.

The indicators measuring nociceptive–antinociceptive
balance include avoidance reaction to nociception. This is
mainly a spinal reflex, however, it correlates well with the
concentration of most anesthetics; electrical tetanic stimu-
lation, applied using needle electrodes or adhesive skin
electrodes to the upper or lower limb; autonomic nervous
system—mediated reactions or motor reactions to laryngo-
scopy and endotracheal intubation. This is a natural sti-
mulus in many clinical situations in the operating room.

These indicators test the functioning of different neural
pathways and their applicability depends on the anesthetic
used. For example, ketamine leaves corneal and pupillary
light reflexes intact.

For more graded and standardized clinical assessment
of sedation and hypnosis, several scoring systems have
been developed. Probably the most widely used such sys-
tems are the Ramsay score (Table 2) and the Observer’s
AssessmentofAlertnessandSedationScale (OAAS;Table3).
These scoring systems are developed for use in the ICU as
they include scores for agitated states and cover mainly
lighter levels of anesthesia. Therefore, they do not neces-
sarily indicate the adequacy of anesthesia for surgical
procedures. Also, the assessment obtained using these
scoring systems is subjective.

Changes in Neurophysiological Variables
with Deepening Anesthesia

All the commercial monitors of hypnosis employ the EEG
signal. Although different anesthetic agents induce specific
features and patterns in the EEG, certain common trends
in signal properties with deepening anesthesia can be seen.
At subanesthetic levels, several agents produce oscillations
at beta frequency range, sometimes called beta buzz. This
activity is seen dominantly in the frontal brain areas. With
increasing anesthetic concentrations, the activity becomes
more widespread, decreases in frequency and increases in
amplitude. Around concentrations, causing the subjects to
stop responding to stimuli (1 MAC for inhalation anes-
thetics), the EEG activity slows further and high amplitude
theta and delta waves occur. With further increasing con-
centration, the burst-suppression (BS) pattern occurs,
finally turning into continuous suppression. The dynamics
of this pattern, as well as the waveforms of bursts, varies
for different anesthetic agents (Fig. 2). Several anesthetic
agents tend to induce epileptiform seizure activity in
patients with a prior history of seizures and even in sub-
jects with no previous history of seizures (15,16).

In addition to the EEG signal, AEPs have been used for
anesthesia monitoring. The latency of early cortical
responses Pa and Nb increases and the amplitude
decreases with deepening anesthesia (17). Also, late cor-
tical responses to auditory stimuli, specifically the ampli-
tude and latency of the N100 peak have been found to
improve the assessment of the level of consciousness in ICU
patients (18). A commercially available brain monitor, the
AEP Monitor/2 by Danmeter A/S, combines AEPs with
EEG parameters to calculate the cAAI index (see the next
section).

In most commercially available monitoring devices, the
EEG signal is obtained from the electrodes placed at the
forehead. This makes the recording procedure easier in
clinical situations. The electrodes tend to pick up frontal
EMG, which is an artifact from the point of view of the EEG
signal but may be used as a valuable indicator of nocicep-
tion in light anesthesia (19). The EMG component of the
measurement is either explicitly or implicitly incorporated
into most of the available monitoring devices (see the
section Discussion).

Another neurophysiological variable proposed for
anesthesia monitoring is the respiratory sinus arrhythmia
(RSA) component of the heart rate (HR) signal (20).
Although potentially valuable addition to the assessment
of the level of consciousness, this variable has not made its
way to anesthesia monitoring devices to date.

Short History of Brain Monitoring in Anesthesia

Since the first measurements of human electroencephalo-
gram, performed by Hans Berger in 1920s, this modality
has been applied to studying the effects of various drugs,
including anesthetics. The emergence of microprocessors
and digital techniques for signal analysis opened new
perspectives for anesthesia monitoring.

The first commercial brain monitoring device based on
digital signal analysis was the Cerebral Function Analyz-
ing Monitor (CFAM1), developed in 1975 by Prior and

558 MONITORING IN ANESTHESIA

Table 2. Ramsay Score for Assessment of Level of
Sedationa

Score Clinical Status

1 Patient anxious and/or agitated
2 Patient cooperative
3 Patient responds to commands only
4 Brisk response
5 Sluggish response
6 No response to loud auditory stimulus

aSee Ref. 13.

Table 3. OAAS Score for Assessment of Level of Sedationa

Score Clinical Status

5 Responds readily to command
spoken in normal tone

4 Lethargic response to command
spoken in normal tone

3 Lethargic response to command
spoken loudly and repeatedly

2 Appropriate response to loud tone
and mildly painful stimulus

1 Appropriate response to loud tone
and moderately painful stimulus

0 No response

aSee Ref. 14.



Maynard (21). This device used the Motorola 6808 8-bit
microprocessor. The display of the CFAM1 was divided into
two sections, one showing the 10th and 90th percentile as
well as the mean of the EEG amplitude distribution while
the other showing the percentage of weighted (prewhi-
tened) EEG activity per herz in the beta, alpha, theta,
and delta frequency bands (Fig. 3). In addition, muscle
activity, EEG suppression ratio, and electrode impedance
were displayed. An important feature of the CFAM1 was
the possibility of monitoring averaged evoked potentials.
Since the introduction of CFAM1, the CFAM family of
brain monitors has been continuously developed with
the recently introduced CFAM4 being the latest member
of this product family. Comprehensive list of publications
referring to the CFAM family can be found at www.cfams.-
com/references/a4a.htm.

In 1982 Datex-Ohmeda (Helsinki, Finland) introduced
its first EEG monitor for anesthesia, the Anesthesia Brain
Monitor (ABM). Like in most of the later monitoring
devices, the location of the EEG electrodes in the ABM
monitor was on the forehead. The monitor displayed the
root-mean squared (rms) value of the EMG and the RMS,
as well as the zero-crossing frequency of the EEG signal.
The EMG and EEG signals were obtained from the same
electrodes–bandpass filter of 65–300 Hz was applied to
obtain the EMG while frequencies 1,5–25 Hz were used
to obtain the EEG. The ABM monitor is described in (22).

At the beginning of 1990s Thomsen et al. took a different
approach to anesthesia monitoring in their Advanced
Depth of Anesthesia Monitor (ADAM) (23). They divided
the signal into consecutive 2 s segments, applied a pre-
whitening filter, and derived 11 parameters: the rms value
and 10 correlation coefficients from each segment. Either
the values of the first 10 autocorrelation lags or the coeffi-
cients of the 10th-order autoregressive model were sug-
gested as features. To create a set of reference classes, an
unsupervised repetitive hierarchical cluster analysis was
applied to the data bank of preannotated recordings of

halothane and isoflurane anesthesia. Six clusters were
defined, corresponding to anesthetic levels from drowsi-
ness to very deep anesthesia. The classification was
adjusted according to the anesthetic agent used. Burst-
suppression was detected separately and the suppression
ratio in 2 s segments was incorporated into classification.
Anesthetic depth was displayed as the class probability
histogram: A plot where each line represented the clusters
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Figure 3. Layout of the screen of the CFAM1 monitor (with
permission from D. Maynard).
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Figure 2. Samples of BS pattern in EEG during deep propofol (a) and sevoflurane (b) anesthesia.
Detection of BS suppression and calculation of BS ratio is an important part of all modern depth-of-
hypnosis monitors. The pattern varies significantly among anesthetic drugs. In the case of propofol
anesthesia, spindles can be observed (marked by boxes in the figure). Note that the scale of the time
axes is different for upper and lower curves.



obtained for 10 s period of the recording. The clusters were
color coded. In spite of its advanced approach, ADAM was
never implemented in a commercial anesthesia monitoring
device.

Recently Developed Methods, Applied in Commercial
Anesthesia Monitors

The Bispectral Index Score (BIS), developed by Aspect
Medical Systems Inc. in 1997, marked a breakthrough in
anesthesia monitoring. The output of the BIS monitor is a
single number between 0 and 100 achieved by combining in
a nonlinear fashion from the following parameters (24):
relative beta ratio calculated in spectral domain as

log P30�47
P11�20

� �
, where P30�47 and P11�20 denote signal power

in frequency ranges 30–47 and 11–20 Hz, respectively;
SynchFastSlow measure calculated in bispectral domain

as log B0:5�47:0
P40:0�47:0

� �
, where B0:5�47:0 and B40:0�47:0 denote the sum

of magnitudes of the bispectrum values in the corresponding
frequency ranges; BS ratio. Bispectrum (the third-order
spectrum), is defined as the two-dimensional (2D) Fourier
transform (FT) of the third-order cumulant sequence c3(k1,
k2) of the signal:

Bðv1;v2Þ FT
$ c3ðk1; k2Þ ð1Þ

If the direct current (dc) component of the signal has
been removed (as is usually the case), c3(k1, k2) equals to
the third order moment sequence m3(k1, k2), defined as:

m3ðk1; k2Þ ¼ efsðnÞsðnþ k1Þsðnþ k2Þg ð2Þ

where e{ 
 } denotes expected value. Overview on the esti-
mation of higher order spectra can be found in (25).

The weighting of the three parameters forming the BIS
depends on signal properties and is not disclosed. In light
anesthesia, relative beta ratio is dominating while Synch-
FastSlow measure becomes more important with deepen-
ing anesthesia. The function combining the parameters
was developed empirically, based on thousands of EEG
records. An important part of BIS is its careful artifact
rejection scheme, dealing with heartbeat artifacts, eye-
blinks, wandering baseline, muscle artifacts, and so on
BIS has become very popular among anesthesiologists;
the bulk of literature dealing with the behavior of BIS in
various clinical situations, discussing its advantages as
well as disadvantages, incorporates more than 1000
papers. Comprehensive bibliography can be found on the
web-pages of Aspect Medical Systems Inc.

At the beginning of this decade Physiometrix Inc.
brought to market the PSA 4000 depth-of-hypnosis moni-
tor, based on the Patient State Index (PSI) (26). The devel-
opment of the PSI was based on a library of 20,000 cases of
EEG records. In addition, a library of surgical cases, a
library of artifacts and results from volunteer studies (for
calibration), were used. In PSI, the EEG signal is measured
from four electrodes: Fp1, Fpz, Cz, and Pz, with the refer-
ence at linked ear electrodes. Signal analysis is based on
power in standard EEG frequency bands (see Table 1) and
incorporates the calculation of the following parameters:
absolute power gradient between Fp1 and Cz leads in the

gamma frequency band (25–50 Hz); absolute power
changes between Fpz and Cz leads in beta (12–25 Hz)
and between Fpz and Pz; leads in alpha (8–12 Hz) fre-
quency bands; total spectral power (0.5–50 Hz) at the
Fp1 lead; mean frequency of the total spectrum at Fpz
lead; absolute power in delta frequency band (0.5–4 Hz) at
Cz; relative power at Pz lead in slow delta frequency band;

The calculated parameters go through a mathematical
transformation that guarantees their Gaussian distribu-
tion in order to be rescaled into the Z-score (Fig. 4). The
Z-score sets the calculated parameters into relation with
the parameter values obtained for reference population
giving the percentage of the reference population that lies
more standard deviations away from the mean than the
calculated parameter (6). The Z-scored parameters are fed
into discriminant analysis with adaptive discriminant
functions. EEG suppression is detected separately: The
suppression ratio is included in the discriminant analysis.
The discriminant analysis yields the PSI index: a scalar
between 0 and 100 with higher level of hypnosis corre-
sponding to lower PSI value.

The Narcotrend anesthesia monitoring system was
developed by a German group and first introduced in
2000 (27,28). This system has its roots in sleep analysis:
A five-stage sleep scoring system was further developed
into a system of 6 stages and 14 substages for level-
of-hypnosis monitoring. These stages are mapped to a scale
of 0–100 in the Narcotrend algorithm. The EEG signal is
derived from one or two electrodes; the most common
electrode location is on the forehead, however, according
to the authors other electrode locations are possible. The
signal is sampled at 128 Hz and prefiltered using lower and
upper cutoff frequencies of 0.5 and 45 Hz, respectively. The
principal idea underlying the method is similar to that of
the PSI: Several variables calculated from the EEG signal
are fed todiscriminantanalysiswithseparatedetectionof BS
(Fig. 5). The variables are classified as time- and frequency-
domain ones and contain signal power, autoregressive coeffi-
cients, relative power in standard EEG frequency bands,
median frequency (the frequency dividing the signal spec-
trum into two parts of equal energy), spectral edge frequency
(SEF95, the frequency below which 95% of signal energy is
contained), and spectral entropy. The algorithm also con-
tains plausibility check to ensure that the signal segment is
actually similar to a typical EEG sample of corresponding
stage and to detect patterns in the EEG signal untypical for
general anesthesia (e.g., epileptic activity). The detailed
algorithm of the Narcotrend index is proprietary.

Another EEG-based depth-of-anesthesia monitoring
device is the recently introduced M-Entropy module for
the Datex-Ohmeda S/5 anesthesia monitor. As the name
indicates, the method is based on the idea that the entropy
of the EEG signal decreases with deepening anesthesia.
Signal entropy can be defined and calculated in many
different ways (see also the next section) of which spectral
entropy is employed in the M-Entropy module. Spectral
entropy in the frequency range f1–f2 is expressed as

Sð f1; f2Þ ¼
Xf2

fi¼ f1

Pnð fiÞlog
1

Pnð fiÞ
ð3Þ
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where Pn(fi) is the normalized power spectrum of the
signal. S(f1, f2) is again normalized by log N(f1, f2), where
N(f1, f2) is the number of frequency components in the
range f1–f2, to give a value between 0 and 1. In the original
version of the device, the analysis was performed on a
single EEG channel measured from the forehead. In this
derivation, muscle activity dominates over the EEG at
frequencies higher than �30 Hz. The algorithm of the
M-Entropy module, like that of the early ABM-monitor
by Datex-Ohmeda, employs these high frequency compo-
nents to detect the early response of the patient to noci-
ceptive stimuli. This is done by calculating spectral entropy
over two frequency ranges: 0.8–32 Hz (called state entropy)
and 0.8–47 Hz (called response entropy). The difference
between these two entropies indicates the contribution of
the EMG component to the response entropy. As in the other
described monitors, BS is detected separately. The details of
the algorithm (variable window length, obtaining the output
value in the case of BS, etc.) are described in (29).

The Danmeter AEP Monitor/2 (further development of
the A-Line monitor) employs the composite AAI Index,

combining the middle latency auditory evoked potentials
in 20–80 ms latency range, calculated from the 25–65 Hz
bandpass filtered signal, with spontaneous EEG. The
purpose of combining the two modalities is to get a better
response to the lightening of hypnosis due to, for example
surgical stimuli (achieved by usind AEPs) while retaining
sensitivity during deep anesthesia (achieved by using the
EEG). The schematic of the cAAI index calculation is
presented in Fig. 6. Using evoked potentials poses a
problem in on-line monitoring due to the long delay
needed for obtaining the averaged response. This problem
has been solved in the cAAI calculation by applying the
autoregressive model with exogenous input (the ARX
model). The ARX model enables to calculate the response
to stimuli based on the average of 18 sweeps using the
average of 256 sweeps as a reference. The algorithm is
described in detail in (30) and compared with conven-
tional evoked potential averaging techniques in Ref. 31.
In addition to AEPs, the cAAI index incorporates loga-
rithmic EEG power ratio ½logðP30�47=P10�20Þ� and the burst
suppression ratio. The EMG is extracted and monitored
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separately based on the 65–85 Hz bandpass filtered
signal.

A somewhat different concept of anesthesia monitoring
hasbeenused intheCerebralStateMonitor (CSM;Danmeter
A/S, Odense, Denmark) and the SNAP monitor (Everest

Biomedical InstrumentsInc).Thesemonitoringdevicescome
in the form of a handheld wireless PDA-type tool, convenient
to use in a clinical situation. The CSM displays the Cerebral
State Index, calculated based on the 6–42 Hz bandpass fil-
tered EEG, the EMG component calculated from the same
signal, but in 75–85 Hz frequency range, as well as the burst
suppression ratio. The algorithm of the second version of the
SNAP index is described in (32). Two variables, the low
frequency variable LF (0.1–40 Hz) and the high frequency
variable HF (80–420 Hz) are derived from a single frontal
EEG channel. The HF and LF are scaled to fit into the
intervals 0.0–1.0 and 0.0–100, respectively. The SNAP index
is expressed as SI¼ 100—(HFLF); thus the index can be
thought of as the reversed version of HF-modulated LF.

New Parameters Proposed for Monitoring Anesthetic Depth

In spite of the large selection of available methods, new
parameters for quantifying depth of hypnosis are being
proposed continuously. This is mostly due to the following
reasons: the variety of procedures and combinations of
drugs in surgical anesthesia is wide. No method performs
well in all cases; monitoring in anesthesia is closely related
to monitoring brain dysfunction and detection of brain
ischemia and hypoxia: important tasks faced in cerebral
function monitoring in the ICU and emergency room (see
the section Monitoring Outside the Operating Theater).
The available depth-of-hypnosis monitors are generally not
suitable for these applications; the neurophysiological
basis of consciousness is still an unsolved problem: apply-
ing modern signal analysis tools to neurophysiological
measurements during anesthesia can hopefully offer
new insight to the problem.

Several groups have recently published studies on the
behavior of various complexity–entropy measures during
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anesthesia and sedation. These measures come from dif-
ferent signal analysis frameworks.

Correlation dimension is a measure for quantifying the
behavior of chaotic signals in the phase space (33). The
signal s of finite length N is divided into N�mþ1 time
series: sm(i)¼ {s(i), s(iþ 1), . . . , s(iþm�1)}, where m is the
embedding dimension. After that, for each i the quantity
Ci

m(r) is calculated:

Cm
i ðrÞ ¼

number of such j that d½SmðiÞ;Smð jÞ� � r

N �mþ 1
ð4Þ

where the distance d between the phase space vectors sm(i)
and sm(j) is defined as

d½SmðiÞ;Smð jÞ� ¼ max
k¼1;2;...;m

ðjsðiþ k� 1Þ � sð jþ k� 1ÞjÞ ð5Þ

Correlation dimension D can be estimated as

D ¼ d logðCmðrÞÞ
d logðrÞ ð6Þ

where CmðrÞ ¼
P

i Cm
i ðrÞ=N �mþ 1: Although EEG can-

not be considered strictly chaotic, except in the case of some
abnormal conditions, this measure has, for example, been
found to have good correlation with the end-site concen-
tration of sevoflurane (34).

Probably the most intensively studied complexity/
entropy measure for the assessment of depth of hypnosis
is Approximate entropy (ApEn). In general, entropy mea-
sures information-richness, regularity and randomness of
a signal. The intuitive idea behind anesthesia monitoring
using signal entropy is that with deepening anesthesia
EEG becomes more regular and its entropy decreases.
Approximate entropy, like correlation dimension, is calcu-
lated in the phase space. First, fm(r) is defined based on
Cm

i(r) in Eq. 4 as

FmðrÞ ¼ 1

N �mþ 1

XN�mþ1

i¼1

logCm
i ðrÞ ð7Þ

Approximate entropy is then defined as

A pEnðm; rÞ ¼ FmðrÞ �Fmþ1ðrÞ ð8Þ

Approximate entropy has been studied and compared
to other methods as an indicator of anesthetic depth in
(35–37).

The classical entropy measure, introduced for informa-
tion theory by Claude Shannon in 1948 (38), the Shannon
entropy (ShEn), is calculated as ShEn ¼ �

P
i pi log pi,

where pi is the probability that signal amplitude obtains
the range of values ai. In practice, ShEn can be estimated
based on the histogram of the values of signal samples, and
therefore long signal segments are needed to achieve
smooth histograms. An important property of Shannon
entropy is that signal samples are considered as indepen-
dent trials of some experiment, taking no notice on the time
order of the samples. Signals having equal probability for
all possible amplitude values have the highest Shannon
entropy. In Ref. 39, it has been found that Shannon entropy
of the EEG recorded between frontopolar electrodes
increases with increasing concentration of desflurane:
A behavior opposite to other entropy measures.

Other measures of the EEG, found to correlate well with
depth of hypnosis, include Lempel–Ziv complexity and
Higuchi fractal dimension (35,40). Lempel–Ziv complexity
is calculated by transforming the signal into symbols and
calculating the reoccurrence rate of these symbols (41).
Higuchi fractal dimension is calculated as the average rate
of increase in the difference of signal amplitude values as
the separation between the samples increases in logarith-
mic scales (42).

These studies demonstrate that although different mea-
sures of entropy or complexity quantify different phenom-
ena, many of them may correlate with concentrations of
selected anesthetics when electrode positions and signal
bandwidth are selected properly.

MONITORING OUTSIDE THE OPERATING THEATER

Development of digital EEG equipment, increase in pro-
cessing speed and memory capacity, and advancements in
telecommunication technology have made cerebral func-
tion monitoring feasible in ICU and ER. Brain monitoring
in ICU and ER has much in common with monitoring in
anesthesia as the changes in the EEG caused by intoxica-
tion, metabolic disturbances and brain ischaemia are simi-
lar to those induced by general Anesthesia. Also, in the ICU
the assessment of depth of sedation is desirable. The
advantages offered by EEG monitoring in the ICU are
based on the following findings (43): EEG is tightly linked
to cerebral metabolism; EEG is sensitive to brain ischemia
and hypoxia; EEG detects neuronal dysfunction at a rever-
sible stage; EEG detects neuronal recovery when clinical
examination cannot; continuous EEG provides dynamic
information; EEG provides useful information about cere-
bral topography.

However, from the monitoring point of view, the situation
in ICU and ER is a lot more complicated compared to that of
OR. The patients may need various medication having effect
on the EEG signal and misleading automated EEG analysis,
the clinical situation of the patients is often complex, and the
surrounding is hostile for interference-sensitive equipment.
In ICU, recordings often need to last for several days and
nights without disturbing the normal care of the patient. In
ER, the EEG recording equipment needs to be extremely
flexible and easy-to-use. In both situations the interpreta-
tion of the recordings poses a problem as no experienced
EEG readers are usually around. The solution to the last
problem is the usage of telecommunication protocols to
transfer the data for interpretation.

Although the above described depth-of-anesthesia mon-
itoring methods are sometimes applied to sedation mon-
itoring and even to the detection of brain dysfunction in
ICU, their performance in this situation is questionable. It
is difficult to differentiate between the effects of hypoxia,
ischemia and sedative drugs. The importance of having the
underlying raw EEG signal available for review to confirm
the significance of any trends and changes suggested by
automatic analysis methods, especially in complex situa-
tions like ICU, has been repeatedly emphasized (44,45).
A comprehensive brain monitor for ICU, especially for
neuroscience ICU, should also be able to detect epileptic
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patterns in EEG and desirably have the option for synchro-
nous video recording (46). All this suggests that an adequate
brain monitor for ICU or ER should be a much more complex
device than today’s depth-of-anesthesia monitors.

DISCUSSION

Several considerations are appropriate concerning the
available commercial depth-of-anesthesia monitors. First,
different modalities should be used to assess the different
components of anesthesia (see the section Anesthesia as a
Process). Selecting EEG and AEPs as the basis for the
assessment, the primary component of anesthesia consid-
ered would be hypnosis.

But even in this case there still remain other physiolo-
gically separate end-points like subcortically controlled
reactions to nociceptive input (e.g., autonomic reactions),
increased muscle tone, and movement response to surgery.
Adding the fact that there are many anesthetic agents of
different cell-level actions and that the interplay of hyp-
notic and antinociceptive medication modulates the anes-
thetic state (47), we are left with a complex situation that
makes the comparison of the available algorithms for
anesthesia monitoring a real challenge.

Another difficulty in comparing the results obtained
with different methods is posed by the frequency band
used for the calculation. All the commercial methods oper-
ate at least partly in the frequency domain although BIS
applies third-order spectrum and in the Entropy module a
nonlinear transformation follows the calculation of the
power spectrum. For anesthesia, monitoring frequency
domain can roughly be divided into the following physio-
logically meaningful areas: d (and partly u) frequencies,
indicative of pre-BS deep anesthesia (� 0.5–6 Hz); a and b

frequencies; the EMG component, overlapping with the
EEG and extending to > 100 Hz.

The devices differ in the usage of d frequencies and in
the way the EMG component is incorporated. While most of
the methods employ frequency band starting from 0.1 Hz
(SNAP)–0.8 Hz (Entropy), the Cerebral State Index and
cAAI by Danmeter do not make use of d rhythms. Several
devices like the A-2000 monitor by Aspect Medical Systems
Inc., the AEP Monitor/2 and the Cerebral State Monitor by
Danmeter as well as the PSA 4000 monitor by Physiome-
trix Inc. display the EMG power separately from their
corresponding depth-of-anesthesia indices. The frequency
band the EMG component is obtained from varies from
device to device, falling into the range from 65 to 110 Hz.
The SNAP index, the Entropy module and the Narcotrend
index incorporate the information on EMG activity into
their depth-of anesthesia indexes in different ways. In
SNAP, the high frequency band used is 80–420Hz, while the
other two monitors use frequencies up to 47Hz. The various
entropy–complexity measures proposed for the assess-
ment of anesthetic depth are sensitive to the prefilter
settings as well (40). Thus it can be concluded that while
comparing the performance of various algorithms, the
following matters should be considered: the properties of
the algorithm itself, the frequency band of the EEG signal
it employs, and the location of the EEG electrodes.

In the future, it seems to be inevitable that brain
monitoring becomes more common in ICU and emergency
room. There is a compromise between the simplicity of the
presentation of the output and versatility of the method.
Monitoring such complex phenomenon as anesthesia by a
single number is clearly an oversimplification. On the other
hand, a device requiring sophisticated configuration and
displaying a lot of parameters difficult to interpret gets
easily rejected by clinicians. Connecting the algorithms to
physiological models would certainly help the interpreta-
tion of the monitor output. Future will show if any of the
new approaches such as measures of signal complexity find
their way into the commercial devices. Operating in the
frequency domain has the advantage of long-term experi-
ence in EEG analysis by means of frequency domain meth-
ods. Another advantage is the solid signal processing
theory of frequency analysis. On the other hand, the theory
of nonlinear systems is developing rapidly having made
itsway to physiological signal analysis in various
applications.
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18. Yppärilä H. Depth of Sedation in Intensive Care Patients: A
Neurophysiological Study. Ph. D. Dessertation, University of
Kuopio, Finland, 2004.

19. Paloheimo M. Quantitative surface electromyography
(qEMG): Applications in anaesthesiology and critical care,
Ph. D. dissertation Acta Anaesthesiology; Scandinavian.
Copenhagen. Munksgaard; 1990; Vol. 34, (Suppl. 93),.

20. Wang DY, Pomfrett CJD, Healy TEJ. Respiratory sinus
arrhythmia: A new, objective sedation score. Br J Anaesthol-
ogy 1993;71:354–358.

21. Maynard D. Development of the CFM: The cerebral function
analyzing monitor (CFAM). Ann Anaesthology Francaise
1979;20:253–255.

22. Edmonds HL, Paloheimo M. Computerized monitoring of the
EMG and EEG during anesthesia. An evaluation of the
anesthesia and brain activity monitor (ABM). Int J Clin
Monit Comp 1985;1:201–210.

23. Thomsen CE, Rosenfalck A, Norregaard-Christensen K.
Assessment of anaesthetic depth by clustering analysis
and autoregressive modeling of electroencephalograms. Com-
put Methods Progr Biomed 1991;34:125–138.

24. Rampil IJ. A primer for EEG signal processing in anesthesia.
Anesthesiology 1998;89:980–1002.

25. Nikias CL, Petropulu AP. Higher Order Spectra Analysis.
Englewood Cliffs (NJ): PTR Prentice Hall; 1993.

26. Drover DR, et al. Patient State Index: Titration of delivery
and recovery from propofol, alfentanil, and nitrous oxide
anesthesia. Anesthesiology 2002;97:82–89.

27. Schultz B, Schultz A, Grouven U. Sleeping stage based
systems (Narcotrend). In : Bruch HP. et al., editors. New
Aspects of High Technology in Medicine 2000. Bologna: Mon-
duzzi Editore; 2000:285–291.

28. Grouven U, Beger RA, Schultz B, Schultz A. Correlation of
Narcotrend Index, entropy measures, and spectral para-
meters with calculated propofol effect-site concentrations
during induction of propofol-remifentanil anesthesia. J Clin
Monit Comput 2004;18:231–240.
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INTRODUCTION

The word monitor has a variety of meanings, depending
on the context. A monitor can be any device for checking on
or regulating the performance of a machine, aircraft, or a
patient. A patient monitor is usually thought of as some-
thing that watches, warns, or cautions if there is a life-
threatening event. A more rigorous definition of patient
monitoring is Repeated or continuous observations or
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measurements of the patient, his or her physiological
status, and the functions of life support equipment for
the purpose of guiding management decisions, including
when to make therapeutic interventions and assessment
of those interventions (1). As a result, a monitor should
not only alert physicians and nurses to potentially life-
threatening events, but perhaps should also control
devices that maintain life. The primary emphasis of this
section deals with hemodynamic monitoring of the criti-
cally ill patient who is in an intensive care unit (ICU), but
many of the principles apply to all hospitalized patients.

Hemodynamic monitoring relates to monitoring of the
blood pressure and blood flow in the cardiovascular system.
The cardiovascular system consists of the heart, lungs, and
blood vessels, and has a most important function in main-
taining life in complex animals, such as humans. Oxygen
and fuel must be transported from their source to the
individual cells that consume them. The resulting waste
products of metabolism must then be disposed of. Thus, the
heart and blood vessels transport nutrients to the body and
remove the waste products. Clearly, if this system does not
function properly, the organism could be compromised. As
a consequence clinically applicable methods have been
developed to assess the function of the cardiovascular
system. Hemodynamic monitoring is one part of this com-
plex monitoring strategy. Typical parameters measured
when performing hemodynamic monitoring are heart rate
and rhythm, measured through analysis of the electrocar-
diogram (ECG), blood pressure measurements in various
locations in the cardiovascular system, and estimates of
blood flow usually using cardiac output as a measure.

THEORY

Hemodynamic monitoring permits minute-to-minute
surveillance of the cardiovascular system and provides
physiologic data to assist in diagnosis as well as to guide
therapy (2–5). The cardiovascular system consists of the
heart, lungs, and blood vessels that supply blood to the
body and return blood from the peripheral tissue.

It is beyond the scope of this section to describe the
detailed anatomy of the cardiovascular system. However,
to understand the principles of hemodynamic monitoring
knowledge of the functional aspects of the cardiovascular
system is essential.

HEART

The heart is made up of four chambers: the right atrium
and the right ventricle and the left atrium and the left
ventricle (see Fig. 1). The right atrium accepts blood from
the systemic circulation (head, arms, and legs) via the
superior and inferior vena cava. On atrial contraction
the tricuspid valve between the right atrium and right
ventricle opens and blood flows into the right ventricle. On
ventricular contraction the right ventricle pumps blood
through the pulmonic valve into the pulmonary artery
and to the lungs where oxygen is added and carbon dioxide
is removed. Blood flows from the lungs to the pulmonary
veins and then into the left atrium. On atrial contraction

the blood flows into the left ventricle through the mitral
valve. On ventricular contraction the left ventricle pumps
blood through the aortic valve to the systemic circulation
(aorta and the systemic vasculature).

The basic contractile element of the heart is the sarco-
mere, which is composed of myofilaments, contractile pro-
teins that interdigitate and slide along one another during
contraction. Shortening of the sarcomere is the functional
unit of heart contraction. Physiologic and pharmacologic
agents can change the contractile characteristics of the
sarcomeres. Rate and contractility of the heart are con-
trolled by sympathetic and parasympathetic innervation,
as well as circulating catecholamines.

Control of Heart Performance

Mechanisms regulating cardiac (heart) output involve not
only factors controlling performance of the heart as a
pump, but also factors affecting the systemic vascular
system and its resistance. Typically, the heart can increase
its output to a level of almost five times its resting value.
There are two methods by which the heart regulates its
cardiac output in response to stress, injury, or disease: by
changing heart rate and stroke volume.

Heart Rate Control

Heart rate can be changed rapidly and is thus one of the
most effective ways for the heart to change its cardiac
output. For a healthy person, an increase in heart rate
can more than double the cardiac output when the heart
rate increases to near 180 beats 
min�1. However, if a
patient with heart disease increases their heart rate to
>120 beats 
min�1 they may have deleterious responses
because of the increased demand for oxygen by the heart
muscle. Blood flow in the heart muscle occurs primarily
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during diastole (the relaxation phase of heart contraction).
Increasing heart rate decreases the time for cardiac circu-
lation during diastole. In normal subjects, decreasing the
heart rate to � 50 beats 
min�1 may not decrease cardiac
output because there is increased diastolic filling time that
increases stroke volume.

Stroke Volume Changes

The stroke volume of an intact ventricle is influenced by (1)
ventricular end-diastolic volume (called preload), (2) ven-
tricular afterload, and (3) contractility.

Preload. Preload is the term used to define the end-
diastolic stress in the wall of the ventricle. For example, zero
preload would result in the ventricle ejecting no blood. How-
ever, with increased preload, ventricular ejection generally
increases linearly until the capacity of the pump (heart) is
exceeded. Since the end-diastolic volume so profoundly
influences themyocardialfiber length ithasa great influence
on the myocardial performance. The Frank–Starling law
describes this principle and is illustrated graphically in
Fig. 2. The most accessible measure of right ventricular
preload is the right atrial pressure. Left atrial pressure is
used to estimate left ventricular preload. Since the left
ventricle does most of the work of the heart, it is usually
the first part of the heart muscle to fail. Consequently, the
measurement or estimation of the left atrial pressure is
important in assessing a patient’s hemodynamic status.

Afterload. Afterload is a measure of the impedance
(resistance) against which the right or left ventricles must

eject blood. Resistance (R) is calculated by measuring blood
flow and pressure and then using Ohm’s law {Eq. 1}.

R ¼ mean blood pressure

cardiac output
(1)

Systemic Circulation

Blood flow to the periphery of the body is controlled by local
autoregulation and by the autonomic nervous system.
Local autoregulation of blood flow helps tissue meet its
oxygen requirements. For example, with decreased blood
flow, metabolic byproducts increase, causing local vasodi-
latation that tends to increase blood flow. There are bar-
oreceptors, similar to blood pressure transducers, located
in the aortic arch and the carotid sinus which sense blood
pressure. Via the baroreceptor reflex mechanism, the body
regulates the blood pressure. In addition, chemoreceptors
in the carotid sinus and other locations regulate respira-
tion by responding to changes in CO2 and O2.

Pulmonary Circulation

The pulmonary arterial vessels differ markedly from sys-
temic arterial vessels; they have thinner walls, less muscle,
and have a resistance to blood flow about one-sixth that of
the systemic circulation.

Contractility. Contractility is a measure of how a
healthy heart performs. A healthy heart pumps vigorously
and nearly empties its ventricles with each beat and is said
to have excellent contractility. On the other hand, a com-
promised heart may not be able to empty effectively.

HEMODYNAMIC MONITORING

Bedside hemodynamic monitoring makes use of data gath-
ering procedures that were formerly only done in diagnos-
tic cardiac catheterization laboratories. Understanding the
relationship between the pressure and blood flow in the
cardiovascular system is the primary reason for perform-
ing hemodynamic monitoring. The cardiovascular system
responds to many and varied stimuli and can be affected by
physical conditioning, drugs, disease, blood loss, injury,
and myocardial insult such as a heart attack. Because of
the complexity of factors controlling the body, it is neces-
sary to make hemodynamic measurements on the system
to understand disease processes and provide optimum
therapy to the patient.

Electrocardiogram

Electrocardiogram (ECG) monitoring is used to determine
heart rate and detect arrhythmias, pacemaker function,
and myocardial ischemia (lack of blood flow to the heart
muscle). To permit optimum ECG monitoring the signal
quality must be excellent (6). Since the ECG electrical
signal from the heart is only 0.5–2.0 mV at the skin’s
surface, it is best measured by properly preparing the skin
and optimally placing the electrodes. Skin can be properly
prepared by removing oil from the surface and abrading
the skin to remove the dry dead outer layer (stratum
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granulosum). In 90% of patients, proper skin preparation
reduces electrode resistance from as high as 200 to as low
as 10 kV. Good electrode placement allows the electrodes to
receive the maximum ECG signal with minimum noise. By
placing the electrodes over bony prominence, such as the
sternum or clavicles, muscle artifact (EMG) can be
reduced. Motion artifact caused by movement of electrodes
can be minimized not only by proper skin preparation, but
also by taping a strain-relieving loop in the lead wires to
prevent movement artifact. Shielded wire on the ECG
leads helps minimizes pickup of alternating current (ac)
electrical fields from 60 Hz power sources, electrosurgical
units, and other sources like radio transmitters. The two
leads that connect the patient form a loop through which
magnetic fields pass and can induce unwanted voltages.
Pickup from magnetic fields can be minimized by decreas-
ing the loop area, by keeping the lead wires close together
(usually twisted pairs), and by avoiding draping the lead
wires over motors, lights, or other electrically powered
instruments.

Electrocardiogram Arrhythmia Monitoring

Early in the development of monitoring techniques, the
application of computer technology to detect patterns of the
electrocardiogram caught the attention of those who
sought to improve care of the critically ill. The computer
appeared to be a logical candidate for relieving the nursing
and medical staff of the tedious chore of continuously
visually monitoring a multichannel oscilloscope.

Arrhythmia monitoring is one of the most sophisticated
of the bedside monitor’s tasks. People-based arrhythmia
monitoring is expensive and unreliable, and those who do it
find the task to be tedious and stressful. Today virtually
every bedside monitor has rhythm monitoring built in.
These monitors use computers and a variety of algorithms
to detect and classify ECG rhythm abnormalities. Classify-
ing these rhythm abnormalities is important to hemody-
namic monitoring since irregular rhythms can cause
dramatic inefficiencies in how the heart works as a pump.
For example, Fig. 3 shows three strip recordings of the
ECG and the corresponding pressure waveform from three
different arrhythmias (ventricular tachycardia, couplet,
which is two beats of abnormal electrical origin, and bige-
miny where every other beat is from abnormal electrical
origin). Note that several of the abnormal beats are hardly
effective at creating any change in the arterial pressure.
Those same beats deliver small stroke volumes to the
patient’s systemic circulation. As a consequence, one can-
not assume that the cardiac output remains constant or
increases just because the heart rate increases.

MEASUREMENTS

Blood Pressure Monitoring

Arterial blood pressure can be measured by both direct and
indirect methods. However, central venous pressure (CVP),
pulmonary artery (PA), and pulmonary capillary wedge
pressure (PCWP) used to estimate left atrial pressure, at
present, can only be measured by direct invasive methods.

Arterial Blood Pressure: Indirect Measurement; Using a
Cuff. Recently, the American Heart Association has
updated its recommendations on accurate ‘‘indirect’’
measures of blood pressure (7). The update reports that
the auscultatory technique with trained observer and
mercury manometer continues to be the method of choice
for measurement of a patient’s blood pressure in a physi-
cian’s office. The report also suggests that hybrid devices
that use electronic transducers rather than mercury have
promise. The report indicates that oscillometric devices can
also be used, but only after careful validation.
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Figure 3. Electrocardiogramandarterialpressurewaveformswith
three different abnormal rhythms. (a) Ventricular tachycardia (VT),
whichoccursduringthelast twobeatsof thestrip. (b)Coupletswhere
twosuccessivebeatshaveanabnormalelectricalorigin. (c) Bigeminy
where every other beat is from an abnormal electrical origin.
Pressures are expressed in millimeters of mercury. For example,
the patient in (a) has a systolic arterial pressure of 109 mmHg,
a diastolic pressure of 53 mmHg, and a mean arterial pressure of
75 mmHg.



Unfortunately, the indirect measurement of arterial pres-
sure has serious limitations for patients in shock usually
signaledby lowbloodpressure.Also, sincevirtuallyall reliable
indirect pressure measurement techniques require cuff infla-
tion, such measurements can only be made intermittently.

Direct Blood Pressure Measurements. The direct mea-
surement of blood pressure allows for continuous and
accurate assessment of blood pressures. Direct and con-
tinuous pressure monitoring allows detection of dangerous
hemodynamic events and provides the information neces-
sary to initiate and regulate patient therapy to prevent
catastrophic events. However, monitoring of pressures
provides valuable information only when it is obtained
in a technically satisfactory manner.

To accomplish direct blood pressure measurements, it is
necessary to inserta catheter directly into thecardiovascular
system (8). This invasive technique has risks that must be
weighted against the benefits that can be obtained. These
risks include, infection, blood loss, insertion site damage and
other factors (9,10). For many patients who are in shock or
who have cardiac disease, the benefits far outweigh the risks.
Formal methods for assessing these risks have been pub-
lished by the Coalition for Critical Care Excellence (11).

Blood pressure can be measured on both the pulmonary
(right heart) and systemic (left heart) sides of the circulatory

system. Measurements of both pulmonary and systemic
parameters yield different and important cardiovascular
status. The CVP reflects the patient’s circulating blood
volume or venous tone, and right atrial and ventricular
pressures (right ventricular preload). To measure the right
atrial pressure accurately a catheter must be placed in a
major vein within the chest or directly in the right atrium.
The CVP values fluctuate about atmospheric pressure. The
level of the right heart is usually taken as the zero reference
point from which all other blood pressures are measured.
The CVP gives an indication of only the function of the right
heart, and not left heart’s performance.

To measure the left atrial pressure, it is necessary to place
a catheter tip through the atrial septum from the right
atrium (usually done only with fluoroscopic control in the
cardiac catheterization laboratory) or estimating it by pla-
cing a pulmonary artery (Swan–Ganz) catheter in the
wedged position by inflating its balloon near the catheter tip.

EQUIPMENT

Components of Direct Pressure Monitoring Systems

The components of a direct blood pressure monitoring
system for critically ill patients are shown in Fig. 4 (6,8).
The components numbered 1–7 in the figure are known as
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Figure 4. The 10 components used to monitor direct blood pressure. The monitoring components
are nearly independent of whether the catheter is in an artery (radial, brachial, or femoral) or in the
pulmonary artery. Size of transducer and plumbing components are enlarged for illustration
purposes. [Reproduced from Ref. 6, with permission.]



the ‘‘plumbing’’ system and must always be sterile because
the fluid contained therein comes in direct contact with the
patient’s blood. Today virtually all of these components are
disposable or single-use items to minimize patient infec-
tion. Components 8–11 in Fig. 4 are used for processing and
displaying pressure waveforms and derived hemodynamic
parameters.

1. Catheter. Arterial and pulmonary artery catheters
provide access to the patient’s blood vessels to
(a) monitor intravascular pressure and (b) provide
a site for samples for blood to allow determination of
blood gas and other laboratory testing parameters.
These catheters are typically placed by the
percutaneous method, either by the Seldinger
‘‘over-the-needle’’ technique or by introducing the
catheter through a needle (8).

2. Sampling stopcock. Stopcock 1 is used as a site for
withdrawing blood for analysis. When filling the
catheter-tubing-transducer system with fluid,
precautions must be taken to be sure all central
switching cavities of the stopcock are filled and that
entrapped air bubbles are removed. Because stop-
cocks are especially vulnerable sources of patient
contamination, these devices must be handled with
extreme care; ports not in active use should be cov-
ered with sterile caps and medical personnel should
never touch open ports of the stopcocks.

3. Pressure tubing. The catheter and stopcock are nor-
mally attached to a continuous flush device and trans-
ducer by noncompliantpressure tubing. Tooptimize the
dynamic response of the catheter-tubing-transducer
system, long lengths of tubing must be avoided.

4. Stopcock 2. This stopcock is usually put in place to
allow disconnection of the flush device and transdu-
cer from the patient when the patient is moved or
when initially filling the system with fluid.

5. Continuous flush device. This device is used not only
when initially filling the pressure monitoring system,
but also to help prevent blood from clotting in the
catheter. These devices provide a ‘‘continuously
flush’’ of fluid at a rate of from 1 to 3 mL 
h�1.

6,7. Transducer dome and Pressure transducer. Today
virtually all transducers used for monitoring are
highly reliable, standardized, disposable devices
(12,13).

8. Amplifier system. The output voltage required to
drive an oscilloscope or strip-chart recorder is pro-
vided by an amplifier system inserted between the
transducer and display. Pressure transducer excita-
tion is provided either from a direct current (dc) or ac
source at a voltage of 4–8 V revolutions per second
(rms). Most amplifier systems include low pass filters
that filter out unwanted high frequency signals. Pres-
sure amplifier frequency response should be flat from 0
to 50 Hz to avoid pressure waveform distortion.

9. Oscilloscope. Pressure waveforms are best visualized
on a calibrated oscilloscope or other similar display
panel.

10. Digital processing and display. Digital displays
provide a simple method for presenting quantitative
data from the pressure waveform. They are found
on most modern pressure monitoring equipment.
Systolic, diastolic, and mean pressure are typically
derived from the pressure waveforms.

11. Strip-chart recorders. Frequently, strip-chart recor-
ders are used to document dynamic response char-
acteristics, respiratory variations in pulmonary
artery pressures, and aberrant rhythms and pres-
sure waveforms.

STATIC CALIBRATION

Zeroing and calibrating the transducer are two important
steps in setting up the direct pressure-monitoring system.

Zeroing the Transducer

The accuracy of blood pressure readings depends on estab-
lishing an accurate reference point from which all subse-
quent measurements are made. The patient’s midaxillary
line (right heart level) is the reference point most com-
monly used (14). The zeroing process is used to compensate
for offset caused by hydrostatic pressure differences, offset
in the pressure transducer, amplifier, oscilloscope, recor-
der, and digital displays. Zeroing is accomplished by open-
ing an appropriate stopcock to the atmosphere and aligning
the resulting fluid-air interface with the midaxillary refer-
ence point.

Once the system is zeroed the stopcock can be switched
to allow the patient’s waveform to be displayed. Pulmonary
artery and pulmonary artery wedge pressure are especially
susceptible to improper zeroing and should be measured
only after the zero point has been verified.

Sensitivity Calibration

The sensitivity of most pressure transducers is fixed at
5.0 mV 
V�1 of excitation applied per 1 mmHg (0.13 kpa)
and calibrated by the manufacturers to within �1%. This
degree of accuracy is adequate for clinical purposes. As a
consequence standardized transducers need only to be
zeroed to obtain accurate pressure measurements (12,13).

CHECKING DYNAMIC RESPONSE

In the critical care setting, where most hemodynamic
monitoring is carried out, the catheter-tubing-transducer
systems used can usually be characterized as an under-
damped second-order dynamic system analogous, for
example, to a bouncing tennis ball. A second-order dynamic
system can be expressed mathematically by a second-order
differential equation with characteristics determined by
three mechanical parameters: elasticity, mass, and fric-
tion. These same parameters apply to a catheter-tubing-
transducer system where the natural frequency (fn in Hz)
and damping coefficient determine the dynamic charac-
teristics for a catheter-tubing-transducer system. For an
underdamped second-order system fn and define the system’s
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dynamic characteristics. In the clinical setting fn and can be
measured easily and conveniently by using the ‘‘fast-flush’’
method.

Dynamic response characteristics of catheter-tubing-
transducer systems have been defined by two interrelated
techniques. The first technique specifies the frequency
bandwidth and requires that the system frequency
response must be flat up to a given frequency so that a
specified number of harmonics usually 10 of the original
pulse wave can be reproduced without distortion (Fig. 5).

The second technique specifies fn and The plot of fn and
in Fig. 6 has five areas (6,15). If the characteristics of the
catheter-tubing-transducer ‘‘plumbing’’ system fall in the
adequate or optimal area of the graph, the pressure wave-
forms will be adequately reproduced. If the characteristics
fall into one of the remaining three areas, there will be
pressure waveform distortion. Most catheter-tubing-trans-
ducer systems assembled under optimal conditions are
underdamped, but a few fall into the unacceptable areas
of the chart. Methods for optimizing the catheter-tubing-
transducer system components have been outlined (15–20).
In the clinical setting, there are dramatic differences
between each patient setup; therefore it is mandatory to
verify the adequacy of each pressure-monitoring system by
testing them. The testing can be done easily using the fast-
flush technique.

A fast flush is produced by opening the valve of the
continuous flush device, for example, by pulling and
quickly releasing the pigtail valve on a continuous flush

device. The rapid valve closure generates a near square
wave pressure signal from which fn and of the catheter-
tubing-transducer system can be measured.

Once the fast-flush test has been executed two or three
times, the dynamic response characteristics (fn and) can
quickly and easily be determined. Natural frequency fn can
be estimated by measuring the period of each full oscilla-
tion on a strip-chart recorder following a fast flush (Fig. 7a)
and calculating the frequency from the period. Damping
coefficient can be determined by using the amplitudes of
any two successive peak-to-peak values measured after a
fast flush. The amplitude ratio is calculated by dividing the
measured height of the smaller peak-to-peak value by that
of the amplitude of the larger peak-to-peak value (Fig. 7b).
The amplitude ration can then be converted to a damping
coefficient by using the scale in the right side of Fig. 6.

Once fn and have been determined, these data can be
plotted on the graph of Fig. 6 to ascertain the adequacy of
dynamic response. Some bedside monitors and recorders
may compromise the clinical user’s ability to use the fast-
flush technique because the monitors have built-in low-
pass filters. These filters should be expanded to at least 50
Hz or be eliminated.

Several factors lead to poor dynamic responses: (1) air
bubbles in the system usually caused by a poor initial
catheter-tubing-transducer system setup, (2) pressure tub-
ing that is too long, too compliant, or a diameter that is too
small, and (3) pressure transducers that are too compliant.
The best way to enhance the system’s dynamics is to
improve fn.

Invasive pressure monitoring systems have patient
risks, such as a source of infection and air embolism. In
addition, great care is required by clinical users to optimize
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the plot shown is 10 Hz. When z¼ 0.1, the system is very
underdamped, and when z¼ 2.0, it is overdamped. The dashed
line shows the frequency versus amplitude characteristic
that would occur if the system had a flat frequency response.
Along the frequency axis are plotted the harmonics of the
pressure wave if the heart rate were 120 beats 
min�1 (2
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 s�1). Note that by the fifth harmonic (10 Hz) if z¼ 0.1 the
true signal would be amplified five times. If z¼ 2.0 there would be
an attenuation to about one-fourth of the amplitude. In both cases
there would be a gross waveform distortion because neither
situation reflects a high fidelity system dynamic response.
Fidelity of the system can be improved by increasing the fn or
adjusting z to be in the range of 0.5–0.7. [Reproduced from Ref. 6,
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dynamic response and proper zeroing to provide accurate
and reliable data. Merely looking at pressure waveforms
will not provide the information required to determine the
adequacy of the system’s dynamic response (see Fig. 8). Fast-
flush testing to determine these parameters is essential.

SIGNAL AMPLIFICATION, PROCESSING, AND DISPLAY

Once the pressure signal has been transmitted to the trans-
ducer, the bedside monitor operates on that signal. Most
monitors not only display the heart rate and systolic, dia-
stolic,andmeanpressure, but they alsodisplaytheprocessed
waveformon an oscilloscopeand provideananalog output for
a recorder or for transmission to a central display.

Placement of the Pulmonary Artery Catheter

The balloon-tipped, flow-directed, pulmonary artery cathe-
ter (Swan–Ganz) came into widespread use in 1970 (21).

The follow-up development by Ganz of a practical thermal
dilution attachment to the pulmonary artery catheter
permitted convenient and easy measurement of cardiac
output (22). Since these early developments with the
Swan–Ganz catheter, the pulmonary artery catheter has
been fitted with optical fibers which allow measurement of
mixed venous oxygen saturation (23).

The pulmonary artery catheter is inserted into the right
side of the circulation using the percutaneous technique
typically using entry from either the internal jugular or the
subclavian vein. The catheter is floated into the pulmonary
artery without use of fluoroscopy, using the hemodynamic
pressure waveforms as a guide (Fig. 9).

Accurate Measurement of Pulmonary Artery Pressure.
Since it was introduced, the balloon-tipped, flow-directed,
pulmonary artery catheter (Swan–Ganz) has been widely
used in intensive care units. The ease with which it is
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required measuring two successive peak-to-peak values of the
resulting oscillations. The amplitude ratio of the two successive
peaks is taken, giving a value of 0.58¼13/22.5. With use of the
amplitude ratio and the scale on the right side of Fig. 6, the
damping coefficient z¼ 0.17. Plotting the natural frequency and
damping coefficient on Fig. 6 shows that this system is
underdamped.
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Figure 8. Arterial pressure waveforms were obtained from the
same patient. Shown are Systolic/Diastolic and Mean Pressure
(MP). In panel the (a) Patient’s actual arterial pressure waveform
as if recorded with a catheter-tipped transducer is shown, (b)
shown the same patient’s arterial waveform recorded with an
overdamped system (z¼3.5). Note the fast-flush signal (upper
left) returns slowly to the patient waveform. Systolic pressure is
underestimated, diastolic pressure is overestimated, and MP is
unchanged, (c)Anunderdampedcondition (z¼ 0.1)with low fn¼7Hz.
After the fast flush, the pressure signal oscillates rapidly (rings).
Systolic pressure is overestimated, diastolic is slightly under-
estimated, and MP is correct, (d) shows an underdamped condition
(z¼ 0.15), but with high fn¼25 Hz. The pressure waveform is slightly
distorted and systolic, diastolic, and mean pressures are close to the
actual pressures, (e) shown an ideally damped pressure monitoring
system (z¼0.5). The undershoot after the fast flush is small and the
original patient waveform is adequately reproduced. [Reproduced
from Ref. 6, with permission.]



usually inserted may lead one to conclude that the measure-
ments of pulmonary artery and wedge pressure (PCWP) are
easily and reliably measured. However, such is not the case.

Pulmonary artery pressures can be measured accu-
rately only if the following steps are taken (24–27):

1. The monitor is properly zeroed.

2. Strip-chart recordings of all PA pressures for a time
period covering at least three respiratory cycles are
obtained. Using only the monitor’s digital displays is
insufficient.

3. Dynamic response testing (fast flush) should be
obtained when the catheter is in each position (i.e.,
wedge and PA). If the dynamic response is not
adequate, the problems with the catheter-tubing-
transducer system must be resolved before accurate
pressures can be measured.

4. Pressures (i.e., systolic, diastolic, and mean pres-
sures) should be assessed from a monitor’s display
or a strip-chart recording. The pressure measures
should be made at the end expiration when the
transmural pressure is nearest zero.

CARDIAC OUTPUT DETERMINATION

Cardiac output is the volume of blood ejected by the heart
every minute. Cardiac output is a helpful measurement
since it can be used to evaluate the overall cardiac status of
the critically ill patient, as well as help make the diagnosis

of cardiovascular disease. Ideally a cardiac output
measurement system would be continuous, automatic,
minimally invasive, accurate, fast, inexpensive, and easy
to use clinically. The most common method used to mea-
sure cardiac output in critically ill patients is still the
indicator dilution method. The pulmonary artery catheter
(Swan–Ganz) introduced in the 1970s revolutionized the
ease with which cardiac output could be measured.

The thermal dilution method requires injection of cold
physiological solution, usually normal saline, into the
superior vena cava or right atrium. Cardiac output is
determined by measuring the area under the time–
temperature curve measured in the pulmonary artery
that results from the injection of the cold solution.

The thermal dilution method for determining cardiac
output relies on several assumptions that are not always
correct. First, the exact amount of thermal indicator
injected cannot be quantitated precisely. Second, indicator
is lost at various stages and this loss of indicator (heat loss)
leads to errors.

A block diagram of the thermal dilution measuring
system with typical thermal dilution curves and time of
injection indicated are shown in Fig. 10. Figure 10c and d
show the transit time for the cooled blood moving from the
injection site in the right atrium to the pulmonary artery
measurement site. Calculation of cardiac output requires
measuring the area under the curve. Consequently, a
baseline temperature must be established before the injec-
tion. In turn, the end point is usually determined by
extrapolating to the baseline temperature.
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Figure 9. Composite illustration showing normal pressure waveforms obtained as a fiber optic
balloon flotation pulmonary artery catheter (Swan-Ganz) is advanced from the right atrium to the
pulmonary artery wedge position. [From Daily and Tilkian in Reading List (1986), with permission.]



To ensure that accurate thermal dilution cardiac output
results are obtained, it is recommended that the thermal
dilution curves be presented on a monitoring screen or on a
strip-chart recorder. Studies have shown that synchroniz-
ing the injections with the respiratory cycle improves the
technique’s reproducibility (28). Since there is considerable
variability in cardiac output between measures, at least
three reproducible curves are usually obtained. Averaging
the findings from these three curves gives a more repre-
sentative assessment of cardiac output.

In recent times, the complexities of using the Swan–
Ganz pulmonary artery catheter have result in controver-
sies. Some clinicians feel that such systems should only be
used only when needed and then only sparingly while
others have a differing viewpoint (29,30). Still others have
questioned the ability of making accurate central venous
and pulmonary artery occlusion pressures and whether it
matters (26,27). Many of those issues will be resolved in the
future when there might be better methods for measuring
hemodynamic parameters. Until that time, physicians and
nurses caring for critically ill patients who require hemo-
dynamic monitoring should be aware of several how to
oriented publications (31–34).

Alarming Based on Hemodynamic Parameters. Clinical
hemodynamic monitoring is now several decades old.

What started from a simple beginning has since seen
many dramatic changes in both the development of new
medical devices and skills of the clinicians to use those
devices. However, it is my feeling that we are not yet at
optimum hemodynamic monitoring. Some recent publi-
cations on the topic are illustrative. Sander and collea-
gues in Germany have recently looked at categories of
patients with elevated heart rates who are at higher risk
of cardiac complications (35). Their work resulted in an
editorial comment Vital are vital signs (36). Additional
recent work at Vanderbilt University indicates that
volatility in vital signs is a good predictor of death in
trauma patients (37). Finally, the problem of false
alarms continues to be a huge problem with current
bedside monitors. As part of a Master of Science thesis
in Medical Informatics at the University of Utah, an
investigator found that only about one-third of the stan-
dard alarms for patients in a variety of ICU care were
true alarms. Thus about two-thirds of the alarms are
false. However, if the alarming system used heart rates
determined from both the ECG and the Arterial Blood
Pressure, the number of alarms decreased by � 50% and
the false alarm rate was only � 25% (38). Having smar-
ter and better hemodynamic monitoring with better and
smarter alarming systems will be crucial for to future
monitoring systems.
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Figure 10. Schematic diagram of the
thermal dilution measurement of cardiac
output. A recorder of some type should
always be used to verify the quality of
the thermal dilution curve, (a) shows the
thermal dilution catheter placed into the
pulmonary artery. Note the location of
injection site and thermistor, (b) shows the
connection of the thermal dilution catheter
connected to a cardiac output processor and
recorder, (c) shows a typical temperature-
time plot sensed by the thermistor near the
catheter tip after an iced saline injection.
The cardiac output determined in this case
was 4.36 L 
min�1. (d) Shows a similar
temperature–time plot for a patient with
low cardiac output (2.18 L 
min�1). Note
the larger area and broader dispersion of
the waveform caused by the lower flow.
[Reproduced from Ref. 9, with permission.]



COMPUTERIZED DECISION SUPPORT

Much has been learned about hemodynamic measure-
ments and how to use the data to calculate derived patient
parameters. These parameters can then be used to
determine patient status and augment patient therapy
(39–42).

Using hemodynamic data available from bedside moni-
tors and combining that data, in a structured and coded
electronic patient record allows for optimal computerized
decision support (42–44). Morris and his colleagues have
stated the value of computerized decision support well (45).
Only adequately explicit protocols contain enough detail to
lead different clinicians to the same decision when faced
with the same clinical scenario. Guidelines of care provide
only general guidance to patient care and require clinicians
considerable latitude in which care decision should be
made. Computerized protocols, on the other hand, can be
patient-specific and evidence based (46). Using computer-
ized decision-support tools variation in clinical practice can
be reduced and favorable effects on improve patient out-
comes can be accomplished (45,46).

FUTURE

There are still needs for improvement in hemodynamic
monitoring. Being able to make the measurements con-
tinuously, less invasively, and more reliably are areas
where progress is needed. Clearly, using computer aided
decision-support technology to help reduce false alarms
and to guide clinicians in making better patient diagnosis
and more timely and more optimal and effective treatment
decision offer ample opportunity for future research and
progress.

BIBLIOGRAPHY

1. Gravenstein JS, Paulus DA. Monitoring Practice in Clinical
Anesthesia. Philadelphia (PA): Lippincott; 1982.

2. Bruner JMR. Handbook of Blood Pressure Monitoring.
Littleton (MA): PSG Publishing Co.; 1978.

3. Daily EK, Schroeder JS. Techniques in Bedside Hemody-
namic Monitoring. 3rd ed. St. Louis (MO): Mosby; 1985.

4. Pinsky MF. Functional hemodynamic monitoring. Intensive
Care Med 2002;28:386–388.

5. Pinsky MF. Hemodynamic monitoring in the intensive care
unit. Clin Chest Med 2003;24:549–560.

6. Gardner RM, Hollingsworth KW. Optimizing ECG and pres-
sure monitoring. Crit Care Med 1986;14:651–658.

7. Pickering TG, et al. Recommendations for blood pressure mea-
surement in humans and experimental animals: part 1: Blood
pressure measurement in humans: A statement for profes-
sionals from the subcommittee of professional and public edu-
cation of the American Heart Association council on high blood
pressure research. Circulation 2005;111:697–716.

8. Gardner RM. Hemodynamic monitoring: From catheter to
display. Acute Care 1986;12:3–33.

9. Gardner RM, Schwartz R, Wong HC, Burke JP. Percutaneous
indwelling radial-artery catheters for monitoring cardiovas-
cular function (Prospective Study of the Risk of Thrombosis
and Infection). N Engl J Med 1974;290:1227–1231.

10. Kline AM. Pediatric catheter-related bloodstream infections:
Latest strategies to decrease risk. AACN Clin Issues 2005;16:
185–198.

11. Bone RC, et al. Standards of evidence for the safety and
effectiveness of critical care monitoring devices and related
interventions. Coalition for critical care excellence: Consen-
sus Conference on Physiological Monitoring Devices. Crit
Care Med 1995;23:1756–1763.

12. Kutik MH, Gardner RM. Standard for Interchangeability
and Performance of Resistive Bridge Blood Pressure Trans-
ducers, Arlington (VA): Association for the Advancement of
Medical Instrumentation (AAMI); 1986.

13. Gardner RM. Accuracy and reliability of disposable pressure
transducers coupled with modern pressure monitors. Crit
Care Med 1996;24:879–882.

14. McCann II UG, et al. Invasive arterial BP monitoring in
trauma and critical care. Effects of variable transducer level,
catheter access, and patient position. Chest 2001; 120:1322–
1326.

15. Gardner RM. Direct blood pressure measurement dynamic
response requirements. Anesthesiology 1981;54(3):227–236.

16. Gardner RM. Blood pressure monitoring. In: Webb AR,
Shapiro MJ, Singer M, Suter PM, editors. Oxford Textbook
of Critical Care. Oxford University Press. 1998; p 1087–1090.
chapt 16.

17. Gardner RM. Fidelity of recording: Improving the signal-to-
noise ratio. In: Martin J. Tobin, editors. Principles and Practice
of Intensive Care Monitoring. New York: McGraw-Hill; 1997.
p. 123–132. chapt. 8.

18. Kleinman B, Powell S, Kumar P, Gardner RM. The fast flush
testmeasuresthedynamicresponseoftheentirebloodpressure
monitoring system. Anesthesiology 1992;77:1215–1220.

19. Kleinman B, Powell S, Gardner RM. Equivalence of fast flush
and square wave testing of blood pressure monitoring
systems. J Clin Monit 1996;12(2):149–154.

20. Promonet C, et al. Time-dependent pressure distortion in a
catheter-transducer system: Correction by fast flush.
Anesthesiology 2000;92:208–218.

21. Swan HJC, et al. Catheterization of the heart in man with the
use of a flow directed balloon-tipped catheter. N Engl J Med
1970;283:447–451.

22. Ganz W, et al. A new technique for measurement of cardiac
output by thermodilution in man. Am J Cardiol 1971;27:392–
396.

23. Cole J, Martin WE, Cheung PW, Johnson CC. Clinical studies
with a solid state fiberoptic oximeter. Am J Cardiol 1972;29:
383–388.

24. Morris AH, Chapman RH, Gardner RM. Frequency of wedge
pressure errors in the ICU. Crit Care Med 1985;13:705–708.

25. Cengiz M, Crapo RO, Gardner RM. The effect of ventilation
on the accuracy of pulmonary artery and wedge pressure
measurements. Crit Care Med 1983;11:502–507.

26. Rizvi K, et al. Effect of airway pressure display on interob-
server agreement in the assessment of vascular pressure in
patients with acute lung injury and acute respiratory distress
syndrome. Crit Care Med 2005;33:98–103.

27. Liebowitz AB. More reliable determination of central venous
and pulmonary artery occlusion pressures: Does it matter?
Editorial Crit Care Med 2005;33:243–244.

28. Stevens JH, et al. Thermodilution cardiac output measure-
ments: Effects of the respiratory cycle on its reproducibility.
J Am Med Assoc 1985;253:2240–2242.

29. Pinsky MR, Vincent J-L. Lets use the pulmonary artery
catheter correctly and only when we need it. Point of view.
Crit Care Med 2005;33:1119–1122.

30. Levin PD, Sprung SL. Another point of view: No Swan song for
the pulmonary artery catheter. Crit Care Med 33:1123–1124.

MONITORING, HEMODYNAMIC 575



31. Gibbs NC, Gardner RM. Dynamics of invasive pressure
monitoring systems: Clinical and laboratory evaluation.
Heart Lung 1988;17:43–51.

32. Gardner RM, Hujcs M. Fundamentals of physiologic monitor-
ing. AACN Clinical Issues Crit Care Nursing 1993;4(1):11–24.

33. Daily EK. Hemodynamic waveform analysis. J Cardiovasc
Nurs 2001;15(2):6–22.

34. McGhee H, Bridges EJ. Monitoring arterial blood pressure:
What you may not know. Crit Care Nurse 2002;22:60–78.

35. Sander O, et al. Impact of prolonged elevated heart rate on
incidence of major cardiac events in critically ill patients with
a high risk of cardiac complications. Crit Care Med 2003;
33:81–88.

36. Weissman C, Landesberg G. Vital are the vital signs. Com-
ment/Editorial Crit Care Med 2003;33:241–242.

37. Grogan EL, et al. Volatility: A new vital sign identified using
a novel bedside monitoring strategy. J Trauma 2005;58:7–14.

38. Poon KB. Fusing Multiple Heart Rate Signals to Reduce
Alarms in Adult the Intensive Care Unit. MS dissatation,
University of Utah Department of Medical Informatics, Salt
Lake City (UT); May 2005.

39. Gardner RM. Information management hemodynamic mon-
itoring. Semin Anesth 1983;2:287–299.

40. Gardner RM. Computerized management of intensive care
patients. MD Comput 1986;3(1):36–51.

41. Shabot MM, Carlton PD, Sadoff S, Nolan-Avila L. Graphical
reports and displays for complex ICU data: A new, flexible
and configurable method. Comput Methods Programs
Biomed 1986;22:111–116.

42. Gardner RM, Huff SM. Computers in the ICU: Why? What?
So what? Intl J Clin Monit Comput 1992;9:199–205.

43. Gardner RM, Sittig DF, Clemmer TP. Computer in the ICU:
A match meant to be! In: Ayers SM, Grenvik A, Holbrook PR,
Shoemaker WC. editors. Textbook of Critical Care Medicine.
3rd ed. Philadelphia: W. B. Saunders;1995: p 1757–1770.
chapt. 196.

44. Morris AH. Treatment algorithms and protocolized care.
Curr Opin Crit Care 2003;9:236–240.

45. Morris AH. Clinical trial of a weaning protocol. Crit Care
2004;8:207-209.

46. Bria II WF, Shabot MM. The electronic medical record, safety
and critical care. Crit Care Clin 2005;21:55–79.

Further Reading

Nichols WW, O’Rourke MF. McDonald’s Blood Flow in Arteries:
Theoretical, Experimental and Clinical Principles. 5th ed. Of
special note is Chapter 6: Measuring principles of arterial
waves pages 132–135. Hodder Arnold; 2005.

Daily EK, Tilkian AG. Hemodynamic Monitoring. In: Tilkian AG,
Daily EK, editors. Cardiovascular Procedures: Diagnostic
Techniques and Therapeutic Procedures. St. Louis (MO):
Mosby; 1986 chapt. 4.

Geddes LA. The Direct and Indirect Measurement of Blood
Pressure. Chicago: Year Book Medical Publisher; 1970.

Geddes LA. Handbook of Blood Pressure Measurement. Clifton
(NJ): Humana Press; 1991.

Webster JG, editor. Design of Pulse Oximeters. Institute of Phy-
sics; 1997.

Webster JG, editor. Medical Instrumentation: Application and
Design. 3rd ed. New York: John Wiley & Sons Inc.; 1998.

Tungjitkusolmun S, Heart and Circulation, In: Webster JG, editor.
Bioinstrumentation. John Wiley & Sons, Inc.; 2004. Chapt. 8.

Shabot MM, Gardner RM, editors. Decision Support Systems for
Critical Care. New York: Springer-Verlag Inc.; 1994.

Gardner RM, Shabot MM. Patient-monitoring systems. In: Short-
liffe EH, Cimino JJ, editors. Biomedical Informatics: Computer

Applications in Health Care. 3rd ed. New York: Springer-
Verlag; 2005; in press, Aug. 2005. Chapt. 17.

See also BLOOD PRESSURE MEASUREMENT; CARDIAC OUTPUT, FICK TECH-

NIQUE FOR; CARDIAC OUTPUT, INDICATOR DILUTION MEASUREMENT; CARDIAC

OUTPUT, THERMODILUTION MEASUREMENT; ELECTROCARDIOGRAPHY, COM-

PUTERS IN; HEMODYNAMICS.
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INTRODUCTION

Intracranial pressure (ICP) monitoring is a form of pres-
sure monitoring used in patients with pathologies that
might give rise to raised ICP. The definition of raised ICP
depends on the underlying pathology and, for example in
adult patients who have sustained a severe head, injury is
defined as pressure greater than 20 mm Hg. Over the past
50 years there has been an active and wide ranging
research into the causes and consequences of raised
ICP that, to date, has been the subject of 11 international
symposia embracing such diverse disciplines as neuro-
surgery, anesthesia, radiology, biophysics, electrical and
mechanical engineering, mathematics, and computer
science. This article reviews the underlying physiology
pertinent to measurement of ICP as well as gives an
overview of some of the current technology used to mea-
sure ICP. Then, a brief review follows of the clinical
literature underlying the case for ICP measurement, with
an emphasis on the main clinical condition of patients
with a head injury. The last two sections focus on the use
of waveform analysis and mathematical modeling tech-
niques to research into mechanisms underlying raised
ICP.

PHYSIOLOGY

ICP is the pressure recorded within the tissue (parenchyma)
or fluid-filled spaces and is not uniformly distributed within
the craniospinal axis. The craniospinal axis consists of all
neural tissue and contiguous fluid-filled spaces within the
cranium and spinal sac. The central neural tissue is encap-
sulated within bone and three-layered tissue coverings or
meninges. From outside in the meninges are the dura,
arachnoid, and pia membranes. The meninges provide a
physical barrier between neural tissue and the external
environment but also serve both a structural and a physio-
logical function as an architecture for supporting cerebral
vessels and maintaining a space for flow of cerebrospinal
fluid (CSF). CSF cushions the delicate neural tissues, sup-
ports the weight of the brain, and acts as a transport media
for nutrients, chemical messengers, and waste products.
Except at the choroid plexus, the CSF is freely permeable
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to the appendymal lining and is in chemical communication
with the interstitial fluid and the CNS. ICP is a reflection of
the relationship between alterations in craniospinal volume
and the ability of the craniospinal axis to accommodate
added volume. The craniospinal axis is essentially a par-
tially closed box with container properties including both
viscous and elastic elements. The elastic or, its inverse, the
compliant properties of the container will determine what
added volume can be absorbed before ICP begins to rise. So
an understanding of raised ICP encompasses an analysis of
both intracranial volume and craniospinal compliance.

The history of the subject of ICP has been well reviewed
(1,2) and starts from the doctrine named after Monro (3)
and Kellie (4), which proposed that the brain and its
contained blood were incompressible, enclosed in a rigid
and inextensible skull, of which the total volume remained
constant. In its original form, the Monro–Kellie doctrine
did not take into account the CSF as a component of the
cranial compartment. The concept of reciprocal volume
changes between blood and CSF was introduced in 1846
by Burrows and later extended in the early twentieth
century by Weed et al. (5,6) to allow for reciprocal changes
in all craniospinal constituents. Kocher (7) in 1901 trans-
lated into clinical terms the four stages of cerebral com-
pression proposed almost 25 years earlier by the
experimental studies of Duret (8). Kocher described four
stages of cerebral compression related to the expansion of
intracranial brain tumours. In stage 1, the initial increase
in tumor volume is compensated by a reduction in volume
of the other intracranial components, chiefly CSF and
venous blood. This spatial compensation results in no
net increase in intracranial volume or pressure and hence
no clinical symptoms. In stage 2, the compensatory
mechanisms are exhausted, ICP increases, and the patient
becomes drowsy with a headache. Stage 3 is characterized
by a considerable increase in ICP, an associated deteriora-
tion in conscious level, and intermittent elevations of blood
pressure (BP) accompanied by bradycardia. In the fourth
and final stage, the patient is unconscious, with bilateral
fixed dilated pupils and falling BP usually leading to death.

Cushing (9–11), then a research worker for Kocher,
described in both experimental and clinical studies the
close relationship between increases in ICP and BP and
proposed that the BP rose to maintain adequate blood
supply to the hind brain, the stimulus to this vasopressor
response believed to be medullary ischemia (12,13). At
about this time, a false confidence developed in the lumbar
CSF pressure technique (lumbar puncture), which caused
Cushing’s findings to be challenged. Reports emerged
(14–16) that some patients showing clinical signs of brain
compression had normal lumbar CSF pressures and that
in other patients elevations in BP were found at times
when ICP was well below the level of BP.

Partly because of this apparent dissociation between
ICP and clinical symptoms, emphasis switched away from
ICP measurement toward the relationship between cra-
niospinal volume and pressure, particularly the impor-
tance of the elastic properties of the craniospinal system.
The relationship between ICP and intracranial volume is
often described graphically by an exponential function that
is relatively flat at low ICPs but rises rapidly as pressure

increases much above 20 mm Hg. Under normal conditions,
at the low ICP end of this curve, compliance (the ratio of
added volume to pressure) is high. When the patient’s
volume–pressure status changes to move further up the
curve, compliance will fall rapidly. Measurement of cra-
niospinal compliance in brain-injured patients may, there-
fore, offer the potential for early detection of raised ICP
before it rises to levels damaging to brain parenchyma. The
most commonly used methods of measuring craniospinal
compliance were developed by Marmarou (17,18) and
depend on the rapid injection of known volumes of fluid
into the CSF space with immediate measurement of the
resultant increase in CSF pressure. One of these methods
is the pressure volume index (PVI); this value being the
volume that when added to the CSF space would produce a
tenfold rise in ICP. Miller et al. (19,20) defined a further
measure of the craniospinal volume–pressure relationship,
the volume pressure response (VPR). The VPR, also calcu-
lated from the ICP response resulting from a rapid bolus
injection of saline into the CSF space, is a direct measure of
the inverse of compliance: elastance. Although both are
measures of compliance, some confusion remains as to
what exactly is the difference between the VPR and the
PVI. The PVI, which assumes a mono-exponential pressure
versus volume relationship, is a single index that charac-
terizes the patient’s entire volume–pressure relationship
and is, numerically, a measure of the slope of the logarithm
of the ICP versus intracranial volume relationship. Its
strength lies in its ability to define the whole volume–
pressure status of the patient with a single index. It was
the late J. Douglas Miller who pointed out that if there
was only a single volume–pressure curve, then no new
information would be gained by measuring compliance or
elastance, and a knowledge of absolute ICP alone would
suffice in determining the state of a patient’s craniospinal
volume decompensation. However, several studies (21,22)
have shown that the shape of the volume–pressure rela-
tionship changes under a variety of conditions both
between patients and within patients at different times.
Under these circumstances, it is likely that the PVI will
provide the more useful information. One weakness of the
PVI is that if a patient’s pressure–volume relationship
remains stable, single measurements will not detect
movement along a given pressure–volume curve and thus
may not detect slow increases in volume of a space-occupying
lesion before it causes significant increases in ICP. It is in
this situation where a continuous measure of absolute
compliance (or its inverse: elastance as measured by the
VPR) provides, potentially, more useful information. It is
for this reason that, in head-injured patients, Miller
et al. found that the VPR correlated better to the degree
of brain mid-line shift, as imaged on CT scan, than it did
to absolute ICP alone. They subsequently demonstrated
that the VPR could serve as an indicator for surgical
decompression, critical levels being between 3 and 5 mm
Hg/mL (19,23). However, in clinical practice, both circum-
stances (movement along the pressure–volume curve and
shift of the curve along the pressure axis) may occur within
a patient at different times and thus shows the need for
ICP monitoring capable of both continuous compliance
measurement and derivation of the PVI.
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Few clinicians would argue over the theoretical utility of
monitoring compliance in brain-injured patients; what has
limited its use in practice has been the inherent problems
associated with manual volume–pressure testing. It is
difficult to inject equal volumes of fluid manually at a
constant and rapid rate of injection. As a result, repeated
measures are usually required that can result in a lengthy
and time-consuming procedure. Also, even with stringent
maintenance of the sterile procedure, repeated addition or
removal of CSF from patients carries an increased risk of
infection to the patient. Despite the reported benefits of
compliance measurement, it has been largely these limita-
tions that have prevented widespread adoption of compli-
ance measurement in clinical practice.

It was not until the 1960s when Lundberg (24) published
his now classic monograph that interest in clinical ICP
measurement was rekindled. Using ventricular fluid
pressure recording in brain tumor patients, Lundberg
was the first to delineate the frequency with which raised
ICP occurs clinically, at times reaching pressures as high
as 100 mm Hg. Lundberg also described three types of
spontaneous pressure wave fluctuations: ‘‘A’’ waves or
plateau waves of large amplitude (50–100 mm Hg) with
a variable duration (5–20 min), ‘‘B’’ waves that are smaller
(up to 50 mm Hg), and sharper waves with a dominant
frequency of 0.5–2 cycles per min.

DEVICES

ICP was first measured experimentally in animals by
Baylis (25) in 1897 using an early form of strain gauge.
The most common form of strain gauge use specially pre-
pared alloys that change their resistance in proportion to
the amount they are elongated or stretched in cross section
due to applied strain.

The Wheatstone Bridge and the Strain Gauge

Most common strain gauge transducers are used in a
Wheatstone Bridge configuration, where the resistive
strain elements are placed on diagonally opposite arms
of the bridge. Should the strain gauge change its resistance
(for example, due to an applied strain—perhaps caused by
a pressure acting on the strain gauge to cause it to elon-
gate), then the bridge will become unbalanced and a
potential difference will be generated in proportion to
the degree of strain.

Fluid-Filled Catheter Transducer Systems

The standard intraventricular catheter connected to an
external strain gauge transducer is called a catheter-
transducer system because it behaves, in many ways, like
a mechanical system with a mass of fluid that acts against
the spring-like ‘‘elastic’’ properties of the catheter walls
and the transducer diaphragm. A typical catheter-trans-
ducer system is one used for the measurement of arterial
pressure comprising a silicon strain gauge, fluid-filled
catheter, three-way tap, and an arterial cannulae. Modern
transducers are semiconductor fabricated and normally
disposable. If a flushing device is attached to the transdu-

cer, extreme care must be used to avoid accidental flushing
into the cranium. The older catheter-transducer system
included long tubing and therefore had different frequency
characteristics than modern transducers. The older trans-
ducer first found widespread use in the 1960s and 1970s
following the pioneering work on long-term ICP monitoring
by Nils Lundberg (24). Most publications in this field still
refer to intraventricular monitoring as the ‘‘Gold-Standard’’
method of measuring ICP for several reasons. First, this
method allows checking for zero and sensitivity drift of the
measurement system in vivo. Second, pressure measure-
ment within the CSF space transduces pressure within a
medium that is an incompressible fluid and, provided CSF
flow is not blocked, is not subject to the development of
intracompartmental pressure gradients. Finally, access to
the CSF space provides a method for ICP treatment via CSF
drainage. However, concerns are often expressed about the
increased risks of infection associated with ventriculostomy.
Although a range of infection rates has been reported, some
as high as 40% (26), recent reports confirm infection rates to
be in the region of 1%, which is not considered a prohibitive
risk (27).

The Head Injury Management Guidelines published by
the Brain Trauma Foundation in 1994 recommend intra-
ventricular ICP measurement as the first-line approach to
monitoring ICP. They state that ‘‘A ventricular catheter
connected to an external strain gauge transducer or cathe-
ter tip pressure transducer device is the most accurate and
reliable method of monitoring ICP and enables therapeutic
CSF drainage. Clinically significant infections or haemor-
rhage associated with ICP devices causing patient morbid-
ity are rare and should not deter the decision to monitor
ICP’’ (28). Despite the existence of these guidelines (27,28),
catheter-tip intraparenchymal pressure monitoring
remains popular, particularly in the United Kingdom, as
it does not require catheter placement in the operating
theater and thus carries significantly lower resource impli-
cations. However, the routine use of fluid-filled catheter-
transducer systems is not without difficulties. A catheter-
transducer system can be described as a second-order
mechanical system and, if under-damped, will oscillate
at its own natural frequency producing significant ampli-
tude and phase distortion of the pressure signal. The
degree of distortion will depend on the damping factor
(b) of the system. For most purposes, a damping factor
of 0.64 is optimal as the amplitude error will be less than
2% for up to two thirds of the natural frequency of the
system (29). Typically, most pressure catheter-transducer
systems used in patients tend to be under-damped with a
damping factor (b) less than 0.4 (29,30). Manipulating a
catheter-transducer system from under-damped (b< 0.3)
to over-damped (b> 0.8) can cause a decrease in mean
pressure of 7 mm Hg. Commercial devices are available,
however, such as the acudynamic adjustable damping
device (31) that can alter the damping characteristics of
external strain gauge pressure transducers and bring them
within the range of optimal damping. Another problem
with fluid-filled catheter-transducer systems is correcting
for the presence of hydrostatic pressure gradients when
measuring cerebral perfusion pressure (CPP). Typically,
the external strain gauge transducer is zeroed at the same
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level as the arterial pressure (BP) transducer, usually at
the level of the right atrium. Although the patient is
managed in the horizontal position, there is no column
of fluid between the site of ICP and BP measurement.
However, when the patient is managed with head-up tilt
and if the BP transducer is not moved to the same hor-
izontal level as the head, a hydrostatic fluid column will be
created. This can produce a significant error between the
observed CPP and the actual CPP, which, in the worst case,
can produce an error of as much as 15 mm Hg.

The Spiegelberg ICP monitoring system (Spiegelberg
KG, Homburg, Germany) largely overcomes these pro-
blems. This system is a special case of a fluid-filled cathe-
ter-transducer system. With this device, ICP is measured
using a catheter with an air pouch balloon situated at the
tip. By maintaining a constant known volume within the
air pouch, the pressure within the air pouch balloon is
equivalent to the surrounding pressure or ICP. The inter-
nal air pouch balloon is transduced by an external strain
gauge transducer, and because the fluid used for pressure
transduction is air, the pressure error caused by an ‘‘air
column’’ is clinically insignificant. The design of this device
also allows automatic in vivo zeroing of the ICP system
and, in laboratory bench tests, showed the least zero drift
in comparison with standard catheter-tip ICP devices (32).
This system now has versions for use in epidural, subdural,
intraparenchymal, and intraventricular sites. The intra-
ventricular catheter is a double lumen catheter that allows
access to the CSF space for drainage. The Spiegelberg sys-
tem, although having many attractive features, is, as yet, a
relatively little used system outside of Germany and its long-
term clinical utility and robustness require evaluation.

Catheter-Tip Transducer Systems

Now several catheter-tip ICP monitoring systems are
available, including the Camino (33–36) systems. The
Gaeltec ICP/B solid-state miniature ICP transducers, for
use intheepiduralspace,arereusable,andthezeroreference
can be checked in vivo. However, reports of measurement
artifacts (37) and decay in measurement quality associated
with repeated use (35) have limited the widespread adoption
of this technology.

The InnerSpace OPX 100 system (InnerSpace Medical,
Irvine, CA) is, like the Camino system, a fiber optic system.
Bench test reports on this system show it to have good zero
drift and sensitivity stability (32). However, a recent clin-
ical evaluation of this system in 51 patients reported a high
(17%) incidence of hematoma formation around the ICP
sensor (36). The authors concluded that improved fixation
of the catheter is required to minimize micro-movements.

The two catheter-tip systems most frequently used in
the management of head-injured patients are the Codman
and Camino systems. Neither allows a pressure calibration
to be performed in vivo. After these systems are ‘‘zeroed,’’
relative to atmospheric pressure during a pre-insertion
calibration, their pressure output is dependent on zero
drift of the sensor. For this reason, it is critical that these
devices exhibit good long-term zero drift characteristics.
These devices provide an electrical calibration, to calibrate
external monitors, but they cannot be corrected for inher-

ent zero drift of the catheter once placed. For the Camino
system, the manufacturers specify the zero drift of the
catheter to be �2 mm Hg for the first day and �1 mm
Hg per day thereafter. Czosnyka et al. (32) have confirmed
these zero drift findings in bench tests studies although
they also reported that the temperature drift of the device
was significant (0.3 mm Hg/8C). They reported that if
the manufacturers specify the zero drift of the catheter
to be �2 mm Hg for the first day and �1 mm Hg per day
thereafter. In clinical practice, the reported zero drift upon
removal of the Camino device from the patient has been
reported to be greater than the manufacturer’s specifica-
tions. Munch (38) assessed 136 Camino sensors in a clinical
study and found an average daily drift rate of 3.2 mm Hg.
Chambers (39), in a comparative study of the Camino
ventricular catheter with an external fluid-filled catheter-
transducer system, reported that only 60% of the readings
were within 2 mm Hg of the gold-standard method. There
are also reports of Camino probe failure because of technical
complications (cable kinking, probe dislocation), with
reported failure rates ranging from 10% to 25% (39,40).

The Codman transducer is a micro-miniature strain
gauge within a titanium housing side mounted at the tip
of a catheter. Similar to other transducers, bench test
reports on this technology have been favorable (32,41).
However, clinical evaluations have reported the presence
of inter-patient and intra-patient biases that are indepen-
dent on whether the device is compared against the
Camino transducer or an intraventricular catheter-trans-
ducer system (42). A report by Fernades (43) found that in
24% of the recordings, the Codman sensor over-read the
Camino system by 5 mm Hg or more.

The Rehau System

The technology of miniaturization is allowing the develop-
ment of catheter-tip pressure sensors. Catheter-tip sys-
tems, due to their small diameter, are likely to cause
less damage to tissue upon placement than larger fluid-
filled catheters and are not affected by hydrostatic pressure
differences. However, they are potentially more prone to
problems of robustness and in vivo zero drift. Several
similar technologies, although performing well in bench
test studies, have been shown to exhibit unacceptable zero
drift, fragility, or both during trials conducted under
clinical conditions (38,43–45). In vivo drift is especially
important in catheter-tip strain-gauge technology as it is
impossible to check if the calibration has altered after being
placed in the patient. Until recently, to reduce the physical
size of the catheter-tip strain gauge catheters, often only a
partial Wheatstone bridge is employed at the catheter-tip.
Recently, a new technology has become available, the
Neurovent-P (REHAU AGþCO, REHAU, Germany), in
which a full Wheatstone bridge is fabricated in the probe
tip, and this solution should, in theory, provide improved
zero drift characteristics. One potential advantage of the
Rehau NeuroVent system seems to be the incorporation of
a full Wheatstone bridge into the catheter-tip electronics. This
Wheatstone technological improvement should enhance
the zero drift characteristics by reducing temperature
sensitivity and the effects of non-pressure-related external
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strains. Until recently, this approach was only possible
in the much physically larger external strain gauge sys-
tems. Through advances in miniaturization technology, it
has now been able to incorporate this technology into its
catheter-tip systems. In the bench studies performed (46),
each catheter was tested for days, from a minimum of 3 to
more than 8 days. This timeframe typically covers the
period in which an ICP transducer is used in the clinical
setting. The results from this bench test study confirm the
manufacture’s claim that pre-insertion calibration is not
required as the drift was within manufacture’s specifica-
tions (�1 mm Hg). This advantage is very important in the
clinical arena because the first pre-insertion zeroing is a
crucial step conducted by the surgeons and potentially, if
incorrectly performed, could generate erroneous readings
during the period of monitoring. Both long-term zero drift
and the dynamic pressure test results also confirm that
this system performs well in bench test studies and
meets manufacturer’s specifications. Mean zero drift, after
5 days, was very small and long-term continuous recording
of a stable pressure was precise. The response to dynamic
tests, i.e., the changes of pressure over a wide range, was
excellent. The average bias of the Rehau catheter com-
pared with a hydrostatic pressure column is very small.
Despite these promising bench test study results, further
work is required to determine the performance of this
measurement device in the clinical environment. Follow-
ing on from these bench tests, the next and most critical
step will be to conduct a trial of this promising technology
under the more demanding clinical environment. The
BrainIT group (http://www.brainit.org) as a multicenter
collaborative group of neurointensive care scientists and
clinicians are well placed to design and conduct such a
trial (47). Should this technology demonstrate, under clin-
ical conditions, the required robustness and low drift as
indicated by these bench test studies, it may lead to more
precise and reliable measurement of ICP.

CLINICAL LITERATURE

Raised ICP has been found to be associated with a poorer
outcome from injury with the higher the level of ICP,
particularly the peak ICP level, which has been found to
correlate with the expected prognosis for mortality and
morbidity (48–51). There has, however, been controversy
over the usefulness of monitoring raised ICP with some
groups, with a ‘‘no ICP monitoring’’ policy, finding in their
studies of head injury mortality and morbidity that out-
come is similar to other groups that do monitor ICP (52).
Reported differences in the utility of ICP monitoring could
be due to variability both in management and in monitor-
ing protocols between different neurosurgical centers. Var-
iation in type of ICP pressure monitor, site of placement,
treatment thresholds, patient referral characteristics, and
in outcome measures can all combine to produce a large
variability both in measured ICP and in outcome irrespec-
tive of whether ICP is monitored or how it is treated.
Another source of variation in terms of raised ICP is the
inherent variability of the head-injured population with
outcome being dependant on several other factors. For

example, mass lesions are generally accompanied by eleva-
tions in ICP of greater than 40 mm Hg and are associated
with poorer outcome, whereas diffuse injuries tend to have
lower ICP levels associated with a similar poor outcome
(50,53). Age is also an important factor with an age-depen-
dent distribution of ICP for both type of injury and out-
come. This is particularly so for pediatric cases (54–56).
ICP can even be raised in the absence of overt signs of
swelling or mass lesions on CT. In a small study of severely
head-injured patients, O’Sullivan (57) demonstrated that
some comatose head-injured patients whose initial CT scan
was normal, with no mass lesion, midline shift, or abnor-
mal basal cisterns, developed raised ICP greater than 20
mm Hg that lasted longer than 5 min. This included a
subset of patients showing pronounced raised ICP of
greater than 30 mm Hg.

Data from large prospective trials carried out from
single centers and from well-controlled multicenter studies
have provided the most convincing evidence for a direct
relationship between ICP and outcome (58–61). Narayan et
al. (58) in a prospective study in 133 severely head-injured
patients demonstrated that the outcome prediction rate
was increased when the standard clinical data such as age,
Glasgow Coma Score on admission (GCS), and pupillary
response with extraocular and motor activity was com-
bined with ICP monitoring data. Marmarou et al. (60),
reporting on 428 patients’ data from the National Institute
of Health’s Traumatic Coma Data Bank, showed that
following the usual clinical signs of age, admission motor
score, and abnormal pupils, the proportion of hourly ICP
recordings greater than 20 mm Hg was the next most sig-
nificant predictor of outcome. Outcome was classified by
the Glasgow Outcome Score (GOS) at 6 months follow-up.
They also found, using step-wise logistic regression, that
after ICP, arterial pressure below 80 mm Hg was also a
significant predictor of outcome. Jones et al. (61) studied
prospectively 124 adult head-injured patients during
intensive care using a computerized data collection system
capable of minute by minute monitoring of up to 14 clinically
indicated physiological variables. They found that ICP,
above 30 mm Hg, arterial pressure below 90 mm Hg, and
cerebral perfusion pressure below 50 mm Hg significantly
affected patient morbidity.

Although differing opinions remain about the contribu-
tion of continuous monitoring of ICP to reduction in mor-
tality and morbidity after head injury, there is now
sufficient evidence to remove doubt about the value of
ICP monitoring toward improving the detection and pre-
ventative management of secondary cerebral injury.

Raised Intracranial Pressure: Relationship to Primary
and Secondary Injury

Both experimental and clinical studies have clearly shown
that after traumatic brain injury, normal physiological
mechanisms for maintaining cerebral perfusion can
become impaired (62–65). These studies demonstrate that
brain injury can cause impairment or loss of autoregulation
defined as the ability of the cerebral vessels to respond to
changes, in arterial gases or to arterial pressure. As a
result of these changes, there can, at times, be a decrease
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in cerebrovascular resistance that can lead to raised ICP in
both adults and children (66–70). Although brain-injured
patients are being managed in intensive care, there are,
superimposed on to the primary injury, periods of reduced
arterial PO2 or episodes of arterial hypotension often as a
result of other injuries or treatment by hypnotic drugs
(50,53,60,61,71,72). With an impaired physiological
mechanism unable to respond adequately to these adverse
changes in physiological parameters (or ‘‘secondary
insults’’), ischemic brain damage can occur. These second-
ary, chiefly ischemic brain insults are common, with
Graham et al. (74) reporting, in a series of 151 fatal cases
of severe head injury, a 91% incidence of ischemic brain
damage found on autopsy. A second study carried out by
the same group over 10 years later found a similar high
incidence (>80%) of ischemic brain damage despite sub-
sequent improvements in intensive care of head-injured
patients (74).

There has been much interest in the relationship among
ICP, CPP, and CBF. The landmark study of Miller and
Garibi (75) produced some of the first experimental evi-
dence confirming the concept that changes in ICP affect
cerebral blood flow not directly but through changes in
CPP, where CPP is defined as the difference between mean
arterial pressure and ICP. Strictly speaking, the actual
cerebral perfusion outflow pressure would be cerebral
venous pressure, although this pressure is, in most situa-
tions, impractical to measure routinely. However, it has
been established that over a wide range of pressures
cerebral venous pressure is well approximated (within
3–4 mm Hg) by ICP (76–78). In an experimental study
of CBF as determined by the venous outflow technique in
dogs, Miller and Garibi (75) also demonstrated that when
MAP and ICP rise in parallel so that CPP remains constant
at 60 mm Hg, CBF increases with MAP in animals found to
be non-autoregulating. It was further shown that as CPP
drops in autoregulating animals, the breakpoint at which
CBF starts to decrease is at a higher level if CPP is reduced
through hemorrhagic arterial hypotension than through
intracranial hypertension. This work suggests that cere-
bral perfusion is more sensitive to arterial hypotension
than to intracranial hypertension.

The clinical significance of this information is that in the
management of head injury, it is often necessary to employ
therapy to lower raised ICP. Therapeutic agents for redu-
cing raised ICP often do so at the expense of reduced MAP,
and as a consequence, CPP may not improve. If autoregu-
lation is preserved, CBF should remain unchanged despite
parallel changes in MAP and ICP. However, clinically,
autoregulation is likely to be impaired in those conditions
in which ICP is increased such as head injury or subar-
achnoid hemorrhage (68,69,79–82). Under these circum-
stances, it is important that reduction in ICP should not be
achieved at the expense of lowering CBF and provoking
brain ischemia.

This earlier work of Miller and Garibi was later
extended by Chan et al. (83) to include CPP ranges of
60, 50, and 40 mm Hg. At CPP levels of 50 and 60 mm
Hg, when autoregulation was intact, CBF remained
unchanged. However, with loss of autoregulation, there
was a trend for CBF to increase as MAP and ICP were

increased in parallel at a CPP of 50 and 60 mm Hg.
Absolute CBF levels were significantly different between
the autoregulating and non-autoregulating groups. At a
CPP of 40 mm Hg CBF showed a linear correlation with BP.
This work demonstrates that when autoregulation is
impaired, there is a functional difference between auto-
regulating and non-autoregulating cerebral vessels despite
similar MAP and CPP, and that when autoregulation is
impaired, CBF depends more on arterial driving pressure
than on cerebral perfusion pressure.

The importance of arterial pressure as the prime factor
governing CPP-related secondary insults has been well
demonstrated by the work of Jones et al. (61), where they
carried out a prospective study over 4 years of the fre-
quency and severity with which secondary insults occur to
head-injured patients while being managed in intensive
care. They developed a microcomputer-based data collec-
tion system that allows the acquisition of data from up to 15
monitored variables minute by minute (84). At each bed
space, data collection was under the control of a micro-
computer where serial links between the patient monitors
and the microcomputer allow the controlled transfer of
multiple channels of physiological data once per minute.
The controlling software allowed medical staff to add com-
ments to the current active computer file at any time,
precisely annotating significant events. The software per-
forms artifact detection, calculates derived data, and high-
lights valid data that falls outside normal physiological
levels. Collected data were stored to disk and could be
printed either locally or remotely. Later work by Chambers
et al. (85) found that both raised ICP and lowered ABP are
major factors in producing secondary insults.

From the valid physiological data produced, manual
processing of data was used to identify secondary insults
that are defined at one of three grades of severity and that
must last for 5 min or longer to be recorded as an insult.
This permits calculation of the frequency, severity, and
total duration of insults, measured in minutes.

An analysis was made of 124 adult head-injured
patients who were monitored during intensive care using
the computerized data collection system. Information was
logged at 1 min intervals and scanned to identify insults
when values fell outside threshold limits for 5 min or
longer. Three grades of insult were defined for each vari-
able (Table 1). The duration of insults has been analyzed in
relation to the GOS of these patients at 12 months after
injury. The monitored patients included 68 with severe
head injury (GCS 8 or less with no eye opening), 36 with
moderate head injury (GCS 9–12), and 20 with minor head
injury (GCS 13–15 but with multiple injuries, scoring 16 or
more on the Injury Severity Scale).

Insults were found in 91% of patients at all degrees of
severity of head injury. Overall, 10% of patients had insults
that were only at the lowest grade 1 level, 31% had insults
at both grade 1 and grade 2 levels, and 50% of patients had
at least one insult at grade 3 level in addition to grades 1
and 2 insults. Overall, the majority (77%) of all insults
detected in the ITU were at grade 1 level, and these
represented 85% of the total duration in minutes of insult
measured. Differences in the duration of insult between
outcome groups 12 months post-injury were compared with

MONITORING, INTRACRANIAL PRESSURE 581



each grade of insult using Kruskall–Wallis one-way ana-
lysis of variance and Mann–Whitney U tests. Significant
differences in the distribution of hypotensive insults were
found between the outcome grades at all levels of severity
of insult. Similar results were found for cerebral perfusion
pressure insult duration. These data confirm the important
adverse effect of even moderate reductions in arterial
pressure (systolic BP less than 90 mm Hg or mean BP less
than 70 mm Hg).

Although the occurrence and clinical significance of
severe and long-lasting secondary insults in head-injured
patients is not disputed. The incidence, severity, and dura-
tion of shorter acting ‘‘minute by minute’’ cerebral perfu-
sion pressure insults, as defined by the Edinburgh
secondary insult detection methodology, has not been
defined outside of the Edinburgh study population. In
addition, the strong association between the occurrence
of specific insult types and the subsequent patient morbid-
ity and mortality found by the Edinburgh study (61) needs
to be reproduced in other centers. From the Edinburgh
group, Signorini et al. (86,87) developed and validated a
model for predicting survival in head-injured patients
based on collection of simple demographic features. When
the minute by minute secondary insult data were added to
the baseline model, they found only ICP insults signifi-
cantly improved the fit of the model.

Almost all of the evidence for a CPP management is
based on single-center cohort studies, often compared with
historical controls. For example, Rosner and Becker (26)
reported on clinical results of a CPP management protocol
where approximately 40% of patients received vasopressor
support. They reported a greatly improved incidence of
favorable outcome in patients’ GCS� 7 compared with
historical controls. Despite evidence from single-center
studies as described above, a critique of the literature
for the purposes of defining head injury management
guidelines published by the Brain Trauma Foundation
in 1994 states that there is not sufficient evidence to
establish either a standard or a guideline for the manage-
ment of CPP; however they indicate management of CPP
greater than 70 mm Hg as a management option (28). Since
then, Robertson et al. (88) performed one of the first
randomized controlled single-center trials of the CPP man-
agement approach. They defined two management cohorts,
one based on their normal practice of CPP management
and the other CBF, guided practice that included the
aggressive management of CPP above 70 mm Hg, together
with restricted use of significant hyperventilation. Con-
versely, their trial has shown that aggressive management
of CPP> 70 mm Hg, although reducing the incidence of
jugular venous desaturation < 50%, demonstrated no dif-
ference in neurological outcome possibly due to the
increased incidence of acute respiratory distress syndrome
in the CBF management group. Thus, secondary insults
are common, result in mainly ischemic brain damage, and
are a major contribution to disablement. Moreover Cham-
bers et al. (89) has reported that the critical CPP thresholds
for insults of pediatric patients varies with age. For both
adult and pediatric patients, insults are important because
they are common and yet so potentially avoidable. Clearly a
critical challenge facing us is to develop patient monitoring

systems and protocols that will lead to rapid detection and
resolution of secondary insults. However, detection is not
enough; we need also improved and clinically proven meth-
ods of treating secondary insults—further evidence is
required. In Signorini et al.’s article (87), they conclude
that the questions posed by such observational studies
can only be answered definitively within the context of a
randomized clinical trial. However, to design such a mul-
ticenter randomized clinical trial will require improved
standards in the monitoring and analysis of secondary
insult data. In Europe, improved standards for high-
resolution collection and analysis of multicenter data from
head-injured data is now being addressed by the Brain-IT
group (90). The Brain-IT group (http://www.brainit.org) is
an open consortium of clinicians and basic scientists
working toward improving the infrastructure for conduct-
ing both observational and controlled trials of medical
devices and patient management.

INTRACRANIAL PRESSURE ANALYSIS METHODS

Since the early 1990s, clinical monitoring of ICP has gen-
erally become part of the intensive care management of
patients with brain injury. Several methods of analysis
have been designed to extract pathophysiological informa-
tion from the ICP and the corresponding ABP recordings.
As noted, one particular computation used in clinical prac-
tice is the determination of mean CPP, the pressure across
the brain. CPP is calculated as the difference between
mean ABP and mean ICP and is based on the assumption
that cerebral venous pressure is approximately equal to
ICP. CPP is a useful parameter because it provides some
insight as to whether the blood flow though brain capil-
laries is regulated. In the uninjured brain, cerebral blood
flow is regulated to match the metabolic demand of the
brain cells. Regulation of flow is primarily done by active
dilation and constriction of cerebral arterioles in response
to changes of CPP and/or biochemical vasoconstrictive or
vasodilator agents that interact with the vascular endothe-
lium. The steady-state relationship between cerebral blood
flow and CPP is termed static pressure regulation and is
illustrated by the graphical relationship between cerebral
blood flow and CPP shown in Fig. 1.

In the steady state, cerebral blood flow is laminar and
computed as the ratio of CPP to hemodynamic resistance,
which is inversely proportional to the fourth power of the
radius of the vessel. In the autoregulatory range, the
arterial–arteriolar bed actively adjusts the resistance of
its vessels by dilating when CPP decreases and constricting
when CPP increases to maintain a relatively constant
cerebral blood flow during changes in CPP. When CPP is
below the lower limit of the autoregulatory range, vessels
within the arterial–arteriolar bed tend to passively vaso-
constrict. When CPP is above the upper limit of autoregu-
lation, passive vasodilation occurs. One proposed intensive
care therapeutic procedure designed to prevent secondary
complications during recovery is CPP-oriented therapy
(91). This therapy requires pressure autoregulation and
the ability to manipulate CPP within the autoregulatory
range (91). During intact pressure regulation, increases of
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CPP cause constriction of the arterial-arteriolar vascular
bed and lowering of ICP by a reduction in cerebral blood
volume. In addition, the resulting decrease of pre- and post-
capillary pressure lessens fluid filtration and increases
absorption, thus reducing the effects of edema. The appli-
cation of CPP-oriented therapy when autoregulation has
been lost may result in an imbalance of Starling forces at
the capillaries, leading to increased net filtration and
further brain injury by increased production of vasogenic
edema.

In contrast to clinical cardiology, where the physiologi-
cal mechanism underlying the dynamic features of the
arterial pressure recording are fairly well understood, very
little is known about the mechanism that underlies the
shape of pulsations of intracranial pressure and how they
are influenced by changes in CPP. Past studies have indi-
cated that pulsations in the cerebrospinal fluid develop
from either pulsations of the choroids plexus (92,93) or the
arterial vasculature (94,95). Depending on the dilatory
state of the cerebrovascular bed, ABP, ICP, and whether
the autoregulation is intact, at times the primary compo-
nent of the ICP pulse may be due to pulsations of venous or
arterial origin (94–96). Although the origin of the ICP
pulsation is not completely understood, possibly useful
methodologies involving the pulsation have been devel-
oped. Over two decades ago, Avezatt and van Eijnhoven
developed a procedure for distinguishing the occurrence of
the loss of regulation of cerebral blood flow through numer-
ical analysis of the pulsation of intracranial pressure
(96,97) From laboratory studies, they found that within
the autoregulatory range, the relationship between the
mean amplitude of the pulsation of ICP increased linearly
with mean ICP with a high slope value. At mean ICP above
30 mm Hg, the slope of this relationship decreased. They

proposed that the flattening of the slope of this relationship
was an indication of loss of autoregulation (97). A weakness
of this technique is that it is dependent on heart rate (98).
A low heart rate reflects an increase in the volume, of
pulsatile cerebral blood inflow resulting from increased
cardiac stroke volume, and the converse is likely for high
heart rates. Thus, the variability in the amplitude of the
ICP due to heart-rate variability can complicate the ana-
lysis (98). However, one modification of the analysis tech-
nique is to examine the correlation value between
amplitude-pressure and mean ICP rather than the slope
of the respective regression line (99). Positive values of this
correlation value, which has been called RAP, indicate the
ability of the vasculature to regulate cerebral blood flow,
and negative values indicate poor cerebrovascular reserve
and impaired cerebrovascular reactivity (99,100). Statis-
tical analysis revealed that patients with a fatal outcome
were associated with a negative RAP value (99). Most
recently, the RAP index has been used to predict the
achievable reduction in intracranial pressure a patient
can obtain by the implementation of moderate hyperven-
tilation (101). A modification of the mean amplitude of ICP
and mean ICP characteristic has been proposed as a means
of predicting which patients with idiopathic adult hydro-
cephalus will have a good outcome after shunting surgery
(102). In this application, the amplitude of B-wave of ICP is
used instead of the amplitude of the ICP pulsation (102).

In addition to relatively synchronous pulsations of ICP
associated with the cardiac cycle, the ICP recording
obtained during mechanical ventilation contains a low-
frequency component at the rate of ventilation. Generally
during mechanical ventilation, inhalation is produced by
positive pressure and expiration occurs during zero pres-
sure. Changes in pulmonary volume produce changes in
intrathoracic pressure that mechanically modulate arter-
ial and venous blood flow and produce a cyclic compression
of the craniospinal sac. Evidence for this mechanical mod-
ulation by intrathoracic pressure can be observed in the
spectra of an ICP recording obtained during mechanical
ventilation. Because the pulsation in ICP associated with
the cardiac cycle produced is quasi-periodic and the rate of
ventilation is relatively constant, the spectra of the ICP
pressure recording contains salient peaks at the cardiac
frequency and its higher harmonics. In addition, each of
the spectra associated with cardiac cycle has sidebands
with a deviation at the ventilation frequency (103). Such a
result is consistent with the premise that intrathoracic
pressure changes mechanical modulated arterial and
venous blood pressure and volume of the craniospinal
sac (103).

Over the last few decades, several clinical and labora-
tory studies of the correlative relationship between ABP
and ICP have been completed. Portnoy et al. reported that
during normal vascular tone and intact regulation of cere-
bral blood flow, the ICP and ABP recordings do not look
similar, but during maximum vasodilation of the arterial–
arteriolar bed and impaired autoregulation induced by
severe hypercapnia, these pressure recordings look
remarkably similar (104–106). To numerically quantify
the correlation between ABP and ICP, this group examined
changes in the coherence function. Specifically, they found
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Figure 1. Illustration of static pressure regulation. Within the
autoregulatory range, changes in arteriolar diameter, represented
here as circles at the top of the graph, are primarily responsible for
the regulation of cerebral blood flow. The arterial–arteriolar bed
actively constricts with increasing CPP and dilates with decreasing
CPP. Hypoperfusion occurs when CPP falls below the lower limit of
regulation. As CPP falls below this limit, the vascompression of the
arterioles and resistance increases markedly. The lower limit of
regulation is not precisely known and varies with age, with 40–50
mm Hg for young pediatric cases (90) and 60–70 mm Hg for an adult
(61,86).



that the frequency domain coherence function approached
unity when the ICP and ABP recording became similar.
Generally, their observations and the observations of
others using a spectral analysis systems approach have
suggested that the more similar the spectral components of
the ICP recording are to those of the ABP recording, the
more likely cerebral autoregulation is impaired (106–108).
The physical process describing the ABP as the input to the
craniospinal sac and the ICP as the corresponding output
has been termed cerebrovascular pressure transmission
(106). An observational clinical study determined that four
types of frequency descriptions of the transmission char-
acteristic could be identified. Two types were associated
with high ICP and the other two with low ICP (47).

More recent studies using time-domain correlation ana-
lysis on the ICP and ABP pressure recordings have been
completed. As correlation analysis of two signals in the
time domain is analytically equivalent to coherence ana-
lysis in the frequency domain, it was not unexpected that
studies on the normocapnic/hypercapnic piglet model
found that as the ICP and ABP recordings became more
similar, the maximum value of the correlation function
approaches unity, the pial arterioles became more dilated,
and cerebral blood flow increased (109,110). Consistent with
clinical reports that indicate that unlike adult patients,
brain-injured pediatric patients often demonstrate cere-
bral hyperemia and increased ICP (82,109,111), correlation
analysis of pressure recordings obtained from pediatric
patients have been found to often approach unity, indicating
the occurrence of inappropriate vasodilation and cerebral
hyperemia (112). Most recently, Czosnyka et al. have
reported the clinical use of a pressure reactivity index
(PRx). This index is a moving correlation coefficient between
40 consecutive samples of values for intracranial and arter-
ial pressures averaged for a period of 5 s (113,114). They
have concluded that when slow waves in the ABP and ICP
recordings are present, the proposed clinical index provides
a continuous index of cerebrovascular reactivity (114,115).
In particular, the PRx was designed to evaluate the integrity
of the cerebrovascular response and estimate cerebrovas-
cular autoregulatory reserve reactivity (114,115). The
hypothesis is that because of the sluggish nature of the
cerebrovascular system, naturally occurring slow-varying
oscillations of ABP can be used to evaluate the autoregula-
tory reserve reactivity (114,115). Unlike the coherence and
correlation indices described above, this index cannot be
related to a linear system model. By employing averaging
over a 5 s interval, most of the frequency changes above
0.2 Hz in the ABP and ICP recordings are filtered out. In
addition, Nyquist’s sampling theorem dictates that the high-
est frequency that can be represented by a signal sampled
every 5 s is 0.1 Hz or six oscillations per minute. As a result,
aliasing occurs, and the dynamical system relationship
between ABP and ICP is not precisely defined by this index.
Nevertheless, the PRx has been found to be a very useful
tool. Clinical observations demonstrate that the PRx is high
both during the occurrence of plateau waves and during
refractory ICP hypertension (115). In addition, the PRx has
been used to guide proposed therapies (116) and while
variable seems to provide a reliable index of autoregulation
(117).

Most recently, the regressive relationship between
mean ICP and mean CPP has been used to assess whether
autoregulation of cerebral blood flow is intact. In these
studies, ABP is pharmalogically elevated and the regres-
sive relationship between ICP and CPP during the test
period is obtained (118). If pressure regulation of cerebral
blood flow is intact, then increases of CPP will cause
vasoconstriction, a decrease of ICP, and the regressive
relationship should have a negative slope parameter. A
marked positive slope parameter of this regressive rela-
tionship is an indication of passive pressure regulation;
increases of CPP cause dilation and increased ICP (119).

ANALYSIS METHODS BASED ON MODELS OF ICP

Models of ICP dynamics are based on the modified Monroe–
Kellie doctrine (see the Physiology section), which assumes
that the total volume of intracranial substance, tissue,
blood, and CSF, is constant. Initial mathematical models
described the relationship between the formation of CSF
and absorption of CSF in equilibrium. Specifically, in these
models, laminar flow of CSF is assumed during steady-
state conditions (120–123) and the parameters of the
mathematical model are presented as an electrical circuit
(Fig. 2).

Using this circuit and manipulating the volume of CSF
by bolus either by withdrawal, injection, or constant infu-
sion, it is possible to estimate Ro, C, the volume–pressure
response, and the PVI. The latter two parameters have
been discussed previously in the Physiology section. All
parameters have been used to guide the management of
hydrocephalous and traumatic brain injury.

Higher order mathematical models of intracranial
hydrodynamics that incorporate the arterial and venous
blood volume compartments into the analog electric circuit
model have been developed to simulate the pulsatility,
which is present in the ICP recording. To account for the
reciprocal relationship between cerebral blood volume and
volume of CSF, Agarwal et al. (124) constructed a model
that connected vascular compliance to intracranial com-
pliance in a series configuration. This modeling effort was
further developed in detail by Ursino’s proposed fourth-
order analog circuit model of overall human intracranial
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Figure 2. Electric circuit analog model of CSF system. In this
model, current represents flow of CSF fluid, and voltage represents
pressure. The capacitance C, represents intracranial compliance,
and the resistance R represents resistance of CSF fluid flow into
the venous system.



hydrodynamics (125,126). A feature of this model is that
the arterial–arteriolar vascular bed consists of vasomotor
regulating resistance and compliance elements. Dilatory
and constrictive responses are primarily simulated by a
corresponding decrease or increase of vascular resistance.
This initial model has been modified by synchronously
modulating the terminal venous bed resistance to account
for cyclic variation of ICP produced by positive pressure
ventilation (127). The modified model demonstrates that
both the depth of modulation and the cerebrovascular
venous terminal bed resistance seem to be progressively
reduced with increasing levels of vasodilation induced by
increasing the levels of partial pressure of arterial blood
carbon dioxide. Numerical modeling of cerebrovascular
pressure transmission, the relationship between ABP
and CPP, has been used to assess changes in the modes
of pressure transmission before and after injury. Specifi-
cally, a proposed third-order model of ICP dynamics (128)
was used to define the mathematical structure to construct
a numerical identification model of cerebrovascular pres-
sure transmission from laboratory pressure recordings
(112). Consistent with active vasoconstriction before brain
injury, during intact regulation of cerebral blood flow, the
highest modal frequency of cerebrovascular pressure
transmission decreased with increasing CPP. Conversely,
consistent with passive vasodilation with loss of autoregu-
lation induced by fluid percussion injury, the highest modal
frequency demonstrated a direct relationship with increas-
ing CPP (112).

SUMMARY

Although the subject of intracranial pressure dates back to
over 200 ago, both the invasive monitoring procedure
required to measure ICP with its accompanying risk of
infection and the nonunique nature of the extravascular
pressure measurement have retarded the development of
knowledge in this area. As a result, the intent of this article
is to provide the reader with a broad perspective of ICP
monitoring by providing background material on (1) the
physiological and anatomical characteristics of the cra-
niospinal, (2) a history of instrumentation techniques
including the most recent advances, (3) a brief review of
significant clinical ICP monitoring studies with an empha-
sis on severe head injury, (4) a review of analysis methods,
and (5) models of ICP dynamics related to analysis.
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INTRODUCTION

In the neonatal intensive care unit (NICU), monitoring is
an integral part of patient care. The primary goal of
monitoring is to ensure that early and appropriate inter-
vention can be initiated before to the onset of complica-
tions. Monitoring is also a means by which the effect of
interventions and therapies may be recorded, evaluated,
and controlled. The NICU staff have to deal with a full
range of conditions that can arise in the preterm or criti-
cally ill neonate, including hypoxemia, hypoglycemia,
hypotension, acidosis, and other serious problems. This
has led to the evolution and development of several moni-
tors and different sensor-based technologies for use in
NICU monitoring including umbilical vessel monitoring.
These sensors may provide more accurate and reliable
monitoring of neonatal physiological and biochemical
changes with a rapid response time. The umbilical vessels
may be directly accessed in the first few days of life. An
umbilical artery catheter (UAC) may be used for blood
pressure monitoring, blood sampling, and fluid or drug
infusion. An umbilical vein catheter (UVC) may be used
for central venous pressure monitoring, blood sampling,
and fluid or drug infusion. Different types of commercially
available umbilical catheters are used for these purposes.
These catheters differ in their length, size, number of ports,
and their material (such as silicone and polyurethane).
Blood pressure (BP) monitoring is an important part of
neonatal intensive care both for the acutely ill and the
convalescing neonate. The most accurate method of mea-
suring BP is by direct intra-arterial recordings, which
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usually use an umbilical catheter to access the umbilical
artery. As blood gas measurement methods and monitors
have progressed in adult critical medicine, most of the new
techniques and sensors have been used in the NICU by
using umbilical artery catheterization. This article
addresses the potential benefits of umbilical vessel cathe-
ters and associated monitoring devices. It sheds light on
the catheters and monitors available on the market and
explains the complications and the risks of these catheters.
Furthermore, this article looks at the direction of this
technology in the future, and it tries to stimulate develop-
ment of new technology for use in the monitoring of criti-
cally ill newborn infants (1–3).

Historical Aspects

In 1946, Louis K. Diamond, a pediatrician from Boston, and
F. H. Allen, Jr. developed a technique that allowed blood
transfusion to take place through the infant’s umbilical
cord vein. Regular transfusions were difficult because of
the small size of blood vessels in newborns, and there was a
further complication due to the use of steel needles and
rubber catheters. Diamond used plastic tubing on the
umbilical vein, which was larger than average and
remained open for several days after birth (4). By the
1960s, electronic monitors came into use and blood gases
began to be measured. By the 1970s, the use of umbilical
catheters and arterial pressure transducers was routine
(5). The first organized NICU opened its doors at Yale-New
Haven Hospital in 1960. The first successful use of extra-
corporeal membrane oxygenation (ECMO) was in 1975.
ECMO eventually reduced infant mortality from 80% to
25% for the critically ill infants with acute reversible
respiratory and cardiac failure unresponsive to conven-
tional therapy (6).

Anatomical and Physiological Aspects

The umbilical cord is a cordlike structure about 56 cm long,
extending from the abdominal wall of the fetus to the
placenta. Its chief function is to carry nutrients and oxygen
(O2) from the placenta to the fetus and return waste
products and carbon dioxide (CO2) to the placenta from
the fetus. It consists of a continuation of the membrane
covering the fetus and encloses a mucoid jelly (Wharton’s
jelly) with one vein and two arteries (7). Examination of the
umbilical cord (after cut) normally reveals two umbilical
arteries (UA) and one umbilical vein (UV) (Fig. 1). At skin
level, the UV is usually in the 12 o’clock position and has a
thinner wall and wider lumen than do the UAs (2). Before
birth, blood from the placenta, about 80% saturated with
O2, returns to the fetus by way of the UV. On approaching
the liver, most blood flows through the ductus venous
directly into the inferior vena cava (IVC), short-circuiting
the liver. A smaller amount enters the liver sinusoids and
mixes with blood from the portal circulation. After a short
course in the IVC, it mixes with deoxygenated blood return-
ing from the lower limbs before it enters the right atrium.
The blood leaves the heart to the descending aorta, where it
flows toward the placenta by way of the two UAs (7). The O2

saturation in the umbilical arteries is approximately 58%.
Changes in the vascular system at birth are caused by

cessation of placental blood flow and the beginning of
respiration. These changes are summarized in closure of
the umbilical arteries, closure of the umbilical vein and
ductus venous, significant reduction in the pulmonary
vascular resistance and right ventricle and right atrium
pressures, and significant increase in the systemic vas-
cular resistance, left ventricle, and left atrium pressures
(8). After birth, the blood volume of the neonate is about
300 mL, the cardiac output averages 500 mL/min, and the
arterial blood pressure is about 70/50 during the first day,
which increases slowly over the next several months.
Arterial blood pressure of the neonate has been best cor-
related with birth weight. Moreover, systolic and diastolic
pressures in the neonate are significantly correlated to
blood pressure levels in the mother (9).

Indications and Contra-Indications for Umbilical
Artery Catheterization

The primary indications for umbilical artery catheteriza-
tion include frequent or continuous blood gas measure-
ments, continuous monitoring of arterial blood pressure,
and resuscitation (umbilical venous line may be the first
choice) (10). Secondary indications include infusion of
maintenance glucose-electrolyte solutions or medications,
exchange transfusions, angiography, and a port for fre-
quent blood sampling, especially in a very low-birth-weight
neonate. These catheters should stay in place only as long
as a primary indication exists, with the exception of the
very low-birth-weight neonate who may need it for vital
infusions and frequent blood sampling. Contraindications
include evidence of local vascular compromise in lower
limbs or buttock areas, peritonitis, necrotizing enterocoli-
tis, omphalitis, gastroischisis, and omphalocele.

Indications and Contra-Indications for Umbilical
Vein Catheterization

The most frequent indications for umbilical venous cathe-
terization include emergency medication administration,
exchange transfusion, and partial exchange transfusion
(10). This catheter is also used for frequent blood sampling
and central venous pressure monitoring. Contraindica-
tions for the this catheter include routine fluid infusion
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(relative contraindication), omphalitis, omphalocele, gas-
troischisis, necrotizing enterocolitis, peritonitis, and extro-
phy of the bladder.

Description of Available Catheters (Design and Material)

Catheters must be made of nontoxic materials that are the
least injurious to the vascular intima and least likely to
cause thromboses and early atherosclerotic lesions (11).
Commercially available umbilical catheters are usually
latex-free, made of silicon or high-quality aliphatic poly-
urethane elastomer (Tecoflex). Silicone catheters are soft,
not-irritating, usually not reactive to body tissues and body
fluids, not supportive of bacterial growth, and less proble-
matic with blood clotting. Tecoflex is an advanced medical
formulation of polyurethane. Its physical characteristics
are very close to silicone; however, it is slightly stiffer
during insertion, which makes it easier to insert and better
to conduct arterial pressure. Tecoflex is thermosensitive,
softens at body temperature (12), and significantly reduces
the trauma to the vascular intima. These catheters have a
rounded tip, which makes them less likely to perforate
through the vessel during insertion. They have depth
markings at every centimeter for more accurate place-
ment and encased radiopaque stripes to confirm placement
by X ray after placement. Umbilical catheters are avail-
able with single-lumen, dual-lumen, and triple-lumen
catheters (13) (Fig. 2,a,b) in different sizes ranging from
2.6 to 8.0 Fr. (Table 1) Umbilical artery catheter tips are
designed in two different ways: end-hole and side-hole tips.
The side-hole catheters use a special electrode to measure
blood gases and biochemicals. A Cochrane review by Bar-
rington (14) showed that end-hole catheters are associated
with a much decreased risk of aortic thrombosis compared
with side-hole catheters. Therefore, umbilical artery cathe-
ters designed with a side-hole should not be used routinely
for umbilical artery catheterization in the newborn.
Furthermore, manufactures have made sterile, ready-
to-go umbilical catheterization trays. These trays contain

everything needed for umbilical catheterization, including
drapes, towels, suture, umbilical tape, skin preparation
materials, needles, forceps, syringes, and other instru-
ments.

Umbilical Vessel Catheterization Procedure

The infant must be supine and restrained (2). A field
around the umbilicus is sterilized and draped, and a silk
suture is looped around the base of the umbilical stump.
The distal end of the stump is cut off, leaving 2 cm of stump,
and the vessels are occluded to prevent blood loss. For the
umbilical artery catheterization (15), the stump is firmly
grasped with the gloved fingers of one hand, and one of the
two thick-walled umbilical arteries is dilated with a curved
iris forceps; then the umbilical artery catheter is inserted
into the artery. Some resistance may be encountered when
the catheter has been advanced 3 to 5 cm into the vessel,
but this resistance can usually be overcome by applying
steady downward pressure on the catheter. If the catheter
cannot advance, a second catheter can be inserted into the
other artery while leaving the first catheter in place. This
maneuver often causes one or the other vessel to relax and
permits one catheter to be advanced into the aorta.
Advancement of an UAC should place the tip above the
celiac axis but below the ductus arteriosis. All air should be
removed from the system. The accidental injection of small
amounts of air (<0.1 mL) may obstruct blood flow to the
legs for several hours. The catheter should be attached to a
pressure transducer and the arterial pressure measured.
For the umbilical vein catheterization, the single, large,
thin-walled umbilical vein is grasped with an iris forceps,
and the air-free catheter, which is connected to a closed
stopcock, is inserted 3 to 5 cm into the vessel with a twist-
ing motion. The UVC tip should lie a few centimeters into
the umbilical vein or inferior vena cava. The stopcock must
be closed to prevent aspiration of air through the catheter
should the patient take a deep breath. It is imperative that
no air be injected through venous catheter, because the air
may enter the systemic circulation through the foramen
ovale and occlude a coronary or cerebral artery. If it does,
the neonate may die or suffer central nervous system
damage. If the catheter ‘‘tickles’’ the atrial septum, the
neonatemaysufferarrhythmias.Withdrawalof thecathetera
short distance can solve the problem. Plain radiographs
should be taken to confirm placement (Fig. 3). ‘‘High’’ place-
mentoftheUACisdefinedinonemajorreviewoftheliterature
as one with ‘‘the tip in the descending aorta above the level of
the diaphragm and below the left subclavian artery’’ and ‘‘low’’
placement of the UAC as one with ‘‘the tip above the aortic
bifurcation and below the renal arteries’’ (16).

Neonatal Blood Gas and Biochemical Measurement

The blood gas measurement is the most widely used clinical
method for assessing pulmonary function in the neonate. It
forms the basis for diagnosis and management of neonates
with cardiorespiratory disease (17). The physiology of blood
gases is discussed in other parts of this Encyclopedia. We
will discuss in this section some issues related to the
neonatal blood gas measurement. The dissociation curve
of fetal hemoglobin (as compared with adult) is shifted to
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Figure 2. Commercially available umbilical catheters: (a) single-
lumen catheter and (b) dual-lumen catheter.

Table 1. Neonate Weight and Umbilical Catheter Size

Neonate Weight (g) UAC Size (Fr) UVC Size (Fr)

<1500 g 3.5 Fr 3.5 Fr
>1500 g 5.0 Fr 5.0 Fr



the left, and at any arterial O2 partial pressure (PaO2)
below 100 mm Hg (13332.2 Pa) fetal blood binds more O2.
This shift seems to be the result of the lower affinity of fetal
hemoglobin for 2,3-diphosphoglycerate (DPG). Shunting is
a common occurrence in the neonate, such as in congenital
cyanotic heart disease, persistent fetal circulation, or
atelectasis. O2 supplementation does not prevent the
hypoxia produced by such a shunt. Arterial carbon dioxide
partial pressure (PaCO2) is an important measure of pul-
monary function in neonatal respiratory disease. The
initiation of ventilation with the first breath after normal
delivery results in a rapid fall in PaCO2 within minutes of
birth. PO2 rises rapidly to levels of 60 to 90 mm Hg (17).
Immaturity of the kidney in the newborn affects the basal
acid–base status and the response to additional acid and
alkali loads (18). The blood bicarbonate (HCO3�) concen-
tration is typically lower than in the adult (18–21 mEq/L).
However, the blood pH (7.35 –7.43) is only marginally
decreased because of the compensatory increase in the
neonatal respiratory rate. Table 2 lists the normal values
of pH, PaCO2, and total CO2 in the adult and in preterm
and term neonates (19). The transition from fetal to neo-
natal life, which is associated with rapid changes in fluid

and electrolyte balance, and the neonate’s small size make
the electrolytes and glucose assessment difficult and com-
plicated (20), especially in the first week of life. A physio-
logic decrease in extracellular water volume, as well as a
transient increase in serum potassium and transient
decreases in plasma glucose and total plasma ionized
calcium concentrations, must be taken into account when
monitoring neonatal electrolytes and glucose. Frequent
and even continuous monitoring of physiological para-
meters is indicated in some cases, including glucose and
calcium monitoring in the premature newborn (limited
hepatic glycogen storage) and in newborns of diabetic
mothers (21). Before birth, fetal glucose is slightly higher
than maternal glucose. With cord clamping, neonatal
plasma level plummets over the first 60–90 min of life
(23), (23). Neonatal hormonal changes later leads to an
increase in endogenous glucose production and stabiliza-
tion of its level.

Technical Aspects of Neonatal Blood Gas
and Biochemical Measurement

Technologic innovations in the development of biosensors
and microprocessors have led to development of bedside
small and accurate point-of-care (POC) devices (24). POC
devices have been used widely in critical care units, includ-
ing the NICU. These devices are divided into two groups:
‘‘Analyzers,’’ which are not attached to the patient blood
source and require blood sampling, and ‘‘monitors,’’ which
are continuous or near-continuous patient-attached POC
monitors (25). Neonatal biochemical measurement may
include several important blood parameters, such as
sodium, potassium, calcium, glucose, and even lactate
Table 3.

Intermittent Blood Gas and Biochemical Measurement
(Sampling). This is the most common technique used in
the NICU for invasive neonatal blood gas and biochemical
measurement. Usually a small blood sample is withdrawn
from a blood vessel, such as an umbilical vessel through an
umbilical catheter. This sample is analyzed by using a
bedside point-of-care analyzer or sent to a small satellite
laboratory unit in the NICU or to the central laboratory.
Blood gas analyzers are discussed in other articles in this
Encyclopedia. These analyzers use the principles of Clark’s
electrode for PO2 measurement and Severinghaus’s
electrode for PCO2 measurement. Some blood-sample col-
lecting systems are commercially available, such as the
Edward VAMP Jr. system manufactured by Edward
(Fig. 4), which are manufactured specifically for neonate
and small children use. This system is latex-free, disposa-
ble, closed, with small volume systems. Such systems are
designed to the decrease the risks of blood loss, infection,
and air bubbles (26).

Continuous Intravascular Neonatal Blood Gas and
Biochemical Sensors. There are several drawbacks for
using frequent arterial blood gas (ABG) sampling in the
neonate (27). This method may result in blood loss that can
necessitate blood transfusion. Moreover, in this method,
rapid changes in blood gas values may be missed, especially
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Figure 3. Anteroposterior roentgenogram shows the position of
umbilical artery and vein catheters. Lateral roentgenogram is
needed to distinguish the umbilical artery from the umbilical
vein catheter and to determine the appropriate level of
insertion. A¼ endotracheal tube; B¼umbilical venous catheter.
C¼umbilical artery catheter passed up the aorta to T12.

Table 2. Acid–base Parameters in Neonates and Adults
(mean�SD)

Preterm Term Adult
pH 7.40 � 0.08 7.40 � 0.06 7.40 � 0.03
PCO2 34.0 � 9.0 33.5 � 3.6 39.0 � 2.6
Total CO2 21.0 � 2.0 21.0 � 1.8 25.2 � 2.8



in conditions needing quick and close ABG monitoring,
such as after surfactant administration (28) and during
high-frequency ventilation (29). These drawbacks dictate
the need for a more efficient real-time way to monitor ABGs
(30). For the last two decades, intra-arterial PaO2 monitor-
ing has been available with the use of a Clark electrode (31)

or a multiparameter sensor with an umbilical artery cathe-
ter (32). New fiber-optic continuous blood gas monitoring
sensors have been validated and used in the neonate with
an UAC, such as Neotrend. These devices promise to be
safe, easy to use, and accurate in newborns. However, the
cost-effectiveness of these devices is still not well estab-
lished (33) (refer to the blood gas measurement article in
this Encyclopedia for details about Neotrend). The ex vivo
in-line VIA Low Volume Mode blood gas and chemistry
monitoring system (VIA LVM Monitor; Metracor Technol-
ogies, Inc., San Diego, CA) is an in-line, low-volume POC
monitor for neonates and children. Studies have shown
promising results in using this monitor in the neonate.
However, its cost-effectiveness has not been established yet
(25,34). This device measures pH, PaCO2, PO2, Naþ, Kþ,
and hematocrit (Hct) by automatically drawing blood
(almost 1.5 mL) from a patient’s arterial catheter, analyz-
ing it, and reinfusing the blood sample back into the
patient. Results are usually displayed in 1–2 min.
The operator performs an initial calibration, and then
the device performs self-calibration after each sample
and at least every 30 min. This machine is compatible with
all sizes of UACs and peripheral arterial catheters. Figure
5 shows a diagram of the VIA LVM monitor and its com-
ponents at the neonate bedside.
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Table 3. The Main Blood-Chemistry Parameters Monitored in the Neonatal Care Unit, With Typical Sensing Principles and
Transducers

Parameter Sensing Principle(s) Transducer(s)

Invasive Blood Pressure Electrical, impedance
Optical, reflection

Strain gauge, piezoresistor
Photodetector and emitter

PO2 Optical, fluorescent
Electrochemical, amperometric

Photomultipler tube
Clark oxygen electrode

PCO2 Optical, fluorescent
Electrochemical, potentiometric

Photomultipler tube
Ion-sensitive electrode

Glucose Optical, colorimetric
Electrochemical, amperometric

Photodetector
Enzyme modified biosensor

Lactate Optical, colorimetric
Electrochemical, amperometric

Photodetector
Enzyme modified biosensor

Electrolytes (K, Na, Ca, Cl) Optical, colorimetric
Electrochemical, potentiometric

Photodetector
Ion-selective electrode (ISE)

pH Optical, colorimetric
Electrochemical, potentiometric

Photodetector
Ion-sensitive electrode

Hemoglobin Optical, absorption Photodetector and emitters

Figure 4. Edward VAMP Jr. blood-sample collecting system.
Figure 5. Diagram of the VIA LVM in-line ex vivo monitor and
its components at the neonate bedside.



Neonatal Hemodynamic Monitoring

Direct arterial blood pressure monitoring is the most accurate
technique for determining arterial pressure in the neonate
(9). This method is best done by using umbilical artery
catheterization. It is an easy and quick procedure in compar-
ison with other neonatal artery catheterizations, such as
radial and femoral artery catheterization. After the umbi-
lical artery catheterization is done as described above, it is
connected to a pressure transducer and a continuous flow
device, as well as stopcock and manometer tubing.

Basic Concepts. Hemodynamic pressure monitoring
requires several basic components to accurately measure
the physiologic pressures. These components are: (1) an
intravascular catheter, (2) connecting tubing and stop-
cocks to connect that catheter and the patient’s blood
vessels to the monitoring system, (3) a pressure transducer
to convert the mechanical impulse of a pressure wave into
an electrical signal through movement of a displaceable
sensing diaphragm, (4) a continuous flush device that fills
the pressure tubing with fluid and helps prevent blood from
clotting in the catheter, (5) an amplifier that increases the
low-voltage signal from the pressure transducer to a signal
that can be displayed on a display device, (6) an oscilloscope
to display waveforms and a digital readout to display
numerical data, and (7) a processor or microcomputer that
is used to calculate various hemodynamic parameters
based on the measured variables.

Pressure Transducers. Pressure transducers are divided
in two groups: (1) External transducers located away from
the intravascular catheter and connected to that catheter
via fluid-filled pressure tubing, and (2) catheter-tip trans-
ducers. The external transducers use three types of sensing
elements: (1) strain gauges. These consist of an electrically
conductive elastic material that responds reversibly to
deformation by a change in electrical resistance. The resis-
tance is converted into a voltage signal by connecting the
elements to form a Wheatstone bridge circuit. The output
voltage is proportional to the applied pressure and the
excitation voltage. Strain gauges are the most common
method of pressure transduction. (2) Silicon strain gauges.
These are thin slices of silicon crystal bonded onto the back
of a diaphragm. The movement of the diaphragm causes a
change in the resistance of the crystal, which can be
converted into an output signal. Silicon strain gauges
are more sensitive than standard strain gauges, but they
are affected by temperature and are non-linear. (3) Optical
sensors: These are also diaphragms, but in this case, the
movement of the diaphragm is sensed by reflecting a beam
of light off the silver back of the diaphragm onto a photo-
electric cell. The intensity of light sensed by the photo-
electric cell changes with the diaphragm position, causing
a decrease in its electrical output.

The Pressure Measurement System. The arterial wave-
form can be characterized as a complex sine wave, which is
the summation of a series of simple sine waves of different
amplitude and frequencies. The fundamental frequency (or
first harmonic) is equal to the heart rate. The first 10

harmonics of the fundamental frequency contribute to
the waveform. Any measurement system responds to a
restricted range of frequencies only. Within this range,
the system may respond more sensitively to some frequen-
cies than to others. The response of the system plotted
against the signal frequency is the frequency response of
the system. However, the measurement system may pos-
sess natural frequencies or resonances determined by the
inertial and compliant elements in a mechanical system.
These resonances can distort the output signals. Therefore,
it is essential that the natural frequencies do not lie in the
operating frequency range of the instrument. Moreover,
the output signal of a measurement may differ from the
input signal created by the bloodstream because of the
inertial components, frictional effects of movement, viscous
forces of fluids, and electrical resistance. The property that
determines these effects is called the damping of the
system (35).

Technical Management of Pressure Monitoring System.
These are some significant practical points in operating
this system:

1. Removal of all air bubbles from system: Air is more
compressible than fluid, and it tends to act as a
‘‘shock absorber’’ within the pressure monitoring
system, leading to an overdamped waveform, which
may lead to false readings of the blood pressure.
Moreover, air bubbles may cause serious air embo-
lism, especially in neonates and small children.

2. Zeroing the transducer: The accuracy of invasive
pressure measurements is dependent on the estab-
lishment of an accurate reference point (Zeroing).
This is done by opening the stopcock to atmospheric
pressure and zeroing the measurement system to
eliminate the effect of the atmospheric pressure,
and by leveling the transducer to the level of the
upper portion of the right atrium (the patient’s ‘‘mid-
axillary line’’ or ‘‘phlebostatic axis’’) to eliminate the
effect of the blood hydrostatic pressure.

3. Fast-flush technique: A ‘‘fast-flush’’ or ‘‘square wave
test’’ is performed by opening the valve of the con-
tinuous flush device, which leads to an acute increase
in the fluid flow rate through the catheter-tubing
system from the usual 1–3 mL/h to 30 mL/h. This
generates an acute rise in pressure within the system
such that a square wave is generated on the monitor.
With closure of the valve, a sinusoidal pressure wave
of a given frequency and progressively decreasing
amplitude is generated. A system with appropriate
dynamic response characteristics will return to the
baseline pressure waveform within one to two oscil-
lations. If the fast-flush technique produces dynamic
response characteristics that are inadequate, the
clinician should troubleshoot the system (i.e., remove
all air bubbles, minimize tubing length and stop-
cocks, etc.) until an acceptable dynamic response is
achieved. The above-explained basic concepts in
hemodynamic monitoring are used in pressure mon-
itoring in neonates as well as in adults. Because of
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the small size of a neonate (or premature newborn)
and because of the different indications and expected
complications from adults and older children, these
monitors have been modified to fit these require-
ments. These modifications and changes include (1)
using a more simple tubing system with fewer stop-
cocks to reduce the risk of air embolism and infection,
(2) using a smaller volume tubing system with small
syringes to decrease blood loss and the need for blood
transfusion, and (3) using a special constant-low-rate
flush system to decrease the risk of fluid overloading.
After correct placement of the umbilical artery cathe-
ter, a stopcock (free of air bubbles) is connected to its
distal end. Then a fluid-filled, well-flushed pediatric/
neonatal blood pressure tubing is connected to that
stopcock (or directly to the catheter). The transducer
is zeroed and leveled to the midaxillary level. There
are several commercially available neonatal/pedia-
tricpressure transducersand tubing systems.Figure6
shows a disposable, latex-free neonatal/pediatric
Deltran blood pressure monitoring and needleless
blood collection system (36). For central venous pres-
sure (CVP) monitoring, a dual-lumen or triple-lumen
umbilical vein catheter may be used. Figs. 2 and 7
show some of the currently available catheters. Neo-
natal/pediatric pulmonary artery catheters (PACs)
have been used through the umbilical vein. However,
they are difficult to place and have numerous com-
plications and risks associated with their placement.
Other noninvasive cardiac monitors, such as echo-
cardiography, can assess cardiac output and other
physiological cardiac parameters. Thus, use of the
neonatal PAC has decreased significantly. The most
common indications for pediatric PACs are for car-
diogenic shock, for severe distributive shock, for the
use of very high ventilator pressures to achieve ade-

quate oxygenation, and for the perioperative man-
agement of patients who have undergone complex
cardiac or other major surgeries (37). The smallest
thermodilution catheter available is 5 Fr in size,
although a single-lumen 4-Fr catheter exists and is
useful formeasuringpulmonaryarterypressure (PAP)
or obtaining mixed venous saturation (MvO2). Poten-
tial complications of pulmonary artery catheterization
include pulmonary artery erosion or infarction, dys-
rhythmia, damage to the pulmonic valve, coiling in the
right ventricle, and cardiac perforation (38).

Complications and Risks

Umbilical Artery Catheter. Many complications and
risks are associated with UAC placement (39). Therefore,
these catheters should not be used solely for fluid and
medication administration. If an infant does not require
frequent arterial blood sampling or continuous blood pres-
sure monitoring, there is almost no justification for leaving
a UAC inserted. The advantages and disadvantages of
‘‘high’’ versus ‘‘low’’ UAC are still debated. Recent studies
(40–43) have found that ‘‘high’’ catheters are associated
with a decreased incidence of complications without a
statistically significant increase in any adverse sequelae.
Therefore, one major review of the literature has concluded
that ‘‘there appears to be no evidence to support the use of
low placed umbilical artery catheters. High catheters
should be used exclusively’’ (40). It is clear that UACs that
are located between the ‘‘high’’ and ‘‘low’’ positions are never
appropriate. Catheters in these positions have been asso-
ciated with refractory hypoglycemia (infusion into the celiac
axis), paraplegia (infusion into the artery of Adamkievicz)
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Figure 6. Neonatal/Pediatric Deltran pressure tubing with
needleless blood collection system.

Figure 7. Catheter.



(44), and thromboses that affect the kidneys (infusion into
the renal arteries) or the gut (infusion into the mesenteric
arteries). A catheter that is found in this intermediate
position should be pulled to a ‘‘low’’ position or removed.
Similarly, catheters should not be placed below the level of
L5 because of the risk of gluteal skin necrosis (45) and sciatic
nerve damage (45). Catheters that are placed below the level
of L5 should be removed promptly. Other complications may
include catheter occlusion, infection, air embolism, breaks
or transection of the catheter, electrical hazards, intravas-
cular knots in the catheters, bladder injury, peritoneal
perforation, Wharton’s jelly embolus, and others.

Umbilical Venous Catheter. Thromboembolic events
and infections are common complications of UVC use.
These complications are similar to those of other central
catheters, although UVCs are associated with an increased
risk of localized infections of the liver and heart. Complica-
tions that are specific to UVC commonly are the result of
malposition of the catheter. Nearly all experts recommend
placement of the catheter outside the heart in the IVC (46).
Complications occur as a result of placement of the catheter
in the right side of the heart or the left side (via the foramen
ovale). Cardiac arrhythmias are common complications,
but these arrhythmias usually resolve after catheter with-
drawal from the heart. Cardiac perforation with subse-
quent pericardial effusion and cardiac tamponade has been
reported (47) Quick diagnosis (high index of suspicion,
chest radiograph, and ultrasonography) and prompt treat-
ment with pericardiocentesis decrease mortality signifi-
cantly in these neonates. Placement of the catheter in the
portal system can result in serious hepatic injury. Hepatic
necrosis can occur from thrombosis of the hepatic veins or
infusion of hypertonic or vasospastic solutions into the liver.
Necrotizing enterocolitis and perforation of the colon also
have been reported after positioning of the catheter in the
portal system. Other complications of umbilical venous
catheters have been reported and include perforation of
the peritoneum, electrical hazards, and digital ischemia.

Umbilical Catheter Removal and Maintenance

According to the American Academy of Pediatrics (AAP)
guidelines (48), umbilical artery or venous catheters
should be removed and not replaced if there is any sign
of catheter-related bloodstream infections, vascular insuf-
ficiency, or thrombosis. Moreover, umbilical catheters must
be removed as soon as possible when no longer needed or
when any sign of vascular insufficiency to the lower extre-
mities is observed. An umbilical artery catheter should not
be left in place more than 5 days. However, an umbilical

venous catheter can be used up to 14 days if managed
aseptically. Umbilical venous catheters may replaced only
if the catheter malfunctions. Table 4 lists the important
tasks for daily care of umbilical indwelling catheters.

FUTURE TRENDS IN INVASIVE NEONATAL MONITORING

Providing real-time, accurate, reliable, compact, at the bed-
side, and safe neonatal monitoring devices is the future goal
of researchers and manufactures involved with neonatal
critical care (3). However, the cost issue is still outstanding
and is going to be a major factor in directing this industry.
The market demand for integrated critical care units and the
clinical demand for continuous and rapid biochemical mon-
itoring at the bedside, especially in critically ill patients, will
lead to a closer integration between the vital signs monitors
and POC analyzers. The monitor and POC analyzer manu-
facturers have been separate companies. This will slowly
change through the formation of strategic alliances and
mergers. Therefore, new devices will combine continuous
vital signs, blood gases, and blood chemistry in the critical
care units, including the NICU. The demand for continuous
monitoring of biochemical parameters is at the same time
bounded by the requirement for low-blood-loss systems, espe-
cially in the NICU. This is where the in-line and indwelling
analyzers can offer a major advantage over the POC analy-
zers. Fortunately, technology is also moving in the right
direction to minimize iatrogenic blood loss and decrease the
risk of infection through the advances made in sampling,
preparation, and handling of liquids using microfluidic
techniques and closed systems (49). It is likely that in-line
monitors that interface to umbilical artery catheters will
become more widespread and will require decreasing sam-
ple-volumes. The continuing application and refinement of
established optical assay methods, such as absorption and
fluorescence spectroscopy, onto fibre-optic cables will enable
the detection of increasing numbers of analytes by indwel-
ling probes encased within the umbilical catheters (50,51).

SUMMARY

The use of umbilical vessel catheterization and associated
monitoring techniques and devices has been advanced
dramatically since Dr. Louis K. Diamond of Boston used
plastic tubing on the umbilical vein for blood transfusion in
1946. Advances in invasive neonatal monitoring and neo-
natal intravascular access have led to a significant reduc-
tion in the incidence of complications and have increased the
number of indications for umbilical catheters. Umbilical
vessel catheterization is now a routine and safe procedure
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Table 4. Care of Indwelling Umbilical Catheter

� Change all tubings and connections daily.
� Secure and label all tubing, and connections should be secured and labeled appropriately.
� Use only appropriate filters.
� Maintain catheter, connections, and tubing free of blood to prevent clot formation, or inadvertent flushing of preexisting clots into the

neonate.
� Flush catheter with 0.5 mL of flush solution each time blood sample is drawn.
� Chart fluids infused in intake/output record.
� Infuse heparinized parenteral solution continuously through catheter, interrupting only to obtain blood samples.



in the NICU. Moreover, with the increase in the survival
rate of low- and very low-birth-weight neonates, the need for
these catheters has increased. Sometimes these catheters
are the only intravascular access that can be established in
this new group of patients. The innovation and development
of medical applications of silicone and polyurethane enable
the manufacturers to make soft, small catheters with ade-
quate lumen size. These catheters cause minimal adverse
reaction to the newborn body. To decrease the risk of blood
loss and infection, new blood sampling devices have been
developed. These systems are closed and have small volume
tubing. New technologies for continuous monitoring of blood
gases and neonatal chemistries in-line have been integrated
with the umbilical catheters by using special sensors
encased in the tip of the catheters. The future trend is to
use smaller, compact, real-time, bedside monitors combined
with pulse oximetry and other vital signs monitors. How-
ever, the issue of the cost-effectiveness of these machines
has yet to be determined.
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INTRODUCTION

This article outlines the association of antibodies within
the human immune system, the structural and binding
characteristics of antibodies, and the development and
production of monoclonal antibodies. Recent advance-
ments in recombinant DNA techniques and genetic engi-
neering are described, including the use of plants to
increase the production capacity of Mabs. Their usefulness
as biological and medical reagents is further elaborated in
a description of the various instrumentation, techniques,

and assays employed in the diagnosis and treatment of
diseases as well as their utility in the research laboratory.

THE IMMUNE SYSTEM AS IT APPLIES TO ANTIBODIES (1)

The immune system is normally directed at foreign mole-
cules borne by pathogenic microorganisms. However, the
immune system can also be induced to respond to simple
nonliving molecules. Any substance that can elicit an
immune response is said to be immunogenic and is called
an immunogen. There is a clear operational distinction
between an immunogen and an antigen. An antigen is
defined as any substance that can bind to a specific anti-
body (see below), but is not necessarily able to elicit an
immune response by itself.

Immunization

The deliberate induction of an immune response is known
as immunization. To determine whether an immune
response has occurred and to follow its course, the immu-
nized individual is usually monitored for the appearance of
antibodies directed at the specific antigen. Monitoring the
antibody response usually involves the analysis of rela-
tively crude preparations of sera. The serum is the fluid
phase of clotted blood, which contains a variety of specific
antibodies against the immunizing antigen as well as other
soluble serum proteins.

Cells Participating in an Immune Response

B lymphocytes (or simply B cells) are one of the two major
types of lymphocytes that enable the adaptive immune
response. When activated, B cells differentiate into plasma
cells that secrete antibodies. T lymphocytes or T cells
consist of three main classes. One class differentiates upon
activation into cytotoxic T cells, which may kill foreign
tissues, cancer cells, and cells infected with virus. The
second class of T lymphocytes is T helper cells that differ-
entiate into cells that activate and enable the proper
function of other cells, such as B cells. The third class is
the T suppressor cells that limit the extent of the immune
response.

Antigen Recognition

Both T and B lymphocytes bear receptor proteins on their
surface that allow them to recognize antigen. Collectively,
these receptors are highly diverse in their antigen speci-
ficity, but each individual lymphocyte is equipped with
membrane-bound receptors that will recognize only one
particular antigen. Each lymphocyte therefore recognizes a
different antigen. Together, the receptors of all the differ-
ent lymphocytes are capable of recognizing a very wide
diversity of antigens, which encompass most of the differ-
ent antigens an individual will meet in a lifetime. These
include those antigens that are exclusively synthesized in
the laboratory. The B cells do not secrete antibody until
they have been stimulated by specific antigen. The B-cell
antigen receptor (BCR) is a membrane-bound form of the
same antibody that they will secrete when activated by
antigen. Thus the antigen recognized by both the BCR and
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the secreted antibody present in the same B cell, are
identical.

Antibodies

Antibody molecules as a class are now generally known as
immunoglobulins (Ig), and the antigen receptor of B lym-
phocytes is known as surface immunoglobulin. The T cell
antigen receptor (TCR) is related to immunoglobulins, but
is quite distinct from it in structure and function.

Structure and Function of Antibodies

Antibodies are the antigen-specific products (proteins)
secreted by B cells. The antibody molecule has two separate
functions: one is to bind specifically to molecules from the
immunogen (pathogen) that elicited the immune response;
the other is to recruit various cells and molecules in order
to remove and destroy the pathogen once the antibody is
bound to it. These functions are structurally separated in
the antibody molecule. One region of the antibody specifi-
cally recognizes antigen and the other engages the effector
mechanisms that will dispose of it.

The antigen-binding region varies extensively among
antibody molecules and is thus known as the variable
region or V region, labeled as VH (heavy chain) and VL
(light chain). It is this variability that allows each antibody
molecule to recognize and bind a particular antigen. The
total repertoire of antibodies made by a single individual is
large enough to ensure that virtually any structure can be
bound. The association between the antibody and the
antigen depends on their steric conformation. That is,
depending on the size and interatomic distance of these
reacting molecules, a tight fit between the antibody com-
bining sites and the antigenic determinant can occur.

The region of the antibody molecule that engages the
effector functions of the immune system, but is not asso-
ciated with antibody binding and does not vary in the same
way is known as the constant region or C region. It is
typified by the IgG antibody shown in Fig. 1 and is desig-
nated CL (light chain) and CH (heavy chain). It has five
main forms, or isotypes, that are specialized for activating
the different immune effector mechanisms.

The remarkable diversity of antibody molecules is the
consequence of a highly specialized mechanism by which
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the genes that code for antibody production and that are
expressed in any given B cell are assembled by DNA
rearrangements that join together two or three different
segments to form a V region gene during the development
of the B cell. Subsequent DNA rearrangement can attach
the assembled V-region to any C-region gene and thus
produce antibodies of any of the five isotypes.

Antibodies are roughly Y-shaped molecules. All anti-
bodies are constructed in the same way from paired heavy
and light polypeptide chains. In Fig. 1, one can observe that
the innermost regions of the Y-shaped molecule are the
heavy chains; the light chains are the outermost regions.
Within this general category, however, five classes (iso-
types) of immunoglobulin -IgM, IgD, IgG, IgA, and IgE- can
be distinguished biochemically as well as functionally. The
five classes are defined by the structure of their heavy
chain. Their distinctive functional properties are conferred
by differences in the amino acid sequences of the carboxy-
terminal part of the heavy chain (COOH in Fig. 1) in the
region that is not associated with the light chain. IgG
(Fig. 1) will be used to describe the general structural
features of immunoglobulin molecules.

The IgG antibodies are large molecules (�150 kDa)
composed of two different polypeptide chains. One of these
polypeptide chains,�50 kDa in size, is termed the heavy or
H chain. The other, is 25 kDa in size, and is termed the
light chain or L chain. The two chains are present in an
equimolar ratio, and each IgG molecule contains two heavy
chains and two light chains. The two heavy chains are
linked to each other by disulfide bonds and each heavy
chain is linked to a light chain by a disulfide bond. In any
one immunoglobulin molecule, the two heavy chains and
the two light chains are identical, enabling them to bind
two identical antigenic determinants.

The amino-terminal sequences of both the heavy and
light chains vary greatly among different antibodies. The
variability in sequence is limited to approximately the first
110 amino acids on the chain, corresponding to the first
domain, whereas the carboxy-terminal sequences are con-
stant between immunoglobulin chains, either light or
heavy, of the same isotype.

Fragmentation of Antibodies

The antibody molecule can be readily cleaved by different
proteases into functionally distinct fragments. For exam-
ple, Fab fragments, each of which consists of two identical
fragments, each containing the antigen binding region.
Additionally, an Fc fragment can be extracted that inter-
acts with effector molecules and cells, or one F(ab0)2 frag-
ment that contains both arms of the antigen binding
region. Figure 1 shows the sites of the derivation of these
fragments. Genetic engineering techniques now permit the
construction of designed variations of the antibody mole-
cule such as a truncated Fab that comprises only the V
region of a heavy chain linked to a V region of a light chain.
This is called a single–chain Fv. A broad range of geneti-
cally engineered molecules are now becoming valuable
therapeutic agents because their smaller size readily per-
mits their penetration into tissue. Useful antibodies from
animal sources have been engineered in a process referred

to as ‘‘humanization’’. This avoids their recognition as
foreign, and prevents their rapid clearance from the body.
The process utilizes the variable region of a mouse antibody
coupled to the Fc region from human antibodies. Antibody
fragments may also be coupled to toxins, radioactive iso-
topes and protein domains that interact with effector
molecules or cells.

MONOCLONAL ANTIBODIES

Antibody Heterogeneity

The antibodies generated in a natural immune response or
after immunization in the laboratory are a mixture of
molecules of different antigen specificities and affinities.
Because of their multiple specificities they are termed
polyclonal antibodies. Some of this heterogeneity results
from the production of antibodies that bind numerous
different antigenic determinants (epitopes) present on
the immunizing antigen. However, even antibodies direc-
ted at a single antigenic determinant can be markedly
heterogeneous. Antisera (serum containing antibodies
against specified antigens) are valuable for many biological
purposes, but they have certain inherent disadvantages
that relate to the heterogeneity of the antibodies they
contain. First, each antiserum is different from all other
antisera, even when raised in a genetically identical ani-
mal while using the identical preparation of antigen and
immunization protocol. Second, antisera can be produced
in only limited volumes, and thus it is impossible to use the
identical serological reagent in a long or complex series of
experiments, or in clinical tests or therapy. Finally, even
purified antibodies may include minor populations of anti-
bodies that give unexpected cross-reactions that confound
the analysis of experiments and can be harmful in therapy.
To avoid these problems, and to harness the full potential of
antibodies, it became necessary to develop a method for
making an unlimited supply of antibody molecules of
homogeneous structure and known specificity. This has
been achieved through the production of monoclonal anti-
bodies from hybrid antibody forming cells or, more
recently, by genetic engineering.

Production of Monoclonal Antibodies

In 1975, using cell culture techniques, Kohler and Milstein
(2) found a way to grow an immortal B-cell-like lymphocyte
that continuously produced an antibody with a predeter-
mined specificity. The procedure required the immuniza-
tion of a mouse in order to produce a large population of
B-cells in the spleen that would secrete a specific antibody.
However, in cell culture, the life span of spleen cells is only
a few days. To produce a continuous source of antibody,
the B cells had to grow continuously. This was achieved by
fusing the spleen cells that contained a particular gene,
the hypoxanthine-guanine phosphoribosyl transferase
(HGPRT) gene with immortal myeloma cells (cancerous
plasma cells). In general, plasma cells are mature-antibody
secreting B cells. The myeloma cells were preselected to
ensure three specific properties. First, immortality in cell
culture; second, that they were sufficiently altered so that
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they did not secrete antibody, and third, that they would
not flourish in a particular growth medium containing
hypoxanthine, aminopterin and thymidine (HAT). The
HAT medium was previously shown to be a highly selective
medium for those specific hybrid cells that lack the gene for
the enzyme, HGPRT. Consequently, all unfused myeloma
and spleen cells would not survive in the HAT medium. The
HGPRT gene that was contributed by the spleen cell

permitted only hybrid cells to survive in the HAT medium,
because only hybrid cells would be able to grow in the
culture due to the conferral of immortality by the myeloma
cells. Therefore, the immune spleen cells conferred both
antibody specificity and the HGPRT gene to the hybrid cell,
while the myeloma cell conferred immortality to the spleen
cell and they were able to survive indefinitely in culture.
This is the method that is used today to produce individual
hybridomas (the hybrid cells) that are then screened for
antibody production. Single antibody-producing cells that
produce an antibody with the desired specificity are cloned.
These cloned hybridoma cells are grown in bulk culture to
produce large amounts of antibody that are used in a
variety of ways. Since each hybridoma is descended from
a single B cell, all cells of a particular hybridoma cell line
produce the same hybridoma molecule. This is the mono-
clonal antibody (Mab). The procedure is shown as a sche-
matic outline in Fig. 2.

Recombinant Genetic Engineering

The field of antibody engineering endeavors to improve the
target specificity and effector function of the antibodies by
altering their construction, while retaining their binding
characteristics. This is achieved by using new recombinant
engineering technologies to redesign the molecular archi-
tecture of the antibodies. Examples of this are shown in
Fig. 3, where in a process called genetic engineering,
recombinant DNA (spliced DNA that is formed from two
or more sources and then rejoined) is produced by putting
genes from one species into the cells of an individual
organism of another species. The foreign DNA becomes
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Figure 2. Schematic of hybridoma protocol. [Courtesy of
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Figure 3. Antibody engineering: exa-
mples of antibody-based constructs
and respective routes for their genera-
tion. Hybridoma technology provides a
way of producing mouse monoclonal
antibodies. Genetic engineering has
encouraged the creation of chimeric,
humanized, and human antibodies,
antibody fragments (traditionally
obtained by partial digestion of
immunoglobulins with proteases),
multimeric antibody fragments, fusion
(immunoadhesins and immunotoxins)
and bispecific antibodies. Multimeric
antibody fragments (diabody, tria-
body, and tetrabody) are represented
as multivalent structures, although
they can also be engineered to be
multispecific. The minibody depicted
is a dimer that can be linked to the
CH3 fragment via a LD linker or a
flexible linker (FlexMinibody). Bispeci-
fic F(ab)2 is shown as a Fab dimer
linked noncovalently via interaction
of amphipathic helices. (Courtesy
of American Chemical Society and
American Institute of Chemical Engi-
neers, Copyright # 2004.) (See Ref. 3.)
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part of the host’s genome (its genetic content) and is
replicated in subsequent generations descended from that
host. An alternative technique for producing antibody-like
molecules is the Phage Display Libraries for Antibody
V-region Production (4). In this approach, gene segments
that encode the antigen-binding variable region of anti-
bodies are fused to genes that encode the coat protein (out-
side surface) of a bacteriophage (viruses that infect bacteria).
In essence, mRNA from primed human B-cells is converted
to cDNA. The large variety of diverse antibody genes are
expanded by the polymerase chain reaction (PCR) to gen-
erate a highly diverse library of antibody genes. Bacter-
iophage containing such gene fusions are then used to
infect bacteria, resulting in phage particles that have outer
surfaces that express the both antibody-like fusion protein,
and the same antigen-binding domain displayed on the
outside of the bacteriophage. The collection of such recom-
binant phages, each displaying a different antigen-binding
domain on its surface, is known as a phage display library.
A particular phage can be isolated from the mixture and
can be used to infect fresh bacteria. Each phage isolated in
this way produces a monoclonal antigen-binding particle
analogous to a monoclonal antibody. A complete antibody
molecule can then be produced by fusing the V region of a
particular phage with the invariant part of the immuno-
globulin gene. These reconstructed antibody genes can be
introduced (transfected) into a suitable host cell line. These
genes will become part of the cell’s genome and will secrete
antibodies akin to hybridomas.

Monoclonal Antibodies Produced in Plants, Plantibodies

After undergoing genetic engineering techniques, plant
cells are capable of assembling and producing unlimited
quantities of antibodies, referred to as plantibodies (5).
This trademark name for human antibodies manufactured
in plants has functionally limitless production capacity and
lower costs than those associated with the yeast fermenta-
tion process that is currently being used to produce mass
quantities of human antibodies. This fairly recent finding
might prove to be of benefit in the medical, consumer, and
industrial applications of monoclonals. For example, it has
been postulated that the development of plantibodies with
a capability of sequestering heavy metals or radioactive
compounds might have a very positive impact on the
environment, particularly because their production is very
inexpensive and large supplies are easily produced.
Because the corn crop is so readily available worldwide,
and its kernel stores natural plantibodies, these can be
purified as needed by standard milling procedures. Potato
and tomato crops are also being used. The first clinical use
of the effectiveness of a plantibody was against the bacter-
ium, Streptococcus mutans. This organism produces lactic
acid that erodes tooth enamel. The plantibody was brushed
onto human teeth for 3 weeks and tooth decay was pre-
vented for up to 4 months. The action of the antibody was to
prevent the bacterium from binding to the tooth surface.
Plantibody-containing gels are being developed to prevent
genital herpes infections and to protect newborn babies
during delivery against transmission of the Herpes virus
from infected mothers. Plantibodies against human immu-

nodeficiency verus (HIV) and the production of sperm are
also being developed. Concerns have been expressed about
the use of genetically engineered food crops because of the
potential dangers of their getting into the wrong hands, or
disturbing the ecological balance.

The aforementioned technologies have revolutionized
the use of antibodies by providing a limitless supply of
antibodies with single and known specificity. Monoclonal
antibodies are now used in most serological assays, as
diagnostic probes and as therapeutic agents.

TECHNIQUES FOR USING MONOCLONAL ANTIBODIES
AS SEROLOGICAL AND DIAGNOSTIC PROBES

Monoclonal antibodies can serve as tools for diagnosing
and treating disease and are valuable agents in the
research laboratory. Their utility required the develop-
ment of procedures that would permit them to be viewed
at the particular region of interest. Some of the most widely
used techniques are described in the following sections (1).

Immunofluorescence

Since antibodies bind stably and specifically to their cor-
responding antigen, they are invaluable as probes for
identifying a particular molecule in cells, tissues, or bio-
logical fluids. Monoclonal antibody molecules (Mabs) can
be used to locate their target molecules accurately in single
cells or tissue sections by a variety of different labeling
techniques. When either the antibody itself, or the anti-
Mab that is used to detect it, is labeled with a fluorescent
dye the technique is known as immunofluorescence. As in
all serological techniques, the antibody binds stably to its
antigen, allowing any unbound antibody to be removed by
thorough washing. The fluorescent dye can be covalently
attached directly to the specific antibody, but more com-
monly, the bound antibody is detected by a secondary
fluorescent anti-immunoglobulin; that is, the first antibody
binds to the antigen and a fluorescent secondary antibody
(antibody) is targeted to the primary antibody–antigen
complex. The technique is known as indirect immunofluor-
escence, which is demonstrated in Fig. 4, where the binding
of the first antibody to the antigen is followed by the
binding of the antibody. The dyes chosen for immunofluor-
escence are excited by light of a particular wavelength, and
emit light of a different wavelength in the visible spectrum.
By using selective filters that can permit only certain
wavelengths of light to pass, only that light coming from
the dye or fluorochrome used is detected in the fluorescence
microscope. Therefore, the antibody can be located by
virtue of its emission of fluorescent light. The recently
developed confocal fluorescent microscope considerably
enhances the resolution of the technique. If different dyes
are attached to different antibodies, the distribution of two
or more Mabs can be determined in the same cell or tissue
section. Differentiating between the antibodies occurs
because either the dye or the fluorochrome will excite at
different wavelengths or because they will emit their fluor-
escence at different wavelengths. An example of the immu-
nofluorescence technique is shown in Fig. 4, whereby,
through the use of monoclonal antibodies targeted to

MONOCLONAL ANTIBODIES 601



intracellular proteins, certain structures within the cell
become visible. The structure shown in Fig. 5 is that of the
spindle, which appears during cell division. During certain
phases of cell division, the chromosomes arrange themselves
in the equatorial plane of the spindle. The spindle is made
up of microtubules that, in turn, are composed of proteins.
Monoclonal antibodies that would bind to two specific pro-
teins, a and g-tubulin, of the microtubule were synthesized
and labeled with two different fluorochromes. During cell
division, the cells were exposed to the fluorescent-labeled
Mabs that formed a complex with the proteins and per-
mitted visualization of the spindle.

Immunohistochemistry

An alternative to immunofluorescence for detecting a pro-
tein in tissue sections is immunohistochemistry, in which
the specific Mab is chemically coupled to an enzyme that
converts a colorless substrate into a colored reaction pro-

duct in situ. The Enzyme-Linked ImmunoSorbent Assay
(ELISA) is a technique that detects and quantifies specific
antigens from a mixture. It is widely used in procedures
that screen blood for viral or bacterial contamination, to
detect infections, toxins, illegal drugs, or allergens, and in
measuring hormone levels, such as in pregnancy or thyroid
function. The assay involves the binding of an antibody to a
solid surface and exposing it to the antigens. A second
complex, consisting of the same antibody, but additionally
tagged with a particular enzyme, is exposed to the initial
antibody–antigen conjugate and binds. After washing the
surface to remove excess unbound antigen, a colorless
substrate is added that permits the antigen to be converted
into a colored product that can be read and measured using
absorption spectrometry. The intensity of color is pro-
portional to the concentration of bound antigen. A sche-
matic of the ELISA assay is shown in Fig. 6. A more
detailed description of the Elisa procedure can be found
in (Kimball’s Biology Pages http://biology-pages.info).
Horseradish peroxidase and alkaline phosphatase are also
used as enzymes in immunochemistry assays. An example
of the utility of these enzymes for protein detection is
shown in Fig. 7.

Immunoelectron Microscopy

Antibodies can be used to detect the intracellular location
of structures or particular molecules by electron micro-
scopy, a technique known as immunoelectron microscopy.
After labeling Mabs with gold particles and targeting them
to samples, they can then be examined in the transmission
electron microscope. Since electrons do not penetrate
through gold particles, the regions in which the antibodies
bind appear as dark dots.
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Figure 4. Indirect immunofluorescence. The primary antibody
binds to the antigen and the fluorescent antiantibody binds to
the primary thereby increasing the signal. [Courtesy of Prof. v.
Sengbusch (http://www.biologie.uni-hamburg.de/b-online/d00/
copyrig.htm).]

Figure 5. Dividing cells (mitosis: metaphase, anaphase, and
telophase) were stained with monoclonal antibodies against two
intracellular proteins, a-tubulin in green, and g-tubulin in red.
Because these proteins constitute the spindle, the intracellular
structure upon which chromosomes line up during mitosis, the struc-
ture is visualized by virtue of the difference in the fluoro-
chromes tagged to the Mabs that were bound to the proteins.
Chromosomes were stained with a blue dye. (www.img.cas.cz/dbc/
gallery.htm.)
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Figure 6. Schematic of ELISA assay protocol. [Courtesy of Prof.
John Kimball (http://users.rcn.com/jkimball.ma.ultranet/Biology
Pages/E/Elisa.html).]



Blotting Techniques

Immunoblotting or Western blotting is used to identify the
presence of a given protein in a cell lysate. Cells are placed
in detergent to solubilize all cell proteins and the lysate
(the material resulting from the ruptured cells) is run on
sodium dodecyl sulfate polyacrylamide gel electrophoresis
(SDS–PAGE), which enables protein migration and
separation by size. Further resolution is achieved if the
proteins are initially separated by charge according to their
isoelectric point and then by size. This technique is referred
to as two-dimensional (2D) gel electrophoresis. The pro-
teins are then transferred (blotted) from the gel to a stable
support, such as a nitrocellulose membrane for easier
handling. Specific proteins of interest in the lysate’s mix-
ture are detected by incubating the membrane with a Mab
that can react with a defined protein on the membrane. An
example of the technique is shown in Fig. 7. The proteins

boundtotheantibodiesarerevealedbyenzyme-labeled,anti-
immunoglobulin antibodies. By this technique the presence
or absence, as well as the amounts of specific proteins, can be
monitored following a variety cell treatments. Specific DNA
labeled with antigen (hapten)-bound nucleotides can be
blotted onto a membrane and detected with Mabs against
the hapten. This allows the detection of viral or bacterial
DNA in tissues or body fluids, as generated by PCR.

Purification Techniques

Affinity chromatography and immunoprecipitation are
techniques that enable purification of molecules and their
characterization. A mixture of molecules can be incubated
with a Mab, which is chemically attached to a solid support.
The bound antibody–antigen complex is washed from
unbound molecules by centrifugation, and then the mole-
cule of interest is eluted for further characterization. These
techniques are useful for protein purification, for determin-
ing its molecular weight, its abundance, distribution, and
whether it undergoes chemical modifications as a result of
processing within the cell.

Immunoelectrophoresis

Two-dimensional electrophoresis is used to separate dif-
ferent antigens that might be present in one solution. The
antigens are separated on the basis of their electrophoretic
mobility. The currents are run at right angles to each other,
driving the antigens into the antiserum (containing Mabs).
Peaks are obtained when the antigen forms a complex with
the antibody; the area under the peaks gives the concen-
tration of antigen as shown in Fig. 8. Rocket electrophor-
esis is a similar technique. Here, after a current is applied,
the antigens are separated based upon their ionic charge by
their differential migration through a gel that contains
antibody. As shown in Fig. 9, concentration is determined
by the migration distance. In countercurrent electrophor-
esis, the greater internal osmotic pressure drives the anti-
body backwards into a gel after a current is applied. An
antigen that is negatively charged will form a complex with
the antibody in the gel in a pH-dependent process.

Instrumentation

An immensely powerful tool for defining and enumerating
and isolating cells is the use of the fluorescence-activated
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Figure 7. Detection of the measles virus (MV) P-protein by
Western Blot in MV infected and noninfected cells. Whole-cell
lysates were prepared from MV that was either persistently
infected (NS20-MV) or notinfected (NS20) mouse neuroblastoma
cells. The proteins in the lysates were separated by SDS–PAGE
and blotted onto nitrocellulose paper. The blot was incubated with
a Mab against the MV P-protein, followed by a secondary
antimouse immunoglobulin antibody linked to horseradish
peroxidase. The P-protein band was detected when a substrate
was added that was modified by peroxidase on the blot and caused
light to be released. Light was detected on a specific band after
exposure to film. The results show that only the measles- infected
cells express the viral protein. (Courtesy of Jacob Gopas.)
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Figure 8. Two-dimensional immuno-
electrophoresis. Antigens are sepa-
rated on the basis of electrophoretic
mobility. [Courtesy of the Natural
Toxins Research Center at Texas
A&M University – Kingsville (http://
ntri.tamuk.edu/).]



cell sorter (FACS). This instrument is used to study the
properties of cell subsets identified using Mabs to cell
surface proteins. Individual cells are first tagged by treat-
ment with specific fluorescent Mabs. The mixture of
labeled cells is then forced with a much larger volume of
fluid through a nozzle, creating a fine stream of liquid
containing cells spaced singly at intervals. As each cell
passes through a laser beam it scatters the laser light, and
any dye molecules bound to the cell will be excited and
fluoresce. Sensitive photomultiplier tubes detect both the
scattered light, which gives information on the size and
granularity of the cell, and the fluorescence emission,
provide quantification of the binding of the labeled Mabs,
and on the expression of cell-surface proteins by each cell.
In the cell sorter, the signals passed back to the computer
are used to generate an electric charge, which is passed
from the nozzle through the liquid stream. Droplets con-
taining a charge can then be deflected from the main
stream as they pass between plates of opposite charge.
In this way a specific population of cells, distinguished by
the binding of the labeled antibody and its defined elec-
trical charge, can be extracted and purified from a mixed
population of cells. Alternatively, to deplete a population of
cells, a labeled antibody directed at marker proteins
expressed by undesired cells will direct the cells to a waste
channel, retaining only the unlabeled cells. Several Mabs
labeled with different fluorochromes can be used simulta-
neously. FACS analysis can give quantitative data on the
percentage of cells bearing different molecules, and the
relative abundance of the particular molecules in the cell
population, 10,000 cells in a typical experiment demon-
strates the retrieval of data after FACS analysis. An exam-
ple of data output from FACS is shown in Fig. 10.

Mabs as Molecular Probes

Mabs can also be used to determine the function of mole-
cules. Some antibodies are able to act as agonists, when the
binding of the Mab to the molecule mimics the binding of
the natural ligand (antigen) and activates its function. For
example, antibodies to the CD3 antigen present on mature
human T cells have been used to stimulate the T cells. This

occurs because CD3 is associated with the T-cell receptor
and is responsible for signal transduction of the receptor.
Conversely, Mabs can function as antagonists, inhibiting
the binding of the natural ligand and thus blocking its
function. For example, antibodies that block the epidermal
growth factor receptor (a growth stimulating protein) func-
tion as antagonists.

THE USE OF MONOCLONAL ANTIBODIES
AS THERAPEUTIC AGENTS

Mabs against cell-surface molecules have been used to
remove specific lymphocyte subsets or to inhibit cell func-
tion in vitro. Cytotoxic drugs kill proliferating cells indis-
criminately. In contrast, antibodies can interfere with
immune responses in a nontoxic and much more specific
manner. For example, Mabs can be used to remove unde-
sirable lymphocytes from donor bone marrow cells prior to
transplantation. This treatment selectively removes lym-
phocytes that recognize the host tissues as ‘‘foreign’’ and
induce a potentially fatal condition known as Graft versus
Host reaction (6).
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Figure 9. Rocket electrophoresis. Antigen is electrophoresed into
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[Courtesy of the Natural Toxins Research Center at Texas A&M
University – Kingsville (http://ntri.tamuk.edu/).]
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Figure 10. FACS analysis. Characterizing cells at different
stages of development through the use of fluorescent labeled
monoclonal antibodies against cell surface markers is one of the
most common applications of flow cytometry. Changes in the
relative numbers, absolute counts, or in the ratio of cell types
can provide valuable information as to the status of the immune
system in human disorders or animal models. Different cell types
can be detected and quantified from a mixed population by the use
of monoclonal antibodies labeled with different fluorescent dyes
that have nonoverlapping emission spectra. In this example
experiment, blood lymphocytes were incubated with two
different Mabs, CD19, and CD3. CD19 was labeled with the
fluorochrome phycoerythrin (PE) and binds a cell membrane
molecule specific for B-lymphocytes. The CD3 was labeled with
fluorecein isothyocyanate (FITC) that detects a cell membrane
protein specific for T-lymphocytes. Three populations of cells
were detected in this experiment according to the antibody
bound to the cells. The logarithmic x and y axis represent
relative amounts of fluorescence detected on cells labeled with
FITC or PE, respectively. The blue dots represent cells unstained
by either of the antibodies, the red dots represent B-lymphocytes
that were detected by CD19 and the green dots represent
T-lymphocytes, CD3 positive cells. No cells were detected that
bound both antibodies (top right quadrant).



Mabs are being tested experimentally to inhibit trans-
plant rejection, to alleviate and suppress autoimmune
disease and in cancer detection and treatment. The major
impediment to therapy with monoclonal antibodies in
humans is that these antibodies are mostly of mouse origin,
and humans rapidly develop antibody responses to mouse
antibodies. This not only blocks the actions of the mouse
antibodies, but leads to allergic reactions. If this occurs,
future treatment of the same patient with any mouse Mab
is unacceptable. In principle, the problem can be avoided by
producing antibodies that are not recognized as foreign by
the human immune system. Several strategies are being
explored for their construction. One approach is to clone
human V regions into a phage display library (see above)
and select for its ability to bind human cells. With this
method, Mabs that are entirely human in origin can be
obtained. Second, mice that lack endogenous immunoglo-
bulin genes can be made ‘‘transgenic’’ (chimeric). That is,
they can have human genes put into their genome through
recombinant DNA techniques. When this occurs, they will
then express human immunoglobulin heavy and light
genes and eventually antibody molecules. A third approach
is to graft the variable region of a mouse Mab into the rest
of the human immunoglobulin molecule, in a process
known as humanization. These recombinant antibodies
are far less immunogenic in humans than the Mabs of
the parent mouse, therefore, they can be used for more
efficient and repeated treatment of humans with far less
risks. In some cases even humanized antibodies may evoke
an immune response and must be administered with
immunosuppressive drugs.

THE USE OF MONOCLONAL ANTIBODIES IN THE
DETECTION, FOLLOW-UP, AND TREATMENT OF CANCER

Tumor-Specific Antigens

For the greater part of the twentieth century, it was
assumed that any antigens present on the cell surface of
tumor cells would also be present in normal cells; therefore,
few investigations were undertaken to elicit any autoim-
mune response against cancer cells. However, once inbred
mouse strains bearing transplanted syngeneic (genetically
identical) tumors became available, research studies vali-
dated that immune reactions against these tumors could be
induced with no toxic effects on normal tissues, and scien-
tists began to pursue the identification of ‘‘tumor specific
antigens’’. Shared tumor antigens were found in many of
the same types of cancers in different patients, and unique
antigens were isolated that were specific for a particular
cancer in a particular patient. The SEREX database lists
the antigens that have been isolated from humans (7).
These antigens have the ability to generate an immune
response when introduced into a patient.

The advent of monoclonal antibodies suggested the
possibility of targeting and destroying tumors by making
antibodies against tumor-specific antigens. However, this
relies upon the identification of a tumor-specific antigen
that is located on the surface of cancer cells. Because of
their ability to differentiate between normal and malig-
nant tissues and to exact a variety of antitumor responses,

Mabs offer a significant advantage to conventional forms of
therapy. Several monoclonal antibodies have already been
proven to be relatively well tolerated and effective for the
treatment of many different malignant diseases.

Approaches to Cancer Immunotherapy

Approaches to cancer immunotherapy can be either active
or passive. For example, in the active category, tumor
vaccines that immunize against particularly defined tumor
antigens, can be used. In the passive category is the use of
monoclonal antibodies that are either conjugated, uncon-
jugated, or radiolabeled. These same approaches can also
be categorized as specific, wherein antigens are directly
targeted, or nonspecific, where immune cells are used to
directly target tumor cells. Other approaches are taken
that elicit antitumor effects with different mechanisms,
such as using antibodies to block growth factors or recep-
tors on cells; targeting specific tissue components of the
tumor or its blood vessels; interfering with cell signals; or
with apoptosis (programmed cell death) (8).

Magic Bullets

While such Mab-based therapies offer a high potential to
fulfill the promise of ‘‘magic bullets’’ for the treatment of
malignant disease, successful application of these thera-
pies is often impaired by several impediments. Factors
inhibiting the therapeutic benefit of Mabs may include
low or heterogeneous expression of target antigens by
tumor cells, high background expression of antigen on
normal cells, host antibody immune responses to the Mabs
themselves, insufficient anti-tumor response after Mab
binding, as well as physical obstructions preventing anti-
body binding, such as crossing to and from blood vessels as
well as tissue barriers en route to the solid tumor mass (9).
These factors influence the ability of the Mabs to penetrate
to the tumor.

IMAGING TUMORS WITH MONOCLONAL ANTIBODIES

Mabs in Nuclear Medicine

The presence of malignant tumors can be detected through
the use of monoclonal antibodies radiolabeled most fre-
quently with the isotopes technetium-99m (99mTc) or
indium-111 (111In). The particular label selected depends
upon the size of the antibody. For example, large fragments
or whole antibodies require a longer half-life isotope, such
as 111In (T1/2¼ 2.8 days), whereas smaller Fab fragments,
that are cleared from the body more quickly, can be labeled
with 99mTc (T1/2 ¼ 6 h). Imaging is performed by a Single
Photon Emission Computed Tomography (SPECT) camera
whose detectors scan the body and register the radioactive
counts. The counts are then mathematically transformed
into an image that displays the sites of radioactivity. The
nuclear medicine procedure that utilizes this procedure is
known as Tumor-Specific Monoclonal Antibody Radio-
scintigraphy. Because of occasional difficulties with these
techniques, such as inadequate tumor perfusion, inade-
quate amounts of antigen on the surface of the tumor
cells, antigen heterogeneity, and nonspecific uptake, new
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approaches are being investigated. However, due to limited
clinical experience, it is too early to predict whether they
will improve imaging performance (10). Among these
methods is the use of other imaging techniques, such as
bone scans or computed tomography (CT), in conjunction
with SPECT. In other approaches, attempts are being
made to augment surface tumor cell antigens by presti-
mulation with growth factors, such as cytokines (11).

TREATMENT OF HEMATOLOGICAL MALIGNANCIES

Blood-Cell Cancers

Surface antigens on B- and T-cell lymphocytes are also
useful targets for the treatment of blood cell (hematopoietic)
malignancies, such as leukemias and lymphomas. These
antigens are also expressed at high levels on the surface of
various populations of malignant cells, but not on normal
tissues. With few barriers present to impede Mab binding,
hematologic malignancies are well suited to Mab-based
therapy. In recent years, several promising Mab-based
therapies for the treatment of hematologic malignancies
have been developed and either have already received U.S.
Food and Drug Administration (FDA) approval or are in
the advanced phases of clinical testing (12). The chimeric
antibody, rituxan (rituximAb, Genentech, San Francisco,
CA) was among the first Mabs awarded Food and Drug
Administration approval for the treatment of non-Hodg-
kin’s lymphoma (13,14). This chimeric (human–mouse)
antibody binds CD20, a cell surface antigen expressed on
mature B lymphocytes and over 90% of non-Hodgkin’s
lymphoma cells, but not on hematopoetic progenitor or
stem cells. Rituxan has proven to be well tolerated and
effective in the treatment of non-Hodgkin’s lymphoma
either by itself, or in combination with traditional che-
motherapy, particularly in patients who are refractory to
other types of therapy (15). Campath-1 (alemtuzumAb, Ilex
Oncology, San Antonio, TX) is another antibody that has
also received FDA approval for the treatment of patients
suffering from chronic lymphocytic leukemia. A third Mab
to receive FDA approval for the treatment of hematologic
malignancies is the chimeric Mab, mylotarg (gemtuzumAb
ozogamicin, Wyeth-Ayerst Laboratories, Philadelphia,
PA). This antibody targets the CD33 antigen expressed
on myeloid (white cells) precursors and leukemic cells, and
is absent from normal tissues and pluripotent hematopoe-
tic (blood-cell producing) stem cells.

TREATMENT OF SOLID TUMORS

In comparison to the management of hematologic malig-
nancies, successful treatment of solid tumors with Mabs has
proven more elusive; however, some significant therapeutic
benefits have been achieved. Herceptin (trastuzumAb, Gen-
entech) is a humanized antibody that has received FDA
approval for the treatment of metastatic breast cancer. This
Mab recognizes an extracellular domain of the HER-2 pro-
tein. Clinical trials with herceptin have shown it to be well
tolerated both as a single agent for second or third line
therapy, or in combination with chemotherapeutic agents as

a first line of therapy. Combination therapy resulted in a
25% improvement of overall survival in patients with
tumors that overexpress HER-2, and that are refractory
to other forms of treatment (16).

The antiepithelial cellular adhesion tumors Mab mole-
cule, Panorex (eclrecolomAb, GlaxoSmith-Kline, United
Kingdom), is another Mab -based therapy that is currently
being used for the treatment of colorectal cancer. Panorex
has shown tangible benefit for cancer patients and has
received approval in Germany for the treatment of
advanced colorectal cancer. Like other Mabs used for the
treatment of solid tumors, Panorex has proven more effi-
cacious in the treatment of micrometastatic lesions and
minimal residual disease in comparison to bulky tumor
masses (17).

The failure of Mabs in the treatment of bulky lesions is
primarily attributable to the low level of injected Mabs that
actually reaches its target within a sizable solid-tumor
mass. Studies using radiolabeled Mabs suggested that only
a very small percentage of the original injected antibody
dose, �0.01–0.1/g of tumor tissue, will ever reach target
antigens within a solid tumor (18). This low level of binding
is due to the series of barriers confronted by an adminis-
tered Mab en route to antigens expressed on the surface of
tumor cells.

ELICITING ANTITUMOR RESPONSES

After successfully negotiating the gauntlet of obstacles
obstructing access to the target cells within a tumor, a
therapeutic Mab must still be capable of eliciting a potent
antitumor response. Although it is often ambiguous as to
the exact mechanisms by which a particular Mab may
mediate an antitumor response, both direct and indirect
mechanisms can potentially be involved.

Antibodies of the IgG1 and IgG3 isotypes can support
effector functions of both antibody-dependent cell-
mediated cytotoxicity and complement-dependent cytotoxi-
city. Antibody-dependent cell-mediated cytotoxicity is trig-
gered by interaction between the Fc region of a cell-bound
antibody and Fc receptors on immune effector cells such as
neutrophils, macrophages, and natural killer cells. This
mechanism is critical for the antitumor effects of several
therapeutic Mabs.

Many early studies showed that murine Mabs had
limited potential to elicit a potent antitumor response,
because the murine Fc regions are less efficient at recruit-
ing human effector cells than their human counterparts.
This problem has been largely alleviated by the use of
chimeric and humanized antibodies. Genetic engineering
techniques have also been used to improve the immunolo-
gic effects of therapeutic Mabs by altering antibody shape
and size, increasing the valency (bonds of affinity) of Mabs,
and creating bifunctional antibodies with two antigenic
receptors, one to a tumor antigen and another to an effector
cell to increase efficiency of antibody-dependent cell-
mediated cytotoxicity (19).

In addition to immunologic effects, Mabs can induce
antitumor effects by a variety of direct mechanisms, includ-
ing the induction of apoptosis (programmed cell
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death) (20), or the prevention of soluble growth factors from
binding their cognate receptors, such as epidermal growth
factor (EGF-R) (21) and HER-2 (22). Additionally, Mabs
can also be engineered to deliver a cytotoxic agent directly
to the tumor. This offers the potential to combine the
biological effects of Mabs with the additional effect of a
targeted cytotoxic response. The anti-CD33 Mabs, mylo-
targ, is one such antibody. Combined with the cytotoxic
agent, calichaemicin, mylotarg has been reported to be
relatively well tolerated, and effective in the treatment
of chronic lymphocytic leukemia (23). Antibodies can also
be engineered to deliver ionizing radiation directly to
tumor cells. Mabs have been conjugated to both a- and
b-particle emitting radionuclides (24). Clinical trials in
humans also portend the promise of radiolabeled Mabs
for the treatment of cancer. In a recent phase III rando-
mized study, patients with relapsed or refractory non-
Hodgkin’s lymphoma were treated with yttrium-90 and
iodine-131 labeled Mabs targeting the CD20 antigen (ibri-
tuximomAb, tiuxetan, and tositumomAb, respectively).
Patients treated with these radiolabeled Mabs showed a
statistically significant increase in overall response com-
pared with those treated with an unlabeled version of the
Mab (rituximAb) (25).

OTHER USES FOR MONOCLONAL ANTIBODIES

Proteomics

After having sequenced the entire human genome, the
current task is to understand the ‘‘proteome’’ by identifica-
tion and quantification of all proteins in a given sample. So
far, DNA microarrays have been employed to detect the
transcription level [production of messenger ribonucleic
acid (mRNA)] of genes in cells. However, it has been found
that there is no stringent correlation between transcription
level and protein abundance. Furthermore, the status of a
protein in terms of its modification and structure cannot be
determined by DNA microarrays. To solve this problem,
antibody microarrays are envisioned to replace DNA
microarrays in proteome research. These arrays consist
of a multitude of different antibodies that are immobilized
on a solid support and allow characterization of the protein
repertoire of a given sample. However, the production of
such antibody microarrays and its application require the
provision of highly specific and stable antibodies, posses-
sing high affinity and showing no cross-reactivity. Protein
and antibody microarrays can be made to encompass as
many as 10,000 samples on a chip within the dimensions of
a microscope slide (26).

Monoclonal Antibodies in the Food Industry

Monoclonal antibodies are being used in the wine industry.
Odors sometimes observed in spoiled food or corked wines
are often the result of microbes present in the wood packa-
ging materials. However, this phenomenon has also been
observed in bottled water, suggesting that there may be
secondary contaminants, such as residues of pesticides
that can affect the quality of any packaged food or bev-
erage. To further the quality assurance of products in the

wine industry, a project is being carried out to raise anti-
bodies against a TCA molecule (2,4,6-trichcholoanisole)
that is thought to be present in cork stoppers and is
responsible for the musty taste in wine. The ELISA assay
will be employed to detect trace amounts of the contam-
inating molecule. Also an immunosensor will be used to
electrochemically detect the antibody levels present (27).
Monoclonal antibodies have also been developed against
the vegetative cells and spores of Bacillus cereus (28). This
bacterium seems to be implicated in food poisoning and is
also responsible for food spoilage. It is impossible for the
food industry to exclude B. cereus from its products because
B. cereus cells can survive heat processing and can grow in
foods kept at refrigerated storage conditions. Two different
antibodies were developed. One was used as a specific
capture antibody to destroy the bacterium; the other as
a detector antibody that would simply identify the presence
of B. cereus. The ELISA assay was used to detect and
quantify the vegetative cells of this pathogenic organism.

Potato cyst nematodes are pests that destroy the potato
food crops. Monoclonal antibodies are being used to assist
in the development of the plant’s resistance to the nema-
tode (29). Recombinant plant monoclonal antibodies have
been engineered to protect poultry against coccidosis infec-
tions (30).

Monoclonal Antibodies and Bioterrorism

The same plant biotechnology described above is being
developed to create strategic reserves of vaccines and
antibodies for infectious agents that could be used in
biowarfare. Multiple genes can be engineered in plants
intended to provide prolonged immunity against new
strains of pathogens that have different mechanisms of
action. With this technology, every plant cell will produce
the signature protein of a particular biowarfare agent.
That protein, in turn, will trigger an immune response
in a person who consumes the plant material in an unpro-
cessed or lightly processed form, but it will not cause the
disease. These antibodies can prevent infection on surface
areas, including nasal passages; clear infectious organisms
from the body; identify foreign organisms for destruction;
and neutralize and remove toxins. Among the disease-
causing substances are several potential bioterrorism
agents, such as the botulism toxin, anthrax, Ebola virus,
plague, and ricin, a poisonous protein found in the seeds of
the castor oil plant. Vaccines for anthrax (Bacillus anthra-
cis) and bubonic and pneumonic plague (Yersinia pestis),
two potentially deadly diseases that can be delivered as air-
borne agents, are being developed. Preliminary data
predicts success in using these plant-derived vaccines (31).

CONCLUDING REMARKS

Antibodies, monoclonal antibodies and antibody deriva-
tives constitute �20 % of biopharmaceutical products cur-
rently in development. Antibodies represent an important
and growing class of biotherapeutics. Progress in antibody
engineering has allowed the manipulation of the basic
antibody structure into its minimal essential functions,
and multiple methodologies have emerged for raising

MONOCLONAL ANTIBODIES 607



and tailoring specificity and functionality. The myriad of
monoclonal antibody structures that can be designed and
obtained in different formats from various production sys-
tems (bacterial, mammalian, and plants) represents a
challenge for the recovery and purification of novel immu-
notherapeutics (3). However, the general use in clinical
practice of antibody therapeutics is dependent not only on
the availability of products with required efficacy but also
on the costs of therapy. As a rule, a significant percentage
(50–80%) of the total manufacturing cost of a therapeutic
antibody is incurred during downstream processing. The
critical challenges posed by the production of novel anti-
body therapeutics include improving process economics
and efficiency to reduce costs, and fulfilling increasingly
demanding quality criteria for FDA approval.
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See also BORON NEUTRON CAPTURE THERAPY; IMMUNOTHERAPY.

MOSFET. See ION-SENSITIVE FIELD-EFFECT TRANSISTORS.

MRI. See MAGNETIC RESONANCE IMAGING.

MUSCLE ELECTRICAL ACTIVITY. See
ELECTROMYOGRAPHY.

MUSCLE TESTING, REHABILITATION AND. See
REHABILITATION AND MUSCLE TESTING.

MUSCULOSKELETAL DISABILITIES. See
REHABILITATION, ORTHOTICS FOR.
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ALI, MÜFTÜ, School of Dental Medicine, Boston, Massachu-
setts, Tooth and Jaw, Biomechanics of

ALPERIN, NOAM, University of Illinois at Chicago, Chicago,
Illinois, Hydrocephalus, Tools for Diagnosis and Treat-
ment of

ANSON, DENIS, College Misericordia, Dallas, Pennsylvania,
Environmental Control

ARENA, JOHN C., VA Medical Center and Medical College of
Georgia, Biofeedback

ARIEL, GIDEON, Ariel Dynamics, Canyon, California, Biome-
chanics of Exercise Fitness

ARMSTRONG, STEVE, University of Iowa, Iowa City, Iowa,
Biomaterials for Dentistry

ASPDEN, R.M., University of Aberdeen, Aberdeen, United
Kingdom, Ligament and Tendon, Properties of

AUBIN, C.E., Polytechniquie Montreal, Montreal Quebec,
Canada, Scoliosis, Biomechanics of

AYRES, VIRGINIA M., Michigan State University, East Lan-
sing, Michigan, Microscopy, Scanning Tunneling

AZANGWE, G., Ligament and Tendon, Properties of

BACK, LLOYD H., California Institute of Technology, Pasa-
dena, California, Coronary Angioplasty and Guidewire
Diagnostics

BADYLAK, STEPHEN F., McGowan Institute for Regenerative
Medicine, Pittsburgh, Pennsylvania, Sterilization of Bio-
logic Scaffold Materials

BANDYOPADHYAY, AMIT, Washington State University, Pull-
man, Washington, Orthopedic Devices, Materials and
Design for

BANERJEE, RUPAK K., University of Cincinnati, Cincinnati,
Ohio, Coronary Angioplasty and Guidewire Diagnostics

BARBOUR, RANDALL L., State University of New York Down-
state Medical Center, Brooklyn, New York, Peripheral
Vascular Noninvasive Measurements

BARKER, STEVEN J., University of Arizona, Tucson, Arizona,
Oxygen Monitoring

BARTH, ROLF F., The Ohio State University, Columbus,
Ohio, Boron Neutron Capture Therapy

BECCHETTI, F.D., University of Michigan, Ann Arbor, Michi-
gan, Radiotherapy, Heavy Ion

BELFORTE, GUIDO, Politecnico di Torino – Department of
Mechanics, Laryngeal Prosthetic Devices

BENKESER, PAUL, Georgia Institute of Technology, Atlanta,
Georgia, Biomedical Engineering Education

BENNETT, JAMES R., University of Iowa, Iowa City, Iowa,
Digital Angiography

BERSANO-BEGEY, TOMMASO, University of Michigan, Ann
Arbor, Michigan, Microbioreactors

BIGGS, PETER J., Harvard Medical School, Boston, Massa-
chusetts, Radiotherapy, Intraoperative

BIYANI, ASHOK, University of Toledo, and Medical College of
Ohio, Toledo, Ohio, Human Spine, Biomechanics of

BLOCK, W.F., University of Wisconsin–Madison, Madison,
Wisconsin, Magnetic Resonance Imaging

BLUE, THOMAS E., The Ohio State University, Columbus,
Ohio, Boron Neutron Capture Therapy

BLUMSACK, JUDITH T., Disorders Auburn University,
Auburn, Alabama, Audiometry

BOGAN, RICHARD K., University of South Carolina, Colum-
bia, South Carolina, Sleep Laboratory

BOKROS, JACK C., Medical Carbon Research Institute, Aus-
tin, Texas, Biomaterials, Carbon

BONGIOANNINI, GUIDO, ENT Division Mauriziano Hospital,
Torino, Italy, Laryngeal Prosthetic Devices

BORAH, JOSHUA, Applied Science Laboratories, Bedford,
Massachusetts, Eye Movement, Measurement Techni-
ques for

BORDEN, MARK, Director of Biomaterials Research, Irvine,
California, Biomaterials, Absorbable

BORTON, BETTIE B., Auburn University Montgomery, Mont-
gomery, Alabama, Audiometry

BORTON, THOMAS E., Auburn University Montgomery, Mont-
gomery, Alabama, Audiometry

BOSE SUSMITA,, Washington State University, Pullman,
Washington, Orthopedic Devices, Materials and Design
for

BOVA, FRANK J., M. D. Anderson Cancer Center Orlando,
Orlando, FL, Radiosurgery, Stereotactic

BRENNER, DAVID J., Columbia University Medical Center,
New York, New York, Computed Tomography Screening

BREWER, JOHN M., University of Georgia, Electrophoresis

BRIAN, L. DAVIS, Lerner Research Institute, The Cleveland
Clinic Foundation, Cleveland, Ohio, Skin, Biomechanics
of

BRITT, L.D., Eastern Virginia Medical School, Norfolk, Vir-
ginia, Gastrointestinal Hemorrhage

BRITT, R.C., Eastern Virginia Medical School, Norfolk,
Virginia, Gastrointestinal Hemorrhage

BROZIK, SUSAN M., Sandia National Laboratories, Albuquer-
que, New Mexico, Microbial Detection Systems

BRUNER, JOSEPH P., Vanderbilt University Medical
Center, Nashville, Tennessee, Intrauterine Surgical
Techniques

BRUNSWIG NEWRING, KIRK A., University of Nevada, Reno,
Nevada, Sexual Instrumentatio n

BRUYANT, PHILIPPE P., University of Massachusetts, North
Worcester, Massachusetts, Nuclear Medicine, Computers
in

BUNNELL, BERT J., Bunnell Inc., Salt Lake City, Utah, High
Frequency Ventilation

CALKINS, JERRY M., Defense Research Technologies, Inc.,
Rockville, Maryland, Medical Gas Analyzers

CANNON, MARK, Northwestern University, Chicago, Illinois,
Resin-Based Composites

v



CAPPELLERI, JOSEPH C., Pfizer Inc., Groton, Connecticut,
Quality-of-Life Measures, Clinical Significance of

CARDOSO, JORGE, University of Madeira, Funchal, Portugal,
Office Automation Systems

CARELLO, MASSIMILIANA, Politecnicodi Torino – Department
of Mechanics, Laryngeal Prosthetic Devices

CASKEY, THOMAS C., Cogene Biotech Ventures, Houston,
Texas, Polymerase Chain Reaction

CECCIO, STEVEN, University of Michigan, Ann Arbor, Michi-
gan, Heart Valve Prostheses, In Vitro Flow Dynamics of

CHAN, JACKIE K., Columbia University, New York, New
York, Photography, Medical

CHANDRAN, K.B., University of Iowa, Iowa City, Iowa, Heart
Valve Prostheses

CHATZANDROULIS, S., NTUA, Athens, Attiki, Greece, Capaci-
tive Microsensors for Biomedical Applications

CHAVEZ, ELIANA, University of Pittsburgh, Pittsburgh, Penn-
sylvania, Mobility Aids

CHEN, HENRY, Stanford University, Palo Alto, California,
Exercise Stress Testing

CHEN, JIANDE, University of Texas Medical Branch, Galves-
ton, Texas, Electrogastrogram

CHEN, YAN, Lerner Research Institute, The Cleveland Clinic
Foundation, Cleveland, Ohio, Skin, Biomechanics of

CHEYNE, DOUGLAS, Hospital for Sick Children Research
Institute, Biomagnetism

CHUI, CHEN-SHOU, Memorial Sloan-Kettering Cancer Cen-
ter, New York, New York, Radiation Therapy Treatment
Planning, Monte Carlo Calculations in

CLAXTON, NATHAN S., The Florida State University, Talla-
hassee, Florida, Microscopy, Confocal

CODERRE, JEFFREY A., Massachus etts Institute of Technol-
ogy, Cambridge, Massachusetts, Boron Neutron Capture
Therapy

COLLINS, BETH, University of Mississippi Medical Center,
Jackson, Mississippi, Hyperbaric Medicine

COLLINS, DIANE, University of Pittsburgh, Pittsburgh, Penn-
sylvania, Mobility Aids

CONSTANTINOU, C., Columbia University Radiation Oncol-
ogy, New York, New York, Phantom Materials in Radi-
ology

COOK, ALBERT, University of Alberta, Edmonton, Alberta,
Canada, Communication Devices

COOPER, RORY, University of Pittsburgh, Pittsburgh, Penn-
sylvania, Mobility Aids

CORK, RANDALL C., Louisiana State University,
Shreveport, Louisiana, Monitoring, Umbilical Artery
and Vein, Blood Gas Measurements; Transcuta neous
Electrical Nerve Stimulation (TENS); Ambulatory
Monitoring

COX, JOSEPHINE H., Walter Reed Army Institute of Research,
Rockville, Maryland, Blood Collection and Processing

CRAIG, LEONARD, Feinberg School of Medicine of Northwes-
tern University, Chicago, Illinois, Ventilators, Acute Med-
ical Care

CRESS, CYNTHIA J., University of Nebraska, Lincoln,
Nebraska, Communicative Disorders, Computer Applica-
tions for

CUMMING, DAVID R.S., University of Glasgow, Glasgow,
United Kingdom, Ion-Sensitive Field-Effect Transistors

CUNNINGHAM, JOHN R., Camrose, Alberta, Canada, Cobalt 60
Units for Radiotherapy

D’ALESSANDRO, DAVID, Montefiore Medical Center, Bronx,
New York, Heart–Lung Machines

D’AMBRA, MICHAEL N., Harvard Medical School, Cambridge,
Massachusetts, Cardiac Output, Thermodilution Mea-
surement of

DADSETAN, MAHROKH, Mayo Clinic, College of Medicine,
Rochester, Minnesota, Microscopy, Electron

DALEY, MICHAEL L., The University of Memphis, Memphis,
Tennessee, Monitoring, Intracranial Pressure
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Thermocouples

XIANG, ZHOU, Brigham and Women’s Hospital, Boston, Mas-
sachusetts, Biocompatibility of Materials

XUEJUN, WEN, Clemson University, Clemson, South
Carolina, Biomaterials, Testing and Structural Proper-
ties of

YAN, ZHOU, University of Notre Dame, Notre Dame, Indiana,
Bone Cement, Acrylic

YANNAS, IOANNIS V., Massachusetts Institute of Technology,
Skin Tissue Engineering for Regeneration

YASZEMSKI, MICHAEL J., Mayo Clinic, College of Medicine,
Rochester, Minnesota, Microscopy, Electron

xii CONTRIBUTOR LIST



YENI, YENER N., Henry Ford Hospital, Detroit, Michigan,
Joints, Biomechanics of

YLI-HANKALA, ARVI, Tampere University of Technology, Pori,
Finland, Monitoring in Anesthesia

YOKO, KAMOTANI, University of Michigan, Ann Arbor, Michi-
gan, Microbioreactors

YOON, KANG JI, Korea Institute of Science and Technology,
Seoul, Korea, Micropower for Medical Applications

YORKE, ELLEN, Memorial Sloan-Kettering Cancer Center,
New York, New York, Radiation Therapy Treatment Plan-
ning, Monte Carlo Calculations in

YOSHIDA, KEN, Aalborg University, Aalborg, Denmark, Elec-
troneurography

YOUNGSTEDT, SHAWN D., University of South Carolina,
Columbia, South Carolina, Sleep Laboratory

YU, YIH-CHOUNG, Lafayette College, Easton, Pennsylvania,
Blood Pressure, Automatic Control of

ZACHARIAH, EMMANUEL S., University of Medicine and Den-
tistry of New Jersey, New Brunswick, New Jersey, Immu-
nologically Sensitive Field-Effect Transistors

ZAIDER, MARCO, Memorial Sloan Kettering Cancer Center,
New York, New York, Prostate Seed Implants

ZAPANTA, CONRAD M., Penn State College of Medicine,
Hershey, Pennsylvania, Heart, Artificial

ZARDENETA, GUSTAVO, University of Texas, San Antonio,
Texas, Fluorescence Measurements

ZELMANOVIC, DAVID, Bayer HealthCare LLC, Tarrytown,
New York, Differential Counts, Automated

ZHANG, MIN, University of Washington, Seattle, Washington,
Biomaterials: Polymers

ZHANG, YI, University of Buffalo, Buffalo, New York, Cell
Counters, Blood

ZHU, XIAOYUE, University of Michigan, Ann Arbor, Michi-
gan, Microbioreactors

ZIAIE, BABAK, Purdue University, W. Lafayette, Indiana,
Biotelemetry

ZIELINSKI, TODD M., Medtronic, Inc., Minneapolis, Minne-
sota, Bioimpedance in Cardiovascular Medicine

ZIESSMAN, HARVEY A., Johns Hopkins University, Computed
Tomography, Single Photon Emission

CONTRIBUTOR LIST xiii





PREFACE

This six-volume work is an alphabetically organized compi-
lation of almost 300 articles that describe critical aspects of
medical devices and instrumentation.

It is comprehensive. The articles emphasize the contri-
butions of engineering, physics, and computers to each of the
general areas of anesthesiology, biomaterials, burns, cardi-
ology, clinical chemistry, clinical engineering, communica-
tive disorders, computers in medicine, critical care
medicine, dermatology, dentistry, ear, nose, and throat,
emergency medicine, endocrinology, gastroenterology,
genetics, geriatrics, gynecology, hematology, heptology,
internal medicine, medical physics, microbiology, nephrol-
ogy, neurology, nutrition, obstetrics, oncology, ophthalmol-
ogy, orthopedics, pain, pediatrics, peripheral vascular
disease, pharmacology, physical therapy, psychiatry, pul-
monary medicine, radiology, rehabilitation, surgery, tissue
engineering, transducers, and urology.

The discipline is defined through the synthesis of the core
knowledge from all the fields encompassed by the applica-
tion of engineering, physics, and computers to problems in
medicine. The articles focus not only on what is now useful
but also on what is likely to be useful in future medical
applications.

These volumes answer the question, ‘‘What are the
branches of medicine and how does technology assist each
of them?’’ rather than ‘‘What are the branches of technology
and how could each be used in medicine?’’ To keep this work
to a manageable length, the practice of medicine that is
unassisted by devices, such as the use of drugs to treat
disease, has been excluded.

The articles are accessible to the user; each benefits from
brevity of condensation instead of what could easily have
been a book-length work. The articles are designed not for
peers, but rather for workers from related fields who wish to
take a first look at what is important in the subject.

The articles are readable. They do not presume a detailed
background in the subject, but are designed for any person
with a scientific background and an interest in technology.
Rather than attempting to teach the basics of physiology or
Ohm’s law, the articles build on such basic concepts to show
how the worlds of life science and physical science meld to
produce improved systems. While the ideal reader might be
a person with a Master’s degree in biomedical engineering or
medical physics or an M.D. with a physical science under-
graduate degree, much of the material will be of value to
others with an interest in this growing field. High school
students and hospital patients can skip over more technical
areas and still gain much from the descriptive presentations.

The Encyclopedia of Medical Devices and Instrumenta-
tion is excellent for browsing and searching for those new
divergent associations that may advance work in a periph-
eral field. While it can be used as a reference for facts, the
articles are long enough that they can serve as an educa-
tional instrument and provide genuine understanding of a
subject.

One can use this work just as one would use a dictionary,
since the articles are arranged alphabetically by topic. Cross
references assist the reader looking for subjects listed under
slightly different names. The index at the end leads the
reader to all articles containing pertinent information on
any subject. Listed on pages xxi to xxx are all the abbrevia-
tions and acronyms used in the Encyclopedia. Because of
the increasing use of SI units in all branches of science, these
units are provided throughout the Encyclopedia articles as
well as on pages xxxi to xxxv in the section on conversion
factors and unit symbols.

I owe a great debt to the many people who have con-
tributed to the creation of this work. At John Wiley & Sons,
Encyclopedia Editor George Telecki provided the idea and
guiding influence to launch the project. Sean Pidgeon was
Editorial Director of the project. Assistant Editors Roseann
Zappia, Sarah Harrington, and Surlan Murrell handled the
myriad details of communication between publisher, editor,
authors, and reviewers and stimulated authors and
reviewers to meet necessary deadlines.

My own background has been in the electrical aspects of
biomedical engineering. I was delighted to have the assis-
tance of the editorial board to develop a comprehensive
encyclopedia. David J. Beebe suggested cellular topics such
as microfluidics. Jerry M. Calkins assisted in defining the
chemically related subjects, such as anesthesiology.
Michael R. Neuman suggested subjects related to sensors,
such as in his own work—neonatology. Joon B. Park has
written extensively on biomaterials and suggested related
subjects. Edward S. Sternick provided many suggestions
from medical physics. The Editorial Board was instrumen-
tal both in defining the list of subjects and in suggesting
authors.

This second edition brings the field up to date. It is
available on the web at http://www.mrw.interscience.wiley.
com/emdi, where articles can be searched simultaneously to
provide rapid and comprehensive information on all aspects
of medical devices and instrumentation.

JOHN G. WEBSTER
University of Wisconsin, Madison
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IMPEDANCE SPECTROSCOPY
INCUBATORS, INFANT
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INTRAAORTIC BALLOON PUMP
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LIVER TRANSPLANTATION
LUNG SOUNDS
MAGNETIC RESONANCE IMAGING
MAMMOGRAPHY
MEDICAL EDUCATION, COMPUTERS IN
MEDICAL ENGINEERING SOCIETIES

AND ORGANIZATIONS
MEDICAL GAS ANALYZERS
MEDICAL PHYSICS LITERATURE
MEDICAL RECORDS, COMPUTERS IN
MICROARRAYS
MICROBIAL DETECTION SYSTEMS
MICROBIOREACTORS
MICRODIALYSIS SAMPLING
MICROFLUIDICS
MICROPOWER FOR MEDICAL APPLICATIONS
MICROSCOPY AND SPECTROSCOPY, NEAR-FIELD
MICROSCOPY, CONFOCAL
MICROSCOPY, ELECTRON
MICROSCOPY, FLUORESCENCE
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MICROSURGERY
MINIMALLY INVASIVE SURGERY
MOBILITY AIDS
MONITORING IN ANESTHESIA
MONITORING, HEMODYNAMIC
MONITORING, INTRACRANIAL PRESSURE
MONITORING, UMBILICAL ARTERY AND VEIN
MONOCLONAL ANTIBODIES
NANOPARTICLES
NEONATAL MONITORING
NEUROLOGICAL MONITORS
NEUTRON ACTIVATION ANALYSIS
NEUTRON BEAM THERAPY
NONIONIZING RADIATION, BIOLOGICAL EFFECTS OF
NUCLEAR MAGNETIC RESONANCE SPECTROSCOPY
NUCLEAR MEDICINE INSTRUMENTATION
NUCLEAR MEDICINE, COMPUTERS IN
NUTRITION, PARENTERAL
OCULAR FUNDUS REFLECTOMETRY
OCULAR MOTILITY RECORDING AND NYSTAGMUS
OFFICE AUTOMATION SYSTEMS
OPTICAL SENSORS
OPTICAL TWEEZERS
ORTHOPEDIC DEVICES, MATERIALS AND

DESIGN FOR
ORTHOPEDICS, PROSTHESIS FIXATION FOR
OXYGEN ANALYZERS
OXYGEN MONITORING
PACEMAKERS
PANCREAS, ARTIFICIAL
PERIPHERAL VASCULAR NONINVASIVE

MEASUREMENTS
PHANTOM MATERIALS IN RADIOLOGY
PHARMACOKINETICS AND PHARMACODYNAMICS
PHONOCARDIOGRAPHY
PHOTOGRAPHY, MEDICAL
PHYSIOLOGICAL SYSTEMS MODELING
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THERMOGRAPHY
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ULTRASONIC IMAGING
ULTRAVIOLET RADIATION IN MEDICINE
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VENTILATORY MONITORING
VISUAL FIELD TESTING
VISUAL PROSTHESES
X-RAY EQUIPMENT DESIGN
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X-RAY THERAPY EQUIPMENT, LOW AND
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X-RAYS: INTERACTION WITH MATTER
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ABBREVIATIONS AND ACRONYMS

AAMI Association for the Advancement of
Medical Instrumentation

AAPM American Association of Physicists in
Medicine

ABC Automatic brightness control
ABET Accreditation board for engineering

training
ABG Arterial blood gases
ABLB Alternative binaural loudness balance
ABS Acrylonitrile–butadiene–styrene
ac Alternating current
AC Abdominal circumference; Affinity

chromatography
ACA Automated clinical analyzer
ACES Augmentative communication evaluation

system
ACL Anterior chamber lens
ACLS Advanced cardiac life support
ACOG American College of Obstetrics and

Gynecology
ACR American College of Radiology
ACS American Cancer Society; American

College of Surgeons
A/D Analog-to-digital
ADC Agar diffusion chambers; Analog-to-

digital converter
ADCC Antibody-dependent cellular

cytotoxicity
ADCL Accredited Dosimetry Calibration

Laboratories
ADP Adenosine diphosphate
A-D-T Admission, discharge, and transfer
AE Anion exchange; Auxiliary electrode
AEA Articulation error analysis
AEB Activation energy barrier
AEC Automatic exposure control
AED Automatic external defibrillator
AEMB Alliance for Engineering in Medicine

and Biology
AES Auger electron spectroscopy
AESC American Engineering Standards

Committee
AET Automatic exposure termination
AFO Ankle-foot orthosis
AGC Automatic gain control
AHA American Heart Association
AI Arterial insufficiency
AICD Automatic implantable cardiac

defibrillator
AID Agency for International Development
AIDS Acquired immune deficiency syndrome
AL Anterior leaflet
ALG Antilymphocyte globulin

ALS Advanced life support; Amyotropic
lateral sclerosis

ALT Alanine aminotransferase
ALU Arithmetic and logic unit
AM Amplitude modulation
AMA American Medical Association
amu Atomic mass units
ANOVA Analysis of variance
ANSI American National Standards Institute
AP Action potential; Alternative pathway;

Anteroposterior
APD Anterioposterior diameter
APL Adjustable pressure limiting valve;

Applied Physics Laboratory
APR Anatomically programmed radiography
AR Amplitude reduction; Aortic

regurgitation; Autoregressive
Ara-C Arabinosylcytosine
ARD Absorption rate density
ARDS Adult respiratory distress syndrome
ARGUS Arrhythmia guard system
ARMA Autoregressive-moving-average model
ARMAX Autoregressive-moving-average model

with external inputs
AS Aortic stenosis
ASA American Standards Association
ASCII American standard code for information

interchange
ASD Antisiphon device
ASHE American Society for Hospital Engineering
ASTM American Society for Testing and

Materials
AT Adenosine-thiamide; Anaerobic threshold;

Antithrombin
ATA Atmosphere absolute
ATLS Advanced trauma life support
ATN Acute tubular necrosis
ATP Adenosine triphosphate
ATPD Ambient temperature pressure dry
ATPS Ambient temperature pressure

saturated
ATR Attenuated total reflection
AUC Area under curve
AUMC Area under moment curve
AV Atrioventricular
AZT Azido thymidine
BA Biliary atresia
BAEP Brainstem auditory evoked potential
BAPN Beta-amino-proprionitryl
BAS Boston anesthesis system
BASO Basophil
BB Buffer base
BBT Basal body temperature
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BCC Body-centered cubic
BCD Binary-coded decimal
BCG Ballistocardiogram
BCLS Basic cardiac life support
BCRU British Commitee on Radiation Units

and Measurements
BDI Beck depression inventory
BE Base excess; Binding energy
BET Brunauer, Emmett, and Teller methods
BH His bundle
BI Biological indicators
BIH Beth Israel Hospital
BIPM International Bureau of Weights and

Measurements
BJT Bipolar junction transistor
BMDP Biomedical Programs
BME Biomedical engineering
BMET Biomedical equipment technician
BMO Biomechanically optimized
BMR Basal metabolic rate
BOL Beginning of life
BP Bereitschafts potential; Break point
BR Polybutadiene
BRM Biological response modifier
BRS Bibliographic retrieval services
BSS Balanced salt solution
BTG Beta thromboglobulin
BTPS Body temperature pressure saturated
BUN Blood urea nitrogen
BW Body weight
CA Conductive adhesives
CABG Coronary artery by-pass grafting
CAD/CAM Computer-aided design/computer-aided

manufacturing
CAD/D Computer-aided drafting and design
CADD Central axis depth dose
CAI Computer assisted instruction;

Computer-aided instruction
CAM Computer-assisted management
cAMP Cyclic AMP
CAPD Continuous ambulatory peritoneal

dialysis
CAPP Child amputee prosthetic project
CAT Computerized axial tomography
CATS Computer-assisted teaching system;

Computerized aphasia treatment system
CAVH Continuous arteriovenous hemofiltration
CB Conjugated bilirubin; Coulomb barrier
CBC Complete blood count
CBF Cerebral blood flow
CBM Computer-based management
CBV Cerebral blood volume
CC Closing capacity
CCC Computer Curriculum Company
CCD Charge-coupled device
CCE Capacitance contact electrode
CCF Cross-correlation function
CCL Cardiac catheterization laboratory
CCM Critical care medical services
CCPD Continuous cycling peritoneal

dialysis

CCTV Closed circuit television system
CCU Coronary care unit; Critical care unit
CD Current density
CDR Complimentary determining region
CDRH Center for Devices and Radiological

Health
CEA Carcinoembryonic antigen
CF Conversion factor; Cystic fibrosis
CFC Continuous flow cytometer
CFR Code of Federal Regulations
CFU Colony forming units
CGA Compressed Gas Association
CGPM General Conference on Weights and

Measures
CHO Carbohydrate
CHO Chinese hamster ovary
CI Combination index
CICU Cardiac intensive care unit
CIF Contrast improvement factor
CIN Cervical intraepithelial neoplasia
CK Creatine kinase
CLAV Clavicle
CLSA Computerized language sample analysis
CM Cardiomyopathy; Code modulation
CMAD Computer managed articulation diagnosis
CMI Computer-managed instruction
CMRR Common mode rejection ratio
CMV Conventional mechanical ventilation;

Cytomegalovirus
CNS Central nervous system
CNV Contingent negative variation
CO Carbon monoxide; Cardiac output
COBAS Comprehensive Bio-Analysis System
COPD Chronic obstructive pulmonary disease
COR Center of rotation
CP Cerebral palsy; Closing pressure; Creatine

phosphate
CPB Cardiopulmonary bypass
CPET Cardiac pacemaker electrode tips
CPM Computerized probe measurements
CPP Cerebral perfusion pressure;

Cryoprecipitated plasma
CPR Cardiopulmonary resuscitation
cps Cycles per second
CPU Central Processing unit
CR Center of resistance; Conditioned response;

Conductive rubber; Creatinine
CRBB Complete right bundle branch block
CRD Completely randomized design
CRL Crown rump length
CRT Cathode ray tube
CS Conditioned stimulus; Contrast scale;

Crown seat
CSA Compressed spectral array
CSF Cerebrospinal fluid
CSI Chemical shift imaging
CSM Chemically sensitive membrane
CT Computed tomography; Computerized

tomography
CTI Cumulative toxicity response index
CV Closing volume
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C.V. Coefficient of variation
CVA Cerebral vascular accident
CVP Central venous pressure
CVR Cardiovascular resistance
CW Continuous wave
CWE Coated wire electrodes
CWRU Case Western Reserve University
DAC Digital-to-analog converter
DAS Data acquisition system
dB Decibel
DB Direct body
DBMS Data base management system
DBS Deep brain stimulation
dc Direct current
DCCT Diabetes control and complications trial
DCP Distal cavity pressure
DCS Dorsal column stimulation
DDC Deck decompression chamber
DDS Deep diving system
DE Dispersive electrode
DEN Device experience network
DERS Drug exception ordering system
DES Diffuse esophageal spasm
d.f. Distribution function
DHCP Distributed Hospital Computer Program
DHE Dihematoporphyrin ether
DHEW Department of Health Education and

Welfare
DHHS Department of Health and Human Services
DHT Duration of hypothermia
DI Deionized water
DIC Displacement current
DIS Diagnostic interview schedule
DL Double layer
DLI Difference lumen for intensity
DM Delta modulation
DME Dropping mercury electrode
DN Donation number
DNA Deoxyribonucleic acid
DOF Degree of freedom
DOS Drug ordering system
DOT-NHTSA Department of Transportation Highway

Traffic Safety Administration
DPB Differential pencil beam
DPG Diphosphoglycerate
DQE Detection quantum efficiency
DRESS Depth-resolved surface coil spectroscopy
DRG Diagnosis-related group
DSA Digital subtraction angiography
DSAR Differential scatter-air ratio
DSB Double strand breaks
DSC Differential scanning calorimetry
D-T Deuterium-on-tritium
DTA Differential thermal analysis
d.u. Density unit
DUR Duration
DVT Deep venous thrombosis
EA Esophageal accelerogram
EB Electron beam
EBCDIC Extended binary code decimal interchange

code

EBS Early burn scar
EBV Epstein–Barr Virus
EC Ethyl cellulose
ECC Emergency cardiac care; Extracorporeal

circulation
ECCE Extracapsular cataract extinction
ECD Electron capture detector
ECG Electrocardiogram
ECM Electrochemical machining
ECMO Extracorporeal membrane oxygenation
ECOD Extracranial cerebrovascular occlusive

disease
ECRI Emergency Care Research Institute
ECS Exner’s Comprehensive System
ECT Electroconvulsive shock therapy;

Electroconvulsive therapy; Emission
computed tomography

EDD Estimated date of delivery
EDP Aortic end diastolic pressure
EDTA Ethylenediaminetetraacetic acid
EDX Energy dispersive X-ray analysis
EEG Electroencephalogram
EEI Electrode electrolyte interface
EELV End-expiratory lung volume
EER Electrically evoked response
EF Ejection fraction
EF Electric field; Evoked magnetic fields
EFA Estimated fetal age
EGF Epidermal growth factor
EGG Electrogastrogram
EIA Enzyme immunoassay
EIU Electrode impedance unbalance
ELF Extra low frequency
ELGON Electrical goniometer
ELISA Enzyme-linked immunosorbent assay
ELS Energy loss spectroscopy
ELV Equivalent lung volume
EM Electromagnetic
EMBS Engineering in Medicine and Biology

Society
emf Electromotive force
EMG Electromyogram
EMGE Integrated electromyogram
EMI Electromagnetic interference
EMS Emergency medical services
EMT Emergency medical technician
ENT Ear, nose, and throat
EO Elbow orthosis
EOG Electrooculography
EOL End of life
EOS Eosinophil
EP Elastoplastic; Evoked potentiate
EPA Environmental protection agency
ER Evoked response
ERCP Endoscopic retrograde

cholangiopancreatography
ERG Electron radiography;

Electroretinogram
ERMF Event-related magnetic field
ERP Event-related potential
ERV Expiratory reserve volume
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ESCA Electron spectroscopy for chemical
analysis

ESI Electrode skin impedance
ESRD End-stage renal disease
esu Electrostatic unit
ESU Electrosurgical unit
ESWL Extracorporeal shock wave lithotripsy
ETO, Eto Ethylene oxide
ETT Exercise tolerance testing
EVA Ethylene vinyl acetate
EVR Endocardial viability ratio
EW Extended wear
FAD Flavin adenine dinucleotide
FARA Flexible automation random analysis
FBD Fetal biparietal diameter
FBS Fetal bovine serum
fcc Face centered cubic
FCC Federal Communications Commission
Fct Fluorocrit
FDA Food and Drug Administration
FDCA Food, Drug, and Cosmetic Act
FE Finite element
FECG Fetal electrocardiogram
FEF Forced expiratory flow
FEL Free electron lasers
FEM Finite element method
FEP Fluorinated ethylene propylene
FES Functional electrical stimulation
FET Field-effect transistor
FEV Forced expiratory volume
FFD Focal spot to film distance
FFT Fast Fourier transform
FGF Fresh gas flow
FHR Fetal heart rate
FIC Forced inspiratory capacity
FID Flame ionization detector; Free-induction

decay
FIFO First-in-first-out
FITC Fluorescent indicator tagged polymer
FL Femur length
FM Frequency modulation
FNS Functional neuromuscular stimulation
FO Foramen ovale
FO-CRT Fiber optics cathode ray tube
FP Fluorescence polarization
FPA Fibrinopeptide A
FR Federal Register
FRC Federal Radiation Council; Functional

residual capacity
FSD Focus-to-surface distance
FTD Focal spot to tissue-plane distance
FTIR Fourier transform infrared
FTMS Fourier transform mass spectrometer
FU Fluorouracil
FUDR Floxuridine
FVC Forced vital capacity
FWHM Full width at half maximum
FWTM Full width at tenth maximum
GABA Gamma amino buteric acid
GAG Glycosaminoglycan
GBE Gas-bearing electrodynamometer

GC Gas chromatography; Guanine-cytosine
GDT Gas discharge tube
GFR Glomerular filtration rate
GHb Glycosylated hemoglobin
GI Gastrointestinal
GLC Gas–liquid chromatography
GMV General minimum variance
GNP Gross national product
GPC Giant papillary conjunctivitis
GPH Gas-permeable hard
GPH-EW Gas-permeable hard lens extended wear
GPO Government Printing Office
GSC Gas-solid chromatography
GSR Galvanic skin response
GSWD Generalized spike-wave discharge
HA Hydroxyapatite
HAM Helical axis of motion
Hb Hemoglobin
HBE His bundle electrogram
HBO Hyperbaric oxygenation
HC Head circumference
HCA Hypothermic circulatory arrest
HCFA Health care financing administration
HCL Harvard Cyclotron Laboratory
hcp Hexagonal close-packed
HCP Half cell potential
HDPE High density polyethylene
HECS Hospital Equipment Control System
HEMS Hospital Engineering Management

System
HEPA High efficiency particulate air filter
HES Hydroxyethylstarch
HETP Height equivalent to a theoretical plate
HF High-frequency; Heating factor
HFCWO High-frequency chest wall oscillation
HFER High-frequency electromagnetic radiation
HFJV High-frequency jet ventilation
HFO High-frequency oscillator
HFOV High-frequency oscillatory ventilation
HFPPV High-frequency positive pressure

ventilation
HFV High-frequency ventilation
HHS Department of Health and Human

Services
HIBC Health industry bar code
HIMA Health Industry Manufacturers

Association
HIP Hydrostatic indifference point
HIS Hospital information system
HK Hexokinase
HL Hearing level
HMBA Hexamethylene bisacetamide
HMO Health maintenance organization
HMWPE High-molecular-weight polyethylene
HOL Higher-order languages
HP Heating factor; His-Purkinje
HpD Hematoporphyrin derivative
HPLC High-performance liquid chromatography
HPNS High-pressure neurological syndrome
HPS His-Purkinje system
HPX High peroxidase activity
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HR Heart rate; High-resolution
HRNB Halstead-Reitan Neuropsychological

Battery
H/S Hard/soft
HSA Human serum albumin
HSG Hysterosalpingogram
HTCA Human tumor cloning assay
HTLV Human T cell lymphotrophic virus
HU Heat unit; Houndsfield units; Hydroxyurea
HVL Half value layer
HVR Hypoxic ventilatory response
HVT Half-value thickness
IA Image intensifier assembly; Inominate

artery
IABP Intraaortic balloon pumping
IAEA International Atomic Energy Agency
IAIMS Integrated Academic Information

Management System
IASP International Association for the Study

of Pain
IC Inspiratory capacity; Integrated circuit
ICCE Intracapsular cataract extraction
ICD Intracervical device
ICDA International classification of diagnoses
ICL Ms-clip lens
ICP Inductively coupled plasma;

Intracranial pressure
ICPA Intracranial pressure amplitude
ICRP International Commission on

Radiological Protection
ICRU International Commission on Radiological

Units and Measurements
ICU Intensive care unit
ID Inside diameter
IDDM Insulin dependent diabetes mellitus
IDE Investigational device exemption
IDI Index of inspired gas distribution
I:E Inspiratory: expiratory
IEC International Electrotechnical

Commission; Ion-exchange
chromatography

IEEE Institute of Electrical and Electronics
Engineers

IEP Individual educational program
BETS Inelastic electron tunneling spectroscopy
IF Immunofluorescent
IFIP International Federation for Information

Processing
IFMBE International Federation for Medical and

Biological Engineering
IGFET Insulated-gate field-effect transistor
IgG Immunoglobulin G
IgM Immunoglobulin M
IHP Inner Helmholtz plane
IHSS Idiopathic hypertrophic subaortic stenosis
II Image intensifier
IIIES Image intensifier input-exposure

sensitivity
IM Intramuscular
IMFET Immunologically sensitive field-effect

transistor

IMIA International Medical Informatics
Association

IMS Information management system
IMV Intermittent mandatory ventilation
INF Interferon
IOL Intraocular lens
IPC Ion-pair chromatography
IPD Intermittent peritoneal dialysis
IPG Impedance plethysmography
IPI Interpulse interval
IPPB Intermittent positive pressure breathing
IPTS International practical temperature scale
IR Polyisoprene rubber
IRB Institutional Review Board
IRBBB Incomplete right bundle branch block
IRPA International Radiation Protection

Association
IRRAS Infrared reflection-absorption

spectroscopy
IRRS Infrared reflection spectroscopy
IRS Internal reflection spectroscopy
IRV Inspiratory reserve capacity
IS Image size; Ion-selective
ISC Infant skin servo control
ISDA Instantaneous screw displacement axis
ISE Ion-selective electrode
ISFET Ion-sensitive field effect transistor
ISIT Intensified silicon-intensified target tube
ISO International Organization for

Standardization
ISS Ion scattering spectroscopy
IT Intrathecal
ITEP Institute of Theoretical and Experimental

Physics
ITEPI Instantaneous trailing edge pulse

impedance
ITLC Instant thin-layer chromatography
IUD Intrauterine device
IV Intravenous
IVC Inferior vena cava
IVP Intraventricular pressure
JCAH Joint Commission on the Accreditation

of Hospitals
JND Just noticeable difference
JRP Joint replacement prosthesis
KB Kent bundle
Kerma Kinetic energy released in unit mass
KO Knee orthosis
KPM Kilopond meter
KRPB Krebs-Ringer physiological buffer
LA Left arm; Left atrium
LAD Left anterior descending; Left axis

deviation
LAE Left atrial enlargement
LAK Lymphokine activated killer
LAL Limulus amoebocyte lysate
LAN Local area network
LAP Left atrial pressure
LAT Left anterior temporalis
LBBB Left bundle branch block
LC Left carotid; Liquid chromatography
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LCC Left coronary cusp
LCD Liquid crystal display
LDA Laser Doppler anemometry
LDF Laser Doppler flowmetry
LDH Lactate dehydrogenase
LDPE Low density polyethylene
LEBS Low-energy brief stimulus
LED Light-emitting diode
LEED Low energy electron diffraction
LES Lower esophageal sphincter
LESP Lower esophageal sphincter pressure
LET Linear energy transfer
LF Low frequency
LH Luteinizing hormone
LHT Local hyperthermia
LL Left leg
LLDPE Linear low density polyethylene
LLPC Liquid-liquid partition chromatography
LLW Low-level waste
LM Left masseter
LNNB Luria-Nebraska Neuropsychological

Battery
LOS Length of stay
LP Late potential; Lumboperitoneal
LPA Left pulmonary artery
LPC Linear predictive coding
LPT Left posterior temporalis
LPV Left pulmonary veins
LRP Late receptor potential
LS Left subclavian
LSC Liquid-solid adsorption chromatography
LSI Large scale integrated
LSV Low-amplitude shear-wave

viscoelastometry
LTI Low temperature isotropic
LUC Large unstained cells
LV Left ventricle
LVAD Left ventricular assist device
LVDT Linear variable differential transformer
LVEP Left ventricular ejection period
LVET Left ventricular ejection time
LVH Left ventricular hypertrophy
LYMPH Lymphocyte
MAA Macroaggregated albumin
MAC Minimal auditory capabilities
MAN Manubrium
MAP Mean airway pressure; Mean arterial

pressure
MAST Military assistance to safety and traffic
MBA Monoclonal antibody
MBV Maximum breathing ventilation
MBX Monitoring branch exchange
MCA Methyl cryanoacrylate
MCG Magnetocardiogram
MCI Motion Control Incorporated
MCMI Millon Clinical Multiaxial Inventory
MCT Microcatheter transducer
MCV Mean corpuscular volume
MDC Medical diagnostic categories
MDI Diphenylmethane diisocyanate;

Medical Database Informatics

MDP Mean diastolic aortic pressure
MDR Medical device reporting
MDS Multidimensional scaling
ME Myoelectric
MED Minimum erythema dose
MEDPAR Medicare provider analysis and review
MEFV Maximal expiratory flow volume
MEG Magnetoencephalography
MeSH Medline subject heading
METS Metabolic equivalents
MF Melamine-formaldehyde
MFP Magnetic field potential
MGH Massachusetts General Hospital
MHV Magnetic heart vector
MI Myocardial infarction
MIC Minimum inhibitory concentration
MIFR Maximum inspiratory flow rate
MINET Medical Information Network
MIR Mercury-in-rubber
MIS Medical information system;

Metal-insulator-semiconductor
MIT Massachusetts Institute of Technology
MIT/BIH Massachusetts Institute of Technology/

Beth Israel Hospital
MMA Manual metal arc welding
MMA Methyl methacrylate
MMECT Multiple-monitored ECT
MMFR Maximum midexpiratory flow rate
mm Hg Millimeters of mercury
MMPI Minnesota Multiphasic Personality

Inventory
MMSE Minimum mean square error
MO Membrane oxygenation
MONO Monocyte
MOSFET Metal oxide silicon field-effect

transistor
MP Mercaptopurine; Metacarpal-phalangeal
MPD Maximal permissible dose
MR Magnetic resonance
MRG Magnetoretinogram
MRI Magnetic resonance imaging
MRS Magnetic resonance spectroscopy
MRT Mean residence time
MS Mild steel; Multiple sclerosis
MSR Magnetically shielded room
MTBF Mean time between failure
MTF Modulation transfer function
MTTR Mean time to repair
MTX Methotroxate
MUA Motor unit activity
MUAP Motor unit action potential
MUAPT Motor unit action potential train
MUMPI Missouri University Multi-Plane

Imager
MUMPS Massachusetts General Hospital utility

multiuser programming system
MV Mitral valve
MVO2 Maximal oxygen uptake
MVTR Moisture vapor transmission rate
MVV Maximum voluntary ventilation
MW Molecular weight
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NAA Neutron activation analysis
NAD Nicotinamide adenine dinucleotide
NADH Nicotinamide adenine dinucleotide,

reduced form
NADP Nicotinamide adenine dinucleotide

phosphate
NAF Neutrophil activating factor
NARM Naturally occurring and accelerator-

produced radioactive materials
NBB Normal buffer base
NBD Neuromuscular blocking drugs
N-BPC Normal bonded phase chromatography
NBS National Bureau of Standards
NCC Noncoronary cusp
NCCLS National Committee for Clinical

Laboratory Standards; National
Committee on Clinical Laboratory
Standards

NCRP National Council on Radiation Protection
NCT Neutron capture theory
NEEP Negative end-expiratory pressure
NEMA National Electrical Manufacturers

Association
NEMR Nonionizing electromagnetic radiation
NEQ Noise equivalent quanta
NET Norethisterone
NEUT Neutrophil
NFPA National Fire Protection Association
NH Neonatal hepatitis
NHE Normal hydrogen electrode
NHLBI National Heart, Lung, and Blood Institute
NIR Nonionizing radiation
NIRS National Institute for Radiologic Science
NK Natural killer
NMJ Neuromuscular junction
NMOS N-type metal oxide silicon
NMR Nuclear magnetic resonance
NMS Neuromuscular stimulation
NPH Normal pressure hydrocephalus
NPL National Physical Laboratory
NR Natural rubber
NRC Nuclear Regulatory Commission
NRZ Non-return-to-zero
NTC Negative temperature coefficient
NTIS National Technical Information Service
NVT Neutrons versus time
NYHA New York Heart Association
ob/gyn Obstetrics and gynecology
OCR Off-center ratio; Optical character

recognition
OCV Open circuit voltage
OD Optical density; Outside diameter
ODC Oxyhemoglobin dissociation curve
ODT Oxygen delivery truck
ODU Optical density unit
OER Oxygen enhancement ratio
OFD Object to film distance; Occiputo-frontal

diameter
OHL Outer Helmholtz layer
OHP Outer Helmholtz plane
OIH Orthoiodohippurate

OPG Ocular pneumoplethysmography
OR Operating room
OS Object of known size; Operating system
OTC Over the counter
OV Offset voltage
PA Posterioanterior; Pulmonary artery;

Pulse amplitude
PACS Picture archiving and communications

systems
PAD Primary afferent depolarization
PAM Pulse amplitude modulation
PAN Polyacrylonitrile
PAP Pulmonary artery pressure
PAR Photoactivation ratio
PARFR Program for Applied Research on

Fertility Regulation
PARR Poetanesthesia recovery room
PAS Photoacoustic spectroscopy
PASG Pneumatic antishock garment
PBI Penile brachial index
PBL Positive beam limitation
PBT Polybutylene terephthalate
PC Paper chromatography; Personal

computer; Polycarbonate
PCA Patient controlled analgesia; Principal

components factor analysis
PCG Phonocardiogram
PCI Physiological cost index
PCL Polycaprolactone; Posterior chamber

lens
PCR Percent regurgitation
PCRC Perinatal Clinical Research Center
PCS Patient care system
PCT Porphyria cutanea tarda
PCWP Pulmonary capillary wedge pressure
PD Peritoneal dialysis; Poly-p-dioxanone;

Potential difference; Proportional and
derivative

PDD Percent depth dose; Perinatal Data
Directory

PDE Pregelled disposable electrodes
p.d.f. Probability density function
PDL Periodontal ligament
PDM Pulse duration modulation
PDMSX Polydimethyl siloxane
PDS Polydioxanone
PE Polyethylene
PEEP Positive end-expiratory pressure
PEFR Peak expiratory now rate
PEN Parenteral and enteral nutrition
PEP Preejection period
PEPPER Programs examine phonetic find

phonological evaluation records
PET Polyethylene terephthalate;

Positron-emission tomography
PEU Polyetherurethane
PF Platelet factor
PFA Phosphonoformic add
PFC Petrofluorochemical
PFT Pulmonary function testing
PG Polyglycolide; Propylene glycol
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PGA Polyglycolic add
PHA Phytohemagglutinin; Pulse-height

analyzer
PHEMA Poly-2-hydroxyethyl methacrylate
PI Propidium iodide
PID Pelvic inflammatory disease;

Proportional/integral/derivative
PIP Peak inspiratory pressure
PL Posterior leaflet
PLA Polylactic acid
PLATO Program Logic for Automated Teaching

Operations
PLD Potentially lethal damage
PLED Periodic latoralized epileptiform discharge
PLT Platelet
PM Papillary muscles; Preventive

maintenance
PMA Polymethyl acrylate
p.m.f. Probability mass function
PMMA Polymethyl methacrylate
PMOS P-type metal oxide silicon
PMP Patient management problem;

Poly(4-methylpentane)
PMT Photomultiplier tube
PO Per os
Po2 Partial pressure of oxygen
POBT Polyoxybutylene terephthalate
POM Polyoxymethylene
POMC Patient order management and

communication system
POPRAS Problem Oriented Perinatal Risk

Assessment System
PP Perfusion pressure; Polyproplyene;

Postprandial (after meals)
PPA Phonemic process analysis
PPF Plasma protein fraction
PPM Pulse position modulation
PPSFH Polymerized phyridoxalated stroma-free

hemoglobin
PR Pattern recognition; Pulse rate
PRBS Pseudo-random binary signals
PRP Pulse repetition frequency
PRO Professional review organization
PROM Programmable read only memory
PS Polystyrene
PSA Pressure-sensitive adhesive
PSF Point spread function
PSI Primary skin irritation
PSP Postsynaptic potential
PSR Proton spin resonance
PSS Progressive systemic sclerosis
PT Plasma thromboplastin
PTB Patellar tendon bearing orthosis
PTC Plasma thromboplastin component;

Positive temperature coefficient;
Pressurized personal transfer capsule

PTCA Percutaneous transluminal coronary
angioplasty

PTFE Polytetrafluoroethylene
PTT Partial thromboplastin time
PUL Percutaneous ultrasonic lithotripsy

PURA Prolonged ultraviolet-A radiation
PUVA Psoralens and longwave ultraviolet light

photochemotherapy
P/V Pressure/volume
PVC Polyvinyl chloride; Premature ventricular

contraction
PVI Pressure–volume index
PW Pulse wave; Pulse width
PWM Pulse width modulation
PXE Pseudo-xanthoma elasticum
QA Quality assurance
QC Quality control
R-BPC Reverse bonded phase chromatography
R/S Radiopaque-spherical
RA Respiratory amplitude; Right arm
RAD Right axis deviation
RAE Right atrial enlargement
RAM Random access memory
RAP Right atrial pressure
RAT Right anterior temporalis
RB Right bundle
RBBB Right bundle branch block
RBC Red blood cell
RBE Relative biologic effectiveness
RBF Rose bengal fecal excretion
RBI Resting baseline impedance
RCBD Randomized complete block diagram
rCBF Regional cerebral blood flow
RCC Right coronary cusp
RCE Resistive contact electrode
R&D Research and development
r.e. Random experiment
RE Reference electrode
REM Rapid eye movement; Return electrode

monitor
REMATE Remote access and telecommunication

system
RES Reticuloendothelial system
RESNA Rehabilitation Engineering Society of

North America
RF Radio frequency; Radiographic-

nuoroscopic
RFI Radio-frequency interference
RFP Request for proposal
RFQ Request for quotation
RH Relative humidity
RHE Reversible hydrogen electrode
RIA Radioimmunoassay
RM Repetition maximum; Right masseter
RMR Resting metabolic rate
RMS Root mean square
RN Radionuclide
RNCA Radionuclide cineagiogram
ROI Regions of interest
ROM Range of motion; Read only memory
RP Retinitis pigmentosa
RPA Right pulmonary artery
RPP Rate pressure product
RPT Rapid pull-through technique
RPV Right pulmonary veins
RQ Respiratory quotient
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RR Recovery room
RRT Recovery room time; Right posterior

temporalis
RT Reaction time
RTD Resistance temperature device
RTT Revised token test
r.v. Random variable
RV Residual volume; Right ventricle
RVH Right ventricular hypertrophy
RVOT Right ventricular outflow tract
RZ Return-to-zero
SA Sinoatrial; Specific absorption
SACH Solid-ankle-cushion-heel
SAD Source-axis distance; Statistical

Analysis System
SAINT System analysis of integrated network

of tasks
SAL Sterility assurance level; Surface

averaged lead
SALT Systematic analysis of language

transcripts
SAMI Socially acceptable monitoring

instrument
SAP Systemic arterial pressure
SAR Scatter-air ratio; Specific absorption rate
SARA System for anesthetic and respiratory

gas analysis
SBE Subbacterial endocarditis
SBR Styrene-butadiene rubbers
SC Stratum corneum; Subcommittees
SCAP Right scapula
SCE Saturated calomel electrode; Sister

chromatid exchange
SCI Spinal cord injury
SCRAD Sub-Committee on Radiation Dosimetry
SCS Spinal cord stimulation
SCUBA Self-contained underwater breathing

apparatus
SD Standard deviation
SDA Stepwise discriminant analysis
SDS Sodium dodecyl sulfate
S&E Safety and effectiveness
SE Standard error
SEC Size exclusion chromatography
SEM Scanning electron microscope; Standard

error of the mean
SEP Somatosensory evoked potential
SEXAFS Surface extended X-ray absorption

fine structure
SF Surviving fraction
SFD Source-film distance
SFH Stroma-free hemoglobin
SFTR Sagittal frontal transverse rotational
SG Silica gel
SGF Silica gel fraction
SGG Spark gap generator
SGOT Serum glutamic oxaloacetic transaminase
SGP Strain gage plethysmography;

Stress-generated potential
SHE Standard hydrogen electrode
SI Le Système International d’Unités

SEBS Surgical isolation barrier system
SID Source to image reception distance
SIMFU Scanned intensity modulated focused

ultrasound
SIMS Secondary ion mass spectroscopy; System

for isometric muscle strength
SISI Short increment sensitivity index
SL Surgical lithotomy
SLD Sublethal damage
SLE Systemic lupus erythemotodes
SMA Sequential multiple analyzer
SMAC Sequential multiple analyzer with

computer
SMR Sensorimotor
S/N Signal-to-noise
S:N/D Signal-to-noise ratio per unit dose
SNP Sodium nitroprusside
SNR Signal-to-noise ratio
SOA Sources of artifact
SOAP Subjective, objective, assessment, plan
SOBP Spread-out Bragg peak
SP Skin potential
SPECT Single photon emission computed

tomography
SPL Sound pressure level
SPRINT Single photon ring tomograph
SPRT Standard platinum resistance

thermometer
SPSS Statistical Package for the Social Sciences
SQUID Superconducting quantum interference

device
SQV Square wave voltammetry
SR Polysulfide rubbers
SRT Speech reception threshold
SS Stainless steel
SSB Single strand breaks
SSD Source-to-skin distance; Source-to-surface

distance
SSE Stainless steel electrode
SSEP Somatosensory evoked potential
SSG Solid state generator
SSP Skin stretch potential
SSS Sick sinus syndrome
STD Source-tray distance
STI Systolic time intervals
STP Standard temperature and pressure
STPD Standard temperature pressure dry
SV Stroke volume
SVC Superior vena cava
SW Standing wave
TAA Tumor-associated antigens
TAC Time-averaged concentration
TAD Transverse abdominal diameter
TAG Technical Advisory Group
TAH Total artificial heart
TAR Tissue-air ratio
TC Technical Committees
TCA Tricarboxylic acid cycle
TCD Thermal conductivity detector
TCES Transcutaneous cranial electrical

stimulation
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TCP Tricalcium phosphate
TDD Telecommunication devices for the

deaf
TDM Therapeutic drug monitoring
TE Test electrode; Thermoplastic elastomers
TEAM Technology evaluation and acquisition

methods
TEM Transmission electron microscope;

Transverse electric and magnetic mode;
Transverse electromagnetic mode

TENS Transcutaneous electrical nerve
stimulation

TEP Tracheoesophageal puncture
TEPA Triethylenepho-sphoramide
TF Transmission factor
TFE Tetrafluorethylene
TI Totally implantable
TICCIT Time-shared Interaction Computer-

Controlled Information Television
TLC Thin-layer chromatography; Total

lung capacity
TLD Thermoluminescent dosimetry
TMJ Temporomandibular joint
TMR Tissue maximum ratio; Topical

magnetic resonance
TNF Tumor necrosis factor
TOF Train-of-four
TP Thermal performance
TPC Temperature pressure correction
TPD Triphasic dissociation
TPG Transvalvular pressure gradient
TPN Total parenteral nutrition
TR Temperature rise
tRNA Transfer RNA
TSH Thyroid stimulating hormone
TSS Toxic shock syndrome
TTD Telephone devices for the deaf
TTI Tension time index
TTR Transition temperature range
TTV Trimming tip version
TTY Teletypewriter
TUR Transurethral resection
TURP Transurethral resections of the

prostrate
TV Television; Tidal volume; Tricuspid valve
TVER Transscleral visual evoked response
TW Traveling wave
TxB2 Thrombozame B2

TZ Transformation zone
UES Upper esophageal sphincter
UP Urea-formaldehyde
UfflS University Hospital Information System
UHMW Ultra high molecular weight

UHMWPE Ultra high molecular weight polyethylene
UL Underwriters Laboratory
ULF Ultralow frequency
ULTI Ultralow temperature isotropic
UMN Upper motor neuron
UO Urinary output
UPTD Unit pulmonary oxygen toxicity doses
UR Unconditioned response
US Ultrasound; Unconditioned stimulus
USNC United States National Committee
USP United States Pharmacopeia
UTS Ultimate tensile strength
UV Ultraviolet; Umbilical vessel
UVR Ultraviolet radiation
V/F Voltage-to-frequency
VA Veterans Administration
VAS Visual analog scale
VBA Vaginal blood volume in arousal
VC Vital capacity
VCO Voltage-controlled oscillator
VDT Video display terminal
VECG Vectorelectrocardiography
VEP Visually evoked potential
VF Ventricular fibrillation
VOP Venous occlusion plethysmography
VP Ventriculoperitoneal
VPA Vaginal pressure pulse in arousal
VPB Ventricular premature beat
VPR Volume pressure response
VSD Ventricular septal defect
VSWR Voltage standing wave ratio
VT Ventricular tachycardia
VTG Vacuum tube generator
VTS Viewscan text system
VV Variable version
WAIS-R Weschler Adult Intelligence

Scale-Revised
WAK Wearable artificial kidney
WAML Wide-angle mobility light
WBAR Whole-body autoradiography
WBC White blood cell
WG Working Groups
WHO World Health Organization; Wrist hand

orthosis
WLF Williams-Landel-Ferry
WMR Work metabolic rate
w/o Weight percent
WORM Write once, read many
WPW Wolff-Parkinson-White
XPS X-ray photon spectroscopy
XR Xeroradiograph
YAG Yttrium aluminum garnet
ZPL Zero pressure level
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CONVERSION FACTORS AND UNIT SYMBOLS

SI UNITS (ADOPTED 1960)

A new system of metric measurement, the International System of Units (abbreviated SI), is being implemented throughout
the world. This system is a modernized version of the MKSA (meter, kilogram, second, ampere) system, and its details are
published and controlled by an international treaty organization (The International Bureau of Weights and Measures).

SI units are divided into three classes:

Derived Units and Other Acceptable Units

These units are formed by combining base units, supplementary units, and other derived units. Those derived units having
special names and symbols are marked with an asterisk (*) in the list below:

xxxi

Base Units
length metery (m)
massz kilogram (kg)
time second (s)
electric current ampere (A)
thermodynamic temperature§ kelvin (K)
amount of substance mole (mol)
luminous intensity candela (cd)

Supplementary Units
plane angle radian (rad)
solid angle steradian (sr)

Quantity Unit Symbol Acceptable equivalent
*absorbed dose gray Gy J/kg
acceleration meter per second squared m/s2

*activity (of ionizing radiation source) becquerel Bq 1/s
area square kilometer km2

square hectometer hm2 ha (hectare)
square meter m2

yThe spellings ‘‘metre’’ and ‘‘litre’’ are preferred by American Society for Testing and Materials (ASTM); however, ‘‘�er’’ will be
used in the Encyclopedia.
z‘‘Weight’’ is the commonly used term for ‘‘mass.’’
§Wide use is made of ‘‘Celsius temperature’’ ðtÞ defined t ¼ T � T0 where T is the thermodynamic temperature, expressed in
kelvins, and T0 ¼ 273:15K by definition. A temperature interval may be expressed in degrees Celsius as well as in kelvins.
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Quantity Unit Symbol Acceptable
equivalent
*capacitance farad F C/V
concentration (of amount of substance) mole per cubic meter mol/m3

*conductance siemens S A/V
current density ampere per square meter A/m2

density, mass density kilogram per cubic meter kg/m3 g/L; mg/cm3

dipole moment (quantity) coulomb meter C�m
*electric charge, quantity of electricity coulomb C A�s
electric charge density coulomb per cubic meter C/m3

electric field strength volt per meter V/m
electric flux density coulomb per square meter C/m2

*electric potential, potential difference,
electromotive force volt V W/A

*electric resistance ohm V V/A
*energy, work, quantity of heat megajoule MJ

kilojoule kJ
joule J N�m
electron volty eVy

kilowatt houry kW�hy
energy density joule per cubic meter J/m3

*force kilonewton kN
newton N kg�m/s2

*frequency megahertz MHz
hertz Hz 1/s

heat capacity, entropy joule per kelvin J/K
heat capacity (specific), specific entropy joule per kilogram kelvin J/(kg�K)
heat transfer coefficient watt per square meter W/(m2�K)

kelvin
*illuminance lux lx lm/m2

*inductance henry H Wb/A
linear density kilogram per meter kg/m
luminance candela per square meter cd/m2

*luminous flux lumen lm cd�sr
magnetic field strength ampere per meter A/m
*magnetic flux weber Wb V�s
*magnetic flux density tesla T Wb/m2

molar energy joule per mole J/mol
molar entropy, molar heat capacity joule per mole kelvin J/(mol�K)
moment of force, torque newton meter N�m
momentum kilogram meter per second kg�m/s
permeability henry per meter H/m
permittivity farad per meter F/m
*power, heat flow rate, radiant flux kilowatt kW

watt W J/s
power density, heat flux density,

irradiance watt per square meter W/m2

*pressure, stress megapascal MPa
kilopascal kPa
pascal Pa N/m2

sound level decibel dB
specific energy joule per kilogram J/kg
specific volume cubic meter per kilogram m3/kg
surface tension newton per meter N/m
thermal conductivity watt per meter kelvin W/(m�K)
velocity meter per second m/s

kilometer per hour km/h
viscosity, dynamic pascal second Pa�s

millipascal second mPa�s
yThis non-SI unit is recognized as having to be retained because of practical importance or use in specialized fields.



In addition, there are 16 prefixes used to indicate order of magnitude, as follows:

CONVERSION FACTORS TO SI UNITS

A representative list of conversion factors from non-SI to SI units is presented herewith. Factors are given to four significant
figures. Exact relationships are followed by a dagger (y). A more complete list is given in ASTM E 380-76 and ANSI Z210.
1-1976.
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Quantity Unit Symbol Acceptable equivalent
viscosity, kinematic square meter per second m2/s

square millimeter per second mm2/s
cubic meter m3

cubic decimeter dm3 L(liter)
cubic centimeter cm3 mL

wave number 1 per meter m�1

1 per centimeter cm�1

Multiplication factor Prefix Symbol Note
1018 exa E

1015 peta P

1012 tera T

109 giga G

108 mega M
103 kilo k
102 hecto ha

10 deka daa

10�1 deci da

10�2 centi ca

10�3 milli m
10�6 micro m
10�9 nano n
10�12 pico p
10�15 femto f
10�18 atto a

aAlthough hecto, deka, deci, and centi are
SI prefixes, their use should be avoided
except for SI unit-multiples for area and
volume and nontechnical use of
centimeter, as for body and clothing
measurement.

For a complete description of SI and its use the reader is referred to ASTM E 380.

To convert from To Multiply by
acre square meter (m2) 4:047� 103

angstrom meter (m) 1:0� 10�10y

are square meter (m2) 1:0� 102y

astronomical unit meter (m) 1:496� 1011

atmosphere pascal (Pa) 1:013� 105

bar pascal (Pa) 1:0� 105y

barrel (42 U.S. liquid gallons) cubic meter (m3) 0.1590
Btu (International Table) joule (J) 1:055� 103

Btu (mean) joule (J) 1:056� 103

Bt (thermochemical) joule (J) 1:054� 103

bushel cubic meter (m3) 3:524� 10�2

calorie (International Table) joule (J) 4.187
calorie (mean) joule (J) 4.190
calorie (thermochemical) joule (J) 4.184y

centimeters of water (39.2 8F) pascal (Pa) 98.07
centipoise pascal second (Pa�s) 1:0� 10�3y

centistokes square millimeter per second (mm2/s) 1.0y
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cfm (cubic foot per minute) cubic meter per second (m3/s) 4:72� 10�4

cubic inch cubic meter (m3) 1:639� 10�4

cubic foot cubic meter (m3) 2:832� 10�2

cubic yard cubic meter (m3) 0.7646
curie becquerel (Bq) 3:70� 1010y

debye coulomb-meter (C�m) 3:336� 10�30

degree (angle) radian (rad) 1:745� 10�2

denier (international) kilogram per meter (kg/m) 1:111� 10�7

tex 0.1111
dram (apothecaries’) kilogram (kg) 3:888� 10�3

dram (avoirdupois) kilogram (kg) 1:772� 10�3

dram (U.S. fluid) cubic meter (m3) 3:697� 10�6

dyne newton(N) 1:0� 10�6y

dyne/cm newton per meter (N/m) 1:00� 10�3y

electron volt joule (J) 1:602� 10�19

erg joule (J) 1:0� 10�7y

fathom meter (m) 1.829
fluid ounce (U.S.) cubic meter (m3) 2:957� 10�5

foot meter (m) 0.3048y

foot-pound force joule (J) 1.356
foot-pound force newton meter (N�m) 1.356
foot-pound force per second watt(W) 1.356
footcandle lux (lx) 10.76
furlong meter (m) 2:012� 102

gal meter per second squared (m/s2) 1:0� 10�2y

gallon (U.S. dry) cubic meter (m3) 4:405� 10�3

gallon (U.S. liquid) cubic meter (m3) 3:785� 10�3

gilbert ampere (A) 0.7958
gill (U.S.) cubic meter (m3) 1:183� 10�4

grad radian 1:571� 10�2

grain kilogram (kg) 6:480� 10�5

gram force per denier newton per tex (N/tex) 8:826� 10�2

hectare square meter (m2) 1:0� 104y

horsepower (550 ft�lbf/s) watt(W) 7:457� 102

horsepower (boiler) watt(W) 9:810� 103

horsepower (electric) watt(W) 7:46� 102y

hundredweight (long) kilogram (kg) 50.80
hundredweight (short) kilogram (kg) 45.36
inch meter (m) 2:54� 10�2y

inch of mercury (32 8F) pascal (Pa) 3:386� 103

inch of water (39.2 8F) pascal (Pa) 2:491� 102

kilogram force newton (N) 9.807
kilopond newton (N) 9.807
kilopond-meter newton-meter (N�m) 9.807
kilopond-meter per second watt (W) 9.807
kilopond-meter per min watt(W) 0.1635
kilowatt hour megajoule (MJ) 3.6y

kip newton (N) 4:448� 102

knot international meter per second (m/s) 0.5144
lambert candela per square meter (cd/m2) 3:183� 103

league (British nautical) meter (m) 5:559� 102

league (statute) meter (m) 4:828� 103

light year meter (m) 9:461� 1015

liter (for fluids only) cubic meter (m3) 1:0� 10�3y

maxwell weber (Wb) 1:0� 10�8y

micron meter (m) 1:0� 10�6y

mil meter (m) 2:54� 10�5y

mile (U.S. nautical) meter (m) 1:852� 103y

mile (statute) meter (m) 1:609� 103

mile per hour meter per second (m/s) 0.4470

To convert from To Multiply by



CONVERSION FACTORS AND UNIT SYMBOLS xxxv

millibar pascal (Pa) 1:0� 102

millimeter of mercury (0 8C) pascal (Pa) 1:333� 102y

millimeter of water (39.2 8F) pascal (Pa) 9.807
minute (angular) radian 2:909� 10�4

myriagram kilogram (kg) 10
myriameter kilometer (km) 10
oersted ampere per meter (A/m) 79.58
ounce (avoirdupois) kilogram (kg) 2:835� 10�2

ounce (troy) kilogram (kg) 3:110� 10�2

ounce (U.S. fluid) cubic meter (m3) 2:957� 10�5

ounce-force newton (N) 0.2780
peck (U.S.) cubic meter (m3) 8:810� 10�3

pennyweight kilogram (kg) 1:555� 10�3

pint (U.S. dry) cubic meter (m3) 5:506� 10�4

pint (U.S. liquid) cubic meter (m3) 4:732� 10�4

poise (absolute viscosity) pascal second (Pa�s) 0.10y

pound (avoirdupois) kilogram (kg) 0.4536
pound (troy) kilogram (kg) 0.3732
poundal newton (N) 0.1383
pound-force newton (N) 4.448
pound per square inch (psi) pascal (Pa) 6:895� 103

quart (U.S. dry) cubic meter (m3) 1:101� 10�3

quart (U.S. liquid) cubic meter (m3) 9:464� 10�4

quintal kilogram (kg) 1:0� 102y

rad gray (Gy) 1:0� 10�2y

rod meter (m) 5.029
roentgen coulomb per kilogram (C/kg) 2:58� 10�4

second (angle) radian (rad) 4:848� 10�6

section square meter (m2) 2:590� 106

slug kilogram (kg) 14.59
spherical candle power lumen (lm) 12.57
square inch square meter (m2) 6:452� 10�4

square foot square meter (m2) 9:290� 10�2

square mile square meter (m2) 2:590� 106

square yard square meter (m2) 0.8361
store cubic meter (m3) 1:0y

stokes (kinematic viscosity) square meter per second (m2/s) 1:0� 10�4y

tex kilogram per meter (kg/m) 1:0� 10�6y

ton (long, 2240 pounds) kilogram (kg) 1:016� 103

ton (metric) kilogram (kg) 1:0� 103y

ton (short, 2000 pounds) kilogram (kg) 9:072� 102

torr pascal (Pa) 1:333� 102

unit pole weber (Wb) 1:257� 10�7

yard meter (m) 0.9144y

To convert from To Multiply by
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NANOPARTICLES

O.V. SALATA

University of Oxford
Oxford, United Kingdom

INTRODUCTION

Nanoparticle (From a Greek word ‘‘o vá noz’’ meaning
‘‘dwarf’’), ‘‘nano’’ is a prefix defining a billion times reduc-
tion (10�9) in magnitude. Intuitively, a nanoparticle is an
object that is a ‘‘nano’’ times smaller than just a particle.
The generally accepted size range for the objects to be
called ‘‘nanoparticles’’ is between 1 and 100 nm in at least
in two dimensions. This broad definition can be narrowed
by defining a nanoparticle of a certain material as a particle
that is smaller than a critical size for this material (Fig. 1).
The critical size is defined as a cross-point size for the
transition from bulk to sized-dependent material property
or properties, for example, solubility, melting point, mag-
netization, light absorption, and fluorescence. The actual
value of the critical size depends on the strength of
the interatomic or intermolecular forces. The weaker the
forces, the weaker the overall interactions between the
atoms in the particle. It is known from quantum mechanics
that an atom or molecule can be characterized by a set of
permitted electron energy levels. Those energy levels
define physical and chemical properties of atoms and
molecules. When two identical atoms are brought into
proximity, they would experience both repulsing and
attracting forces. An equilibrium distance might exist
where the two forces are balanced. A new molecule contain-
ing two atoms will have a system of energy levels that is
similar to that of the initial atoms, but each level will be
split into two sublevels. The energy gap between the two
closest sublevels in this molecule will now be smaller than
the corresponding smallest energy gap in one atom. Each
time a new atom is added, a new set of energy sublevels will
be formed. The energy gap will be changing in value with
the number of atoms used to build a nanoparticle, and
because properties of the nanoparticle will depend on the
energy gap, it will also depend on its size. Then millions of
the same atoms form a bulk material; these energy sub-
levels are saturated and broadened into the energy bands
that are insensitive to the changes in the number of atoms
composing the solid body. Another component affecting the
critical size of the nanoparticle is its surface-to-volume
ratio. The smaller the size of the particle, the higher the
proportion of the total number of atoms or molecules that
are positioned at the surface. The surface atoms often have
unsaturated or dangling bonds, leading to the high reac-
tivity and catalytic ability of the nanoparticles. It also
results in the restructuring and rearrangement of the
crystal lattice near the surface. All of this affects the
size-dependent properties of nanomaterials.

Nanoparticles can be made out of any material, includ-
ing metals, ceramics, semiconductors, polymers, and bio-
molecules. They can possess a complex structure, which
might contain a combination of different materials, or have
a complex shape. Nanometer-sized objects that include
nanoparticles fall in the realm of nanotechnology. Nano-
technology is developing in several directions: nanomater-
ials, nanodevices, and nanosystems. The nanomaterials/
particles level is the most advanced currently, both in
scientific knowledge and in commercial applications. Nano-
biotechnology is a subfield of nanotechnology that deals
with the applications of nanotechnology to biology. Under-
standing of biological processes on the nanoscale level is a
strong driving force behind development of nanobiotech-
nology. Living organisms are built of cells that are typically
more that 10 mm across. However, the cell-forming com-
ponents are much smaller and are in the submicron size
domain. Even smaller are the proteins with a typical size of
just 5 nm, which is comparable with the dimensions of the
smallest manmade nanoparticles. This simple size compar-
ison gives an idea of using nanoparticles as very small
probes (1) that would allow us to spy at the cellular
machinery without introducing too much interference.
Semiconductor nanoparticles, also known as ‘‘quantum
dots’’ (2), show a strong dependence of their physical
properties on their size. Just a decade ago, quantum dots
were studied because of their size-dependent physical and
chemical properties. One of the properties of the semicon-
ductor nanoparticles that are changing with size is the
color of their fluorescence, and now they are used as photo-
stable fluorescent probes. As nanoparticles are rapidly
taken up by all kinds of cells, they are also used in drug
delivery. In pharmacology, the term ‘‘nanoparticles’’ spe-
cifically means polymer nanoparticles or, sometimes, sub-
micron particles that carry a drug load (3). This term has
been used in drug delivery for more than three decades. At
about the same time, magnetic particles with submicron
dimensions were employed for the first time to assist with
cell separation. However, colloidal gold, which can be
alternatively called ‘‘a dispersion of gold nanoparticles,’’
has been used in medicine for many decades if not centu-
ries. Colloidal gold tinctures were used by alchemists to
treat many illnesses. Colloidal gold was used as a contrast
agent by the first optical microscopists as early as the
1600s. In the 1950s, work was started on the use of radio-
active colloidal gold as a treatment for cancer (4). When
functionalized with antibodies, gold nanoparticles are used
to stain cellular organelles or membranes to create mar-
kers for the electron microscopy (5). Consequent decoration
of the gold markers with silver assists in further signal
magnification.

Out of a plethora of size-dependent physical properties
available to someone who is interested in the practical side
of nanomaterials, optical and magnetic effects are the most
used for biological applications. Hybrid bionanomaterials
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can also be applied to build novel electronic, optoelectro-
nics, and memory devices.

NANOPARTICLE FABRICATION

Two general ways are available to a manufacturer to
produce nanoparticles (Fig. 2). The first way is to start
with a bulk material and then break it into smaller pieces
using mechanical, chemical, or another form of energy (top-
down). An opposite approach is to synthesize the material
from atomic or molecular species via physical condensation
of atomized materials (energy released), or chemical reac-
tions (exo- or endothermic), allowing the precursor parti-
cles to grow in size (bottom-up). Both approaches can be
done in gas, liquid, or solid states, or under a vacuum. Both
the top-down and the bottom-up processes can be happen-
ing during the formation of nanoparticles at the same
time, for example, during mechano-chemical ball milling
process.

The more detailed classification of the nanoparticle
manufacturing techniques relies on the combination of
the form of energy with the type of the controlled environ-
ment. Each technique has its advantages and disadvan-
tages. Most manufacturers are interested in the ability to
control particle size, particle shape, size distribution, par-
ticle composition, and degree of particle agglomeration.
Absence of contaminants, processing residues or solvents,
and sterility are often required in the case of biological and
medical applications of nanomaterials. The scale-up of the
production volume is also very important. Hence, the dis-
cussion of the nanoparticle production techniques is lim-
ited to some of those that are currently being pursued by
the manufacturers.

Ball Milling

Ball milling is a process where large spheres of the milling
media crush substantially smaller powder particles (6).
Normally it is used to make fine powder blends or to reduce
the degree of powder agglomeration. High-energy ball
milling is a more energetic form capable of breaking cera-
mics into nanoparticles. It is used to create nano-structured
composites, highly supersaturated solid solutions, and

amorphous phases. The drawbacks of this technique
include high energy consumption and poor control over
particle sizes. A variation of high-energy ball milling is
called mechano-chemical processing. Chemical reactions
are mechanically activated during milling, forming nano-
particles via a bottom-up process from suitable precursors. A
solid diluent’s phase is used to separate the nanoparticles.
In the pharmaceutical industry, wet ball milling is often
used to produce nano-formulations of the drugs that are
poorly soluble in their bulk form but acquire a much
improved solubility when turned into nanoparticles.

Electro-Explosion

This process is used to generate 100 nm metal nanoparti-
cles in the form of dry powders. Michael Faraday first
observed it in 1773. It involves providing a very high
current over a very short time through thin metallic wires,
in either an inert or a reactive gas, such that extraordinary
temperatures of 20,000 to 30,000 K are achieved. The wire
is turned into plasma, contained, and compressed by the

2 NANOPARTICLES

Energy in

Bulk
Particles

Atoms or
molecules

Energy out

Figure 2. Two basic approaches to nanomaterials fabrication:
top-down (shown here from left to the right) and bottom-up
(from right to the left). Usually, energy in one of its forms
(mechanical, thermal, etc.) is supplied to the bulk matter to
create new surfaces. Chemical synthesis of nanomaterials from
the atomic or molecular species can be either exothermic or
endothermic. Condensation of atoms under vacuum results in
cluster formation accompanied by the release of energy.

Figure 1. Nanoparticles are a state of matter
intermediate between the bulk (size-independent
properties) and atomic or molecular (fixed proper-
ties) form of the same material with its physical
and chemical properties (such as melting temp-
erature, solubility, optical absorbance and fluo-
rescence, magnetization, catalytic activity, and
specific chemical reactivity) being dependent on
the particle size. The critical size for the transition
from the bulk to the nano-regime can vary from
tenths to just a few nanometers. A 100 nm thres-
hold is a convenient size to use for a generalized
description of the expected bulk-nanoparticle
transition.



electromagnetic field. After that, the resistance of the wire
becomes so high that the current terminates. The disap-
pearing of the electromagnetic field makes the plasma
expand very rapidly. The extremely fast cooling rate
results in stabilization of otherwise meta-stable materials.
The powders made by electro-explosion have greater purity
and reactivity as compared with the ball-milled powders.
This technique is used, for example, to produce high sur-
face area nano-porous filtering media benefiting from the
enhanced bactericidal properties of silver nanoparticles.

Laser Ablation

In laser ablation, pulsed light from an excimer laser is
focused onto a solid target inside a vacuum chamber to
supply thermal energy that would ‘‘boil off’’ a plume of
energetic atoms of the target material. A substrate posi-
tioned to intercept the plume will receive a thin film deposit
of the target material. This phenomenon was first observed
with a ruby laser in the mid-1960s. Because this process
then contaminated the films made with particles, little use
was found for such ‘‘dirty’’ samples. The laser ablation
method has the following advantages for the fabrication
of nanomaterials: The fabrication parameters can be easily
changed in a wide range; nanoparticles are naturally pro-
duced in the laser ablation plume so that the production
rate is relatively high; and virtually all materials can be
evaporated by laser ablation.

Colloidal Chemistry

Two general colloidal chemistry approaches are available
to control the formation and growth of the nanoparticles.
One is called an arrested precipitation; it depends on
exhaustion of one of the reactants or on the introduction
of the chemical that would block the reaction. Another
method relies on a physical restriction of the volume avail-
able for the growth of the individual nanoparticles by using
various templates (7).

Any material containing regular nanosized pores or
voids can be used as a template to form nanoparticles.
Examples of such templates include porous alumina, zeo-
lites, di-block copolymers, dendrimers, proteins, and other
molecules. The template does not have to be a 3D object.
Artificial templates can be created on a plane surface or a
gas–liquid interface by forming self-assembled monolayers.
The template is usually removed by dissolving it in the
solvent that is not affecting the formed nanoparticles.
The main advantages of the colloidal chemistry techniques
for the preparation of nanomaterials are low temperature of
processing, versatility, and flexible rheology. They also offer
unique opportunities for preparation of organic–inorganic
hybrid materials. The most commonly used precursors for
inorganic nanoparticles are oxides and alcoxides.

Aerosols

As an alternative to liquids, chemical reactions can be
carried out in a gaseous media, resulting in the formation
of nanoparticles aerosols (8). Aerosols can be defined as
solid or liquid particles in a gas phase, where the particles
can range from molecules up to 100 mm in size. Aerosol

generation is driven by the pressure differential created
with the help of compressed gases, vacuum, mechanical
oscillations, or electrostatic forces acting on liquid. Aero-
sols were used in industrial manufacturing long before
the basic science and engineering of the aerosols were
understood. For example, carbon black particles used in
pigments and reinforced car tires are produced by hydro-
carbon combustion; titania pigment for use in paints and
plastics is made by oxidation of titanium tetrachloride;
fumed silica and titania formed from respective tetrachlor-
ides by flame pyrolysis; and optical fibers are manufac-
tured by a similar process. Aerosols are also widely used as
a drug delivery technique.

Solvent Drying

This technique is frequently used to generate particles of
soluble materials (9). Starting materials, for example, a
drug and a stabilizing polymer, are dissolved in water-
immiscible organic solvent, which is used to prepare an oil-
in-water microemulsion. Water can be evaporated by heat-
ing under reduced pressure, leaving behind drug-loaded
nanoparticles. Both nanospheres (uniform distribution of
components) and nanocapsules (polymer encapsulated
core) can be created with this method. A monomer can
be used instead of the polymer, if the micelle polymeriza-
tion step is possible. Solvent drying can be achieved via
spray-drying step, where a homogeneous solution is fed to
an aerosol generator, which produces uniformly sized dro-
plets containing equal amounts of dissolved material. Sol-
vent evaporation from the droplets under the right
conditions would result in the formation of nanoparticles
with a narrow size distribution.

Electro-Spinning

An emerging technology for the manufacture of thin poly-
mer fibers is based on the principle of spinning dilute
polymer solutions in a high-voltage electric field.

Electro-spinning is a process by which a suspended drop
of polymer is charged with thousands of volts. At a char-
acteristic voltage, the droplet forms a Taylor cone (the most
stable shape with an apex angle of about 578), and a fine jet
of polymer releases from the surface in response to the
tensile forces generated by the interaction of an applied
electric field with the electrical charge carried by the jet.
This produces a bundle of polymer fibers. The jet can be
directed to a grounded surface and collected as a contin-
uous web of fibers ranging in size from a few micrometers
to less than 100 nm.

Self-Assembly (10)

The appropriate molecular building blocks can act as parts
of a jigsaw puzzle that join in a perfect order without obvious
driving force present. Various types of chemical bonding
can be used to self-assemble nanoparticles. For example,
electrostatic interaction between the oppositely charged
polymers can be used to build multilayered nanocapsules,
the difference in hydrophobicity between the different
molecules in the mixture can lead to a formation of a
3D assembly, and proteins can be selected to self-assemble
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into virus like nanoparticles. Another example is a use of
artificially created oligonucleotides that can be designed
to assemble in a variety of shapes and forms.

Nanoparticle Surface Treatment (11)

‘‘Bare’’ nanoparticles of the same material would rapidly
agglomerate with each other, forming bulk material.
Encapsulating nanoparticles after production helps to
maintain particle size and particle size distribution by
inhibiting particle growth that can be caused by evapora-
tion/redeposition, dissolution/reprecipitation, or surface
migration and/or flocculation/aggregation/agglomeration.
Encapsulation quenches the particle’s reactivity and
reduces degradation of either the particle or the matrix
that surrounds it. The encapsulating coating may be func-
tionalized to facilitate dispersion into organic or aqueous
liquid systems. Surface treatment with functional groups
enables direct interaction between nanoparticles and
resins. Typical functional groups are as follows:

Acrylate

Epoxide

Amine

Vinyl

Isocyanate

Thestabilityof thecollectednanoparticlepowdersagainst
agglomeration, sintering, and compositional changes can
be ensured by collecting the nanoparticles in liquid sus-
pension. For semiconductor particles, stabilization of the
liquid suspension has been demonstrated by the addition
of polar solvent; surfactant molecules have been used to
stabilize the liquid suspension of metallic nanoparticles.
Alternatively, inert silica encapsulation of nanoparticles
by gas-phase reaction and by oxidation in colloidal solution
has been shown to be effective for metallic nanoparticles.

When nanosized powders are dispersed in water, they
aggregate due to attractive van der Waals forces. By alter-
ing the dispersing conditions, repulsive forces can be intro-
duced between the particles to eliminate these aggregates.
There are two ways of stabilizing nanoparticles. First, by
adjusting the pH of the system, the nanoparticle surface
charge can be manipulated such that an electrical double
layer is generated around the particle. Overlap of two
double layers on different nanoparticles causes repulsion
and hence stabilization. The magnitude of this repulsive
force can be measured via the zeta potential. The second
method involves the adsorption of polymers onto the nano-
particles, such that the particles are physically prevented
from coming close enough for the van der Waals attractive
force to dominate; this is termed steric stabilization. The
combination of two mechanisms is called electrosteric sta-
bilization; it occurs when polyelectrolytes are adsorbed on
the nanoparticle surface.

APPLICATIONS (12)

The fact that nanoparticles exist in the same size domain as
proteins makes nanomaterials suitable for biotagging and

payload delivery. However, size is just one of many char-
acteristics of nanoparticles that it is rarely sufficient if one
is to use nanoparticles as biological tags. To interact with a
biological target, a biological or molecular coating or layer
acting as a bioinorganic interface should be attached to
the nanoparticle. Examples of biological coatings may
include antibodies, biopolymers like collagen, or mono-
layers of small molecules that make the nanoparticles
biocompatible. In addition, as optical detection techniques
are widespread in biological research, nanoparticles should
either fluoresce or change their optical properties. The
approaches used in constructing nano-biomaterials are
schematically presented below (Fig. 3). Nanoparticle usually
forms the core of nano-biomaterial. It can be used as a
convenient surface for molecular assembly and may be
composed of inorganic or polymeric materials. It can also
be in the form of a nano-vesicle, surrounded by a membrane
or a layer. The shape is more often spherical, but cylind-
rical, plate-like,and other shapes are possible. Thesizeand
size distribution might be important in some cases, for
example, if penetration through a pore structure of a
cellular membrane is required. The size and size distribu-
tion are becoming extremely critical when quantum-sized
effects are used to control material properties. A tight
control of the average particle size and a narrow distribu-
tion of sizes allow creation of very efficient fluorescent
probes that emit narrow light in a very wide range of
wavelengths. This helps with creating biomarkers with
many well-distinguished colors. The core might have sev-
eral layers and be multifunctional. For example, combin-
ing magnetic and luminescent layers, one can both detect
and manipulate the particles. The core particle is often
protected by several monolayers of inert material, for
example, silica. Organic molecules that are adsorbed or
chemisorbed on the surface of the particle are also used
for this purpose. The same layer might act as a biocom-
patible material. However, more often, an additional layer
of linker molecules is required to proceed with further
functionalization. This linear linker molecule has reactive
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Figure 3. Schematic representation of an example of a bio-
functionalized nanoparticle containing a magnetic core coated with
a fluorescent layer, which, in turn, is coated by a thin protecting layer
(e.g., silica). Linker molecules are attached to the protective layer at
one end and to various functional molecules at the other.



groups at both ends. One group is aimed at attaching the
linker to the nanoparticle surface, and the other is used to
bind various moieties like biocompatibles (dextran), anti-
bodies, and fluorophores, depending on the function
required by the application.

Some current applications of nanomaterials to biology
and medicine are listed as follows:

� Biological tags or labels: Mainly gold colloids are used
for both electron and light microscopy; also, silver
and silver-coated gold nanoparticles are used. A
recent addition of semiconductor nanocrystals or
quantum dots is finding increasing application as a
substitute for the organic fluorophores. Greater
photo-stability and the single-wavelength excitation
option are among the quoted benefits. Badly designed
quantum dots might disintegrate, releasing toxic
components (e.g., cadmium or arsenic) that could
be lethal at a cellular level. A use of porous silicon
nanoparticles as fluorescent tags might be a safer
option. Both quantum dots and colloidal gold were
used recently for the detection of pathogens, proteins,
and for the DNA sequencing. Colloidal gold and,
more recently, quantum dots, have also been
employed in phagokinetic studies.

� Drug delivery: Mainly use polymeric nanoparticles
(13) because of their stability in biological fluids.
Flexibility offered by a wide choice of polymers helps
to control the rates of drug release and particle
biodegradation. Polymeric nanoparticles can be used
for all possible administration routes. Surface mod-
ifications allow creation of ‘‘stealth’’ as well as tar-
geted drug carriers. Two major approaches are used
in their preparation: from polymers (e.g., polyesters)
or from monomers (e.g., alkylcyanoacrylate). Either
solid nanospheres or liquid core nanocapsules can be
produced. The fabrication technologies can be based
on the solvent evaporation from oil-in-water micro-
emulsions, created with help of surfactants, or by
polymer precipitation caused by the addition of the
nonsolvent. Another trend is to produce nanoparti-
cles out of the poorly soluble drugs. Size reduction
(nanosizing) (14) can significantly prolong drug bio-
availability, increase its dissolution rate and max-
imum concentration, and dramatically shorten the
onset of the drug action.

� MRI contrast enhancement: MRI detects the spatial
distribution of the signals from water protons inside
the body. These signals depend on the local amount of
water and the proton relaxation times T1 and T2. The
relaxation times can be affected by several factors;
they can also be shortened by the presence of para-
magnetic molecules or particles. The T1 shortening
would result in the increased signal intensity,
whereas the T2 shortening would lead to the opposite
effect. These effects are nonlinear functions of the
concentration of the contrasting agent.

Superparamagnetic iron oxide (SPIO), whose aver-
age particle size is 50 nm, with dextrane or siloxane
coating, is used as a tissue-specific contrast agent

(Feridex, Endorem, GastroMARK, Lumirem, Reso-
vist); ultra-small superparamagnetic oxide particles,
10 nm (Sinerem, Combidex), are used to distinguish
between the metastatic and inflamed lymph nodes,
and to identify arteriosclerosis plaque deposits.
Intravenously injected SPIO would pass through
the vascular endothelium into the interstitium.
After that, the SPIO would be taken up by both
healthy and inflamed lymph nodes. The uptake is
followed by phagocytosis. Normal lymph nodes show
a decrease in signal intensity on T2*- and T2-weighted
MR images because of the effects of magnetic suscepti-
bility and T2 shortening on the iron deposits that are
a direct result of phagocytosis. However, metastatic
lymph nodes are bad at phagocytosis, form no deposits,
and do not show such reduction in the signal intensity.
This effect can be used to distinguish between the
healthy and the benign lymph nodes.

� Separation and purification of biomolecules and cells:
Dynabeads are highly uniform in size and superpar-
amagnetic; depending on the antibodies present on
the surface, the beads can be applied to different
tasks like separation of T-cells, detection of microbes
and protozoa, HLA diagnostics for organ transplan-
tation, and various in vitro diagnostics assays. They
are also used for the isolation of DNA and proteins.

� Tissue engineering: Nanoparticles of hydroxyapatite
are used to mimic the mineral particles occurring in
the bone structure, whereas collagen is often
replaced with a 3D porous scaffolding of a biodegrad-
able polymer. This approach allows for the high
mobility of the osteoblasts and, consequently, a uni-
form growth of the new bone. A similar strategy is
used to promote the cellular growth on the surface of
prosthetic implants.

� Tumor destruction via heating (hyperthermia): The
nanoparticle approach is currently relying on the
higher metabolic rates and enhanced blood supply
to the tumors. As a result, the cancerous cells are
likely to be enriched in a nanoparticulate matter,
introduced in the blood circulation, or directly
injected into the tumor. An external electromagnetic
energy source is directed toward the tumor. The
nanoparticles are designed to absorb the electromag-
netic energy and convert it into localized heat, which
would preferentially cause the apoptosis of the malig-
nant cells. Localized heating might also result in the
increased acidosis of the cancer cells. It is also been
suggested that the high density of blood vessels in
and around the growth stops them from expanding as
efficiently as those in the healthy tissue, leading to a
higher heat retention. The range of temperatures
used is typically within 39 to 43 8C. Alternating
magnetic fields can be used to heat up magnetic iron
oxide nanoparticles concentrated inside the tumor
tissue. More recently developed nanoshells rely on
the illumination with a near-infrared laser. Nano-
particles can be designed to actively target the sur-
face receptors on the malignant cells by coating the
nanoparticles with the appropriate antibodies.
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Recent Developments

Tissue Engineering. Natural bone surface often contains
features that are about 100 nm across. If the surface of an
artificial bone implant was left smooth, the body would try
to reject it. So the smooth surface is likely to cause produc-
tion of a fibrous tissue covering the surface of the implant.
This layer reduces the bone-implant contact, which may
result in loosening of the implant and further inflamma-
tion. It was demonstrated that by creating nanosized fea-
tures on the surface of the hip or knee prosthesis, one could
reduce the chances of rejection as well as stimulate the
production of osteoblasts. The osteoblasts are the cells
responsible for the growth of the bone matrix and are found
on the advancing surface of the developing bone. The effect
was demonstrated with polymeric, ceramic, and more
recently, metal materials. More than 90% of the human
bone cells from suspension adhered to the nanostructured
metal surface, but only 50% did in the control sample. In
the end, this finding would allow the design of a more
durable and longer lasting hip or knee replacement and
reduce the chances of the implant getting loose. Titanium
is a well-known bone repairing material widely used in
orthopedics and dentistry. It has a high fracture resistance,
ductility, and weight-to-strength ratio. Unfortunately, it
suffers from the lack of bioactivity, as it does not support
cell adhesion and growth well. Apatite coatings are known
to be bioactive and to bond to the bone. Hence, several
techniques were used to produce an apatite coating on
titanium. Those coatings suffer from thickness nonunifor-
mity, poor adhesion, and low mechanical strength. In
addition, a stable porous structure is required to support
the nutrients’ transport through the cell growth. It was
shown that using a biomimetic approach — a slow growth
of nanostructured apatite film from the simulated body
fluid — resulted in the formation of a strongly adherent,
uniform nanoporous layer. The layer was found to be built
of 60 nm crystallites and possess a stable nanoporous
structure and bioactivity. A real bone is a nanocomposite
material, composed of hydroxyapatite crystallites in the
organic matrix, which is mainly composed of collagen.
Thanks to that, the bone is mechanically tough and plastic,
so it can recover from mechanical damage. The actual
nanoscale mechanism leading to this useful combination
of properties is still debated. An artificial hybrid material
was prepared from 15 to 18 nm ceramic nanoparticles and
poly (methyl methacrylate) copolymer. Using the tribology
approach, a viscoelastic behavior (healing) of the human
teeth was demonstrated. An investigated hybrid material,
deposited as a coating on the tooth surface, improved
scratch resistance as well as possessed a healing behavior
similar to that of the tooth.

Cancer Therapy. Photodynamic cancer therapy is based
on the destruction of the cancer cells by laser-generated
atomic oxygen, which is cytotoxic. A greater quantity of a
special dye that is used to generate the atomic oxygen is
taken in by the cancer cells when compared with a healthy
tissue. Hence, only the cancer cells are destroyed and then
exposed to a laser radiation. Unfortunately, the remaining
dye molecules migrate to the skin and the eyes and make
the patient very sensitive to the daylight exposure. This

effect can last for up to 6 weeks. To avoid this side effect, the
hydrophobic version of the dye molecule was enclosed
inside a porous nanoparticle. The dye stayed trapped inside
the Ormosil nanoparticle and did not spread to the other
parts of the body. At the same time, its oxygen-generating
ability has not been affected and the pore size of about 1 nm
freely allowed for the oxygen to diffuse out.

Another recently suggested approach is to use gold-
coated nanoshells. A surface plasmon resonance effect
causes an intense size-dependent absorbance of the
near-infrared light by the gold shells. This wavelength of
light falls into the optical transparency window of the
biological tissue, which can be used to detect cancerous
growth up to a certain depth. Compact, powerful, and
relatively inexpensive semiconductor lasers are readily
available to generate light at this wavelength. The nano-
shells are injected into a blood stream and rapidly taken up
by the cancerous cells, as they possess a higher metabolism
rate. Laser light is absorbed by the gold shells and con-
verted into a local heating, which only kills the cancer cells
and spares the healthy tissue. Surface-modified carbon
nanotubes can also be used for the same purpose as they
would absorb light in the infrared region and convert it into
heat.

Multicolor Optical Coding for Biological Assays. The ever
increasing research in proteomics and genomic generates
an escalating number of sequence data and requires
development of high throughput screening technologies.
Realistically, various array technologies that are currently
used in parallel analysis are likely to reach saturation
when several array elements exceed several millions. A
three-dimensional approach, based on optical ‘‘bar coding’’
of polymer particles in solution, is limited only by the
number of unique tags one can reliably produce and detect.
Single quantum dots of compound semiconductors were
successfully used as a replacement of organic dyes in
various bio-tagging applications. This idea has been taken
one step further by combining differently sized and, hence,
having different fluorescent colors quantum dots, and
combining them in polymeric microbeads. A precise control
of quantum dot ratios has been achieved. The selection of
nanoparticles used in those experiments had 6 different
colors as well as 10 intensities. It is enough to encode over
one million combinations. The uniformity and reproduci-
bility of beads was high, allowing for bead identification
accuracies of 99.99%.

Manipulation of Cells and Biomolecules. Fictionalized
magnetic nanoparticles have found many applications,
including cell separation and probing; these and other
applications are discussed in a recent review. Most of
the magnetic particles studied so far are spherical, which
somewhat limits the possibilities to make these nanopar-
ticles multifunctional. Alternative cylindrically shaped
nanoparticles can be created by employing metal electro-
deposition into a nanoporous alumina template. Depend-
ing on the properties of the template, the nanocylinder
radius can be selected in the range of 5 to 500 nm while
their length can be as big as 60 mm. By sequentially
depositing various thicknesses of different metals, the
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structure and the magnetic properties of individual cylin-
ders can be tuned widely. As surface chemistry for func-
tionalization of metal surfaces is well developed, different
ligands can be selectively attached to different segments.
For example, porphyrins with thiol or carboxyl linkers
were simultaneously attached to the gold or nickel seg-
ments, respectively. Thus, it is possible to produce magnetic
nanowires with spatially segregated fluorescent parts. In
addition, because of the large aspect ratios, the residual
magnetization of these nanowires can be high. Hence, the
weaker magnetic field can be used to drive them. It has been
shown that a self-assembly of magnetic nanowires in sus-
pension can be controlled by weak external magnetic fields.
This would potentially allow controlling cell assembly in
different shapes and forms. Moreover, an external magnetic
field can be combined with a lithographically defined mag-
netic pattern (‘‘magnetic trapping’’).

Protein Detection. Proteins are the important part of
the cell’s language, machinery, and structure, and under-
standing their functionalities is extremely important for
further progress in human well-being. Gold nanoparticles
are widely used in immunohistochemistry to identify the
protein–protein interaction. However, the multiple simul-
taneous detection capabilities of this technique are limited.
Surface-enhanced Raman scattering spectroscopy is a well-
established technique for detection and identification of
single dye molecules. By combining both methods in a
single nanoparticle probe, one can drastically improve
the multiplexing capabilities of protein probes. The group
of Prof. Mirkin has designed a sophisticated multifunc-
tional probe that is built around a 13 nm gold nanoparticle.
The nanoparticles are coated with hydrophilic oligonucleo-
tides containing a Raman dye at one end and terminally
capped with a small molecule recognition element (e.g.,
biotin). Moreover, this molecule is catalytically active and
will be coated with silver in the solution of Ag(I) and
hydroquinone. After the probe is attached to a small mole-
cule or an antigen it is designed to detect, the substrate is
exposed to silver and hydroquinone solution. Silver plating
is happening close to the Raman dye, which allows for dye
signature detection with a standard Raman microscope.
Apart from being able to recognize small molecules, this
probe can be modified to contain antibodies on the surface
to recognize proteins. When tested in the protein array
format against both small molecules and proteins, the
probe has shown no cross-reactivity.

Commercial Exploration

Some companies involved in the development and commer-
cialization of nanomaterials in biological and medical
applications are listed below (Table 1). Most of the compa-
nies are small recent spinouts of various research institu-
tions. Although not exhausting, this is a representative
selection reflecting current industrial trends. Most compa-
nies are developing pharmaceutical applications, mainly
for drug delivery. Several companies exploit quantum size
effects in semiconductor nanocrystals for tagging biomole-
cules or use bioconjugated gold nanoparticles for labeling
various cellular parts. Many companies are applying nano-

ceramic materials to tissue engineering and orthopedics.
Most major and established pharmaceutical companies have
internal research programs on drug delivery that are on
formulations or dispersions containing components down
to nanosizes. Colloidal silver is widely used in antimicrobial
formulations and dressings. The high reactivity of titania
nanoparticles, either on their own or then illuminated with
UV light, is also used for bactericidal purposes in filters.
Enhancedcatalyticpropertiesofsurfacesofnano-ceramicsor
those of noble metals like platinum are used to destruct
dangerous toxins and other hazardous organic materials.

Future Directions

As it stands, most commercial nanoparticle applications in
medicine are geared toward drug delivery. In the bio-
sciences, nanoparticles are replacing organic dyes in the
applications that require high photo-stability as well as
high multiplexing capabilities. There are some develop-
ments in directing and remotely controlling the functions
of nanoprobes, for example, driving magnetic nanoparti-
cles to the tumor and then making them either to release
the drug load or just heating them to destroy the surround-
ing tissue. The major trend in further development of
nanomaterials is to make them multifunctional and con-
trollable by external signals or by local environment, thus
essentially turning them into nanodevices.

HEALTH ISSUES (15)

It has been shown by several researchers that nanomater-
ials can enter the human body through several ports.
Accidental or involuntary contact during production or
use is most likely to happen via the lungs from where a
rapid translocation through the blood stream is possible to
other vital organs. On the cellular level, an ability to act as
a gene vector has been demonstrated for nanoparticles.
Carbon black nanoparticles have been implicated in inter-
fering with cell signaling. There is work that demonstrates
uses of DNA for the size separation of carbon nanotubes.
The DNA strand just wraps around it if the tube diameter
is right. Although excellent for separation purposes, it
raises some concerns over the consequences of carbon
nanotubes entering the human body.

Ports of Entry

Human skin, intestinal tract, and lungs are always in
direct contact with the environment. Whereas skin acts
as a barrier, lungs and intestinal tract also allow transport
(passive and/or active) of various substances like water,
nutrients, or oxygen. As a result, they are likely to be a first
port of entry for the nanomaterials’ journey into the human
body. Our knowledge in this field mainly comes from drug
delivery (pharmaceutical research) and toxicology (xeno-
biotics) studies.

Human skin functions as a strict barrier, and no essen-
tial elements are taken up through the skin (except radia-
tion necessary to buildup vitamin D). The lungs exchange
oxygen and carbon dioxide with the environment, and some
water escapes with warm exhaled air. The intestinal tract
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is in close contact with all of the materials taken up orally;
here all nutrients (except gases) are exchanged between
the body and the environment.

The histology of the environmental contact sides of
these three organs is significantly different. The skin of
an adult human is roughly 1.5 m2; in area and is at most
places covered with a relatively thick first barrier (10 mm),
which is built of strongly keratinized dead cells. This first
barrier is difficult to pass for ionic compounds as well as for
water-soluble molecules.

The lung consists of two different parts: airways (trans-
porting the air in and out the lungs) and alveoli (gas
exchange areas). Our two lungs contain about 2,300 km
of airways and 300 million alveoli. The surface area of
the lungs is 140 m2 in adults, as big as a tennis court. The
airways are a relatively robust barrier, an active epithe-
lium protected with a viscous layer of mucus. In the gas
exchange area, the barrier between the alveolar wall and
the capillaries is very thin. The air in the lumen of the
alveoli is just 0.5 mm away from the blood flow. The large
surface area of the alveoli and the intense air–blood contact
in this region makes the alveoli less well protected against
environmental damage when compared with airways.

The intestinal tract is a more complex barrier and
exchange side; it is the most important portal for macro-

molecules to enter the body. From the stomach, only small
molecules can diffuse through the epithelium. The epithe-
lium of the small and large intestines is in close contact
with ingested material so that nutrients can be used. A
mixture of disaccharides, peptides, fatty acids, and mono-
glycerides generated by digestion in the small intestine are
further transformed and taken in. The area of the gastro-
intestine tract (GIT) is estimated as 200 m2.

Lung. Most nanosized spherical solid materials will
easily enter the lungs and reach the alveoli. These particles
can be cleared from the lungs, as long as the clearance
mechanisms are not affected by the particles or any other
cause. Nanosized particles are more likely to hamper the
clearance, resulting in a higher burden, possibly amplify-
ing any possible chronic effects caused by these particles. It
is also important to note that the specific particle surface
area is probably a better indication for maximum tolerated
exposure level than total mass. Inhaled nanofibers (dia-
meter smaller than 100 nm) also can enter the alveoli. In
addition, their clearing would depend on the length of the
specific fiber. Recent publications on the pulmonary effects
of carbon nanotubes confirm the intuitive fear that the
nanosized fiber can induce a general nonspecific pulmon-
ary response. Passage of solid material from the pulmonary
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Table 1. Examples of Companies Commercializing Nanomaterials for Bio- and Medical Applications

Company Applications Technology

Advectus Life
Sciences Inc.

Drug delivery Polymeric nanoparticles engineered to carry anti-tumor
drug across the blood-brain barrier

Alnis Biosciences, Inc. Bio-pharmaceutical Biodegradable polymeric nanoparticles for drug delivery
Argonide Membrane filtration,

implants
Nanoporous ceramic materials for endotoxin filtration,

orthopedic and dental implants, DNA and protein
separation

Biophan
Technologies, Inc.

MRI shielding, nanomagnetic
particles for guided drug
delivery and release

Nanomagnetic/carbon composite materials to shield
medical devices from RF fields

Capsulution
NanoScience AG

Pharmaceutical coatings to
improve solubility of drugs

Layer-by-layer poly-electrolyte coatings, 8–50 nm

Dynal Biotech
(Invitrogen)

Cell/biomolecule separation Superparamagnetic beads

Eiffel Technologies Drug delivery Reducing size of the drug particles to 50–100 nm
Evident Technologies Luminescent biomarkers Semiconductor quantum dots with amine or carboxyl

groups on the surface, emission from 350 to 2500 nm
NanoBio Corporation Pharmaceutical Antimicrobial nano-emulsions
NanoCarrier Co., Ltd Drug delivery Micellar polymer nanoparticles for encapsulation of

drugs, proteins, DNA
NanoPharm AG Drug delivery Polybutilcyanoacrylate nanoparticles are coated with

drugs and then with surfactant, can go across the
blood–brain barrier

Nanoprobes, Inc. Gold nanoparticles for
biological markers

Gold nanoparticles bioconjugates for TEM and/or
fluorescent microscopy

Nanoshpere, Inc. Gold biomarkers DNA barcode attached to each nanoprobe for
identification purposes, PCR is used to amplify the
signal; also catalytic silver deposition to amplify
the signal using surface plasmon resonance

NanoMed Pharmaceutical,
Inc.

Drug delivery Nanoparticles for drug delivery

PSiVida Ltd Tissue engineering, implants,
drugs and gene delivery,
biofiltration

Exploiting material properties of nanostructured
porous silicone

QuantumDot Corporation Luminescent biomarkers Bioconjugated semiconductor quantum dots



epithelium to the circulation seems to be restricted to
nanoparticles. The issue of particle translocation still
needs to be clarified: both the trans-epithelial transport
in the alveoli and the transport via nerve cells. Thus, the
role of factors governing particle translocation such as
the way of exposure, dose, size, surface chemistry, and time
course should be investigated. For instance, it would be
also very important to know how and to what extent lung
inflammation modulates the extrapulmonary transloca-
tion of particles. Solid inhaled particles are a risk for those
who suffer from cardiovascular disease. Experimental
data indicate that probably many inhaled particles can
affect cardiovascular parameters, via pulmonary inflam-
mation. Nanosized particles, after passage in the circula-
tion, can also play a direct role in, e.g., thrombogenesis.

Intestinal Tract. Already in 1926, it was recognized by
Kumagai that particles could translocate from the lumen of
the intestinal tract via aggregations of intestinal lymphatic
tissue [Peirel’s Patches (PP)] containing M-cells (specia-
lized phagocytic enterocytes). Particulate uptake happens
not only via the M-cells in the PP and the isolated follicles
of the gut-associated lymphoid tissue, but also via the
normal intestinal enterocytes. There have been several
excellent reviews on the subject of intestinal uptake of
particles. Uptake of inert particles has been shown to occur
trans-cellular through normal enterocytes and PP via M-
cells and, to a lesser extent, across paracellular pathways.
Initially it was assumed that the PP did not discriminate
strongly in the type and size of the absorb particles. Later
it has been shown that modified characteristics, such as
particle size, the surface charge of particles, attachment of
ligands, or coating with surfactants, offers possibilities
of site-specific targeting to different regions of the GIT
including the PP.

The kinetics of particle translocation in the intestine
depends on diffusion and accessibility through mucus,
initial contact with enterocyte or M-cell, cellular traffick-
ing, and post-translocation events. Cationic nanometer-
sized particles became entrapped in the negatively charged
mucus, whereas negatively charged nanoparticles can dif-
fuse across this layer. The smaller the particle diameter,
the faster they could permutate the mucus to reach the
colonic enterocytes. Once in the sub-mucosal tissue, par-
ticles can enter both lymphatic and capillaries. Particles
entering the lymphatic are probably important in the
induction of secretory immune responses, whereas those
that enter the capillaries become systemic and can reach
different organs. It has been suggested that the disrup-
tion of the epithelial barrier function by apoptosis of
enterocytes is a possible trigger mechanism for mucosal
inflammation. The patho-physiological role of M-cells is
unclear; for example, it has been found that in Crohn’s
disease, M-cells are lost from the epithelium. Diseases
other than of gut origin, for example, diabetes, also have
marked effects on the ability of the GIT to translocate
particles. In general, the intestinal uptake of particles is
understood better and studied in more detail than pul-
monary and skin uptake. Because of this advantage, it is
maybe possible to predict the behavior of some particles in
the intestines.

Skin. Skin is an important barrier, protecting against
insult from the environment. The skin is structured in
three layers: the epidermis, the dermis, and the subcuta-
neous layer. The outer layer of the epidermis, the stratum
corneum (SC), covers the entire outside of the body. In the
SC we find only dead cells, which are strongly keratinized.
For most chemicals, the SC is the rate-limiting barrier to
percutaneous absorption (penetration). The skin of most
mammalian species is covered with hair.

At the sites where hair follicles grow, the barrier capa-
city of the skin differs slightly from the ‘‘normal’’ stratified
squamous epidermis. Most studies concerning penetration
of materials into the skin have focused on whether drugs
penetrate through the skin using different formulations
containing chemicals and/or particulate materials as a
vehicle. The main types of particulate materials commonly
used in contact with skin are liposomes, solid poorly soluble
materials such as TiO2, and polymer particulates and
submicron emulsion particles such as solid lipid nanopar-
ticles. TiO2 particles are often used in sunscreens to absorb
UV light and therefore to protect skin against sunburn or
genetic damage. It has been reported by Lademann et al.
that micrometer-sized particles of TiO2 get through the
human stratum corneum and even into some hair follicles,
including their deeper parts. However, the authors did not
interpret this observation as penetration into living layers
of the skin. In a recent review, it was stated that ‘‘very
small titanium dioxide particles (e.g. 5–20 nm) penetrate
into the skin and can interact with the immune system.’’
Unfortunately, this has not been discussed any further.

Penetration of nonmetallic solid materials such as bio-
degradable poly(D,L-lactic-co-glycolic acid (PLGA)) micro-
particles, 1 to 10 mm with a mean diameter of 4.61 � 0.8
mm, were studied after application on to porcine skin. The
number of microparticles in the skin decreased with the
depth (measured from the airside toward the subcutaneous
layer). At 120 mm depth (where viable dermis is present), a
relative high number of particles was found; at 400 mm
(dermis), some microparticles were still observed. At a
depth of 500 mm, no microparticles were found. In the skin
of persons, who had an impaired lymphatic drainage of the
lower legs, soil microparticles, frequently 0.4-0.5 mm but as
larger particles of 25 mm diameter, were found in the
dermis of the foot in a patient with endemic elephantiasis.
The particles are observed to be in the phagosomes of
macrophages or in the cytoplasm of other cells. The failure
to conduct lymph to the node produces a permanent deposit
of silica in the dermal tissues (a parallel is drawn with
similar deposits in the lung in pneumoconiosis). This indi-
cates that soil particles penetrate through (damaged) skin,
most probably in every person, and normally are removed
via the lymphatic system.

Liposomes penetrate the skin in a size-dependent man-
ner. Microsized, and even submicron sized, liposomes do
not easily penetrate into the viable epidermis, whereas
liposomes with an average diameter of 272 nm can reach
into the viable epidermis and some are found in the dermis.
Smaller sized liposomes of 116 and 71 nm were found in
higher concentration in the dermis. Emzaloid particles, a
type of submicron emulsion particle such as liposomes and
nonionic surfactant vesicles (niosomes), with a diameter of
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50 nm to 1 mm, were detected in the epidermis in association
with the cell membranes after application to human skin.
The authors suggested that single molecules, which make up
theparticles,mightpenetratethe intercellularspacesand,at
certain regions in the stratum corneum, can accumulate and
reformintomicrospheres.Inasubsequentexperiment, itwas
shown that the used formulation allowed penetration of the
spheres into melanoma cells, even to the nucleus.

From the limited literature on nanoparticles penetrat-
ing the skin, some conclusions can be drawn. First, pene-
tration of the skin barrier is size dependent, and nanosized
particles are more likely to enter more deeply into the skin
than larger ones. Second, different types of particles are
found in the deeper layers of the skin, and currently, it is
impossible to predict the behavior of a particle in the skin.
Third, materials, which can dissolve or leach from a par-
ticle (e.g., metals), or break into smaller parts (e.g., Emza-
loid particles), can possibly penetrate into the skin.

Currently, there is no direct indication that particles,
that had penetrated the skin also entered the systemic
circulation. The observation that particles in the skin can
be phagocytized by macrophages, Langerhan cells, or other
cells is a possible road toward skin sensitization.

Summary of Health Risks

Particles in the nanosize range can certainly enter the
human body via the lungs and the intestines; penetration
via the skin is less evident. It is possible that some particles
can penetrate deep into the dermis. The chances of pene-
tration would depend on the size and surface properties of
the particles and on the point of contact in the lung,
intestines, or skin.

After penetration, the distribution of the particles in the
body is a strong function of the surface characteristics of
the particle. It seems that size can restrict the free move-
ment of particles. The target organ-tissue or cell of a
nanoparticle needs to be investigated, particularly in the
case of potentially hazardous compounds. Before develop-
ing an in vitro test, it is essential to know the pharmaco-
kinetic behavior of different types of nanoparticles;
therefore, it would be important to compose a database
of health risks associated with different nanoparticles.

Beside the study of the health effects of the nanomater-
ials, investigations should also take into consideration the
presence of contaminates, such as metal catalysts present
in nanotubes and their role in the observed health effects.

The increased risk of cardiopulmonary diseases requires
specific measures to be taken for every newly produced or
used nanoparticle. There is no universal ‘‘nanoparticle’’ to fit
all cases; each nanomaterial should be treated individually
when health risks are expected. The tests currently used to
test the safety of materials should be applicable to identify
hazardous nanoparticles.
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NEONATAL MONITORING
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INTRODUCTION

The care of premature and newborn infants is quite
different from other areas of clinical medicine. The infant
represents a special patient with special problems not
found in other patients. For this reason a subspecialty of
pediatrics dealing with these patients has been estab-
lished. Neonatology is concerned with newly born infants
including those prematurely delivered and those delivered
at term. The field generally covers infants through the first
month of normal newborn life, and so for prematurely born
infants this can be several additional months.

Neonatology includes special hospital care for infants
who require it. In the case of the prematures, this involves
specialized life-support systems, as well as special consid-
erations for nutrition, thermal control, fluid and electrolyte
therapy, pulmonary support, and elimination of products of
metabolism. While the full-term infant generally only
requires routine well-baby care, there are special cases
that require intensive hospital care as well. These include
treatment of infants of diabetic mothers, some infants
delivered by cesarean section, infants with hemolytic
diseases, infants who encounter respiratory distress, and
other less common problems. Special hospital care is also
necessary for infants requiring surgery. These infants are
generally born with severe congenital anomalies that
would be life threatening if not immediately repaired.
These include anomalies of the gastrointestinal system,
urinary tract, cardiovascular system, and nervous system.
Pediatric surgery has developed to the point where many of
these problems can be corrected, and the infant can grow
and lead a normal life following the surgery.

The neonatal intensive care unit is a special nursery in
major tertiary care hospitals that is devoted to the care of
premature or other infants who require critical care. This
unit is similar to its adult counterpart in that each patient
is surrounded by equipment necessary for life support,
diagnosis, and therapy. Often, as indicated in Fig. 1, the
patient appears to be insignificant in the large array of
equipment, but, of course, this is not the case. Nursing
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functions in the neonatal intensive care unit are very
important. The patient/nurse ratio is small, and the nur-
sing staff must be familiar with the equipment as well as
special procedures and precautions in caring for these
special patients.

Electronic monitoring of the infant plays an important
role in neonatal intensive care. Not only does it allow the
clinical caregivers to follow vital signs, such as pulse rate,
temperature, blood pressure, and respiration rate, but
other critical variables in the care of these special patients
can be followed as well. These include blood gas tensions,
acid–base balance, bilirubin, and glucose concentrations.
Monitoring is especially important in fluid therapy for it
can provide precise data for fluid control of these very small
patients. Electronic monitoring, however, goes beyond just
monitoring the patient and its physiologic functions.
A good neonatal intensive care unit also monitors the
functioning of life-support systems. These include incuba-
tors for maintaining an appropriate thermal environ-
ment, ventilators for providing respiratory support, and
phototherapy units for the control of bilirubin.

Although electronic monitoring devices for just about all
of the areas mentioned in the previous paragraph are used
in adult intensive care medicine, their application in neo-
natology often represents a unique aspect of the technology.

The infant should not be viewed as a miniature adult, but
rather he/she is a unique physiologic entity. Although
similar variables are measured to those measured in
adults, they often must be measured in different ways.
Frequently, sensors unique for infants must be applied
because the sensors used for adults when interfaced to the
infant might provide errors or change the variable being
measured by their very presence. Size is an important
aspect here. If one considers a sensor to be used on an
infant and compares it to a sensor for the same variable on
an adult, in most cases although the sensor for the infant is
smaller than that for the adult, the ratio of sizes of the two
sensors is quite different from the ratio of sizes of the
different patients. Although sensors for use on infants
are reduced in size, they are still quite large when com-
pared to the size of the subject. This is especially true for
premature infants and can result in the sensors actually
interfering with the care of the patient.

There are also special problems related to the measure-
ment of physiologic variables in infants resulting from the
special physiology of newborns and especially premature
newborns. One first must realize that a newborn has come
to live in a new environment quite different from the
uterus. In the case of premature infants, they are not ready
for this major change in their lives, and special considera-
tions need to be made to minimize the transitional trauma.
In the case of the premature, some of the body systems
are immature and not ready for life outside of the uterus.
Two notable examples of this are the control of temperature
and control of respiration. Both are obviously unnecessary
in the uterus, but become crucial in extrauterine life.
Instrumentation to assist these control systems or to detect
when they are not functioning properly is essential in the
care of many premature infants.

One also must realize in applying instrumentation sys-
tems for premature infants that the patient in many cases
is much more fragile than an adult patient. Fluid and
electrolyte balance has already been indicated as an impor-
tant aspect of neonatal monitoring and control. When one
considers some of the very small premature infants that
are cared for in neonatal intensive care units today, this
can be better appreciated. Infants between 500 and 1,000 g
can be successfully cared for and nurtured until they are
old enough and grow enough to go home with their parents.
These very small babies, however, can easily run into
problems if they receive either too much or too little fluid.
Since feeding of these very small infants can be done by
intravenous hyperalimentation, the possibility of a fluid
overload is always present since it takes a certain amount
of fluid to transport the nutritional requirements of the
infant. Another example of the fragility of these very small
patients is the simple problem of attaching devices to the
infant’s skin. In some infants, the skin is very sensitive and
can easily become irritated by the attachment procedure or
substance.

This article, looks more closely at electronic monitoring
systems for neonatal intensive care and emphasize those
aspects of these monitoring systems that differ from simi-
lar monitors for adult patients. The reader is encouraged
to supplement information contained in the following
paragraphs with other articles from this encyclopedia
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Figure 1. Typical infant station in a neonatal intensive care
unit showing infant warmer, infusion pumps, ventilator, trans-
cutaneous oxygen instrument, cardiopulmonary monitor, bilirubin
lights, and other miscellaneous apparatus.



dealing with the sensors and instrumentation for similar
monitoring in adults.

CARDIAC MONITORING

Cardiac monitoring involves the continuous assessment of
heart function by electronic measurement of the electro-
cardiogram and determination of heart rate and rhythm
from it by means of electronic signal processing. As such,
cardiac monitors for neonatal use are very similar to those
for use with adults. There are, however, two major differ-
ences. The sensors used with both types of monitors are
biopotential electrodes, and in the case of infants the inter-
face between the electrodes and the patients has more
stringent requirements than in the adult case. Second,
cardiac monitors designed for use with infants frequently
are incorporated into cardiorespiratory monitors that
include instrumentation for determining breathing rate
and apnea as well as cardiac function.

The primary use of cardiac monitors for infants is in
determining heart rate. These electronic devices are desi-
gned to indicate conditions of bradycardia (low heart rate)
and tachycardia (high heart rate) by determining the heart
rate from the electrocardiogram. In the case of infants with
heart diseases, cardiac monitors are used to detect various
arrhythmias as well.

Cardiac monitors for use with infants are organized
similarly to their adult counterparts (see MONITORING,
HEMODYNAMIC). There are some minor differences due
to the fact that infant heart rates are higher than those of
adults, and the Q–S interval of the infant electrocardiogram
is less than it is in the adult. Thus, heart rate alarm circuits
need to be able to respond to higher rates in the infant case
than in the adult case. For example, it is not at all unusual
to set the bradycardia alarm level at a rate of 90 or 100
beats�min�1 for an infant, which is well above the resting
heart rate of a normal adult. Filtering circuits in the
monitor for infants must be different from those of adult
monitors for optimal noise reduction due to the different
configuration of the neonatal electrocardiogram. Gener-
ally, bandpass filters used for isolating the QRS complex
will have a higher center frequency than in the adult case.

Two types of cardiotachometer circuits can be used in
cardiac monitors (1). The averaging cardiotachometer
determines the mean number of heartbeats per predeter-
mined interval to establish the heart rate. The mean R–R
interval over a number, of heartbeats can also be used in
average heart rate determination. In such systems the
heart rate is calculated by averaging over from as few as
three to as many as fifteen or more heartbeats. An instan-
taneous or beat-to-beat cardiotachometer determines the
heart rate for each measured R–R interval. This type of
cardiotachometer must be used when one is interested in
beat-to-beat variability of the heart rate.

Biopotential electrodes for use with cardiac monitors for
infants are usually scaled down versions of skin surface
electrodes used for adult cardiac monitoring. As pointed
out earlier, the scale factor does not correspond to the body
size ratio between the neonate and an adult, and the
smallest commercially available skin surface electrodes

for neonates only approaches about one-fourth the size
of those used in adults. For this reason, electrodes used
with neonatal cardiac monitors and their method of attach-
ment can cover a large portion of the neonatal thorax. This
is especially true with the small premature infant and can
interfere with direct observation of chest wall movements,
an important diagnostic method. In addition to size,
shape and flexibility of the electrode are important for
biopotential electrodes in neonates. Stiff, flat electrode
surfaces will not conform well to the curved, compliant
surface of the infant. This means that optimal electrical
contact is not always possible and it, therefore, becomes
more difficult to hold electrodes in place. This problem is
further complicated by the fact that the neonatal skin can
be sensitive to the electrode adhesive. It is not at all
unusual to find skin irritation and ulceration as a result
of placement of biopotential electrodes on the infant. Such
skin lesions are usually the result of the adhesive and the
electrode attachment system, although the electrode itself
can in some cases be the problem as well.

Since electrodes are relatively large on the small infant,
an additional problem develops. The materials used in
many electrode systems are X-ray opaque; hence, it is
necessary to remove the electrodes when X rays are taken
so that shadows do not appear in the resulting radiograph.
Some biopotential electrodes especially developed for neo-
nates have minimized this problem by utilizing special
electrode structures that are translucent or transparent
to X rays (2). These electrodes are based upon thin films of
metals, usually silver, deposited upon polymer films or
strips or various fabric materials. These films are suffi-
ciently thin to allow X rays to penetrate with little absorp-
tion, and the plastic or polymer substrate is also X-ray
transparent. Such electrodes have the advantage of incre-
ased flexibility, which helps them to remain in place for
longer periods of time. In intensive care units, however, it
is a good idea to change electrodes every 48 h to minimize
the risk of infection.

Electrode lead wires and patient cables present special
problems for cardiac monitors used with infants. Lead
wires should be flexible so as not to apply forces to the
electrodes that could cause them to become loose, but this
increased flexibility makes it easier for them to become
ensnarled with themselves and the infant. The potential
for strangulation on older, active infants is always present.
The connectors between the lead wires and the patient
cable also present special problems. They must be capable
of maintaining their connection with an active infant and
provide a means of connection that will be unique for these
components. The possibility of inadvertently connecting
the lead wires, and hence the infant, to the power line
must be eliminated (3).

RESPIRATORY MONITORING

Respiratory monitoring is the most frequently applied form
of electronic monitoring in neonatology. In its most com-
mon application, it is used to identify periods of apnea and
to set off an alarm when these periods exceed a predeter-
mined limit. There are direct and indirect methods of
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sensing alveolar ventilation and breathing effort. The
direct methods are those in which the sensor is coupled
to the airway and measures the movement or other proper-
ties of the air transported into and out of the lungs. In the
indirect methods, the sensor looks at variables related to
air movement, but not at the air movement itself. Indirect
methods involve no contact with the airway or the air being
moved into or away from the lungs. Usually, indirect
methods are noninvasive and can be mounted on or near
the body surface. Some of the most frequently applied
methods are described in the following paragraphs.

Direct Methods

Various direct methods of sensing breathing effort and
ventilation have been in use in the pulmonary physiology
and pülmonary function laboratories for many years.
These involve the measurement of volume, flow, and com-
position of inspired and expired gasses. Table 1 lists some
of the principal methods that have been used for the direct
measurement of respiration in infants and neonates. Most
of these methods are not appropriate for clinical monitor-
ing, since they involve direct connection to the infant air-
way through the use of a mask over the mouth and nose or
an endotrachial canula. In other cases a sensor must be
located at the nasal-oral area for signal detection. These
methods are, however, useful in some cases for diagnostic
studies carried out for periods from several hours to over-
night in the hospital setting.

Many of the methods listed in Table 1 are described in
detail in the article on pulmonary function testing, and
therefore are not repeated here. Others, however, have
special application to neonatal monitoring and will be
mentioned.

Pneumotachography. Clinicians and researchers in-
volved in neonatal and infant care agree for the most part
that the best measurement of ventilation can be obtained
using the pneumotachograph (4). Although this involves
direct connection to the airway and can add some dead
space due to the plumbing, it, with an appropriate electro-
nic integrator, provides good volume and flow measure-
ments that can be used as a standard against which other
direct or indirect methods can be calibrated and evaluated.
Identical instrumentation as used for adults can be applied
in the infant case, but it must be recognized that dead space
due to the instrumentation represents a more important
problem with the infant than it does with the adult. Lower
flows and volumes as well as faster respiration rates will be
encountered with infants than with adults.

Capnography. Special carbon dioxide sensors have
been developed for measuring air expired from the lungs,
and these are used as the basis of a direct respiration
monitor (5). Expired air has a higher percentage of carbon
dioxide than inspired air, and this can be sensed by placing
an open-ended tube at the nose or mouth so that it samples
the air entering and leaving the airway. The sampled gas
is transported along the tube to an instrument that con-
tains a rapidly responding carbon dioxide sensor. This is
generally a sensor that detects the increased absorption of
infrared (IR) radiation by carbon dioxide-containing gas.
Thus, when a sample of expired gas reaches the sensor, an
increase in carbon dioxide content is indicated, while a
decrease in carbon dioxide is seen in samples of air about to
be inspired. There is a delay in response of this instrument
due to the time it takes the gas to be transported through
the tube to the sensor; thus, it is important to have rapid
passage through this tube to minimize this delay. This can
present some problems since the tube must be thin and
flexible and, therefore, offers a relatively high resistance
to the flow of gas. While it is generally not necessary to
have a quantitative measure of carbon dioxide for respira-
tion monitoring, the system can be refined to the point
where it can measure the carbon dioxide content of the
end tidal expired air, which is the gas that actually was
in the alveoli (6).

Temperature Sensor. Similar sensing systems based
upon temperature variations have also been used to moni-
tor respiration (7). These generally can be divided into
two types: one that measures temperature differences
between inspired and expired air and one that measures
the cooling of a heated probe as inspired or expired air is
transported past it. In both cases, the temperature sensor
of choice is a small, low mass, and therefore fast respond-
ing, thermistor. In the first mode of operation, the ther-
mistor changes its resistance proportionally to the change
in temperature of the air drawn over it. This can then be
electronically detected and processed to determine
respiration rate. It is also possible to heat the thermistor
by an electrical current. Some of this heat will be dis-
sipated convectively by the air passing over the sensor. As
the flow of air over the thermistor increases, more heat
will be drawn from the thermistor, and it will cool to a
lower temperature. Changes in the thermistor’s tempera-
ture can be determined by measuring its electrical resis-
tance. Thus, an electrically heated thermistor will cool
during both inspiration and expiration, and it will become
warmer in the interval between these two phases when air
is not passing over it. This type of anemometer gives a
respiration pattern that appears to be twice the breathing
rate, whereas the unheated thermistor gives a pattern
that is the same as the breathing rate. An important
consideration in using the nasal thermistor for ventilation
measurement is its placement in the flowing air. For
young infants, the sensor package can be taped to the
nose or face so that the thermistor itself is near the center
of one nostril. Another technique is to place a structure
containing two thermistors under the nose so that each
thermistor is under one nostril and expired air flows over
both thermistors.
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Table 1. Direct Methods of Sensing Breathing and
Ventilation

Method Primary Sensed Variable

Pneumotachograph Flow volume
Anemometer Flow velocity
Expired air temperature Temperature
Air turbulence sounds Sound
Spirometer Volume



Nasal temperature sensors, such as thermistors, have
been used for monitoring ventilation in research studies
and for making physiologic recordings in the hospital and
in the laboratory (8). Their advantage is that the electronic
circuit for processing the signal is relatively simple and
inexpensive compared with other techniques. The major
problem of the method is the placement of the thermistor
on the infant and maintaining it in place. Thermistors can
also become covered with mucus or condensed water, which
can greatly reduce their response time. Most investigators
who use this technique prefer the temperature sensing
rather than the flow-detecting mode. The devices can also
be used with radiotelemetry systems to eliminate the wire
between the thermistor on the subject’s face and the
remainder of the monitoring apparatus (9).

Although thermistors have a high sensitivity and can be
realized in a form with very low mass, they are fragile when
in this low mass form and are relatively expensive compo-
nents. Low mass, high surface area resistance temperature
sensors can also be fabricated using thin- and thick-film
temperature sensitive resistors.(10) These can either be
fabricated from metal films with relatively high tempera-
ture coefficients of resistance or more sensitive films of
thermistor materials. Single use disposable sensors have
been produced for use in infant and adult sleep studies as
shown in Figure 2.

Sound Measurement. Air passing over the end of an
open tube generates sound by producing local turbulence.
A miniature microphone at the other end of the tube can
detect this sound, and the level of sound detected is roughly
proportional to the turbulence and, hence, the air flowing
past the open end. Nasal air flow can thus be detected by
placing the open end of the tube in the stream of inspired or
expired air at the nose by taping the tube to the infant’s
face in much the same way as was done for the carbon
dioxide sensor mentioned previously (11). As with the
thermistor anemometer, this technique can detect changes
for both inspired and expired air and will give a pattern
that appears to indicate double the actual respiration rate.
The method has been demonstrated to give efficacious
monitoring results, but can suffer from sensitivity to extra-
neous sounds other than the air passing the open ended
tube. This can lead to incorrect detection of breaths.

Indirect Sensors of Ventilation

There are a wide variety of indirect sensors of ventilation
that can be applied to monitoring in infants. Table 2 lists
some of the principal examples of these various types of
sensors and sensing systems, and those with aspects
unique to neonatal monitoring will be described in the
following paragraphs. The main advantage of the indirect
methods of sensing ventilation is that attachment to the
subject is easier than for the direct measurements and less
likely to interfere with breathing patterns. Of the methods
described in Table 2 and this section, the transthoracic
electrical impedance method is the one used in most pre-
sently available respiration-apnea monitors for both hos-
pital and home use. This, therefore, will be described in
greatest detail in a separate section.

The Whole-Body Plethysmograph. This method is used
primarily in pulmonary function testing, and the reader is
referred to the article on this subject for details on the
method. Miniature whole-body plethysmographs have
been designed for use with neonates and infants, but this
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Figure 2. An example of commercially available thick-film nasal
temperature sensors for measurement of breathing patterns. The
small sensors on the illustration are conventional thermistor
sensors.

Table 2. Indirect Methods of Sensing Breathing and
Ventilation

Transthoracic electrical impedance
Whole-body plethysmograph
Contacting motion sensors

Strain gage
Air-filled capsule or vest
Magnetometer
Inductance respirometry

Noncontacting motion sensors
Motion-sensing pad
Radiation reflection
Variable capacitance sensor

Electromyography
Breath sounds
Intraesophageal pressure



application is strictly for purposes of research or diagnostic
studies. The technique is not appropriate for routine clin-
ical monitoring.

Contacting Motion Sensors. Breathing effort involves
the movement of different parts of the body for pulmonary
ventilation to occur. Sensors can be placed upon and
attached to an infant to measure this motion. These
contacting motion sensors pick up movements of the chest
and/or abdomen, and there are several different types of
sensors that fall within this category. These are described
in the following sections.

Strain Gage Displacement Sensors. Strain gages mea-
sure small displacements or strain in an electrical con-
ductor by measuring changes in its electrical resistance.
Most strain gages used for general measurements are
made of thin metal foils or wires and are useful for
measuring only very small displacements due to their
very low mechanical compliance. A special type of strain
gage consisting of a compliant, thin-walled, rubber capil-
lary tube filled with mercury was developed by Whitney as
a limb plethysmograph (12). This compliant device can
be placed on the chest or abdomen of an infant such that
breathing movements cause it to stretch and contract
without offering significant mechanical constraint to
the breathing efforts of the infant. By taping the ends
of such a strain gage at different points on the chest or
abdomen such that the gage is slightly stretched, the
changes in electrical resistance of the gage can then be
used to monitor infant breathing movements. Simple
electronic resistance measurement circuitry can be used
for processing the signal.

This technique is used primarily in research and in
some rare cases for in-hospital monitoring and recording
of infant respiration patterns. Its limitations are related to
use of a toxic substance that could escape from the sensor
and put the infant at risk. In addition, the mercury column
frequently becomes interrupted after several days of use,
thereby limiting the sensor’s reliability for infant moni-
toring. Nevertheless, workers who use this sensor for
monitoring purposes are enthusiastic about its reliability
in picking up high quality respiration patterns.

Air-Filled Capsule or Vest. Breathing efforts of an infant
can also be determined for chest or abdominal movements
by a sensor consisting of an air-filled compliant tube, disk,
or entire vest attached around an infant. The tube and disk
can be taped to the infant’s chest or abdomen in a fashion
similar to the strain gage, and the structures will be
stretched or compressed by the infant’s breathing move-
ments. This causes the pressure of the air within to
increase or decrease as a result of volume changes, and
this pressure variation can be measured by coupling the
sensor to a sensitive pressure transducer through a fine-
gage flexible tube. The advantage of this system is that
the sensors on the infant are simple and inexpensive and
thus can be considered disposable devices. Since only air is
contained within the sensors, they are not toxic and are
much more reliable than the mercury strain gages. They
can be produced as inexpensive disposable sensors.

Displacement Magnetometers. The magnetic field from
a permanent magnet or an electromagnet decreases as one
gets farther from the magnet. By placing such a magnet on
an infant’s chest or abdomen with a detector located on the
back of the subject or underneath the infant, differences in
separation between the magnet and the detector can be
sensed as the infant breathes (13). It is important that
such a system be designed so that it will only respond to
breathing movements and will be insensitive to other
movements of the infant. Unfortunately, this is not always
the case, and sensors of this type can respond to infant limb
movement as well as movements between the infant and
the pad upon which it is placed.

Inductance Respirometry. The inductance of a loop of
wire is proportional to the area enclosed by that loop. If a
wire is incorporated in a compliant belt in a zigzag fashion
so that the wire does not interfere with the stretching of
the belt, such a belt can be wrapped around the chest or
abdomen of an infant to form a loop. As the infant inhales
or exhales the area enclosed by this loop will change, and so
the inductance of the loop will also change. These changes
can be measured by appropriate electronic circuits and used
to indicate breathing efforts. Investigators have shown that
the use of such a loop around the chest and the abdomen of an
adult can, when appropriately calibrated, measure tidal
volumeaswellasrespiratoryeffort (14).Althoughthesystem
is simple in concept, realizing it in practice can involve
complicated and therefore costly electronic circuitry (15).
Often as the subject moves to a new position, the calibration
constantrelatinginductanceandvolumewill changethereby
making the instrument less quantitative, yet still allowing it
to be suitable for qualitative measurements. Variations in
tidal volume measurements using this technology have
been reported by Brooks et al. (16) Since the instrument is
sensitive to inductance changes in the wire loop, anything
in the vicinity of the wire that affects its inductance
also will affect the measurement. Thus, the instrument
can also be sensitive to moving electrical conductors or
other magnetic materials in the vicinity of the infant.

Noncontacting Motion Sensors. Sensors of infant
breathing effort and pulmonary ventilation that detect
breathing movements of the infant without direct patient
contact fit in this category. These sensors can consist of
devices that are placed under the infant or can sense
movement of the infant by means of a remotely located
sensor. A clinician, in effect, is an indirect motion sensor
when he or she determines infant breathing patterns by
watching movements of the chest and abdomen. Devices in
this category have a special appeal for monitoring systems
that are used outside of the hospital, such as instruments
for use in the home. With many of the noncontacting
sensors, the infant-sensor interface can be created by
individuals who do not have specialized training. For
example, the motion sensing pad discussed in the next
paragraph is attached to the infant by simply placing
the infant on top of it in a bassinet or crib.

Motion Sensing Pad. Movements of neonates and
infants can be sensed by a flexible pad that responds to
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compression by producing an electrical signal when the
infant is placed on top of the pad. There are two different
forms of this sensor that can be used for motion detection.
The first utilizes a piezoelectric polymer film, polyvinyli-
dene fluoride, that has its surfaces metalized to form
electrical contacts. Depending on the piezoelectric proper-
ties of the film, an electrical signal is produced between the
metalized layers when the polymer is either compressed or
flexed. In the former case, the polymer film and its meta-
lized electrode need only to be packaged in an appropriate
pad structure to be used, while in the latter case the
package must be a little more complex with the polymer
film positioned between two corrugated, flexible layers so
that compression of the structure causes the piezoelectric
polymer to be flexed (17). The second form of the pad uses
an electret material to generate the electrical signal. The
actual pad structure in this case is similar to that for the
piezoelectric material.

The sensitive portion of the motion sensing pad struc-
ture is usually smaller than the overall size of the infant
and is located under the infant’s thoracic and/or lumbar
regions. Infant breathing efforts result in periodic compres-
sion of the pad as the center of mass of the infant shifts
cephalad and caudad with respiratory motion. This gener-
atesaperiodicelectrical signalrelatedtothebreathingeffort.

The major limitation of the motion sensing pad is its
sensitivity to movements other than those related to
respiratory efforts of the infant. Other body movements
can be picked up by the sensor, and the device can even
respond to movements that are not associated with the
infant at all, such as an adult walking near or bumping the
bassinet or crib, a heavy truck, train, or subway passing
nearby, or even earthquakes.

Radiation Reflection. Electromagnetic radiation in the
microwave range (radar) or ultrasonic radiation (sonar)
can be reflected from the surface of an infant. If this surface
is moving, as, for example, would be the chest or abdominal
wall during breathing efforts, the reflected radiation will
be shifted in frequency according to the Doppler effect. In
some cases the reflected signal’s amplitude will be shifted
as well as a result of this motion. These changes can be
detected and used to sense breathing efforts without actu-
ally contacting the infant. The problem with these methods
is that the movement of any surface that reflects the
radiation will be detected. Body movements of the infant
that are unrelated to respiratory movements can be
detected and mistakenly identified as breathing effort,
and even in some cases movement of objects in the vicinity
of the infant, such as a sheet of paper shifting due to
air currents, will also be detected as infant respiration.
Thus, this type of monitor has the possibility of indicating
apparent breathing activity during periods of apnea if
moving objects other than the infant are within the range
of the radiation sensor. This technique of noncontacting
detection of breathing is not considered to be reliable enough
for routine clinical use, and a commercial device based on
this principle has been withdrawn from the market.

Variable Capacitance Displacement Sensor. A parallel
plate capacitor can be fabricated so that an infant is

placed between the parallel conducting planes. For exam-
ple, such a capacitor could be formed in an incubator by
having the base upon which the mattress and infant are
placed serving as one plate of the capacitor and having the
second plate just inside the top of the incubator (18). To
maintain good clinical practice, this second plate should
consist of a transparent conductor, such as an indium tin
oxide film, so that it does not interfere with a clinician’s
ability to observe the patient. Since a major component of
the infant’s tissue is water, and water has a relatively
high dielectric constant compared to air, movements of
the infant will produce changes in capacitance between
plates that can be detected by an electronic circuit. Such
changes can be the result of breathing movements by
the infant, but they also can result from other infant
movement or movement of some other materials in the
vicinity of the conducting plates. Therefore, for this sys-
tem to be effective, adequate electrical shielding of the
capacitor is essential. Thus, this indirect motion sensor
suffers from some of the same problems as other sensors in
this classification: the lack of specificity for breathing
movements.

Electromyography. Many different muscles are invol-
ved in breathing activity. The diaphragm is the principal
muscle for pulmonary ventilation, but the accessory mus-
cles of the chest wall including the intercostal muscles are
also involved, Electromyographic activity of the diaphragm
and intercostal muscles can be sensed from electrodes on
the chest surface. By measuring these signals, one can
determine if respiratory efforts are being made, although
such measurements cannot be quantitative with regard to
the extent of the effort or the volume of gas moved (19).
Unfortunately, other muscles in the vicinity of the elec-
trodes that are not involved in breathing also produce
electromyographic signals. These signals can severely
interfere with those associated with respiration, and this
is especially true when the infant is moving. This repre-
sents a serious limitation of this method for clinical infant
respiration monitoring.

Breath Sounds. Listening to chest sounds through a
stethoscope is an important method of physical diagnosis
for assessing breathing. The technique can be used for
infant monitoring by placing a microphone over the chest
or trachea at the base of the neck and processing the
electrical signals from this sensor. In addition to the sounds
associated with air transport and ventilation, the micro-
phone will pick up other sounds in the body and the
environment. Thus, for this type of monitoring to be
efficacious, it must be done in a quiet environment. This
puts a serious constraint on the practical use of this tech-
nique, and it has only been used in limited experimental
protocols.

Intraesophageal Pressure. The pressure within the
thorax decreases with inspiratory effort and increases
with expiratory effort. These changes can be measured
by placing a miniature pressure sensor in the thoracic
portion of the esophagus or by placing a small balloon at
this point and coupling the balloon to an external pressure
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transducer through a small diameter flexible tube. While
this method is invasive, it is not considered a direct
method since there is no contact with the flowing air.

An important aspect of intraesophageal pressure
measurement is that it represents a standard method that
is accepted by physiologists as a measure of respiratory
effort. Thus, by combining intraesophageal pressure
measurement and the pneumotachograph, one is able to
monitor both gas flow and breathing effort. Although both
of these methods are generally too complicated for clinical
monitoring, they can be used in conjunction with other
monitoring methods described in this article as standards
against which to assess the other devices.

Transthoracic Electrical Impedance. The electrical impe-
dance across the chest undergoes small variations that are
associated with respiratory effort. The measurement of
these variations is the basis of the most frequently used
infant respiration and apnea monitoring technique. The
following section describes the basic principle of operation,
the methods of signal processing, and sources of error for
this technique.

RESPIRATION MONITORING BY TRANSTHORACIC
ELECTRICAL IMPEDANCE

The chest contains many different materials ranging from
bone to air. Each of these materials has its own electrical
properties and of its own unique location in the thorax. One
can roughly represent a cross section of the infant chest as
shown in Fig. 3, where the major components consist of
chest wall, lungs, heart, and major blood vessels. The
various tissues contained in these structures range in
electrical conductivity from blood, which is a relatively
good conductor, to air, which is an insulator. Both of these
materials in the thoracic cavity show a change in volume
with time over the cardiac and breathing cycles. Blood
varies in volume over the cardiac cycle due to changes in
the amount of blood in the heart and the vascular compart-
ments. Air undergoes wide volume changes in the lungs
during normal breathing. Thus, the electrical impedance of

the lungs and heart will change as the volume of air and
blood in each, respectively, changes. If we want to measure
the impedance variation due to these volume changes, this
can be done by placing electrodes on the surface of each
structure. If it were practical to do this, we would see large
changes in impedance as the volumes of the respective
structures change. Unfortunately, it is not possible to
place electrodes on the structures that are to be measured
and so these large impedance differences are not seen in
practice.

Electrodes must be placed upon the surface of the
skin for practical electrical impedance measurements on
infants. Most of the current passing between the electrodes
will travel through the chest wall and will not pass through
the heart and lungs because of the low resistivity of the
tissues in the chest wall. Thus, the changes in impedance of
the heart and lungs will only represent a small proportion
of the impedance measured between the electrodes. Fig. 3
schematically illustrates the relative distribution of the
current through the chest when electrodes are placed on
the midclavicular lines at the fourth intercostal space. It
is seen that most of the current is conducted along the
chest wall, so the chest wall impedance will dominate any
measurement.

The actual impedance measured by the monitor consists
of more than just the impedance between the electrodes
on the chest surface. Since an ac electrical signal is need-
ed to measure the impedance, this signal will affect the
measurement as well. Generally, a signal in the frequency
range from 20–100 kHz is used. At these frequencies,
impedances associated with the electrode, the interface
between the electrode and the body, and the lead wires
contribute to the measured value along with the actual
transthoracic impedance. This is illustrated schematically
in Fig. 4. The actual impedances for each block are depen-
dent upon the excitation frequency and the actual struc-
tures used, but for most clinical applications the net
impedance seen by the monitoring circuit is nominally
500 V. Of this, the variation associated with respiration is
generally no> 2 V and frequently even less. The impedance
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Figure 3. Cross-sectional view of the thorax of an infant showing
the current distribution from electrodes placed on the chest wall
and excited by a transthoracic impedance type of apnea monitor.

Figure 4. Block diagram of the various impedances seen at the
terminals of a transthoracic electrical impedance apnea monitor
looking along the lead wires to the patient.



variation associated with the beating heart can be of
the same magnitude, although it is generally a little less.
Thus, it is seen that a fundamental problem in the indirect
measurement of respiration by the transthoracic impe-
dance method is the relatively small changes in impedance
associated with the measurement.

To further complicate the situation, each of the non-
thoracic impedance components of the circuit illustrated in
Fig. 4 can vary in electrical impedance by at least as much
if not more than the variation due to respiration. The
impedance between the electrode and the infant’s skin is
strongly dependent on the electrode–skin interface. As
electrodes move with respect to the skin, this impedance
can vary by amounts much > 2 V. This is also strongly
dependent on the type of electrode used and the method
that electrically couples it to the skin.

Cardiogenic Artifact

The volume of the heart varies during the cardiac cycle,
and so the contribution of the blood to the overall

transthoracic impedance will change from systole to dia-
stole. To a lesser extent the vascular component of the
chest wall and lungs will also change in blood volume
during the cardiac cycle, and this will have some influence
on the transthoracic impedance as well, Cardiogenic arti-
fact is illustrated in Fig. 5, which shows a recording of
transthoracic impedance from an infant during breathing
and during a period of apnea. The cardiogenic artifact is
best seen during the apnea, where it appears as a smaller
impedance variation occurring at the heart rate. This can
be seen by comparing the impedance waveform with a
simultaneously recorded electrocardiogram. One notes
that the cardiogenic artifact is also present during the
breathing activity and appears as a modulation of the
respiration waveform.

In the example in Fig. 5 the cardiogenic artifact is
relatively small compared to the impedance changes due
to breathing, and it is possible to visually differentiate
between breathing and apnea by observing this recording.
This is not always the case when recording transthoracic
impedance as Fig. 6 illustrates. Here one observes periods
of breathing and apnea with much stronger cardiogenic
artifact. It is difficult to determine what impedance varia-
tions are due to breathing and what are due to cardio-
vascular sources. It is only possible to identify periods of
respiration and artifact when the recording is compared
with a simultaneous recording of respiration from a
recording of abdominal wall movement using a strain
gage as shown in Fig. 6. Note that in the case of the
impedance signal in this figure, the cardiogenic artifact
has two components during each cardiac cycle.
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Figure 5. An example of cardiogenic artifact on infant respiration
signals from a transthoracic impedance type of monitor illustrating
cardiogenic artifact during apnea.

Figure 6. High amplitude cardio-
genic artifact is shown on the trans-
thoracic impedance tracing from
this recording of multiple signals
from a newborn infant. In this case,
the transthoracic impedance changes
correspond to the electrocardiogram
shown on the third trace from the
top. Simultaneous recordings from a
nasal thermistor and an abdominal
strain gage do not show these high
frequency variations.



Signal Processing

The electrical signals from the electrical impedance sensor,
or any of the other respiration sensors, must be processed
to recognize breathing activity and to determine when
apnea is present. Different sensors require processors of
differing complexity because of different signal character-
istics, but the general method of signal processing is the
same no matter what sensor is used. The signal processing
associated with the electrical impedance method of apnea
monitoring will be described in the following paragraphs,
since it is one of the most complex as well as most highly
developed monitoring systems.

A block diagram of the generalized sections of a trans-
thoracic electrical impedance type of apnea monitor is
shown in Fig. 7. The basic functions of the system can
be broken down into impedance measurement, breath
detection, artifact rejection, apnea identification, and
alarm functions. Each of these can be carried out with
varying degrees of complexity, and sophisticated signal
processing techniques can be used to get the most informa-
tion out of a less than optimal signal.

A signal generator in the impedance measurement
portion of the system produces the excitation signal that
is applied to the electrodes. This can either be a sinu-
soidal or a square wave, and frequently will have a high
source impedance so that it behaves as though it was
generated by a constant current amplitude source. Pas-
sing this current through the lead wire–electrode–body
system causes a voltage amplitude proportional to its
impedance to appear at the monitor input. Variations in
this voltage reflect the variation in impedance. It is
therefore important that the current amplitude of the
excitation signal remain constant during a measure-
ment. Excitation signal frequency is chosen to be in
the range of 20–100 kHz so that electrode–body interface
impedances are relatively low, thereby producing less
artifact. Detection of individual breaths from a complex
breathing signal represents a major task for the respiration
monitor. While the design of electronic circuits to carry out
such a function on a regular, noise-free, nearly constant
amplitude respiration signal such as seen in Fig. 8a presents
no problem; very often the respiration waveform is much
morecomplicatedand notsoeasily interpreted,as illustrated
in Fig. 8b. Cardiogenic artifact also helps to complicate the
signal detection problem since in some cases it can masquer-
ade as a breath. Some of the basic methods of identifying
breaths are listed in the following paragraphs. Often indivi-
dual monitors will use more than one of these in various
unique signal processing algorithms.

Fixed Threshold Detection. A breath can be indicated
every time the respiration signal crosses a predetermined
fixed threshold level. It is important to carefully choose this
level so that nearly all breaths cross the threshold, but
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Figure 7. Functional block diagram of a transthoracic impedance
infant apnea monitor.

Figure 8. Typical infant respiration sig-
nals obtained from infant apnea monitors.
(a) The top trace illustratesa relativelyquiet
signal that can be processed to determine
respiration rate and apnea. (b) The bottom
trace is a typical example of a noisy signal
resulting frominfant movement. Inthis case
it wouldnot be easy todetermine respiration
rate.



practically no noise or artifact does. Figure 9a illustrates
the basic threshold breath indicator system in which a
breath is indicated whenever the signal is greater than
the threshold level.

Automatic Gain Control. The fixed threshold method of
detection can be improved by preceding the threshold
detector with an amplifier that has an automatic gain
control. In this way the weaker signals are amplified more
than the stronger ones so that all signals appearing at
the fixed threshold detector circuit have roughly the same
amplitude and will be detected. Although this method
makes the fixed threshold detection scheme more reliable,
there is also the possibility that noise or cardiogenic artifact
will be amplified until it is strong enough to masquerade
as a breath during periods of apnea thereby causing the
monitor to fail to identify the apnea.

Adaptive Threshold Detection. A variable threshold
level can be set by the monitor based upon a prepro-
grammed algorithm. One common example of this is to
have the monitor determine the threshold level based upon
the amplitude of the previous breath. This is illustrated in
Fig. 9b, where the threshold is set at 80% of the peak
amplitude of the previously detected breath. Since this
threshold may still be too high if the previous breath
had a large amplitude and subsequent breaths were of a
relatively low amplitude, this threshold is not fixed, but
rather it slowly decreases so that eventually a breath will
be detected and the threshold level can be reset. The risk
with this type of system is that the threshold will even-
tually get low enough to detect noise or cardiogenic artifact
during an apnea resulting in a breath detected in error.
Thus, the algorithm for this adaptive system must have
minimum threshold levels that are still well above the
noise or cardiogenic artifact level for it to work effectively.

Peak Detector. This circuit recognizes the maximum
value of a signal over a short interval of time regardless of
the overall amplitude of that signal. The way that a peak
detector detects the breaths from a typical respiration
waveform is illustrated in Fig. 9c. The basic peak detector
can recognize more than one peak in a complex respiration
wave. This can give errors if themonitor isused to determine
respiration rate. Again, by adding complexity to the signal
processing algorithm, this type of error can be greatly
reduced.

Filtering. Frequency spectral analysis of infant respira-
tion signals shows that most of the information is contained
in the frequency band of 0–6 Hz, and in many cases the
band is even narrower (20). Since artifactual signals can
exist both within and outside of this frequency range, most
apnea monitors filter the respiration signals so that only
the frequencies containing information are processed. The
type of filtering used depends on the particular monitor
design, but any process of filtering can distort the wave-
forms and may itself introduce artifact. This is especially
true when high pass filtering is used to remove the base-
line. Thus, filtering can affect the performance of the
breath detection method used in the instrument.

Although filtering is an important aspect of the breath
detection circuitry, it can in some cases cause motion
artifact to begin to look similar to a respiration signal
and thus allow the detection circuit to recognize artifact
as a breath. Often under the best conditions it is difficult to
discriminate between artifact and true breathing signals,
and the filtering only further complicates this problem.
Nevertheless, without filtering breath detection would be
much more difficult.

Pattern Recognition. Computer technology allows algo-
rithms for recognizing various features of the respiration
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Figure 9. Three identical respiration
signals in which different methods of
detecting a breath are used. The arrows
indicate when the apnea monitor would
detect a breath for each method. (a) Fixed
threshold detection, note missing breath
when signal fails to cross a threshold.
(b) Adaptive variable threshold detection,
note that breaths can be missed with this
method when the amplitude from one breath
to the next is significantly different. (c) Peak
detector, note that this method can result in
double breath detection for signals with
multiple peaks.



waveform to be applied for breath detection in infant
respiration monitors. Features, such as threshold crossing,
peaks and valleys, slopes, amplitudes, width, and interval
of a respiration wave can be readily detected. More sophis-
ticated algorithms can be trained to recognize breaths that
are similar in appearance to preprogrammed waveforms or
based on the appearance of previous breaths for a parti-
cular patient. Another important aspect of computer recog-
nition of patterns is that the computer can be programmed
to ask various questions: Is the measured value physiolo-
gically possible? Does the waveform look more like artifact
than information? Is the rate too fast? Does the signal
correspond too closely to the cardiac cycle so that it might
be cardiogenic artifact? Is there more than one peak per
breath? All of these techniques of breath detection have
advantages and disadvantages for infant monitoring. Each
technique, however, imposes constraints on the signal
that determine whether it will also detect artifact or miss
some true breaths. Even the most sophisticated computer
methods suffer from faults such as these and present
limitations in breath detection.

Cardiogenic Artifact Rejection. Although cardiogenic
artifact represents a major problem when breathing efforts
are measured by the transthoracic electrical impedance
method, this interference can be seen at times in the output
of other indirect sensors of respiration as well. Usually,
for these other sensors this artifact is small and does not
pose any problem in breath or apnea recognition. Several
methods have been used to reduce the problems associated
with cardiogenic artifact in the transthoracic electrical
impedance type of apnea monitor. Cardiogenic artifact
occurs at the heart frequency and its harmonics, which
can be different from the periodicity of the respiration
signal. In infants the heart rate is usually higher than
the respiration rate, although this is not always the case
since infants can breath quite rapidly. If the respiration
signal containing cardiogenic artifact is passed through a
low pass filter having a cutoff frequency that is higher than
the expected respiration rates but lower than the heart
rates likely to be encountered, much of the cardiogenic
artifact can be removed without seriously distorting the
respiration signal. The problem with this approach is the
selection of a cutoff frequency for the filter. It is generally
not possible to find a frequency that is greater than the
maximum respiration rate yet less than the minimum
heart rate for small infants. Estimated values of such a
frequency have to be changed according to the age of the
infant, and since bradycardia can be associated with apnea,
it is possible that the heart frequency will drop below the
filter cutoff frequency during times of apnea, allowing
cardiogenic artifact to get into the respiration channel just
at the very time when it should be avoided.

The approach of using a filter, however, has merit if the
above limitations can be taken into consideration in the
design of the filtering system. Although there is no way that
a filter can be useful when the heart rate is less than the
respiration rate, the filter can help if its cutoff frequency is
based upon the apparent respiration and heart rates of the
infant. Such adaptive filtering techniques have been suc-
cessfully used to minimize the effects of cardiogenic artifact.

Since most transthoracic electrical impedance apnea
monitors also determine heart rate from the electrocardio-
gram, this cardiac signal can be used to help identify when
a respiration signal consists primarily of cardiogenic arti-
fact. The temporal relationship between the cardiogenic
artifact and the electrocardiogram should be constant since
both come from the same source. If the respiration signal
consists only of cardiogenic artifact, as would be the case
during a period of apnea, it is possible to identify the fixed
temporal relationship between the signal and the electro-
cardiogram and therefore reject the signal from being
accidentally detected as a breath. The only limitation with
this technique is that in rare cases the infant can breath at
the same rate as the heart is beating, and the monitor
would indicate that an apnea had occurred when in fact it
had not.

COMBINATION TRANSTHORACIC IMPEDANCE AND
CARDIAC MONITORS

Most commercially available infant apnea monitors take
advantage of the fact that the same sensor system, a set of
biopotential electrodes, can be used for both transthoracic
electrical impedance respiration monitoring and cardiac
monitoring. Since the excitation signal for transthoracic
impedance monitoring has a frequency of 20 kHz or greater
and the highest frequency component of the infant elec-
trocardiogram is < 200 Hz, the excitation signal can be
applied to the same electrodes used for obtaining the
electrocardiogram. By connecting a low pass filter between
the electrodes and the heart rate monitor circuit, this
excitation signal can be kept out of the cardiac monitor,
and a bandpass filter in the respiration monitor centered at
the excitation signal frequency will keep the electrocardio-
gram and biopotential motion artifact out of the transthor-
acic impedance monitor circuit.

The combination of respiration and heart rate monitor-
ing in a single instrument helps to identify life-threatening
events. If for some reason the respiration monitor fails to
recognize prolonged apneas, bradycardia will often be
associated with such episodes, and the heart rate monitor
will recognize the reduced heart rate and set off an alarm.

MEASUREMENT OF BLOOD GASES

Blood gases refer to the oxygen and carbon dioxide trans-
ported by the blood. Acid–base balance is also included in
discussions of blood gases since it is closely related to
respiratory and metabolic status. Thus, measurements of
blood gases are frequently combined with measurements
of blood pH. There are invasive and noninvasive methods
of measuring blood gases. Both can be used for hospital
monitoring of critically ill infants. The principal methods
that are used are described in this section.

Invasive Methods

Invasive blood-gas measurement techniques involve direct
contact with the circulatory system so that blood samples
can be drawn and measured in a laboratory analyzer or a
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miniature sensor can be placed within the blood stream for
continuous measurements. Some of these methods are
described in the following paragraphs.

Intraarterial Catheter. The newly born infant has an
advantage over other medical patients in that the vessels of
the umbilical cord stump can accept a catheter for several
hours after birth. Thus, it is possible to introduce a fine-
gage, flexible, soft catheter into an umbilical artery of a
cardiac or respiratory compromised infant and advance the
tip into the aorta so that samples of central arterial blood
can be obtained for analysis. Blood samples with a volume
of only 50 mL can be analyzed for pH, PO2

, and PCO2
by

means of specially designed miniaturized versions of
standard analytical chemistry sensors of these variables.
Such microblood analyzers are also used for analyzing fetal
scalp blood samples. It is important in neonatal applica-
tions that only microblood analyzers be used since the total
blood volume of very small infants is limited. Since an
infant’s blood gas status can be labile, it is often necessary
to draw many blood samples during the clinical course of
care, thus significant blood loss can occur unless very small
samples are taken.

Microblood analyzers generally use the inverted glass
electrode for pH measurement, a miniaturized Clark elec-
trode for PO2

measurement, and a miniaturized version
of the Stowe–Severinghaus sensor for PCO2

. The technology
of microblood gas analyzers is well developed, and devices
perform reliably in the intensive care situation. Instru-
mentation is frequently located within the neonatal inten-
sive care unit itself, and respiratory therapists for collecting
samples and carrying out the analyses as well as calibrat-
ing and maintaining the analyzers serve round the clock.

The major limitation of this sampling technique is that
the sample only represents the blood gas status at the time
it was taken. Thus, frequent samples must be taken during
periods when variations can occur to track these varia-
tions, and even with microblood analyzers this can some-
times result in significant blood loss for very small infants.
If the method for drawing the blood sample from the infant
is stressful, such as a painful vascular puncture or heel
stick, the blood gases of the sample will probably not reflect
the quiescent status of the patient. As a matter of fact the
very act of obtaining the blood sample may be of some risk
to the infant since it can temporarily increase hypoxia (21).

The umbilical vessel canulation is not without problems
itself. In placing the catheters, one must be careful not to
damage the lining of the vessels or perforate a vascular
wall resulting in severe bleeding or hemorrhage. Catheters
must be made of materials that do not promote thrombosis
formation. When catheters are not used for drawing blood,
they must be filled with a physiological solution containing
an anticoagulant such as Heparin so that blood that
diffuses into the tip of the catheter does not clot. Any
thrombi formed on the catheter wall or within its lumen
can break off and cause embolisms further downstream.
For arterial catheters this can be in the blood supply to
the lower periphery of the infant, and it is possible to see
under perfused feet in infants having an umbilical artery
catheter. Catheters in the umbilical vein or peripheral
veins can also produce emboli. In this case the clots are

returned to the right side of the heart and can go on to
produce pulmonary emboli.

Peripheral Blood Samples. Although it is frequently
possible to introduce a catheter into an umbilical artery
in a newly born infant, this is not always the case, or the
need for blood gas monitoring may not arise until the
infant is sufficiently old that the umbilical vasculature
has permanently closed. In this case it is necessary to
canulate a peripheral artery to obtain frequent arterial
blood samples. On very small infants this is no minor task
since these vessels are very small and difficult to canulate
transcutaneously.

An alternative to drawing an arterial blood sample is to
take a sample of capillary blood from the skin under
conditions where the capillary blood flow has been signifi-
cantly increased so that the capillary blood appears to be
similar to peripheral arterial blood. This can be done, for
example, in the heel by first warming an infant’s lower leg
and foot by wrapping it with warm, wet towels. A blood
sample of sufficient size for a microblood analyzer can then
be obtained by making a small skin incision with a lancet
and collecting the blood sample in a capillary tube in a
fashion similar to the technique for obtaining a fetal scalp
blood sample (see FETAL MONITORING). Although this
technique is not as reliable as sampling from an umbilical
artery catheter, it can be used when only a single blood
sample is desired and an umbilical catheter would be
inappropriate or where it is not possible to place such a
catheter. An important limitation of the technique is that
the infant’s heels can become quite bruised when frequent
samples are required and suitable locations for additional
samples might no longer be available. When frequent
samples are required, it is generally better to attempt
canulation of a peripheral artery.

Internal Sensors. Blood gases can be continuously
monitored from invasive sensors. Generally, these sensors
are incorporated into umbilical artery catheters (22), but
tissue measurements have also been demonstrated (23).
The most frequently applied technique involves the incor-
poration of an amperometric oxygen sensor into a catheter
system. This can be done either by incorporation of the
sensor within the wall of the catheter, by using a double
lumen catheter with the sensor in one lumen and the
second lumen available for blood samples or infusion, or
by using a conventional single lumen catheter with a
sensor probe that can be introduced through the lumen
so that the sensor projects beyond the distal tip of the
catheter.

Oximetry, the measurement of hemoglobin oxygen
saturation, can be carried out continuously by means of
optical sensors coupled to intravascular catheters or
probes. Optical fibers can be incorporated in the wall of
a catheter or in an intraluminal probe and used to conduct
light to the catheter’s distal tip. The light illuminates the
blood in the vicinity of the catheter tip, and an adjacent
fiber or bundle of fibers collects the backscattered light and
conducts it to a photo detector where its intensity is mea-
sured. By alternately illuminating the blood with light of
two or more different wavelengths, one of which is close to

NEONATAL MONITORING 23



an isosbestic point, and measuring the backscattered light,
it is possible to determine the hemoglobin oxygen satura-
tion in the same way as done in laboratory instruments for
in vitro samples.

Advantages and Disadvantages of Invasive Techniques.
The methods described in the previous sections represent
direct measurements in that the sensor that is used is in
direct contact with the body fluid, usually blood, being
measured. This direct contact improves the possibility of
accurate measurements. When the sensor is not located in
the blood itself but is used to measure samples of blood
drawn from the patient, instruments can be frequently
calibrated using laboratory standards. Sensors that are
used within blood or other tissues have the requirement
that they must be small enough to fit in the tissue with
minimal damage, either as a part of a catheter or some
other probe. The miniaturization process must not com-
promise accuracy or reproducibility. In cases where micro-
electronic technology can be used to miniaturize the
structures, reproducibility can even be improved in the
mass-produced miniature devices as compared to their
piece-by-piece-produced larger counterparts. The continu-
ous invasive sensors are also limited in where and when
they can be applied. While the umbilical arteries are con-
venient conduits to the central arterial circulation, they are
only patent for a few hours after birth in most newborn
infants. Following this time it is very difficult to obtain
arterial samples since other vessels must be used. The use
of intravascular sensors, and those in tissue as well, also
increases the risk of infection and mechanical damage.
Care must be taken with intraarterial sensors to avoid
serious hemorrhage due to system components becoming
disconnected.

Noninvasive Methods

In noninvasive measurement of blood gases, there is no
direct contact between the blood or other tissue being
measured and the sensor. In this way there is usually less
risk to the patient and the technique is easier to apply
clinically. The major noninvasive methods used in neonatal
monitoring are now described.

Transcutaneous Blood Gas Tension Measurement. One of
the major advances in neonatal intensive care monitoring
technology was the development of transcutaneous blood
gas measurement instrumentation. This allowed the oxy-
gen tension and later the carbon dioxide tension of infants
at risk to be continuously monitored without invading
the circulatory system (24). These methods make use of
a heated sensor placed on the infant’s skin that measures
the partial pressures of oxygen or carbon dioxide of the
blood circulating in the dermal capillary loops under the
sensor. The heating of the skin to temperatures of 44 8C
arterializes the capillary blood in a manner similar to that
used for obtaining capillary blood samples with heel sticks.
Although the heating of the blood increases the blood gas
tensions in the capillary blood, oxygen consumption by the
viable epidermis surrounding the capillaries and diffu-
sional drops through the skin compensate for this increase

resulting in good correlations between the transcuta-
neously measured blood gas tensions and those determined
from arterial blood samples in neonates. Sensors can be left
in place on neonates for up to four hours, but for longer
periods of time it is recommended to move the sensor to a
new location to avoid tissue damage due to the elevated
temperature. Multiple sensors have been developed in
which the heating element is switched between several
sensors in the same package periodically so that the overall
sensor can be left in place for longer periods of time without
producing damage (25).

Although transcutaneous instrumentation can give
good correlations between transcutaneous and central
arterial blood gas measurements in neonates, it would
be misleading to suggest that the transcutaneous instru-
ment is measuring the same thing as is measured from
arterial blood samples. Indeed in infants with unimpaired
circulatory status, the transcutaneous blood gases and
those in the central circulation are similar; however, when
there is cardiovascular compromise, heating of the sensor
can no longer completely arterialize the capillary blood,
and there are significant differences between the transcu-
taneous and central measurements. Thus, when one makes
both transcutaneous and central measurements, differ-
ences can be used as a means of identifying shock-related
conditions (26).

Transcutaneous Mass Spectrometry. Another noninva-
sive method for measuring blood gas tensions involves the
use of a transcutaneous mass spectrometer (27). A sensor
similar to the transcutaneous blood gas sensor in that it
contains a heater to arterialize the capillary blood under it
is made of a gas-permeable membrane in contact with the
skin. This is connected to the mass spectrometer instru-
ment through a fine-bore flexible tube through which an
inert carrier gas is circulated to bring the gases that diffuse
from the skin into the sensor to the instrument. (For details
of this instrument see MASS SPECTROMETERS IN
MEDICAL MONITORING). At the present time, mass
spectrometry instruments are far more expensive than
instruments for electrochemically determining the trans-
cutaneous blood gas tensions. The advantage of the mass
spectrometer, however, is that it can simultaneously mea-
sure more than a single blood gas component. It can also
measure other gases in the blood stream, such as anes-
thetic agents or special tracers.

Pulse Oximetry. The use of optical techniques to deter-
mine the hemoglobin oxygen saturation in blood is well
known and is the basis for routine clinical laboratory
instrumentation along with the fiber optic catheter oximeter
described in the previous section on internal sensors.
Oximeters have also been developed for measuring the
oxygen saturation transcutaneously. Initial devices mea-
sured the continuous steady-state reflection of light of
different wavelengths from the surface of the skin. Pig-
mentation of the skin, unfortunately, limited this techni-
que to qualitative measurements unless the instrument
was specifically calibrated to a particular individual at a
particular site. Upon examining the backscattered optical
signal from the skin, one can notice a small pulsatile
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component at the heart rate. This is due to the changing
blood volume in the capillary beds reflecting the light, and
it can be seen for transmitted light as well. By looking at
this pulsatile component of the transmitted or reflected
light, it is possible to measure only the effect of each fresh
bolus of blood entering the capillary bed at systole. This
allows the principle of oximetry to be adapted to the
transcutaneous measurement of arterial blood hemoglobin
oxygen saturation (28). This technique is used for continu-
ously monitoring tissues that can be transilluminated,
such as the hand, foot, fingers, toes, ears, and nasal sep-
tum. These pulse oximeters have the added advantage that
in most applications it is not necessary to arterialize the
capillary blood by heating; thus, sensors can be left in place
for longer periods of time without risk of tissue injury.

Pulse oximeters have rapidly achieved a major role in
neonatal and adult intensive care medicine. It is important
to point out that oximetry differs from oxygen tension
measurement in that it tells how much oxygen is carried
by the hemoglobin. To know total oxygen transport one
needs to know the amount of hemoglobin in the blood as
well as the profusion of the tissue in question. Thus,
oximetry can with some additional data be quite useful
in determining whether adequate amounts of oxygen are
being supplied tovital tissues.There isoneaspectof neonatal
monitoring, however, where oximetry is of little assistance.
Thecondition,known as retinopathy of prematurity, is found
in premature infants and thought to be related to the newly
formed capillaries in the retina, which are exposed to blood of
elevated oxygen tension in infants who are receiving oxygen
therapy. An important aspect of oxygen monitoring in pre-
mature infants is to determine if the arterial blood oxygen
tension becomes elevated, so that the amount of oxygen that
the infant breathes can be reduced to protect the eyes. If
retinopathy of prematurity occurs as a result of elevated
oxygen tensions, blindness can result. Thus, to truly protect
the patient from this condition, one must measure oxygen
tension not hemoglobin oxygen saturation.

Pulse oximeters in routine clinical use are primarily
based on the the transmission mode of operation, although
backscatter oximeters have also been developed (29,30).
The clinical instruments, therefore, are limited in terms
of where they can be attached to the subject. Generally,
these positions are found on the periphery and are,
unfortunately, the first to experience diminished circula-
tion under shock or preshock conditions. Another limita-
tion of currently available pulse oximeters is their great
sensitivity to motion artifact. Signal processing algorithms
have been developed to reduce the effect of motion on the
pulse oximetry signal and to detect motion artifact and
prevent it from being indicated as data (31). Nevertheless,
since the oxygen saturation values presented represent
averages over several heartbeats, movement can result
in an apparent decrease in oxygen saturation that in fact
has not occurred.

TEMPERATURE MONITORING

An important aspect of treating premature infants is to the
maintenance of their thermal environment. A premature

infant is not well adapted to extrauterine life, and its
temperature control system is not fully developed since
it normally would be in a temperature regulated environ-
ment in the uterus. Thus, an artificial environment must
be provided to help the neonate control its body tempera-
ture. This environment is in the form of convective incu-
bators and radiant warmers. Another reason for providing
an elevated temperature environment for premature
infants is that very often these infants suffer from pro-
blems of the respiratory system that limit the amount of
oxygen that can be transported to the blood by the lungs.
This oxygen is utilized in the metabolic processes of the
infant, and among these are the generation of heat to
maintain body temperature. By placing the infant in an
environment at a temperature greater than normal room
temperature, less energy needs to be expended for thermal
regulation. A neutral thermal environment can be found
where the temperature and relative humidity are such that
the infant utilizes a minimum amount of energy to main-
tain its temperature, and oxygen and nutritional sub-
strates that would normally go into heat generation can
be utilized for metabolic processes related to growth and
development. Thus, to maintain this environment, it is
necessary to monitor both the temperature of the infant
and that of the environment.

Temperature monitoring instrumentation in the nursery
is relatively straightforward. The sensor is a thermistor
that can be in one of two basic forms, an internal probe or a
surface probe. The former consists of a semiflexible lead
wire with a thermistor mounted at its distal tip. An elec-
trically insulating polymer with good thermal conductivity
covers the thermistor and is contiguous with the lead wire
insulation. This probe can be placed rectally to give a
neonatal core temperature measurement. The surface
probe is a disk-shaped thermistor � 6 mm in diameter
with lead wires coming out in a radial direction. The
sensitive surface of the probe is metallic and is in intimate
contact with the thermistor, while the other surface of the
probe is covered with a thermally insulating polymer so
that the thermistor is well coupled to the infant surface it
contacts through the metal but poorly coupled to the
environmental air. The surface temperature measured is
not necessarily the same as core temperature and is
strongly dependent on the infant’s environment. Often
the surface mounted probe is placed over the liver since
this organ is highly perfused and is close to the skin surface
in small infants. To aid and maintain a good thermal
contact between the surface probe and the infant skin,
the lead wires, especially near the probe, should be highly
flexible so that the wires do not tend to force the thermistor
to come loose from the skin as the infant moves. As was
mentioned for surface mounted biopotential electrodes, the
skin of premature infants is sensitive to many factors, and
strong adhesive can produce severe irritation. Weaker adhe-
sives, however, can allow the thermistor to come off, and the
use of flexible lead wires greatly reduces this tendency.

The remainder of the instrumentation in temperature
monitoring devices is straightforward. An electronic circuit
senses the resistance of the thermistor and converts this to
a display of its temperature. In some cases alarm circuits
are incorporated in the monitors to indicate when the
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temperature lies outside of a preset range. Temperature
instruments are used not only for indicating infant surface
and core temperatures, but also for the control of incuba-
tor or radiant warmer temperature. Although convective
incubators have internal control systems to maintain
the air temperature at a preset point, the purpose of
the incubator is not as an air temperature controller.
Instead the incubator is used to maintain the infant’s body
temperature at a certain point and to minimize thermal
losses from the infant. For this reason some incubators
have servo systems that control incubator temperature
based on infant temperature rather than air temperature.
A block diagram of such a system is illustrated in Fig. 10.
Here a thermistor is the sensor and is positioned on the
infant’s skin or internally. If a radiant warmer is used, it is
important that any surface mounted thermistor is not in
the radiant field and thus directly heated by the warmer.
Frequently thermistors are covered with an insulating disk
that has a highly reflective outer surface of aluminum foil
so that no direct radiant energy from the heater falls on the
thermistor. An electronic circuit determines the thermistor
resistance, and hence, its temperature, which is assumed
to be equivalent to the infant’s temperature. This drives a
control circuit that provides proportional control to the
heating element of the convective or radiant source. In
some cases integrating and differential control is added to
the system for optimal response. Additional safety circuits
are included in the system to prevent it from overheating or
underheating, both of which are undesirable for the infant.
The final block of the system is the heater itself. The control
system must take into account the time response of this
element so as to provide optimal control. An indicator is
frequently included in the system to show infant tempera-
ture and heater status.

PRESSURE MEASUREMENT

The measurement of the pressure in fluids is important in
many aspects of medical care. This is especially true in

neonatal monitoring, and instrumentation for the inter-
mittent or continuous measurement of blood pressure is
frequently used in the intensive care unit. There are also
situations where the monitoring of intracranial pressure is
important in the care of infants. Instrumentation for mea-
suring these pressures is similar to other monitoring
instrumentation described in this article in that measure-
ments can be made by direct and indirect means. These are
described in the following paragraphs.

Blood Pressure

The direct measurement of blood pressure consists of
coupling the arterial or venous circulations to a pressure
transducer that is connected to an electronic instru-
ment for signal processing, display, and recording.
The direct methods used are similar to those used in adult
intensive care (see BLOOD PRESSURE MEASURE-
MENT). Generally, measurements are only made on the
arterial circulation, and wherever possible an umbilical
artery is used for access to this circulation. An umbilical
artery catheter, such as described in the section on direct
measurement of blood gases, is filled with a physiologic
saline solution containing an anticoagulant. The proximal
end of this catheter is connected to an external pressure
sensor that is positioned in the incubator near the infant.
This is usually a disposable semiconductor pressure sensor
that is used only on a single infant and then discarded so
that there is no risk of cross-contamination from one
patient.

Indirect blood pressure monitoring in the neonate pre-
sents special problems not seen in the adult. It is generally
not possible to measure an infant’s blood pressure using a
sphygmomanometer and the auscultation technique
because Korotkoff sounds cannot be detected. Thus other,
more complicated methods of indirectly measuring blood
pressure must be used. If a sphygmomanometer cuff
around a limb is still employed, it is important to use
the correct size of cuff for the infant being studied. The
width of the cuff should be from 45 to 70% of the limb
circumference (32). Cuffs of several different sizes are,
therefore, available for use with infants. These frequently
are inexpensive disposable cuffs designed for use with a
single infant.

Systolic and diastolic pressures can be sampled non-
invasively using the oscillometric or the kinarteriogra-
phy methods. Both techniques (see BLOOD PRESSURE
MEASUREMENT) are based upon blood volume changes
in the section of artery under or distal to the sphygmo-
manometer cuff. In the case of the oscillometric measure-
ment, the actual volume changes are determined, while
the kinarteriography method measures the radial
velocity of pulsations in the arterial wall. In the former
case pressure variations in the cuff itself are sensed,
and signal processing allows mean arterial pressures
as well as systolic and diastolic pressures to be
determined.

The kinarteriographic technique utilizes an ultrasonic
transducer under the cuff. Continuous wave ultrasound is
beamed at the brachial artery, when the cuff is on an arm,
and some ultrasonic energy is reflected from the arterial
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temperature.



wall. This is picked up by an adjacent ultrasonic transducer,
and an electronic circuit determines the frequency differ-
ences between the transmitted and reflected waves. When
the arterial wall is in motion, the reflected ultrasound is
shifted in frequency thereby giving a frequency difference
between the transmitted and reflected waves. Motion of the
arterial wall is greatest when the cuff pressure is between
systolic and diastolic pressures; and thus by measuring
changes in the frequency shift of the reflected wave, it is
possible to determine the systolic and diastolic pressures.
Unlike the oscillometric technique, it is not possible to deter-
mine the mean arterial pressure with kinarteriography.

Monitoring of Intracranial Pressure

As was the case with blood pressure, intracranial pressure
(the pressure of the cerebrospinal fluid and brain within the
cranium) can be determined by direct and by indirect meth-
ods. The former involves the placement of a tube within the
brain such that its distal tip communicates with the intra-
ventricular fluid. The proximal end is connected to a low
compliance pressure transducer. Although this technique is
highly accurate, a significant risk of infection is associated
with its application, and it is only used under extreme
circumstances when no other technique is possible.

Noninvasive techniques of monitoring neonatal intra-
cranial pressure are much safer than the direct technique
but, unfortunately, are not as accurate. The newborn
infant not only has special access available to the central
circulation through the umbilical cord, but also has a
means of accessing the intracranial contents through the
anterior fontanel. This gap in the calvarium means that
only soft tissue lies between the scalp surface and the dura
mater. Thus, it is possible to assess intracranial pressure
through this opening by various techniques.

A skillful clinician can palpate the anterior fontanel and
determine to some extent whether the pressure is elevated
or not (33). Another clinical method that can be used is to
observe the curvature of the scalp over the fontanel as the
position of the infant’s head with respect to its chest is
changed (34). The curvature should flatten when intracra-
nial and atmospheric pressures are equivalent. These
techniques are highly subjective and not suitable for neo-
natal patient monitoring; however, they can be the basis
of sensors for more objective measurement.

Various forms of tonometric sensors have been developed
for noninvasively measuring and monitoring intracranial
pressure (35). These all consist of some sort of probe that is
placed over the anterior fontanel in such a way that the

curvature is flattened and formed into a plane normal to
the surface of the probe itself. guard rings, calibrated
springs, and other techniques have been used to achieve
this applanation. Ideally once this is achieved the pressure
on either side of the membrane consisting of the soft tissue
between the dura and the scalp surface should be equal.
Thus, by sensing the pressure on the probe side, one can
determine the pressure on the other side of the dura.
Unfortunately, such a situation only holds in practice when
the membrane is thin with respect to the size of its planar
portion. In the case of the soft tissue between the dura and
the scalp, the membrane thickness can often be close to
the size of the planar portion because of the limitations
imposed by the opening of the fontanel. Thus, the technique
has some definite limitations. The method of attachment of
the probe to the infant and the structure of the probe itself
are critical to the efficacy of the resulting measurements.

Many investigators have considered different appro-
aches to making an appropriate probe for transfontanel
intracranial pressure measurement. These range from
strain-gage-based force sensors with guard rings to trans-
ducers that attempt to achieve applanation by means of a
compliant membrane mounted upon a chamber in which
air pressure can be varied. In the case of this latter tech-
nique, the position of the membrane is detected and a servo
control system is used to adjust the pressure within the
chamber so that the membrane presses the tissue of
the fontanel into a flat surface. Such a device is shown is
schematically is Fig. 11. The position of the membrane
is established optically by means of a shutter attached to
the membrane such that it varies the amount of light
passing from a fiber optic connected to a light source to
one connected to a light detector. A servo system control-
ling the air pressure within the structure adjusts it so
that the diaphragm, and hence the tissue of the fontanel,
is flat. At this point, the pressure of the air within the
sensor should theoretically equal that of the tissue within
the fontanel, which in turn should give the intracranial
pressure.

Elevated intracranial pressure in infants can be the
result of volume occupying lesions, excessive secretion of
fluids within the epidural space, the brain tissue itself, or
fluid in the ventricles of the brain. A frequent form of lesion
is bleeding or hemorrhage within one of these volumes, a
condition that is far too often seen in premature infants.
Another form of elevated intracranial pressure results
from hydrocephalus, a condition in which intraventricular
fluid volume and pressure become elevated. By continuous
monitoring or serial sampling of intracranial pressure, it
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Figure 11. A pressure sensor used
far intracranial pressure measure-
ments in the newborn based upon
measuring membrane deflection by
means of fiber optics.



is possible to provide better control of therapy for these
problems.

Monitoring of Intracranial Hemorrhage

As pointed out in the previous section, one cause of elevated
intracranial pressure in the newborn is intracranial hemo-
rrhage. It is important to be able to detect when this occurs
so that therapeutic measures can be immediately taken
to minimize irreversible damage. Although no technique
is suitable for continuous monitoring of infants at risk of
intracranial hemorrhage, several techniques can be used
for surveillance and periodic sampling especially of infants
showing possible signs and symptoms of intracranial
bleeding.

Devices for the noninvasive measurement of intracranial
pressure have been described in the previous section. In
addition to these, intracranial hemorrhage can be identi-
fied by measurement of transcephalic electrical impedance
(36). In this case, it is the baseline value of the impedance
that is important. For this reason, a tetrapolar method
of measurement must be used to minimize the effects of
electrode and lead wire impedances. An alternating
current at an excitation frequency of 20–100 kHz is passed
between a frontal and occipital electrode placed on the
infant’s head. A second pair of electrodes are located near
the excitation electrodes, but far enough to avoid voltage
drops due to the spreading current at the excitation elec-
trodes. The signal is picked up by these electrodes and
detected by an electronic circuit to give a voltage propor-
tional to the baseline impedance value. Since the specific
impedance of blood is � 2.5 times greater than the specific
impedance of the cerebral spinal fluid, one should see an
elevated transcephalic impedance when the ventricles
are filled with blood rather than cerebral spinal fluid.
Similarly, if the ventricles have grown in volume because
of excess cerebral spinal fluid as in hydrocephalus, the
transcephalic impedance should be lower than expected.

In practice, one can only look for changes in transce-
phalic impedance in infants and not at absolute baseline
values because of differences in geometry from one subject
to the next. Typically, the technique requires one or more
measurements to be taken during the first 24 h of life
on each infant and using these measurements to obtain
baseline intraventricular, hemorrhage-free data for that
particular infant. Subsequent measurements through
the infant’s hospital course are compared to these initial
measurements, and deviations are noted. Significant ele-
vations in impedance have been associated with the occur-
rence of intraventricular hemorrhage. Studies have been
carried out to show that this impedance shift correlates
with intraventricular hemorrhage as found using other
diagnostic techniques or, in the case of infants who expire,
at autopsy (36). The principal advantage of this method is
its relative simplicity and ease of measurement on infants
in the intensive care unit.

Ultrasonic determination of intraventricular hemor-
rhage involves making a B scan of the infant’s head and
locating the ventricular system (37,38). If the ventricles are
filled with cerebral spinal fluid alone, the fluid in the
ventricles does not reflect ultrasound, and the ventricles

appear clear on the image. If there is blood in the ventri-
cular fluid, ultrasonic echoes are produced by the cellular
components of the blood. This causes reflections to appear
within the ventricle on the image and allows for a definite
diagnosis of intracranial hemorrhage.

As with the transcephalic impedance method, the tech-
nique of making measurements on infants is straight-
forward and can be carried out in the neonatal intensive
care unit. The equipment necessary for the measurement,
however, is more costly than the impedance; but the results
are far more specific to identifying intracranial hemor-
rhage, and thus this is the current method of choice.

An additional method that can be used for detecting
bleeding within the ventricles is the use of computerized
tomography (CT) scans (39). While this technique is highly
efficacious from the standpoint of identifying intracranial
bleeding, it is undesirable because it exposes the developing
nervous system to significant amounts of X radiation. It
also is necessary to transfer infants to the radiology depart-
ment where the scanning equipment is located to make
the measurement. For severely ill, premature infants, this
transfer can significantly compromise their care.

MONITORING BILIRUBIN

Bilirubin is a product of the biochemical degradation of the
heme moiety that occurs in the hemoglobin molecule as
well as other proteins. It is normally found as a result of red
blood cell turnover, but it can be elevated in some hemolytic
diseases. This form of bilirubin, known as unconjugated
bilirubin, enters the circulation and then the skin and
other tissues. When it is present in the skin in sufficient
concentration, it causes a yellow coloration known as
jaundice. It also enters nervous tissue where, if it reaches
sufficient concentration, it can cause irreversible damage.

Increased serum bilirubin can occur either as the result
of increased production or decreased clearance by the liver.
The former situation can occur in normal and premature
infants and is referred to as physiologic jaundice of the
newborn. It is usually more severe in prematurely born
infants and generally peaks about the third day of neonatal
life. There are several modes of therapy that can be used to
reduce serum bilirubin once elevated values are detected.
The simplest way to detect jaundice in the neonate is to
observe the infant’s skin and sclera for yellow coloration.
Quantitative assessment can be carried out by drawing a
blood sample and extracting the cellular components from
the serum. The absorption of light at a wavelength of 450
nm in such a serum sample is proportional to its bilirubin
concentration. Photometric instrumentation for doing this
is readily available in the clinical laboratory and some
intensive care units (38). The problem with this method
is the need for obtaining a blood sample and the time
necessary to transport the sample to the laboratory and
analyze it in the photometer. A method for the rapid
assessment of serum bilirubin in all infants would repre-
sent an improvement over these techniques. Fortunately, a
relatively simple optical instrument has been developed for
assessing serum bilirubin in infants (40). It is illustrated
schematically in Fig. 12 and consists of a xenon flash tube
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light source and photometers with filters to measure the
reflected light at 460 and 550 nm. A special feature of
the instrument is a pressure switch on the portion of the
probe that is pressed against the infant’s forehead to make
the measurement. This probe contains fiber optics that
couple the xenon flash tube and the photometers to the
skin surface. As the probe is pressed against the skin, the
force squeezes the blood from the cutaneous capillaries.
Once the force is great enough to sufficiently blanch the
skin under the fiber optics so that the blood will not
interfere with the measurement, a switch activates the
flash tube and readings are taken from the photometers.
An internal microprocessor analyzes the reflected light and
compensates for any residual hemoglobin. It gives a num-
ber proportional to skin bilirubin on a digital display. The
proportionality constant, however, differs for different
types of neonatal skin; thus, proportionality constants
have to be determined for infants of different age, race,
and whether they have received phototherapy or not. This
instrument involves a sampling technique and thus is only
suitable for trend rather than continuous monitoring.
Since changes in serum bilirubin are relatively slow, such
a technique is entirely appropriate. The principal advan-
tage of this instrument is that it can be readily applied to all
infants in the nursery with little effort on the part of the
clinical staff. Readings can be made quickly to identify
those infants at risk of hyperbilirubinemia.

MONITORING LIFE SUPPORT SYSTEMS

Although one usually associates neonatal monitoring
with the measurement of physiologic variables from the
newborn or prematurely born infant, an aspect of neonatal
monitoring that should not be overlooked is associated with
monitoring the patient’s environment. Various life support
systems are important in neonatal intensive care, and
electronic instrumentation for assessing and maintaining
the function of these is also important. There should be
alarm systems so that when the conditions of life support
are inappropriate for neonatal care, care takers are alerted
and the problem can be corrected before it causes any harm

to the patient. There are many examples of life support
system monitoring in the neonatal intensive care unit, and
some of the major ones will be described in the following
paragraphs.

Maintaining an appropriate thermal environment for
the neonate is an important aspect of neonatal intensive
care. Incubators and radiant warmers need to have inter-
nal temperature instrumentation to ensure that the
environment is appropriate for the infant and so that
the clinicians providing care can be aware of environ-
mental conditions. Convection incubators frequently have
temperature sensors for measuring the environmental air
temperature and indicating it on the control panel of the
device. These temperature sensors are often a part of the
thermal control system in the incubator itself, and as
indicated earlier the infant’s own temperature can be used
as a control signal for some incubators. Built into this
incubator temperature monitoring function is an alarm
function that can indicate when the incubator temperature
becomes too high or too low; potentially life threatening
conditions.

It is sometimes necessary to intubate the trachea of a
patient and to use a ventilator to control breathing. A gas
with elevated oxygen content is often used to help provide
additional oxygen to infants who require it. There are
many points in a support system such as this where
monitoring devices can be useful to assess and in some
cases control the function of the device. Where gases of
elevated oxygen tension are given, instrumentation to
measure the partial pressure of oxygen within the gas to
indicate the oxygen fraction of inspired gas is desirable.
Various types of oxygen sensors are, therefore, placed in
the air circuit to either continuously or intermittently
measure and display this quantity. The temperature and
humidity of the inspired air are also important, and appro-
priate sensors and instrumentation for these variables can
be included as a part of the respiratory support system.
Continuous positive airway pressure is a mode of therapy
used in infants requiring ventilatory support. It is necessary
to measure and control the positive pressure in such
systems to minimize the risk of pneumothorax and to
ensure that the desired levels are maintained.
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Figure 12. Schematic diagram of a
transcutaneous bilirubin instrument.



The use of arterial and venous catheters in infants for
blood pressure and blood gas monitoring as well as fluid
therapy and hyperalimentation represents a safety risk to
the infant. Arterial catheters and associated plumbing can
become disconnected and cause serious losses of blood that
if not quickly checked can result in severe injury or death to
the patient. Gas bubbles inadvertently infused along with
intravenous fluids can, if sufficiently large, compromise the
circulation by producing gas embolisms. Fluid therapy in
very small infants must be precisely controlled so that
excessive or insufficient amounts of fluid are not provided
to the infant. Electronic instrumentation for controlling all
of these variables and producing an alarm when dangerous
conditions are encountered have been developed (41). Some
of these, such as intravenous infusion pumps, are routinely
used in neonatal intensive care units. Safety devices for
over- or underpressures can be built into the pumps, as can
sensors, to indicate when the fluid source has been depleted
so that additional fluid can be attached to the pump.

Phototherapy is a technique of illuminating the baby
with blue light in the wavelength range of 420–500 nm to
oxidize bilirubin to compounds that can be eliminated from
the body. Phototherapy units consisting of a group of 20 W
fluorescent lamps 30–40 cm above the infant must be
used cautiously because there are risks associated with
this radiation. Therefore, it is important to determine the
amount of radiant energy received by the infant in
the 420–500 nm band so that minimal exposure times
sufficient to oxidize the bilirubin can be given. Instrumen-
tation consisting of a small probe containing a photosensor
that can be held just above the neonate has been developed
for this purpose. It is not necessary for this instrumenta-
tion to be used to continuously monitor the phototherapy
units, but frequent testing of the therapy devices helps not
only to determine the appropriate exposure times, but also
to indicate when the fluorescent lights become ineffective
and need to be changed.

DIAGNOSTIC RECORDINGS

The role of infant monitoring is to determine when events
requiring therapeutic intervention occur so that optimal
care can be provided. Hard copy recordings from electronic
monitoring devices can also be useful in diagnosis of illness
and identification of infants who may benefit from electronic
monitoring over a longer period of time. Two types of
diagnostic recordings are currently used in neonatology:
polysomnograms and oxycardiorespirograms although both
are still considered experimental and are not routinely
used.

Polysomnography. Multiple channel, simultaneous,
continuous recordings of biophysical variables related to
the pulmonary and cardiovascular systems taken while the
newborn or infant sleeps are known as polysomnograms
(41–43). These recordings are often made overnight, and
8–12 h is a typical length. The actual variables that are
monitored can vary from one study to the next as well as
from one institution to the next. However, these usually
include the electrocardiogram and/or heart rate. One or

more measures of respiratory activity, such as trans-
thoracic electrical impedance or abdominal strain gage;
measures of infant activity and movement; measures of
infant sleep state, such as eye movements and usually a
few leads of the electroencephalogram; and measures of
infant blood gas status are also recorded. The number of
channels of data in polysomnograms is at least 3 and often
is 12 or more. Recordings are made using computer data
acquisition systems.

The primary application of polysomnography has been
as a tool for research evaluating infant sleep patterns and
related physiologic phenomena during sleep. Some inves-
tigators feel that polysomnographic recordings are useful
in evaluating infants considered to be at risk to sudden
infant death syndrome, but at present there is no
conclusive evidence that this technique has any value in
such screening. There may, however, be specific individual
cases where such evaluations may contribute to overall
patient assessment.

Oxycardiorespirogram. This technique is used for
continuous computer monitoring of infants in the neonatal
intensive care unit (44). Four or five physiologic variables
are monitored and continuously recorded on a multichannel
chart recorder (45). These are the electrocardiogram from
which the beat-to-beat or instantaneous heart rate is
determined; the respiration waveform or pattern as gen-
erally determined by transthoracic impedance monitoring;
the respiration rate as determined from the respiration
waveform; the oxygen status as determined from a pulse
oximeter or transcutaneous blood gas sensors; and at times
the relative local skin perfusion as determined by the
thermal clearance method from the transcutaneous blood
gas sensor.

The importance of the oxycardiorespirogram is that it
brings these variables together on a single record, where
they can be presented in an organized and systematic
fashion. This makes it possible to observe and recognize
characteristic patterns between the variables that may
be overlooked when all of these quantities are not mon-
itored and recorded together. The oxycardiorespirogram
is able to look at variables related to various points along
the oxygen transport pathway from the airway to the
metabolizing tissue. Thus, it allows a more complete pic-
ture of infant cardiopulmonary function than could be
obtained by monitoring just one or two of these variables.
Typical oxycardiorespirogram patterns have been classi-
fied and organized to assist clinicians in providing neonatal
intensive care (46).

SUMMARY

Infant monitoring along with adult monitoring under
critical care situations involves many individual types of
sensors and instruments. Depending on the application,
many different types of output data will be produced. In
addition, many different conditions for alarms to alert the
clinical personnel can occur for each of the different instru-
ments in use. Needless to say that although this provides
better assessment of the infant as well as quantitative and
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in some cases hard copy data, it also requires that this
data be integrated to provide manageable information. By
combining data from several different pieces of instrumen-
tation, more specific conditions for alarms can be defined
and variables can be more easily compared with one
another. This can then lead into trend analysis of the data,
and the computer certainly represents an important over-
all controller, analyzer and recorder of these functions. As
technology continues to become more complex, it is impor-
tant not to lose track of the primary goal of this technology,
namely, to provide better neonatal and infant care so that
critically ill neonates can look forward to a full, healthy,
and normal life.
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INTRODUCTION

The electroencephalogram (EEG) is an electrical activity
of the brain that is recorded by using electrodes appropri-
ately placed on the scalp, then amplifying and displaying the
electrical signal and its clinical relevant feature using a
computer, or other suitable monitors. The EEG signal is a
wave that varies in time. This wave contains frequency
components that can be measured and analyzed. These
frequency components have meaning and valuable proper-
ties. Table 1 shows the commonly defined waves or rhythms,
their frequency, and their properties. Hans Berger, the
discoverer of the EEG in humans, observed in 1924 all of
the rhythms known today (except the 40 Hz ‘‘gamma’’ band).
The described many of their basic properties. Since then, our
definitions and understandings of the rhythms have been
refined. However, there still remains some uncertainty, and
controversy, in how to define and use these bands, for
various purposes. Clinicians view the brainwaves for diag-
nostic purposes and seek to identify patterns that are
associated with specific pathologies or conditions. Psychol-
ogists also study them in association with mental states,
mental processing, and to test concepts of how the brain
processes information (1–6).

The EEG is therefore a noninvasive marker for cortical
activity. The EEG in humans and animals is used to
monitor alertness; coma and brain death; locate area of
damage following head injury, stroke, tumor, and so on;
monitor cognitive engagement; control depth of anesthesia;
investigate and locate seizure origin; test epilepsy drug
effects; monitor human and animal brain development;
test drugs for convulsive effects; investigate sleep disorder,
monitor and track brain ischemia; and so on. Continuous
EEG monitoring is a common routine in the intensive care
unit (ICU). However, in digital processed EEG, we study the
patterns that emerge during various behavioral, as well as
introspective, states, and then see what they are defining in
terms of a multidimensional representation of some state
space. Research that is focused on understanding specific
properties, such as attention, alertness, mental acuity, and
so on; has uncovered combinations of rhythms, and other
EEG properties, that are relevant to these studies. Gener-
ally, derived properties are found, that involve computer
processing of the EEG, to produce quantification measure-
ments that are useful for research, monitoring, and so on.

Since high speed computers and sophisticated and effi-
cient digital signal processing methodologies have become
available. These properties are significant and new features
and properties have been extracted from the EEG signal.
These features are combined in a system of multivariable
representationtoformulatevariousquantitativeEEG(qEEG)
measures. The features commonly employed are (7–21).

Amplitude

Subband powers

Spectrogram

Entropy and complexity

Coherence

Biocoherence

Power spectrum

Joint-time frequency

Spectral edge frequencies

Coefficient-based EEG modeling

Bispectrum

Etc.

In the following section, the EEG monitors are classified and
the main devices of the monitor are described. This section
presents two types of monitors. In the common specification
of Optimized Monitor section, the general specifications of
the optimized EEG monitor are provided.

CLASSIFICATION OF EEG MONITORS

What is an EEG Monitor?

The neurological monitor is simply a display that shows the
ongoing neurological activity recorded as the electrical
potential by appropriately placing electrodes on the scalp.
The conventional monitor goes back to EEG machine,
where the electrical activity of the brain could be detected
and plotted on scaled paper. Today, the neurological
monitors are based on advanced technologies. They are
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computer based and display not only the raw EEG, but also
various quantitative indexes representing processed
EEG. The monitors are EEG processors that have the
ability to perform data acquisition, automatic artifact
removal, EEG mining and analysis, saving/reading EEG
data, and displaying the quantitative EEG (qEEG) mea-
sures (indexes) that best describe neurological activity and
that are clinically relevant to brain dysfunction.

Neurological Monitor Main Components

As shown in Fig. 1, a typical neurological monitor consists
of a few main devices. These devices are connected together
through a microcomputer, which supervises and controls
the data flow from one device to another. It also receives
and executes the user instructions. It implements the EEG
methodology routine. The main devices of a typical monitor
can be summarized as follows:

ELECTRODES AND ELECTRODE PLACEMENT

Electrodes represent the electrical link between the
subject’s brain and the monitor. These electrodes are
appropriately placed on the scalp for recording the elec-
trical potential changes. Electrodes should not cause dis-
tortion to the electrical potential recorded on the scalp and
should be made of materials that do not interact chemically
with electrolytes on the scalp. The direct current (dc)
resistance of each electrode should measure no more than
a few ohms. The impedance of each electrode is measured
after an electrode has been applied to the recording site to
evaluate the contact between the electrode and the scalp.
The impedance of each electrode should be measured rou-
tinely before every EEG recording and should be between
100 and 5,000 V (2).

The international 10–20 system of electrode placement
provides for uniform coverage of the entire scalp. It uses
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Table 1. EEG Rhythms their Frequency Bands and Properties

Rhythm Name
Frequency
Band, Hz Properties

Delta 0.1–3 Distribution: generally broad or diffused, may be bilateral, widespread
Subjective feeling states: deep, dreamless sleep, non-REM sleep, trance, unconscious
Associated tasks and behaviors: lethargic, not moving, not attentive
Physiological correlates: not moving, low level of arousal
Effects of Training: can induce drowsiness, trance, deeply relaxed states

Beta 4–7 Distribution: usually regional, may involve many lobes, can be lateralized or diffuse;
Subjective feeling states: intuitive, creative, recall, fantasy, imagery, creative, dream-like,

switching thoughts, drowsy; oneness, knowing
Associated tasks & behaviors: creative, intuitive; but may also be distracted, unfocused
Physiological correlates: healing, integration of mind/body
Effects of Training: if enhanced, can induce drifting, trance-like state if suppressed, can improve

concentration, ability to focus attention
Alpha 8–12 Distribution: regional, usually involves entire lobe; strong occipital w/eyes closed

Subjective feeling states: relaxed, not agitated, but not drowsy; tranquil, conscious
Associated tasks and behaviors: meditation, no action
Physiological correlates: relaxed, healing
Effects of Training: can produce relaxation
Sub band low alpha: 8–10: inner-awareness of self, mind/body integration, balance
Sub band high alpha: 10–12: centering, healing, mind/body connection

Low Beta 12–15 Distribution: localized by side and by lobe (frontal, occipital, etc.)
Subjective feeling states: relaxed yet focused, integrated
Associated tasks & behaviors: low SMR can reflect ‘‘ADD’’, lack of focused attention
Physiological correlates: is inhibited by motion; restraining body may increase SMR
Effects of Training: increasing SMR can produce relaxed focus, improved attentive abilities,

may remediate Attention Disorders.
Mid-range

Beta
15–18 Distribution: localized, over various areas. May be focused on one electrode.

Subjective feeling states: thinking, aware of self and surroundings
Associated tasks and behaviors: mental activity
Physiological correlates: alert, active, but not agitated
Effects of Training: can increase mental ability, focus, alertness, IQ

High Beta 15–18 Distribution: localized, may be very focused.
Subjective feeling states: alertness, agitation
Associated tasks and behaviors: mental activity, for example, math, planning, and so on.
Physiological correlates: general activation of mind & body functions.
Effects of Training: can induce alertness, but may also produce agitation, etc.

Gamma 40 Distribution: very localized
Subjective feeling states: thinking; integrated thought
Associated tasks and behaviors: high level information processing,‘‘binding
Physiological correlates: associated with information-rich task processing
Effects of Training: not known



the distances between bony landmarks of the head to
generate a system of lines, which run across the head
and intersect at intervals of 10 or 20% of their total length.
The use of the 10–20 system assures symmetrical, repro-
ducible electrode placement and allows a more accurate
comparison of EEG from the same patients, recorded in the
same or different laboratories.

Patient Cable

The patient cable assembles the electrode terminals to
the recording machine and monitoring instrument. It is
preferable that the patient cable be of short length, which
assures low impedance and causes no distortion of the
electrical potential representing the neurological activity.

Data Acquisition System

It is composed of filters, amplifiers, analog-to-digital con-
verters (ADC), and buffers. Bandpass filters of 0.5–100 Hz
band are usually used to enhance the quality of the EEG
signal. High gain amplifiers are required since the elec-
trical potentials on the scalp are of microvolt. The input
impedance of the amplifiers should be a large value while
the output impedance should be a few ohms. The ADC
converter digitizes the EEG data by sampling (converts the
continuous-time EEG into discrete-time EEG) the data and
assign a quantized number for each sample. Figure 2
shows a schematic diagram for the ADC converter while
Fig. 3 shows the output–input characteristic of the uni-
form quantizer. Uniform quantization generates additive
white noise to the EEG signal. Portable and wireless units
of ADC have been used. The unit is connected to the
monitor device through a standard wireless communica-
tion routine. This makes the monitor more comfortable
and easier to be used.

Microcomputer

The microcomputer represents the master of the EEG
monitor. It controls the data flow from one device to another.
It reads the EEG data from the ADC buffers. It also hosts the
software of the qEEG approaches and the artifact removal
programs. Mathematical operations and analysis are car-
ried out in the microcomputer. After processing the EEG
data, the microcomputer sends the EEG signal and its qEEG
measure (index) to the display. When the microprocessor is
instructed to save the EEG session and its qEEG measure, it
sends the data to the hard copy device.

Graphics Display

The graphics display displays the contentious EEG signals
and online quantitative EEG (qEEG) measure. It helps the
neurologists to follow and track in real-time fashion the
changes in the brain activity and to monitor the brain
development in the intensive care unit (ICU).

Hard Copy Output Device

This device is connected to the microcomputer and stores a
version of the EEG data for future use. It could be a hard
drive, computer CD, or a printer–plotter for plotting either
version of the EEG or the qEEG measure to be investigated
by neurologists and to be a part of the patient record.

User Input Device

Through this device, the user can communicate and inter-
act with the monitor. Instructions and various parameters
required for the EEG analysis are sent to the microcom-
puter through this device.
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Figure 1. Block diagram of main compo-
nents of a neurological monitor.
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Figure 2. Schematic diagram of the ADC.
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TYPES OF EEG MONITORS

The EEG monitors can be classified into two main cate-
gories based on either their applications or the quantitative
EEG index employed for processing and assessment of the
brain electrical activity. Accordingly, the most popular
monitors can be categorized as follows (7,22):

Application-Based Monitors
Cerebral function monitor (CFM)

Cortical injury monitor (CIM)

Anesthesia monitor

Narcotrend monitor

Patient state analyzer (PSA) with frontal patient state
index (PSI)

BrainMaster 2E monitor portable bedside monitor

EEG Index-Based Monitors
Amplitude integrated monitor

Spectral index monitor

Spectral-edge frequency monitor

Bispectral index monitor

Entropy and complexity based monitor

This section presents, a very brief description of both moni-
tor types. This description gives the intuition for the neu-
rological applications of the monitor and the EEG index
employed.

Cortical Injury Monitor

The lack of blood and oxygen flow to the brain due to
cardiac arrest causes brain ischemia, causing brain cells
to die, and consequently affecting (changes) brain activity.
It has been demonstrated by many studies that brain
ischemia slows the brain electrical activity by suppressing
the high frequency and enhances the background activity;
the cortical injury monitor has been developed and used for
the detection and tracking of brain ischemia. The advan-
tage of the monitor comes from the fact that it provides a

quantitative measure extracted from the processed EEG
signal for the severity of brain injury after cardiac arrest.
It aids neurologists in providing better care for patients
with cardiac arrest and provides them with therapeutic
intervention, such as hypothermia. The monitor provides
assessment of the brain function within the first 4 h after
cardiac arrest.

Anesthesia Monitors

Patients receive general anesthesia during surgery. Anes-
thesia causes reduction of brain activity and concussions.
The depth of anesthesia should be evaluated and tracked in
real-time fashion to prevent perfect suppression of brain
activity. The anesthesia monitor has been developed and
used for the assessment of anesthesia and concussions. It
provides a quantification measure or index for the depth of
anesthesia. The monitor helps patients ‘‘rest easy’’ when
they receive general anesthesia for surgery. Of the known
anesthesia monitors, the bispectral (BIS) monitor, the
narcotrend monitor, and the patient state analyzer
(PSA4000) monitor are commonly employed. In the BIS
monitor, a qEEG measure based on bispectrum is employed
for tracking the depth of anesthesia. The PSA4000 is
indicated for use in the operating room (OR), ICU, and
clinical research laboratories. The monitor includes the
patient state index (PSI), a proprietary computed EEG
variable that is related to the effect of anesthetic agent.
The narcotrend monitor provides a 6-letter classification
from A (awake) to F (general anesthesia with increasing
burst suppression). The narcotrend EEG monitor is similar
to the BIS monitor positioned on the patient’s forehead.
The EEG classification made by the narcotrend monitor are
6 letters: A (awake), B (sedate), C (light anesthesia), D
(general anesthesia), E (general anesthesia with deep
hypnosis), F (general anesthesia with increasing burst
suppression) (23).

Cerebral Function Monitor

The cerebral function monitor (CFM) enables continuous
monitoring of the cerebral electrical activity over long
periods of time due to slow recording speeds. The cerebral
electrical signals picked up by the electrodes attached to
the scalp are registered in the form of a curve, which
fluctuates to a greater or lesser extent depending on the
recording speed. Examination of the height of the curve
with respect to zero and its amplitude indicates the voltage
of cerebral activity and yields information regarding
polymorphism. Thus it is possible to monitor variations
in cerebral activity over a prolonged period during anesthe-
sia as well as during the revival phase with the monitor
of cerebral function. The CFM is common practice in
monitoring the cerebral function in intensive care. To bring
the CFM into a polygraphy environment the hardware
processing and paper write-out have to be implemented
in software. The processor comprises a signal shaping filter,
a semilogarithmic rectifier, a peak detector, and low pass
filter. After taking the absolute value of the filtered EEG
signal, the diode characteristic used to compress the signal
into a semilogarithmic value was mimicked by adding
a small offset to the absolute value before taking the
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Figure 3. Input–output characteristic of the uniform quantiza-
tion system.



logarithm. The envelope of the resulting signal has been
made by means of a leaky peak detector and a boxcar
averager. Writing the resulting signal on a pixelized
computer screen at a speed of 6 cm/h, say 200 pixels
per hour gives 18 s per pixel. At a sample rate of 200
Hz, 3600 samples will be written to the same pixel column.
Only a line connecting the highest and lowest value of the
18 s period will be seen. All information about local
density of the signal between the high and low values
will be lost. Therefore there is an amplitude histogram per
pixel column and a color plot of this histogram is built. To
give even more information, the median and the fifth and
ninety-fifth percentile as bottom and peak estimates are
shown. The CFM is shown to be useful for seizure detection,
neonatal, care in the emergency room, and for the assess-
ment of other brain disorders (18,19,21). The CFM trace
may require a specialist for its interpretation. An EEG atlas
provides a summary for the interpretation of the EEG based
trace. Figure 4 shows an example for neonatal EEG mon-
itoring. Studies have shown that when CFM is used in
combination with a standard neurological examination, it
enhances the clinician’s ability to identify the presence of
seizures or to monitor infants EEG and others.

Amplitude-Integrated EEG (aEEG) Monitor

Various brain activities may causes changes in normal
EEGs. These changes might be in the amplitude, power,
frequency, BIS, entropy or complexity. In fact, since EEG
has become available, visual investigation of EEG has been
used to asses the neurological function. It is evident that
continuous EEG is a sensitive, but nonspecific measure of
brain function and its use in cerebrovascular disease is
limited. Visual interpretation of EEG is not an easy target
and need well-trained expertise, which is not available all
the times in the ICU. Besides, information that can be
extracted by visual investigation is limited. The EEG
amplitude shown in Fig. 5 by the aEEG monitor is the
first feature, which has received the attention of neuro-
logists and researchers. It is obvious that there is no clear
difference between the aEEG associated with the normal
and ischemic injury EEGs. The cerebral function monitor
(CFM) uses the aEEG extracted from one channel. The
aEEG can show bursts and suppression of the EEG. The

CFM is well used for seizure detection and neonatal
monitoring (18,19,21). However, the EEG amplitude shows
low capability. To clarify this disadvantage, let us ask the
question: Does isolectrical EEG mean brain death or even
coma? There has been a study seeking the answer of this
question (24). In this study, from 15 patients with clinical
diagnosis as brain death, EEG was isoelectricity in eight
patients while the remaining seven showed persistence of
electrical activity. Comatose patients may also show the
presence of electrical activity in the alpha band (8–13 Hz).
Such diagnosis is referred to as alpha coma. This implies
that both investigation and monitoring of EEG amplitude
may not be a reliable confirmatory test of brain function
and coma. The amplitude assessment of the EEG may then
mislead the neurologist’s decision.

Spectrogram-Based Monitor

A number of studies have focussed their attention to the
prognostication of frequency contents and the power spec-
trum of EEG (6,20,25,26). The normal EEG of adults often
show three spectral peaks in delta, theta, and alpha, as
demonstrated in Fig. 5 (top). The most common observa-
tion, in ischemic injury, for example, has been slowing
background frequencies by increasing the power of delta
rhythm and decreasing the powers of theta and alpha
rhythms. Numerous approaches have been employed the
frequency contents for developing a diagnostic tool or
index. Monitoring the real-time spectrum has also been
employed. While this approach gives an indication for
ischemic injury, it requires a well-trained specialist. In
animal studies, the spectral distance between a baseline
(i.e., normal) EEG and the underlying injury-related one
was employed as a metric for injury evaluation and
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Figure 4. Color CFM of � 2.5 h, red is high density, blue low
density, and black zero. Vertical scale from 0–5 mV linear, from
5–100 mV logarithmic. The median is given in black and the
percentiles in white. As only 1 h of data was available to test the
reproducibility of the process, we used a repeated playback mode for
this picture. The low median episodes are neonatal State 1 (Quiet
Sleep) with the beginning tracé-alternant (high peaks followed by
low amplitude EEG) with half way diminishing peak heights, and a
neonatal State 2 (REM Sleep) with symmetrical continuous EEG.
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Figure 5. Amplitude-integrated EEG for normal EEG (top) and
injury-related EEG of grade CPC 5. It is obvious that no significant
differences between the two cases, which implies that amplitude
may not be used for injury identification.



monitoring. However, the spectral distance has the dis-
advantage of using the whole frequency contents. This is
because using the whole frequency contents of the EEG
signal increases the likelihood of artifacts-corrupted spectral
contents. Time–frequency analysis is a signal analysis tech-
nique that provides an image of the frequency contents of a
signal as a function of time. Several methods (or time–
frequency distributions) can be used, one of which is the
spectrogram. The spectrogram is the power spectrum of the
investigated signal seen through a time window that slides
along the time axis. Figure 6 shows a segment of sleep EEG
signal (top)anditsspectrogram.It isobviousthatthespectro-
gram shows a sleep spindle at 15 Hz. The spectrogram shows
the times where the spindle isactivated.The time–frequency
analysis can then be a helpful tool to facilitate the EEG
interpretation, as is shown in the examples below.

Normalized Separation-Based Monitor

As mentioned, ischemic injury manifests itself in the EEG
by slowing the background activity and reducing the high
frequency. Such injury-related changes can be used for the
separation of normal EEG from injury-related one. Based
on this frequency information, a normalized separation
was adopted as an qEEG measure. The normalized separa-
tion is a spectral-based qEEG measure for assessment of
severity of brain injury. It uses the most relevant spectral
information related to the normal EEG signal. The normal
EEG has a power spectral density showing three funda-
mental spectral peaks as shown in Fig. 7 (top). It has been
demonstrated that employing these three peaks is enough
to yield a satisfactory quantitative measure. Moreover,
looking selectively at the principal features of the EEG
spectrum reduces the sensitivity of the measure to noise
and artifacts. This is primarily because a full spectrum-
based measure is likely to be susceptible to spectral com-
ponents related to noise and artifacts. Therefore, the
normalized separation employs the principal features of
the spectrum and ignores the minor features, which are
more sensitive to noise and artifacts. In comparison with
amplitude-based measures, such as the aEEG, the aEEG is
not a quantitative measure and represents a continuous
EEG. This finding implies that well-trained specialist
are needed for the interpretation of the aEEG trace. The

amplitude is also susceptible to noise and artifacts that
mislead the interpretation. In comparison with the higher
order spectra-based measures, the normalized separation
is enough since most information and features of the EEG
are described by the power spectrum. A recent study and
clinical investigation supports this claim. The EEG is
commonly modeled as a stochastic process and for this
reason phase is not important. The phase is the only
feature retained in higher order spectra. Figure 8 shows
three EEG signals and their corresponding normalized
separations. The first EEG is very close to normal and
provides a normalized separation of 0.2. In the second EEG
spectrum, the third peak is diminished and the normalized
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Figure 6. The EEG fragment with isolated 15 Hz spindles, which
are clearly visible in the spectrogram. The spectrogram also shows
that the spindles are alternated by short periods of 9 Hz activity.
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Figure 7. Power spectral density of EEG computed using the AR
method applied to 4 s window and averaged >10 windows. (Top)
Normal EEG signal and (bottom) abnormal. It is obvious that with
abnormal EEG the background frequency gets slower and the high
frequencies diminish.
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Figure 8. Normalized separation for three EEG cases. The left
one is normal EEG where three spectral peaks are shown, the
middle one is mildly injury-related, and the right one is a severely
injury-related EEG. It is obvious that the spectral-based normalization
makes significant separation between these three categories.



separation is 0.55. In the third EEG spectrum, both second
and third spectral peaks are diminished causing the EEG
to be separated from the normal EEG by 0.98. The normal-
ized separation ranges from 0 to 1, where the zero value
represents and quantifies the normal EEG, while the one
value corresponding to the sever abnormal EEG.

Spectral Edge Frequency Monitor

Computers make computation and search for spectral
edge frequency of the EEG signal applicable for assessing
and monitoring the cortical activity and brain dysfunction.
The median frequency and the frequency edges providing
90–95% of the power have been reported to be useful
(27,28). The spectral mean and peak frequencies have
also been employed (29,30). The success of computing
the time-varying spectral edge frequencies depends on
the best estimation of the time-varying power spectrum.
The fast-Fourier transform (FFT) is a commonly used
approach for computing the real-time power spectrum.
However, the FFT-based power spectrum provides poor
frequency resolution since the resolution is proportional to
the reciprocal of the analysis window. The model-based
power spectrum estimate, such as the time-varying auto-
regressive, provides high resolution and low variance
estimate of the power spectrum (Fig. 9).

Bispectral Index Monitor

In addition to spectrum, BIS also describes the frequency
contents of the EEG. The power spectrum is often used for

describing the frequency contents of the EEG modeled as a
sum of noncoupled harmonics (17,31–33). In such situa-
tions, BIS are identically zero. However, if the focus is on
the frequency contents of coupled harmonic (quadratic
phase coupling harmonics), BIS is often used. Bispectrum
is one of the first successful applications of electroencepha-
lography, which measures the effects of anesthetics on the
brain. The BIS index is a number between 0 and 100. It
produces a number between 0 and 100 (100 represents the
fully awake state, and zero no cortical activity). The BIS
correlates with depth of sedation and anesthesia, and can
predict the likelihood of response to commands and recall.
The BIS values correlate with end-tidal volatile agent
concentrations, and with blood and effect-site propofol
concentrations. It is not very good at predicting movement
in response to painful stimuli. However, there has been a
recent study, which shows that BIS information is not
necessary and power spectrum is satisfactory to describe
an EEG signal. Another fact is that BIS is very sensitive to
spike artifacts. The BIS index is a quantitative EEG index
developed and employed for measuring the depth of
anesthesia. It is based on third-order statistics of the
EEG signal, specifically BIS density, and is commercially
used for monitoring anesthetic patients. The index quan-
titatively measures the time-varying BIS changes in the
EEG signal acquired from the subject before and during
anesthesia. The BIS index will be zero when both the
baseline and the underlying signal are either identical
or Gaussians. This measure has been demonstrated to
be effective for depth of anesthesia measurements. How-
ever, in some applications (classification of brain injury due
to hypoxic/asphyxic cardiac arrest) the principal informa-
tion and features of the EEG signal lie in second-order
statistics, that is the power spectrum, and only minor
information and features are associated with higher order
statistics. Therefore, indexes based on higher order statis-
tics may not be best suited to classify brain injury due to
hypoxia/asphyxia (33). Besides, that higher order statistics
are very sensitive to sparse-like artifacts, which deterio-
rates the index (34). Therefore, employing higher order
statistics-based indexes require an efficient artifact
removal approach for preprocessing the EEG signal.
Below, a simulated example of BIS is presented. In this
example, the BIS density is shown to present information
on the coupling harmonics. Let x(n) be a time-series con-
sisting of three sinusoidal components whose frequencies
are 64, 128, and 192 Hz. It is obvious that harmonic
coupling between the first two sinusoids exists. Fig. 10a
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Figure 10. Bispectral density (a) and
bicoherence (b) of a simulated sinusoidal
signal. Bispectral density shows two lines
at the coupling frequencies (f1, f2) ¼ (64,
64) and (f1, f2) ¼ (64, 128). Bicoherence
shows two lines of unity value at the
coupling frequencies.
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and b shows the mesh plots of the BIS and the two-dimen-
sional bicoherence. Figure 11 shows the contour plot of the
bicoherence. It is obvious that the BIS density shows two
spectral lines at the frequencies (f1, f2) ¼ (64, 64) and
(f1, f2) ¼ (64,128). The bicoherence is unity (perfect cou-
pling) at these frequencies.

Entropy- and Complexity-Based Monitor

Since the brain processes information, the brain’s total
electrical activity probably corresponds to information
processing in the brain. This assumption was used to study
the entropy or self-information in the EEGs of anesthetic
patients, postcardiac arrest, in sleep research, and seizure.
Entropy as a measure quantifies the disorder of the EEG
signal. It represents the complexity and nonlinearity
inherent in the EEG signal. It has been shown that normal
control subjects provide larger entropy values than those
showing ischemic injury postcardiac arrest. The entropy
starts to increase with the recovery of brain function. That
is, entropy is a relevant indication of the brain order–
disorder following cardiac arrest. The subject under
anesthesia provides low entropy, while the awake subject
shows high entropy since their brain is full of thinking and
activity. Numerous approaches for the calculation of
entropy have been used, such as Shannon entropy, approx-
imate entropy, Tasllis entropy, and wavelet entropy.

Complexity based on chaotic, state space and correlation
dimension has also been employed for assessment and
monitoring of brain function (11–13,22,35–41).

COMMON SPECIFICATIONS OF OPTIMIZED MONITOR

The EEG monitor specifications are the hardware and
software properties that make the monitor capable of easily
and significantly performing assessment and classification
of cortical activity. The monitor should satisfy minimum
requirements. Common specifications of EEG monitors
may include the following: compact design that is rugged
and lightweight; automatic classification of EEG; off- and
on-line qEEG index; optimized recognition and removal
of artifacts; easy operation via friendly touch screen;

continues testing of the electrodes to ensure a constant
high quality of the EEG signal; variable electrode position;
interface to external monitors and documentation systems;
wireless communication between various sensors attached
to the human; provides a secure way to transmit and store
measured data; high-speed data processing; large amount
of memory; on-board Ethernet connection.

CONCLUSION

This article presented a descriptive review for commonly
known and employed neurological monitors. The typical
neurological monitor consists of a few main devices and the
software for running these devices. A brief review of
the device specifications and their roles have been given.
The monitors are classified into two main categories based
on their applications and the indexes acquired from the
digital EEG signal and employed for monitoring and
assessment of cortical dysfunctions. Intuitions of the
EEG monitors, with no mathematical details, have been
presented. The article concludes by describing the most
common specifications for the optimized monitor.
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NEUTRON ACTIVATION ANALYSIS
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Roskilde, Denmark

INTRODUCTION

Neutron activation analysis (NAA) as an elemental analy-
tical method has been used for a long time to determine
trace elements in biomedical research and clinical analysis
(1,2). The main problems associated with the determina-
tion of trace elements in biomedical research and clinical
analysis are the very low concentrations of some elements,
and the limited amount of sample materials available. It is
necessary that the analytical method be sensitive and free
of blank contribution.

As a nuclear analytical technique, NAA is based on the
excitation of the atomic nucleus of an isotope of the element
with neutrons, and the emission of specific radiation, such
as gamma rays, from the excited nucleus by decay. There-
fore, only trace elements present in the sample during
neutron activation will be excited and are able to be mea-
sured in this way. The possible contamination of sample
during subsequent handling will not influence the result.
Thus a comprehensive radiochemical separation of a par-
ticular element from interfering elements can be carried
out to significantly improve the detection limit, which will
not introduce any blank for the measured element. If no
pretreatment of sample is completed, almost no blank
value will be introduced in the analytical procedure. There-
fore, the method can be free of blank contribution. Neutron
activation analysis is very sensitive for many trace ele-
ments, while many matrix elements such as carbon, hydro-
gen, oxygen, and nitrogen are less activated by neutrons
and produce almost no activity after neutron activation.
Therefore, NAA is suitable for the analysis of biomedical

samples due to little or no interference from matrix ele-
ments. The interference from activated minor elements
such as chlorine, sodium, bromine, and potassium may
be eliminated by a few days decay of sample due to the
short lifetimes of radioactive nuclides of these elements. It
is normally used for in vitro analysis, but also can be used
for in vivo analysis of the whole or part of living bodies. This
consists of mostly major and minor elements, such as Ca,
Cl, K, N, Na, and P, but also some trace elements, such as
iodine in thyroid, Si, Cd, Hg in lung and kidney. The
contrast with conventional NAA, isotopic and accelerator
neutron sources and small reactor are used and prompt
gamma rays are measured (3). However, the problem of
radiation to living body limits its application. This article
will not describe this problem in detail and is an updated
version of the previous article published in the first edition
of this encyclopedia (4).

THEORY

Neutron activation is a reaction of the nucleus of an ele-
ment with neutrons to produce a radioactive species, so-
called radionuclide. Neutrons used in NAA can be produced
by a nuclear reactor, a radioisotope, and an accelerator, in
which the nuclear reactor is the most common neutron
source used for NAA due to its high neutron flux and
suitable neutron energy. Neutrons can exhibit a wide
range of energy, which range from thermal neutrons with
an average energy of 0.025 eV in a thermal nuclear reactor
to fast neutrons of 14 MeV in an accelerator neutron
generator. By bombarding an element with neutrons, a
neutron is absorbed by the target nucleus to produce a
highly energetic state of the resulting nucleus containing
an additional neutron. Some excess energy is immediately
lost, usually by emission of a gamma ray, a proton, or an
alpha particle. In a sample exposed to neutrons, the type of
nuclear reactions depends on the energy of the neutrons
and on the elements present. The main reaction occurring
with thermal neutrons is the (n, g) reaction. In this case,
the highly energetic level of the produced nucleus is de-
excited by emission of a gamma ray, while (n, p) and (n,a)
reactions are induced by fast neutrons reaction. In conven-
tional NAA, the element is determined by measurement of
the radionuclides formed by de-excitation of the produced
nucleus. However, the element can be determined also by
the measurement of the gamma rays emitted during the
de-excitation of the produced nucleus, which is so-called
prompt gamma activation analysis due to the very fast de-
excitation process (1 ps). In this article, only conventional
NAA is discussed. The probability of a particular reaction is
expressed by the activation cross-section, s, with a unit of
barn (10�28 m2). An isotope of an element has its specific
activation cross-section. The cross-section of a particular
nucleus depends on the energy of the neutron. The (n, g)
reaction normally has a higher activation cross-section than
(n, p) and (n, a) reactions. The rate of formation of the
radionuclide in the neutron activation is expressed as

dN�

dt
¼ sfN ð1Þ
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N is the number of the target nuclei in the atom, so N ¼ (m/
M)NA y. Here, m is the mass of the target element (in g); M is
the atomic mass; NA is Avogadro’s number; and y is the
isotope abundance of the target nuclide, N* is the number of
the activated nuclide at time t; f is the neutron flux density
(in neutron m�2�s�1), which is used to express the neutron
number pass through a unit area in a unit time, which can
be considered also as a product of velocity of a neutron and
its concentration.

If the nuclide formed is radioactive, it will decay with
time and the decay rate of the radionuclide will be

dN�

dt
¼ �lN� ð2Þ

Herel is the decay constant of activated nuclide, l ¼ ln 2/
T1/2 and T1/2 is the half-life of activated nuclide. So, the
production rate of an activated nuclide is expressed as:

dN�

dt
¼ ðsfNÞ � ðlN�Þ ð3Þ

The activity or disintegration rate (A0) at the end of irradia-
tion time ti is then:

A0 ¼ lN� ¼ sfNð1� e�ltiÞ ð4Þ

The saturation activity of the activated nuclides (Am), that
is, the activity when the production of activity is equal to the
decay of the activity, can be calculated as:

Am ¼ sfN ¼ m

M
NAusf ð5Þ

If considering the decay of activated radionuclides during
the decay (td) and counting (tc), the measured activity of
radionuclides is calculated by

A ¼ sfNð1� e�ltiÞe�ltdð1� e�ltcÞ=l ð6Þ

The actual number of events recorded by a detector for a
particular radionuclide is only a fraction f of the number of
decays calculated from Eq. 6, because not every decay can
emit a characteristic gamma ray, and once a gamma ray is
emitted they may not reach the detector. Considering these
findings, the simplest and most accurate way to determine
an element by NAA is to irradiate and measure a compara-
tor standard with an exact known content of the element
together with the sample. In this case, the ratio of the
element content in sample ms to that in comparator stan-
dard mc is equal to the ratio of their activities, As/Ac ¼ ms/
mc. Therefore, the content of target element in the sample
can be calculated by

ms ¼
As

Ac
mc ð7Þ

In addition, from such a single comparator, it is also
possible to calculate the sensitivity of other elements by
means of the k-factor (5). This factor is an experimentally
determined ratio of saturation specific activities expressed
in counts:

k ¼ f us

f �u�s�
M�

M
ð8Þ

Here, the asterisk refers to the element of a single compara-
tor. The factor f is a combination of the emission probability
of h and detection efficiency e. If the relative efficiency
function of the detector is known, calibration may be based
on k0 values (5):

k ¼ k0
e
e�

ð9Þ

where

k0 ¼
hus

h�u�s�
M�

M
ð10Þ

These k0 values are fundamental constants and may be
found in tabulation; methods for taking into account the
influence on k0 values of difference in neutron flux spectrum
have been developed.

The analytical sensitivity of NAA for various elements
can be predicted from Eq. 6, combined with the emission
probability of gamma rays of the radionuclide and the
counting efficiency of the characteristic energy of the radio-
nuclide. The calculated interference free detection limits of
NAA for various elements are listed in Table 1. Note that
this data is only applied to radionuclides completely free
from all other radionuclides, that is after a complete radio-
chemical separation. In actual analysis, the activity from
other activated elements will interfere with the detection of
the target element by increasing the baseline counts under
its peaks, so the detection limit will be poorer than that
estimated in Table 1. However, in a sample with known
composition, practical detection limits may be predicted in
advance (6).

Since NAA is based on the excitation of the atomic
nucleus of an isotope instead of the surrounding electrons,
no information on the chemical state of the element can be
obtained. In addition, the de-excitation of the produced
nucleus by the emission of high energy gamma rays or
other particles gives the formed radionuclide a nuclear
recoil energy of several tens of electron volts. This is more
than sufficient to break a chemical bond, and the formed
radionuclide may no longer be found in its original chemi-
cal state. It is therefore not possible to directly use NAA
for chemical speciation of an element. However, a NAA
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Table 1. Interference Free Detection Limit for Elements
by NAA Based on Irradiation for 5 h at a Neutron Flux
Density of 1013 n/cm2�s�1 and Typical Counting Conditionsa

Detection
limit, ng Element

0.001 Dy, Eu
0.001–0.01 Mn, In, Lu
0.01–0.1 Co, Rh, Ir, Br, Sm, Ho, Re, Au
0.1–1 Ar, V, Cu, Ga, As, Pd, Ag, I, Pr, W, Na, Ge,

Sr, Nb, Sb, Cs, La, Er, Yb, U
1–10 Al, Cl, K, Sc, Se, Kr, Y, Ru, Gd, Tm, Hg, Si,

Ni, Rb, Cd, Te, Ba, Tb, Hf, Ta, Os, Pt, Th
10–100 P, Ti, Zn, Mo, Sn, Xe, Ce, Nd, Mg, Ca, Tl, Bi
100–1000 F, Cr, Zr, Ne
10,000 Fe

aSee Ref. (6).



detection coupled with a preseparation of chemical species
of elements, so-called molecular activation analysis, can be
applied for the chemical speciation of elements for biome-
dical studies (7). Used in this way, NAA is no longer
without a blank problem.

EQUIPMENT AND METHODOLOGY

Optimal utilization of the special qualities of NAA requires
anappropriatemethodology,which isadaptedtotheanalysis
of various biomedical samples for different elements and
their species. Figure 1 shows a scheme of NAA, which divides
NAA into several steps, some of which are indispensable,
while others are supplementary for specific purposes.

Sampling

Sampling is the first step for any analysis, and is the most
important step in any meaningful investigation (8,9).
There is increasing awareness that the quality of an ana-
lytical result may often be influenced more by sample
collection than by final measurements. One of the main
considerations during sampling should be devoted toward
the representativity of the analyzed sample to the object
under study. Other considerations should be the avoidance
of any contamination during sampling and finding suitable
storage of the sample until analysis to prevent the losses of
the elements of interest and to avoid contamination. The
selection and collection of a representative sample may
need to consider two aspects: the type of sample and the
size of the selected sample (8). Frequently, valuable data
can be obtained from the analysis of readily accessible
in vivo samples, such as blood and urine. In some cases,
the analysis of tissue sample may provide more useful
information. A considerable effort has been spent on the
analysis of hair and nail (9). They have an advantage of
being easily available, however, it may be less representa-
tive for most of the elements, and a multitude of factors
may affect the observed results. The contamination during

the sampling mainly comes from the tools and the con-
tainer used for samples and the sampling environment.
With the exception of excreta, all biomedical materials
have to be removed from the organism by means of tools
for piercing, cutting, or shearing. The best materials for
tools from the point of view of eliminating contamination
are polyethylene, Teflon, or other plastic materials, or
stainless steel, if Cr, Ni, Co, and Fe are not being consid-
ered, but pure titanium is a good material due to its
hardness for cutting. For the container, polyethylene,
Teflon, and synthetic quartz are the best materials to avoid
contamination and absorption of trace elements on the well
of the container. The problems of sampling and sample
handling have been given more attention in the studies of
medical trace elements. A number of sampling protocols
were recommended. A detailed discussion of this issue can
be found in many articles and books (2,8,9).

Preseparation

Since NAA cannot be directly used for chemical speciation,
various chemical species of trace elements have to be
separated before irradiation. In recent years, many meth-
ods have been developed for the chemical speciation of
various trace elements, such as Se, I, Cr, Hg, As, Al, Fe,
Zn, Cu, and rare earth elements in biomedical samples
(7,10–15). All of these methods are based on preseparation
using various chemical and biochemical separation tech-
niques, such as ion exchange, gel chromatography, high-
performance liquid chromatography (HPLC), supercritical
fluid, electrophoretic, and fractionation techniques. The
chemical speciation in biomedical trace elements studies
normally includes the following aspects: subcellular dis-
tribution of trace elements in various tissues; chemical
valence states of trace elements in liquid samples such
as urine, blood, and cytosol of tissue homogenate; specific
combination of trace elements with various proteins, poly-
peptides, enzymes, hormones, and small molecular com-
pounds. The separated chemical species of trace elements
is then quantitatively determined by NAA. Since the sample
is not destroyed and no chemical reagents are used, NAA
itself is actually a contamination-free analytical technique.
However, in preseparation the utilization of chemical
reagents and many types of equipment can cause a high
risk of contamination. An enriched stable isotope trace
technique was therefore used to overcome this problem
(15), which is based on the fact that NAA is actually an
analytical technique for isotopes instead of elements. In this
case, the contaminations during the separation can be
identified and eliminated because of the different isotopic
components of the trace elements in the samples with those
contaminants from the chemical reagents and other sources.

Due to the very low concentration of most trace elements
in biomedical samples, preseparation of elements of inter-
est from main interfering elements and preconcentration is
sometimes useful for the improvement of the detection
limit of the elements of interest. The simplest preconcen-
tration should be lyophilization and ashing of the samples,
which can be directly carried out in an irradiation con-
tainer, such as a quartz ampoule and aluminum foil to
eliminate problems associated with sample transfer. The
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techniques used for preseparation of the elements of inter-
est are similar as those for radiochemical separation
described below. Special attention should be given to avoid
contamination and addition of extra interfering elements,
such as Cl and Na.

Sample Preparation

Before neutron irradiation, the sample must be transferred
to an irradiation container for transport to and from the
irradiation position. These containers should not contam-
inate the sample, nor should they add significantly to the
total amount of radioactivity produced during activation.
Suitable materials are low density polyethylene for mod-
erate irradiation and high pure aluminum and synthetic
quartz for prolonged irradiation. For short-term irradia-
tion, the sample can be wrapped in a thin polyethylene film
and inserted in a polyethylene irradiation capsule. After
irradiation, the sample with the polyethylene foil is
directly measured, since there is no significant contribu-
tion of trace elements and radioactivity from the polyethy-
lene film and difficulties on removal of sample from the
irradiated film. In the determination of some elements,
such as Se, F, B, and Li (16,17), the irradiated samples
have to be measured very quickly (<10 s) due to the very
short half-lives of the formed radionuclides (0.8 s for 8Li,
17.5 s for 77mSe, 11.0 s for 20F). In this case, the sample with
the polyethylene capsule has to be directly transferred to
the detector for measurement. For long-term irradiation of
sample in a reactor, it is normally required that the sample
be dried to avoid any problem of explosion of the container
due to the high pressure produced in the container by the
radiolysis of water in the samples. In addition, the removal
of water from the sample will improve the determination of
elements of interest, because an increased amount of sam-
ple can be irradiated and the counting geometry can be
improved. Lyophilization techniques are normally used for
the removal of water, although evaporation by heating can
be used. In addition, dry ashing is sometimes used to
further improve the determination of elements, but we
should watch for loss of elements of interest during this
process. The dried sample is normally wrapped in high
purity aluminum foil, which is then inserted into an alu-
minum container for irradiation, since only a short-lived
radioisotope of aluminum, 28Al (2.24 min), is formed in the
neutron irradiation of Al. This radioisotope quickly disap-
pears by decaying, so it does not interfere with the determi-
nation of trace elements that form long-lived radionuclides.
For some elements, such as mercury and arsenic, a synthetic
quartz ampoule was used because they volatize during irra-
diation and have very low impurities in quartz materials and
are less radioactive from activated SiO2. To minimize losses
and contamination, biomedical samples are often sampled
in a high purity quartz ampoule. They are then directly
lyophilized and ashed in the quartz ampoule. After irra-
diation, they can be measured in the same ampoule.

Irradiation

Different neutron sources are available for the activation
analysis of samples. Isotopic neutron sources, such as Ra–
Be and Am–Be sources that rely on the (a, n) reaction and

252Cf source that is based on spontaneous fission, yield
neutron spectra with a limited range of neutron energies.
Accelerators can also be used to produce a particular
energy of neutrons, such as 14 MeV neutrons produced
by (D,T) reaction and 2.5 MeV neutrons by (D,D) reaction.
A miniature, sealed-tube neutron generator with a yield of
108–1011 neutron/s has been used widely as a neutron
source for NAA (18,19). However, due to low neutron flux
produced in these two kinds of neutron sources, they are
very seldom used for the NAA of biomedical samples.

Nuclear reactors are much more suitable for NAA of
biomedical materials, because they provide much higher
neutron flux density (1011–1014 n/cm2�s) with correspond-
ingly higher sensitivities for trace elements. In addition,
neutrons in the reactor can be well moderated to thermal
energies, which is very suitable for NAA because of the
high thermal neutron activation cross-sections of trace
elements and less interference from fast neutron reactions.
For some elements such as iodine, arsenic, and selenium,
which are preferably determined by epithermal NAA, an
epithermal neutron irradiation channel was set up in some
reactors by shielding thermal neutrons with cadmium (20).
Almost all research reactors installed pneumatic transfer
systems for easy and automatic transfer of samples to and
from the irradiation position. Some of them can also
quickly transfer the irradiated sample to the counting
position above the detector for the determination of ele-
ments by counting short-lived radionuclides. The detection
limit and analytical precision of NAA can be improved by
repeated irradiation and counting of samples, the so-called
cyclic NAA. This is particularly useful for the elements
determined by short-lived radionuclides (such as Se, F, I,
etc.). Cyclic NAA systems were therefore installed in some
reactors (17). As a nuclear facility, many nuclear reactors
are located in large research centers, normally outside of
the city; it makes them less accessible and consequently
makes NAA inconvenient for most researchers and medical
doctors. In the 1980s, a miniature neutron source reactor
(MNSR) was developed especially for NAA in China. Due to
its intrinsic safety in design, this reactor can be installed in
hospitals and research institutes in a big city. With a
combination of its small size and low price, it makes
NAA possible as a clinically analytical tool easily and
conveniently accessible for many researchers and medical
doctors. Ten such reactors were installed in universities
and institutes in China, Pakistan, Iran, Syria, Ghana, and
Niagara (20,21). A few similar reactors (SLOWPOKE reac-
tor) were developed and installed in Canada.

Measurement

Trace elements are determined by measurement of the
activity of the radionuclides formed after neutron irradia-
tion, which can be carried out by counting the number of
events taking place in the detector. The choice of the
detector used for NAA depends on the type of decay and
energies of the radiation emitted by the radionuclides
formed. Some radionuclides produced by neutron activa-
tion of uranium and thorium decay by emission of neu-
trons, which are counted by means of a neutron detector
filled with BF3 or 3He gas. Meanwhile, the radionuclides of
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boron and lithium, which decay by emitting very high
energyb particles, may be counted by a Cherenkov detector
(16). All these analyses require that the detector be
installed at the reactor site because of the short half-lives
of these radionuclides, and are consequently not commonly
used for biomedical materials.

The most common radionuclides measured by NAA
decay by emission of characteristic gamma rays. The most
widely used detector is a gamma semiconductor detector, of
high purity germanium (HpGe). This detector has high
energy resolution; it may separate the gamma rays with
energy difference of only 2–3 keV. According to the energies
of the radionuclides of interest, different types of germa-
nium detectors can be used. Planar germanium detector
and HpGe detector with a thin window are used for the
measurement of low energy gamma rays down to 10–20
keV. These detectors have the best energy resolution. In
addition, a silicon (lithium) detector can be used for the
measurement of low energy gamma rays and X rays. A
normal coaxial HpGe detector is used for most radionu-
clides with energies of gamma rays >60 keV, and well-type
HpGe detectors can be used for improvement of the count-
ing efficiency if a very low level of radioactivity needs to be
measured. In this kind of detector, the sample sits in the
middle of the germanium crystal and almost 4p geometry
can be obtained. However, only a small sample can be
measured in this detector due to the limited well size of
the detector. In connection with appropriate electronic
equipment, such as high voltage supply, preamplifier
and main amplifier, and a pulse height analyzer with
4,096 or 8,192 channels, it is possible to determine simul-
taneously many different radionuclides if only their
gamma-ray energies differ by 2–3 keV. Additional discri-
mination is achieved between radionuclides with different
half-lives by counting the sample at different decay times.

The measurement of gamma rays is based on the inter-
actions of gamma rays with matter, such as the photo-
electric effect, Compton scattering, and pair production. In
the photoelectric effect, the gamma ray ejects a shell
electron from a germanium atom and produces a vacancy;
the ejected electron has a kinetic energy equal to the
energy of the gamma ray less the binding energy of the
electron. It may interact with other electrons, thus causing
secondary ionization, and produce more vacancies in the
shell of the germanium atoms. The number of produced
photoelectrons and corresponding vacancies is determined
by the energy of the gamma ray. In this way, the gamma-
ray energy is converted to an electric signal in the detector,
which is then amplified by preamplifier and main ampli-
fier, the output from the main amplifier is a peak of nearly
Gaussian shape with an amplitude proportional to the
gamma-ray energy that enters the detector. This electric
signal is finally registered by a multichannel analyzer
(MCA) as a count, the number of the channel in the
MCA corresponds to the gamma-ray energy and the counts
in a channel correspond to the numbers of the gamma rays
with the same energy. The peak of the gamma spectrum
registered in the MCA is normally also a Gaussian dis-
tribution. The width of the peak, or the energy resolution,
is an important parameter of the detector. Except for the
photoelectric effect, pair production process results in a

gamma ray with energy less than 0.511 and 1.02 MeV of
the original one. Compton scattering results in a conti-
nuum of energy being transferred, which increases the
baseline counts of the gamma peaks, and therefore worsens
the detection limit of the radionuclide of interest. Most
gamma emitting radionuclides also emit beta particles.
The interaction of the beta particle with the detector
results in a continuum of energy under the gamma spec-
trum. A beta absorber can be used to reduce the interfer-
ence of the beta particles. The utilization of anti-Compton
techniques will reduce Compton interference; a recently
developed multiparameter coincidence spectrum techni-
que significantly improved the detection limit of the trace
elements of interest (22).

Radiochemical Separation

NAA for very low level of elements is limited by the pre-
sence of other elements in the sample. Some minor ele-
ments in the biomedical samples such as Na, Cl, Br, and P
contribute to high radioactivity of the irradiated sample,
and the signals of the radionuclides produced from many
trace elements of interest are overlapped by an increased
Compton continuum under the gamma peaks. In order to
measure the trace elements of interest and improve the
detection limit and analytical accuracy of many trace ele-
ments, it is required that these interfering elements be
eliminated before counting. Since the irradiated sample is
radioactive, this procedure is called radiochemical or post-
irradiation separation. Radiochemical separation is nor-
mally carried out by the following steps: addition of carrier,
decomposition of irradiated sample, chemical separation,
and preparation of separated samples for counting.
Detailed development and the present progress of RNAA
were reviewed by several authors (22–24). Since the acti-
vated elements are radioactive, this procedure does not
create any blank problem, but may easily result in losses of
trace elements to be determined. In order to minimize
these losses, a suitable amount of carrier element is always
added to the sample before radiochemical separation. Since
the amount of carrier element is much higher than the
same element from the original sample, it can then be used
to monitor the chemical recovery of the elements deter-
mined during the radiochemical separation. In many cases,
some carriers of interfering elements are also added to
improve the removal of these interferences, the so-called
holdback carrier. A complete equilibrium between an inac-
tive carrier and radioactive element is necessary to be sure
that both undergo the same physical and chemical proce-
dure, and the same chemical recoveries during the radio-
chemical separation, which is normally carried out by a
comprehensive oxidation–reduction cycle.

Both dry ashing and wet digestion are used to decom-
pose the biomedical samples. Dry ashing at 400–700 8C is
more suitable for large samples; then the ashed sample can
be easily dissolved by diluted acid. However, a considerable
loss of several elements may occur during ashing due to
volatilization, which can be partly eliminated by ashing in
a closed system or by using low temperature ashing at 200–
250 8C under vacuum. Iransova and Kucera (25) recently
showed alkali fusion at high temperature (800–850 8C) is
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very effective and rapid for decomposition of the biomedical
sample and reduction of the losses of many trace elements.
Based on the volatilization of some elements, a combustion
method was used to directly separate these elements from
the matrix and interfering elements. A particular example
is the radiochemical NAA of iodine (26). Acid digestion is
a more popular method for decomposition of biomedical
samples. This method is normally carried out by boiling
a sample in concentrated HNO3 with HClO4 or H2SO4.
Sometimes H2O2 is added to completely decompose the
organic components of the sample. Heating in an open
system can also result in losses of some volatile elements
such as iodine and mercury; utilization of refluxing can
significantly improve the recovery of these elements.
Recently, a microwave assisted digestion system was also
introduced for the decomposition of sample. The main
advantages of this method are rapid digestion and less
loss of trace elements due to a closed digestion system.
Usually, it is used for small sample analysis.

The main activities of irradiated biomedical material
are produced from 38Cl, 82Br, 24Na, and 32P. A complete
separation of an element from all other radionuclides is
rarely necessary. The removal of main radionuclides and
several group separations are very useful for improvement
of the determination of most trace elements with adequate
accuracy and precision (23,24). Precipitation, ion exchange,
and extraction are the most commonly used methods for
radiochemical separations. Both 38Cl and 82Br can be
removed by anion exchange absorption, precipitation as
AgCl and AgBr, and evaporation as HCl and Br2. A simple
and effective separation of 24Na can be carried out by
absorption on a hydrated antimony pentoxide (HAP) col-
umn (27). Various procedures have also been developed
for the group separation (23,24,27). However, the separa-
tion of a single element sometimes may be necessary due
to their very low level in biomedical materials, such as
iodine, vanadium, silicon, uranium, selenium, and mercury
(26,28,29). For efficient measurement, the separated sam-
ple has to be prepared in small amounts for counting on
the detector. This process is normally completed by pre-
cipitation to convert the separated elements to a solid
form or by evaporation to remove most of the water.

Chemical Recovery

In comprehensive radiochemical separation, the addition
of carrier cannot entirely prevent losses of the elements of
interest, even in a simple separation procedure. For accu-
rate results, a correction for losses should therefore always
be made, which can be carried out by measurement of the
chemical recovery of the determined element in the radio-
chemical separation.

Chemical recovery can be measured by carrier and
radiotracer. Before decomposition, carriers are added to
the irradiated material in macroamount compared to the
element originally present in the sample. When the car-
riers behave as the probed element in the sample, their
chemical recoveries should be the same. Thus the chemical
recovery of the carrier element is taken as the recovery of
the determined element. The carrier element can be easily
measured by classic analytical methods, such as gravime-

try, calorimetry, and titration method, especially when a
single carrier is added and separated, and the contribution
from other elements is negligible. When more than one
carrier is added and multielements are separated and
determined, a reactivation method could be used for deter-
mination of the carrier content in the separated sample.
After the measurement, the separated sample containing
the activated elements and the carriers is reactivated by
irradiation with neutrons, and the amount of carrier is
determined by NAA. As the amount of the radionuclide
originated from the sample is negligible compared to the
added carrier, and the amount of added carrier is known,
the chemical recovery can be calculated. Radiotracer is a
more direct method for monitoring chemical recovery. In
this case, radioisotopes are added to the sample with
carrier before the radiochemical separation. These radio-
tracers are not the same as those produced by neutron
activation, and can be measured simultaneously by a
gamma detector due to the different energies of gamma
rays. Since the radiotracer is another indicator of the same
element as the radionuclide produced from the element of
interest, the chemical recovery of the radiotracer is the
same as the indicator. For example, 125I was used as a
radiotracer for monitoring the chemical recovery of iodine
in RNAA (29), and 57Co for cobalt.

If the radiochemical separation is carried out in a well-
controlled manner, a constant chemical recovery can be
assumed, and the recovery correction may be carried out
without measurement of chemical recovery for every indi-
vidual sample. But first the constant chemical recovery has
to be determined by processing an unirradiated sample to
which is added irradiated carriers or other radiotraces
using the same chemical separation procedure. In order
to evaluate the precision of the correction, at least 10
determinations should be made.

Analysis of Gamma Spectrum and NAA Calculation

The data acquired by a germanium detector are registered
in the MCA, and may be transferred directly or via an
analyzer buffer to a computer for processing. At present,
MCA can even be made as an interface card, which can be
directly inserted to a personal computer. Then the compu-
ter can control the gamma detector and the gamma spectra
can be acquired and analyzed by computer software. Data
acquisition software is chiefly concerned with the handling
of the MCA system and its components; the programs will
connect the hardware of the spectrometry system with the
storage memory for the data. Critical physical parameters
such as starting time, duration, and dead-time of the
acquisition are recorded together with the spectral data.
The acquisition software can also take care of controlling
sample changers and automatic sample transfer systems
for cyclic NAA. The acquired spectrum can be stored sepa-
rately or summarized.

Many g-spectrum analysis programs have been devel-
oped to analyze gamma spectra, which can search for g

peaks, calculate their energies, and their peak areas. The
special software for NAA can even identify nuclides by the
energy of g peaks and decay time, calculate the radioactivity
of a radionuclide, and finally calculate the concentrations
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of the trace elements in the sample. The energy of a
gamma peak can be identified by calibration of the count-
ing system by measurement of some known gamma-ray
sources. By comparison with a database of gamma-energy
and half-life of radionuclides, the identification of the
nuclides can be carried out. The calculation of the peak
area is the most critical step in the NAA calculation. Many
techniques have been developed to calculate the peak
area and to subtract the baseline under the peak, such
as Gaussian shape and experimental peak shape fitting.
When the peak area and the efficiency of the detector are
measured, the activity of the nuclide can be calculated
easily by correcting for decay and counting time. If the
comparator method is used, the contents of elements of
interest can then be calculated using Eq. 7 after the mea-
surement of a comparator element standard. In NAA, over-
lapping peaks may sometimes occur, when the energy
difference between peaks is not large enough, a significant
error may result from incorrect separation of peaks and
baseline subtraction. However, with proper execution of
NAA and correction of results for possible separation losses,
NAA is capable of providing unbiased results with known
precision for a multitude of trace elements in biomedical
materials.

Evaluation and Quality Assurance

NAA has been demonstrated to be reliable and under
statistical control due to the absence of unknown sources
of variability. This means that it is possible to predict the
standard deviation of analytical results so well that the
observed and expected variation among replicate data are
in agreement. The special qualities of NAA make the
method one of the best for the certification of reference
materials in the biomedical field. Hardly any certification
of trace elements is carried out without considering this
method. Its high sensitivity for many elements and the
absence of blank values make NAA the preferred method
for analysis at an ultratrace level of concentration in many
types of biomedical samples. The insensitivity to contam-
ination has proven particularly valuable for the establish-
ment of a normal concentration of a number of elements in
human samples. Results by NAA serve as a reference for
testing or verifying the reliability of other methods.

The common sources of uncertainty in NAA come from
irradiation, counting, spectra acquisition and analysis,
blank and interference of nuclear reactions and gamma
rays. The uncertainty of irradiation is contributed from the
variation of neutron flux during irradiation and inhomo-
geneous distribution of neutron flux in the irradiation
container. The instability of neutron flux may significantly
influence the analytical results of elements determined by
measuring short-lived radioisotopes, because the sample
and standard are not irradiated simultaneously. This pro-
blem is normally overcome by on-line monitoring of the
neutron flux, and most research reactors, especially a small
reactor such as MNSR, installed such a system. In most
cases, the uncertainty from this source is low (<0.5%). The
neutron flux gradient is sometimes very significant in a big
irradiation container, so that a flux monitor foil of Fe, Co, or
Au alloy may be used to monitor the different positions to

make a neutron flux correction. Uncertainty in counting
mainly results from the variation of counting geometry.
The uncertainty due to counting geometry can be con-
trolled reliably by well efficiency calibration of the detector
for various source shapes; software is available for appro-
priate calculation. The matrix effects can suppress gamma
rays, especially low energy gamma rays, by self-absorption;
this effect can be calibrated by measurement of a standard
with a similar matrix with sample. Many natural matrix
certified reference materials (CRM) have been prepared for
this purpose and are commercial available (30).

Uncertainty in the spectra acquisition may come from
dead time and pile-up losses of signals. A quick varying and
high counting rate often occur in the NAA of biomedical
materials due to high concentrations of Cl and Na which
may cause a high and varying dead time during the count-
ing. Dead time is normally measured by the gamma spectra
system, and live time is used for activity calculation. But
when the dead time is quickly changed during counting,
the activity may be underestimated by this method. This
problem can be solved by using a loss-free counting method,
which estimates the number of counts lost during a dead
time interval and adds this number to the channel of the
just processed pulse, thus presenting a loss-corrected spec-
trum. The pile-up losses are corrected by electronic or
computational mean built in the counting system. Uncer-
tainty in the spectra analysis results mainly from the
evaluation of peak area and subtraction of baseline, espe-
cially for the analysis of multipeaks. A large attempt has
been made to develop effective software to improve the
analysis of the gamma spectra.

The blank problem can usually be ignored in NAA. But a
blank correction will be necessary, when preseparation and
sample preparation are used before irradiation. A given
radionuclide can often be produced in more than one way. If
the indicator nuclide used in NAA is produced from an
element other than the element determined, then nuclear
reaction interference occurs, such interference is mainly
produced by (n,p) or (n, a) reactions with fast neutrons and
elements with an atomic number 1 or 2 above the element
to be determined. A typical example of such interference is
the formation of 28Al from Al, P, and Si by reactions: 27Al(n,
g)28Al, 28Si(n, p)28Al, and 31P(n, a)28Al. In biomedical
materials, the concentrations of Al and Si are very low,
but P is high in many kinds of samples. The contribution of
P to the activity of 28Al may be very significant, especially
when the fraction of fast neutron in the irradiation position
is high, it will seriously interfere with the determination of
aluminum. This interference can be significantly reduced
by using a thermal neutron irradiation channel, where the
ratio of thermal/fast neutron flux is very high; in many
research reactors, such a thermal neutron channel is avail-
able. Since there are no suitable thermal neutron activa-
tion products of P and Si, they are determined by using
these two fast neutron reactions in NAA, so the interfer-
ence from Al to P is also very significant due to a much
higher cross-section of thermal neutron activation than
fast neutrons. The correction can be carried out by the
irradiation of the sample with and without thermal neu-
tron shielding. The activity of 28Al in a sample irradiated
under thermal neutron shielding (such as in a Cd or B
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container) mainly contributes from fast neutron reaction,
while under conditions without shielding from both ther-
mal and fast neutron reactions.

Double and triple neutron activation reactions can also
result in an interference, for example, the interference
from 197Au(2n, g)199Au to the determination of Pt by
199Pt(n,g)199Pt(b�)199Au reaction, and from 127I(3n, g)130I
to the determination of 129I by 129(n, g)130I reaction (29).
But, interference from triple reactions is normally negli-
gible due to their very low probability.

A special type of nuclear reaction interference is caused
by the presence of uranium, which yields a large number of
radionuclides as a result of fission. The greatest correction
is required in the determination of molybdenum and some
rare earth elements (REs), but the concentrations of ura-
nium in biomedical materials are usually too low to present
any problem.

Gamma-ray spectral interference means that two radio-
nuclides emit gamma rays with the same or nearly the
same energy. For example, 51Ti and 51Cr used for NAA of Ti
and Cr emitting a single 320.08-keV gamma ray, 75Se and
75Ge used for Se and Ge emitting 264.66 keV gamma ray.
For these nuclides, a separation via decay is possible
practically due to their different half-lives. However, the
interference for the determination of Hg via the 279.19 keV
line of 203Hg (46.6 days), which overlapped by the 279.54
keV line of 75Se (119.77 days), cannot be eliminated by
decay because their half-lives are not significantly differ-
ent. This problem can be resolved by measurement of 75Se
by other gamma lines and correcting the contribution of
75Se to the peak of 279.54 keV.

As an effective method for analytical quality control,
certified reference materials (CRMs) with a matrix similar
to the samples, which have appropriate combinations of
elements to be determined and with concentration bracket-
ing the range of interest, are normally analyzed to evaluate
the analytical accuracy and precision. A large number of
CRMs have been prepared by many countries and interna-
tional organizations (30), which are not only for analytical
quality control of NAA, but actually all other analytical
methods.

Uncertainty from the sampling procedure and inhomo-
geneity of the sample should also be considered as a prob-
able contribution to the total uncertainty of the analytical
data, although it is not directly related to the NAA method
itself. Especially at very low concentration, the trace ele-
ments distribution in samples is normally inhomogeneous
and a selection of a representative sample is very impor-
tant for analytical quality. In recent years, the NAA of
large samples has been given much attention (31). In this
case, a whole sample is analyzed and the uncertainty
resulting from the inhomogeneity of elements in the sam-
ple can be overcome.

Applications

As an analytical technique for determination of trace ele-
ments, the NAA has been widely used in various aspects of
biomedical studies and analysis related to trace elements,
such as an investigation of the normal trace element level
in the human body, trace element related endemic disorder

and inheritable diseases, environmental exposure of toxic
and nonessential trace elements and their effect on human
health, and investigation of trace element nutrition status.

The distribution and normal level of trace elements in
blood, urine, and human tissue are basic data for the
studies on biomedical trace elements. Some activities have
been organized by the International Atomic Energy Agency
(IAEA) for establishing the normal level of trace elements
in ‘‘reference man’’ with different dietary habits and in
different geographic areas. This information was com-
pleted by analyzing various normal human tissues col-
lected from different countries in which most of the data
was supplied by NAA (32,33). In addition, many NAA were
also carried out to analyze a large number of blood, urine,
hair, and nail samples for normal trace element level
determinations. In combination with the analysis of diets
and environmental samples, some trace element related
endemic disorders have been investigated, such as Keshan
disease found in China, which is related to the deficient
intake of selenium, and normally also associated with the
deficiency of iodine. Some disorders caused by excessive
intake of arsenic from ground water and mercury from
contaminated fish and foods have also been investigated by
NAA in China and many other countries. Trace element
nutrition status by analysis of the trace element level in
blood, hair, and diets has also been investigated by NAA in
many countries. The results were used as a basis for
improved recommendations of safe and adequate, daily
average intake of these elements.

Some inheritable diseases have been attributed to the
metabolism problem of trace elements, such as Menkes’
syndrome, Wilson’s disease, and Acrodermatitis entero-
pathica. Determination of specific trace elements in a small
amount of living tissue can be used to diagnose disease and
to evaluate the treatment. The ability to analyze very small
samples by NAA creates a possibility of following temporal
changes in trace element concentrations in a living subject.
Menkes’ disease was found to be a recessive X-linked
disturbance of copper metabolism, resulting in accumula-
tion of copper in several extra-hepatic tissues, including
the placenta, by NAA of various human tissues of patients
and normal persons (2). The method is being used to
diagnose Menkes’ disease and identification of female car-
riers by NAA of the placental tissues (2,34). Wilson’s dis-
ease was also confirmed to be a copper metabolic defective
disease; determination of copper in liver biopsy by NAA
was used as a control and verification method for estima-
tion of the adequate treatment of this disease.

A high environmental exposure may cause the increase
of some nonessential trace elements in the human body,
which may create a potential effect for human health. In
recent years, rare earth elements found wide application in
industry and agriculture, rare earth trace element fertili-
zer has widely been used in China for increasing the yield
of various agricultural products. It also increases the expo-
sure of humans to these trace elements. Neutron activation
analysis was used to investigate the uptake of these ele-
ments in the human body via the food chain, their dis-
tribution in human tissues, and their combination with
different components of tissue, especially brain tissue
(7,13).
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Since hair and nails are easily obtained compared to
blood and tissue samples, they serve as a useful indicator of
trace element levels in the body. Neutron activation ana-
lysis is very suitable for the analysis of hair and nails,
because no decomposition of sample is necessary, therefore
they are often used for the analysis of these materials for
investigation of the nutrition status of trace elements, the
environmental exposure level of toxic elements, and the
diagnosis of various diseases related to trace elements (9).

A series international conference entitled Nuclear Ana-
lytical Methods in the Life Sciences was held since 1967,
and the three most recent conferences in this series were
held in 1993, 1998, and 2002. The main achievements in
this field can be found in the Proceedings of these confer-
ences (35,36) and other relevant conferences (37,38).
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NEUTRON BEAM THERAPY
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INTRODUCTION: THE ORIGINS OF FAST NEUTRON
THERAPY

The year 1932 was a remarkable one at the Cavendish
Laboratory of the University of Cambridge. It represented
a pinnacle of achievement for Lord Ernest Rutherford and
his collaborators in the nuclear physics laboratories. The
results of three experiments performed in this single year
resulted in Nobel Prizes in physics for four of the university
faculty. Two of these experiments were of great signifi-
cance for the production of neutrons. Of course, the most
significant was the discovery of the neutron itself by James
Chadwick in February, 1932 (1). Chadwick needed a source
of neutrons to perform this experiment. At that time, the
only sources of energetic heavy particles were naturally
occurring isotopes that emitted alpha particles. Chad-
wick’s neutron source was comprised of a polonium source
(210Po), which emits a 5.3 MeV alpha particle and a block
of beryllium housed in a vacuum chamber. The nuclear
reaction

aþ 9Be�! 12Cþ n

produces a flux of neutrons with energies of several million
electronvolts (MeV). To detect these neutrons, Chadwick
used an ionization chamber with a thin entrance window.
Pulses could be observed on a oscillograph as the source
was brought closer to the ionization chamber. The chamber
was air filled and the increasing count rate was interpreted
as being due to recoil nitrogen nuclei in the chamber. When
a sheet of paraffin wax was placed in between the source

and the ionization chamber a further increase in the source
count rate was observed and interpreted as resulting from
recoil protons from n–p elastic scattering. Further mea-
surements confirmed that the particles producing the
recoil protons were neutral particles of the same mass as
the proton. With this simple and elegant apparatus Chad-
wick discovered the neutral nuclear particle, the existence
of which Rutherford had postulated in 1919.

Sources of this type give very low neutron fluxes and are
not suitable for neutron radiation therapy or radiobiology.
It was another of the Nobel Prize winning discoveries of
1932 at Cavendish Laboratory that offered the means for
producing intense sources of neutrons. This was the dis-
covery of artificial transmutation of nuclei by John Cock-
roft and Ernest Walton in April 1932. In this experiment,
Cockroft and Walton used their specially designed high-
voltage apparatus (now commonly known as a Cockroft–
Walton accelerator) to produce protons of energy 700 keV.
When these protons interacted with a lithium target, the
resulting mass eight compound nuclei disintegrated into
two alpha particles with the release of �17 MeV of energy

pþ 7Li�! 4Heþ 4He

The alpha particles were detected as scintillations on a zinc
sulfide screen and, in order to observe these events, Cock-
roft or Walton had to sit in a small darkened enclosure at
the end of the accelerator tube (2).

Although this first artificial splitting of the atom did not
involve the production of neutrons, it was not long before
another Rutherford’s research team, Mark Oliphant, was
to apply the new technology to an experiment to demon-
strate the fusion of deuterium nuclei. In this reaction, the
products are helium 3 and a neutron

2Hþ 2H�! 3Heþ 1n

The reaction has a positive Q value of 3.27 MeV and a
deuteron beam of 400-keV energy produces neutrons with
energies up to �3.5 MeV.

This experiment was performed in 1934 and almost
immediately L.H. Gray, yet another of Rutherford’s ex-
students, working as one of the first British medical phy-
sicists at Mount Vernon Hospital in Northwood, England,
realized the potential of this reaction as a source of neu-
trons for radiobiology research. The ability of neutrons to
produce ionizing radiation in the form of heavy recoil
particles had been realized soon after their discovery
and that these particles might be able to produce biological
damage similar to that produced by the recoil electrons
associated with X ray beams and radium sources had also
been recognized. Neutrons are heavy particles and can
transfer relatively large amounts of energy to their sec-
ondary recoil particles in comparison to the recoil electrons
produced when X rays interact with matter. The neutrons
are, therefore, capable of high linear energy transfer (LET)
to the recoil particles associated with them and for this
reason are known as high LET particles. Gray and others
observed that the very great difference between the dis-
tribution of ions along the track of a recoiling nucleus and a
fast electron made it probable that the biological action of
neutrons would show interesting differences from that of
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the other radiations. It was hoped that a study of these
differences would throw light on the mode of action of
radiations on biological material. There was also the pos-
sibility that eventually neutrons might prove a more potent
means of treating cancer (3).

Gray obtained funding to build a 400 keV Cockroft–
Walton accelerator in which he used the deuteron–deuteron
reaction to produce a neutron beam for radiobiology
research (3). The capital cost of the unit was $2400 with
maintenance costs of $320/annum for 1937 and 1938. The
unit was housed in a wooden shed.

Concurrently, progress was being made in accelerator
technology in the United States by another renowned
physicist, Ernest O. Lawrence. Lawrence’s invention of
the cyclotron earned him the 1939 Nobel Prize for physics
and provided a means for producing ion beams with ener-
gies of several tens of million electronvolts, far in excess of
the energies obtained by Cockroft and Walton with their
accelerator. Ernest Lawrence’s brother, John, was a phy-
sician and the two brothers soon realized the potential
medical benefits of applying neutron beams produced by
accelerated protons or deuterons. In 1938, funding was
obtained from the National Cancer Institute (NCI) for the
construction of a 60 in. medical cyclotron; this was the first
NCI research grant. This cyclotron was used to produce a
neutron therapy beam using a 16 MeV deuteron beam
incident on a thick beryllium target. With the use of this
beam, Dr. Robert Stone performed the first clinical trials of
fast neutrons.

Hence, by 1938 accelerated beams of particles were
being used to produce high intensity neutron beams for
radiobiology and/or external beam radiation therapy re-
search in both the United States and the United Kingdom.

RADIOBIOLOGICAL RATIONALE FOR FAST NEUTRON
THERAPY

The first clinical trials of neutron therapy were performed
at the University of California in Berkeley, and were
interrupted by the Second World War, when the Berkeley
cyclotron was utilized for nuclear physics research asso-
ciated with the Manhattan Project. Patients with advanced
inoperable head and neck tumors were treated with neu-
tron therapy using the same number of treatment sessions,
or fractions, as was normally used for conventional X-ray
therapy. Although remarkable tumor regression was seen
in a few cases, this was at the cost of excessive damage to
the surrounding irradiated normal tissues. In 1947, Stone
concluded that ‘‘ neutron therapy as administered by us
has resulted in bad late sequelae in proportion to the few
good results that it should not be continued’’, (4). The trials
had been undertaken to test the hypothesis that neutron
radiation may be superior to X-ray radiation in curing
human cancers. However, at the time little was known
about the radiobiological effects of neutron irradiation in
comparison to conventional X-ray irradiation. It was not
until later, when some basic radiobiological research on the
effects of neutron irradiation on mammalian cells had been
completed, that the reasons for the failure of this original
clinical trial could be understood. Further neutron radio-

biology research enabled a firm rationale for neutron ther-
apy to be established.

When mammalian cells are irradiated in vitro by ioniz-
ing radiation (X rays or neutrons) cells are killed in propor-
tion to the radiation dose delivered. A plot of the cell kill as
a function of the radiation dose, or survival curve, is
markedly different in shape depending on whether the
cells are irradiated by X rays or fast neutrons. This finding
is illustrated in Fig. 1, taken from the work of McNally
et al. (5). On a log-linear plot at high doses the response
appears linear (i.e., exponential), but at low doses there is a
‘‘shoulder’’ on the survival curve. This shoulder is more
pronounced for X ray irradiations than for neutron irra-
diations. Another point to notice is that for a given radia-
tion dose the cell-kill by fast neutrons is greater than for X
rays. The relative biological effectiveness (RBE) of neu-
trons relative to X rays is defined as the ratio the dose of X
rays required to produce a given level of cell-kill compared
to the dose of fast neutrons required to give the same cell
kill. Because of the different shapes and sizes of the
shoulders on the neutron and X ray cell survival curves
it can be seen from Fig. 1 that the RBE at a surviving
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Figure 1. Survival curve for WHFIB mouse tumor cells irradiated
with fast neutrons and X rays. Reproduced with permission from
McNally, et al. Rad. Res. 1982;89:234.



fraction of 10�2 (i.e., a relatively high dose) is �3.8, while
for a surviving fraction of 3 � 10�1 (i.e., a lower dose) the
RBE increases to�5. John Lawrence measured the RBE in
nonhuman biological systems, prior to commencing the
Berkeley fast neutron therapy trials with Robert Stone,
using large single doses of radiation to produce an obser-
vable biological effect. Based on an RBE measured at high
single doses, they calculated the required total neutron
dose from a knowledge of the total X ray doses delivered to
cancer patients at that time. Unfortunately, radiation
therapy doses are delivered as a large number of small
doses and at these smaller doses the RBE is much larger,
hence, the fast neutron dose delivered to patients in
the original fast neutron trial was overestimated by a
considerable margin. This of course resulted in good
tumor control compared to conventional X rays, but also
produced an unacceptable level of normal tissue damage.
It was not until 1971 that Sheline et al. (6) explained this
phenomenon.

In the meantime, L.H. Gray working at Hammersmith
Hospital had described a logical rationale for fast neutron
therapy. In 1954, in a landmark paper in radiation ther-
apy, Thomlinson and Gray described how, in a poorly
vasculated tumor, areas of reduced oxygenation, or
hypoxia, can exist as the distance from blood vessels
increases (7). If oxygenation drops low enough, the cells
become necrotic and die. Gray showed, using diffusion
kinetics, that an oxygen concentration gradient can exist
within a tumor and that in certain areas of the tumor there
may be severely hypoxic, yet viable cells. How this phe-
nomenon can be exploited to advantage in fast neutron
therapy is illustrated in Fig. 2. In this figure, cell survival
curves for cells irradiated by both X rays and fast neutrons
in an oxygen (oxic) and a nitrogen (anoxic) environment are

plotted. The anoxic cells are more resistant to radiation
than the oxic cells and as tumors are poorly oxygenated and
contain anoxic cells this could well result in an inability to
deliver sufficient radiation to kill all the tumor cells, lead-
ing to tumor recurrence. Normal tissues are well oxyge-
nated and, therefore, are more easily damaged. Hence, it is
possible that the doses to the normal tissues surrounding
the tumor may reach their acceptable tolerance level before
sufficient dose has been delivered to the hypoxic tumor
cells to eradicate them. Figure 2 shows that the differential
cell killing for oxic and anoxic cells is much greater for X
rays than for fast neutrons. Thus for a given level of normal
tissue, cell kill or damage neutrons should be more effective
at killing hypoxic cells in the tumor than conventional X-
ray therapy. It was this hypothesis that lead to the restart-
ing of fast neutron clinical trials at Hammersmith Hospital
in London in 1970. The encouraging results obtained at
Hammersmith Hospital rekindled interest in fast neutron
therapy and by 1980 there were close to 20 centers treating
patients.

The clinical results showed that fast neutron therapy
appeared to be particularly effective in the treatment of
slow growing tumors such as adenocarcinoma of the pros-
tate and bladder. In the meantime, radiobiology research
had revealed another important difference between X rays
and fast neutrons related to the variation of the radiation
sensitivity of mammalian cells at different phases of the
mammalian cell cycle. Mammalian cells exhibit well-
defined stages in their cycle first described by Howard
and Pelc (8). Figure 3 shows a schematic representation
of the phases of the cell cycle. Cells spend most of their time
in a quiescent phase known as G1 (gap 1), after the G1
phase they move into a phase during which duplicate DNA
is synthesized, the S phase. Following DNA synthesis there
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is another gap phase, G2, which precedes cell division or
mitosis (the M phase). The S, G2, and M phase have a
similar duration for all mammalians cells, being typically
8, 4, and 1 h, respectively. It is the G1 phase that varies for
rapidly and slow growing cells, being as short as 1 h for fast
growing cells and as long as 200 h for slow growing cells.
The variation in the radiosensitivity of cells irradiated with
conventional X rays at different phases of the cell cycle can
be considerable (9). The late G1 phase is a relatively radio-
resistant phase and in cells with a long G1 there is also a
period of radioresistance during early G1. As a result, slow
growing cells, which spend a larger proportion of the cell
cycle in G1 phase than rapidly proliferating cells, would be
expected to be more resistant to radiation than the fast
growing cells. Withers et al. (10) have shown that the
variation of cell sensitivity during the cell cycle is less
for fast neutron irradiation than for conventional X-ray
radiation. This is a potential advantage for fast neutron
therapy, since is means that neutrons are relatively more
effective in killing cells in the radioresistant phases of the
cell cycle. This would explain the observed efficacy of
neutrons in the treatment of slow growing tumors. Another
observation, which confirms the efficacy of fast neutrons in
treating slow growing tumors, was made by Battermann
et al. (11), who showed that the relative biological effective-
ness of fast neutrons increases with tumor doubling time.

Thus by the early 1980s it had been established that fast
neutron therapy could be justified on radiobiological ratio-
nale related to both tumor hypoxia and volume doubling
time.

REVIEW OF CLINICAL RESULTS

After the original unsuccessful clinical trials at Berkeley,
fast neutron therapy was restarted in 1970 by Dr. Mary
Catterall, at Hammersmith Hospital in London. Although
Dr. Catterall’s studies were not controlled clinical trials
they did demonstrate the potential efficacy of fast neutron
therapy in the treatment of advanced or recurrent tumors.
The success of these studies lead to the establishment of
many fast neutron therapy centers around the world and to
the instigation of a number of clinical studies of those
tumors thought to be the most promising candidates for

neutron therapy. These tumors included advanced inoper-
able tumors of the salivary glands; squamous carcinoma of
the head and neck; adenocarcinoma of the prostate, rectum,
bladder, and soft-tissue; oesteo- and chondro- sarcomas.
The results of these studies demonstrated that fast neutron
therapy was particularly promising for the treatment of
salivary gland tumors, prostate tumors, and bone tumors.
The results for squamous carcinoma of the head and neck,
however, were ambiguous. Prompted by these results, the
NCI in the United States decided to fund four purpose-built
hospital-based neutron therapy facilities to contribute to a
definitive series of controlled clinical trials performed at
these and other approved centers.

The NCI trials were undertaken in two phases starting
with dose searching studies, designated as phase II trials,
followed by efficacy studies (phase III trials). The patient
accrual into these trials is shown in Table 1. The phase II
trials established the general treatment protocol for the
phase III studies, that is, a dose of 20.4 Gy would be
delivered in 12 fractions over 4 weeks and after 13.6 Gy
abdominal and pelvic treatment fields would be reduced in
size.

Of the seven phase III trials undertaken, only three
were successfully completed; the head and neck, lung, and
prostate trials. The salivary gland trial was terminated
early; the investigators thought it unethical to continue
with randomization because of the excellent results
obtained with neutron therapy (12). The remaining three
trials were closed because of poor patient accrual. The only
other trial to yield a positive result was the prostate trial
(13). This trial also highlighted the importance of shaping
the beam to conform to the tumor outline. The three centers
contributing patients to this trial had facilities with dif-
ferent beam collimation systems of varying degrees of
sophistication. The occurrence of normal tissue complica-
tions in the bladder and rectum was closely related to the
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Figure 3. Schematic representation of the phases of the cell cycle.

Table 1. Patient Accrual for NCI–NTCWG Clinical Trials
Using the New Generation of Neutron Therapy Facilities
in the United States (1984–1991)

Site No of Patients

Dose searching studies
Head and neck 59
Thorax 169
Abdomen 78
Pelvis 102
Extremity 92
Subtotal 500

Phase III studies
Salivary gland 9
Head and neck (squamous) 178
Lung 232
Prostate 178
Cervix 28
Rectum 2
Resistant histology 47

Subtotal 674

Total accrual 1174



sophistication of the beam collimator. The University of
Washington, which utilized a sophisticated multileaf col-
limator for beam shaping, had the least number of treat-
ment related complications, while the M.D. Anderson
Hospital in Houston, which used an insert-based collima-
tion with limited shaping capability, had the greatest
number of normal tissue complications (13).

An earlier NCI funded Phase III trial for advanced
adenocarcinoma of the prostate had shown that a mixed-
beam treatment regimen of 60% photons combined with
40% neutrons was superior to conventional photon only
therapy (14). With this in mind, Forman et al. (15) under-
took a series of in-house neutron therapy trials at Wayne
State University using mixed-beam therapy (50% photons
and 50% neutrons) for early and some late stage patients.
This trial also utilized a sophisticated beam shaping sys-
tem, a multirod collimator. These trials demonstrated that
mixed-beam therapy is as effective as any other state-of-
the-art radiation therapy techniques (Intensity Modulated
Radiation Therapy or IMRT, proton therapy, brachyther-
apy) in the treatment of early stage prostate cancer, and
that it is probably superior for the treatment of late stage
disease (15).

Full reviews of neutron therapy in the treatment of
cancer can be found in the work of Wambersie et al. (16)
and in a recent International Atomic Energy Agency
(IAEA) publication (17). The IAEA report concludes that
fast neutrons are superior to photons in the treatment of
salivary gland tumors (locally extended, well differen-
tiated), paranasal sinuses (adenocarcinoma, adenoid cystic
carcinomas, and possibly other histologies), some tumors
of the head and neck (locally extended, metastatic adeno-
pathies), soft tissue sarcomas, osteosarcomas, chondrosar-
comas (especially slowly growing/well differentiated),
prostatic adenocarcinomas (locally extended), and melano-
mas (inoperable and recurrent). The IAEA report also
identifies tumors for which conflicting or incomplete
results have been reported and for which additional studies
are necessary, these include inoperable pancreatic tumors,
bladder carcinoma, recurrent and inoperable adenocarci-
noma of the rectum, tumors of the esophagus, locally
advanced tumors of the uterine cervix, and brain tumors
for treatment with a neutron boost irradiation before or
after X-ray therapy.

NEUTRON SOURCES FOR RADIATION THERAPY

Characteristics of Neutron Sources for Medical Use

In order to be useful for medical applications, fast neutron
therapy facilities must meet a set of minimum require-
ments. As described above, in the early years of the 1970s
many neutron therapy centers were set up to carry out
clinical trials. Most of these centers made use of existing
physics research accelerators (cyclotrons or proton linacs),
which were adapted for clinical use. The trials produced
results, which were often ambiguous and much of this
ambiguity was ascribed to the inadequacies of the equip-
ment. When the NCI in the United States decided to fund a
number of therapy facilities, the basic specifications for
these accelerators were defined to ensure that the equip-

ment would be adequate to allow meaningful clinical trials
to be completed (18); the key requirements are summarized
in Table 2. All the facilities funded by the NCI were
hospital-based and had rotational isocentric capability,
that is, the neutron beam could be rotated around the
patient in the treatment position.

Several of these requirements depend critically on the
neutron source. In particular, the attenuation (depth-dose)
characteristics of the beam, the neutron dose rate (treat-
ment time), and the reliability of the device may be depen-
dent on the neutron source and the means of neutron
production.

In order to fully characterize a neutron source it is
necessary to have a detailed knowledge of a number of
physical characteristics of the neutron beam. Most impor-
tantly, the physical data must be sufficient to allow for the
accurate calculation of the physical dose delivered both to
the tumor site and the surrounding normal tissues in the
patient. In addition, physical data may also be necessary to
adequately interpret the biological effects that are
observed with high linear energy transfer (LET) beams.
Table 3 lists the type of data, which are necessary to fully
characterize the neutron source. These data are also neces-
sary to fully assess the relative merits, usefulness, and
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Table 2. Summary of Some of the Key Requirements for a
Hospital-Based Neutron Therapy Facility as Defined by
the NCIa

Neutron beams having build-up and depth-dose characteristics
equivalent to 4 MV X rays, penumbra not less sharp than 60Co
gamma-ray beams, and dose rates not less than 20 cGy/min.

Preferably an isocentric beam delivery system and as a minimum
one horizontal and/or vertical beam delivery port.

Access to the neutron beam therapy facility for a minimum of 8 h/
day, 4 days/week, 45 weeks/year for patient treatment and 16 h/
week additional for physics and biology.

Methodology for providing a variety of square, rectangular, and
irregularly shaped fields ranging in size from 5 � 5 cm2 to
20 � 20 cm2.

Capability to shape treatment fields using a variety of wedges and
blocks so that any treatment field normally used for conventional
X ray therapy can be reproduced on the neutron beam.

aSee Ref. (18).

Table 3. Physical Data Necessary to Characterize Neutron
Sources for Radiation Therapy

Total neutron yield or dose or kerma rate.
Neutron spectrum (i.e., Neutron yield as a function of neutron

energy).
Neutron yield as a function of angle relative to the forward

direction of the beam.
Neutron dose as a function of depth in a water phantom (i.e, depth-

dose data).
Relative neutron dose as a function of the lateral postion (i.e, dose

profiles).
The microdosimetric properties of the beam (i.e., the LET distri-

bution of the secondary particles).
Neutron interaction data (cross-sections or kerma) for the inter-

action for the neutron beam with the constituent nuclei of tissue
(C, N, O, H, Ca).



suitability of the various different neutron sources for radi-
ation therapy applications. Much of the data in Table 3
are interconnected. In theory, a detailed knowledge of
the neutron spectrum as a function of angle should be
sufficient to calculate the other data provided there are
comprehensive data on the nuclear cross-sections for the
interaction of the neutrons with all the various biological
target nuclei involved across the energy range of interest.
Although, these data do exist for fast neutron beams they
are not comprehensive and performing the necessary cal-
culations with Monte Carlo codes remains a formidable and
time consuming task. For this reason, until now it has
proved simpler and more efficient to rely on various types of
direct measurements to collect the necessary data; this
situation may change in the future.

Basic Source Data

Neutron Yield. Neutron yields may be measured using a
suitable detector that counts the number of particles arriv-
ing at the detector with no regard to the energy of the
particle. Such detectors must usually be calibrated in order
to determine their absolute efficiency. An excellent account
of neutron detectors can be found in the work of Knoll (19).
Neutron yields are generally expressed in terms of neu-
trons per steradian per microcoulomb of incident beam
charge (mC�1�sr�1).

Neutron Spectra. Neutron spectra are measured using a
variety of neutron detectors (19,20). For a spectral mea-
surement, the detector must exhibit an energy response in
which the magnitude of the detector signal is proportional
to the energy of the incident neutrons. Such detectors must
also be calibrated so that correction can be made for their
counting efficiency.

In a spectrum measurement, the neutron yield is mea-
sured as a function of energy (mC�1�MeV�1�sr�1). The total
neutron yield at a particular angle can be calculated from a
spectral measurement by integrating over the neutron
energy.

Neutron Dose. Neutron dose is most easily and accu-
rately measured using the methods of mixed-field dosime-
try (21). A tissue equivalent plastic ionization chamber is
used to measure the total neutron plus gamma-ray dose
and a Geiger–Muller (GM) tube is used as a neutron
insensitive detector. From the two measurements, the
neutron and gamma-ray dose can be determined sepa-
rately. This does not mean that spectral and kerma data
are not important. Indeed, the calculation of dose from an
ionization chamber reading involves the use of factors,
which rely on the exact nature of the neutron spectrum
(e.g., kerma ratios and the energy to produce an ion pair).
These factors are readily available in the literature in
ICRU Report No. 46 (22). In practice, it is sufficient to
measure the total dose only, since the percentage of
gamma-ray dose is relatively small and its biological effec-
tiveness is �3 times less than an identical neutron dose.

Microdosimetric Measurements. Microdosimetric data
are most commonly measured using a Rossi type A-150

tissue equivalent plastic proportional counter in which the
sensitive volume of the counter is filled with a tissue
equivalent proportional counter gas at reduced pressure
(23). Typically, the internal diameter of these counters is
12.7 mm, and when filled to a pressure of 8.8 kPa with
propane-based tissue equivalent gas, the counter simulates
a sphere of solid tissue of diameter 2 mm. The counter
detects the energy deposited in the gas as recoil particles
traverse the gas volume after a neutron interaction has
occurred in the plastic wall of the counter. From a knowl-
edge of the counter geometry, it is possible to calculate
the energy deposited per unit path length (keV/mm) (24).
The microdosimetric spectrum is usually plotted as a single
event spectrum in which the event size (y), in units of keV/
mm, is plotted on a log scale as the ordinate and the
differential dose distribution in event size (y) per unit
logarithmic interval, y�d(y), is plotted on a linear scale
as the abscissa. A typical microdosimetric spectrum plotted
in this form is shown in Fig. 4. In this representation, the
area under the curve represents the total dose. The various
peaks in the curve can be interpreted as due to the different
components of the dose, gamma-rays, recoil protons, alpha
particles, and recoil heavy ions. Hence, such plots can be
used to distinguish between neutron beams produced by
different sources. A detailed account of microdosimetric
methods can be found in ICRU Report No. 36 (24).

Beam Characteristics. From a practical radiation ther-
apy physics point of view, the most useful data is that
which allows you to calculate the neutron radiation dose
distribution within the patient. A detailed knowledge of the
neutron fluence and energy is not necessary to make
these calculations. In radiation therapy measurements of
absorbed dose in a water tank, �60 � 60 � 60 cm3 are
made using a small volume (typically 0.3 cm3) ionization
chamber; the tank is known as a ‘‘water phantom’’. Neu-
tron dose at a point in the phantom must be determined at
a known depth, field size, and source-to-surface distance
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Figure 4. A typical microdosimetric event size spectrum
measured with a tissue equivalent plastic Rossi proportional
counter. The portions of the spectrum attributable to recoil
electrons from gamma-ray interactions and recoil protons,
alphas, and heavy ion recoils (C12, N14, and O16) from neutron
interactions are identified. Reproduced with permission from Kota
and Maughan, Med. Phys. 1996;23:1593.



(see the section: Neutron Dose). Measurements are also
made along the radiation beam central axis to determine
the attenuation of the beam. The parameter Z50 is a
measure of the beam penetration as defined by the depth
in a water phantom at which the neutron dose is reduced to
50% of its maximum value for a 10 � 10 cm2 field. The Z50

value varies as a function of the energy and type of particle
used in the primary beam. As the incident particle energy
increases the mean neutron energy increases and the Z50

increases; this can be seen from the data in Table 4. This
50% depth-dose point also varies with the dimensions of the
irradiation field (normally known as the field size). Some
form of collimator is required to set the field size, this may
be an attenuating block with a predefined rectangular
opening, a pair of attenuating jaws, which provide a vari-
able rectangular opening, or a multileaf collimator, which
can define rectangular fields or more complex shapes.
Generally, square fields are used for beam data measure-
ments and the field size is defined at the center of the
treatment volume (isocenter). The Z50 variation with field
size arises because the dose at a point depends not only on
attenuation of the primary beam in the water phantom, but
also on the scattered component of the beam, which is field
size dependent. To fully characterize a therapeutic beam it

is, therefore, necessary to measure depth dose curves at a
variety of field sizes; Fig. 5 illustrates this phenomenon.

Another beam parameter, which varies with the pri-
mary beam particle and energy is the beam build-up. When
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Table 4. A Comprehensive List of All Neutron Therapy Centers

Facility Reaction Type of Machine Z50, cm Dmax, cm Beam Type Beam Shaping First Tx Status

Berkeley d(16.0)Be Cyclotron 8.8 0.2 Fixed Inserts 1938 Closed
London d(16.0)Be Cyclotron 8.8 0.2 Fixed Inserts/Jaws 1966 Closed
Dresden d(13.5)Be Cyclotron 7.9 0.2 Fixed Inserts 1972 Closed
Houston MDAH d(50)Be Cyclotron 13.1 0.8 Fixed Inserts 1972 Closed
Washington MANTA d(35)Be Cyclotron 11.7 0.5 Fixed Inserts 1973 Closed
Univ. of Washington d(21)Be Cyclotron 9.4 0.2–0.3 Fixed Inserts 1973 Closed
Chiba-Chi d(30)Be Cyclotron 10.8 0.5 Fixed Multileaf 1975 Closed
Fermi Lab p(66)Be Proton Linac 16.6 1.6 Fixed Inserts 1976 Open
Amsterdam d(0.25)T D–T 10.3 0.2–0.3 Rotational Inserts 1976 Closed
Essen d(14.3)Be Cyclotron 8.1 0.2 Rotational Inserts 1976 Open
Glasgow d(0.25)T D–T 10.3 0.2–0.3 Rotational Inserts 1977 Closed
Manchester d(0.25)T D–T 10.5 0.2–0.3 Rotational Inserts 1977 Closed
Heidelburg d(0.25)T D–T 10.6 0.3 Rotational Inserts 1977 Closed
Hamburg d(0.5)T D–T 8.8 0.25 Rotational Inserts 1977 Closed
Cleveland (GLANTA) p(25)Be Cyclotron 10.3 0.5 Fixed Inserts 1977 Closed
Louvain-la-Neuve p(65)Be Cyclotron 17.5 1.8 Fixed Multileaf 1978 Closed
Tokyo d(14.0)Be Cyclotron 8.3 0.2 Fixed Inserts 1978 Closed
Krakow d(12.5)Be Cyclotron 7.7 0.2 Fixed Inserts 1978 Closed
Edinburgh d(16.0)Be Cyclotron 8.7 0.2 Rotational Inserts 1978 Closed
Chicago d(8.0)D Cyclotron 9.8 0.15 Fixed Inserts 1981 Closed
Orleans p(34)Be Cyclotron 12.8 0.5 Fixed Inserts 1981 Open
Cleveland (GLANTA) p(42)Be Cyclotron 13.5 2.2 Fixed Inserts 1982 Closed
Houston (MDA) p(42)Be Cyclotron 14 1.2 Rotational Inserts 1983 Closed
Riyadh p(26)Be Cyclotron 10.3 0.5 Rotational Inserts 1984 Closed
Munster d(0.25)T D–T 10.5 0.3 Rotational Inserts 1984 Closed
Univ. of Washington p(50)Be Cyclotron 14.8 1.2 Rotational Multileaf 1984 Open
Univ. of Pennsylvania d(0.25)T D–T 10.3 0.2–0.3 Rotational Inserts 1985 Closed
Clatterbridge p(62)Be Cyclotron 16.2 1.4 Rotational Jaws 1986 Closed
Seoul p(50)Be Cyclotron 14.8 1.2 Rotational Jaws 1986 Closed
UCLA p(46)Be Cyclotron 13.1 1.7 Rotational Jaws 1986 Closed
Faure S.Africa p(66)Be Cyclotron 16.2 1.5 Rotational Jaws/MLC trim 1988 Open
Detroit d(48.5)Be SC Cyclotron 13.6 0.9 Rotational Multirod 1991 Open
Beijing p(35)Be Proton Linac �13.0 �0.5 Fixed Inserts 1991 Closed
Nice p(65)Be Cyclotron 17.5 1.8 Fixed Multileaf 1993 Closed
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Figure 5. Depth-dose curves for d(48.5)Be neutron beam plotted
as a function of field size. Reproduced with permission from
Maughan and Yudelev, Med. Phys. 1995;22:1462.



an indirectly ionizing radiation beam (neutrons or X rays)
passes from air into a solid water medium, the secondary
particle fluence in the surface layers is much less than at
depth, because in the shallower layers the secondary par-
ticles are those that originated in the air and passed into
the solid. Since air is much less dense than the solid, there
are relatively few secondary particles in the surface layer.
As the neutron beam penetrates the solid medium, more
and more secondary particles are set in motion in the solid
medium, until an equilibrium situation is reached at a
depth that is about equal to the average range of the
secondary particles in the solid. The energy deposition
(dose) reaches a maximum at this depth (known as the
depth of maximum dose, dmax) and is attenuated beyond
this point as shown in Fig. 5. This build-up region of the
curve cannot be measured using the instrumentation used
to measure the attenuation data in Fig. 5. A specialized
thin pill box shaped ionization chamber (known as an
extrapolation ionization chamber) is required for these
measurements. The build-up region has considerable clin-
ical significance, when treating tumors at depths >dmax,
since the dose in the surface layers of the skin is reduced
relative to the tumor dose and, hence, the skin can be
spared from excessive radiation damage. Table 5 shows
how the surface dose (dose at zero depth), expressed as a
percentage of the dose at dmax, and dmax vary as a function
of the neutron producing nuclear reaction and the incident
particle energy.

Beam profiles are also measured in the water phantom
by scanning the ionization chamber in a direction perpen-
dicular to the radiation beam central axis. A typical beam
profile is shown in Fig. 6. As can be seen from this figure,
the exact shape of the profiles depends on the depth in the
phantom and the radiation field size. The most important
feature of the profiles is the sharpness of the beam edges;
This parameter degrades with both increase in field size
and depth due to increased scattering of the neutrons. The
exact sharpness of this penumbra region depends on many
factors including, the source size, scattering from the
collimator system and beam monitoring components in
the beam path, the collimator geometry (i.e., whether the
edges of the collimator jaws or leafs are divergent), and
finally on neutron scattering in the patient (or phantom).
Generally, phantom scatter is the predominating factor.

Depth-dose and profile date are inputted to the compu-
ter programs used for calculating the dose distribution in
patients. These programs use a variety of different math-
ematical algorithms to calculate the dose distributions in
the patient.

NEUTRON PRODUCTION

Fast Neutron Therapy Beams

Over the past 65 years, there have been at least 34 centers
that have been involved in fast neutron radiation therapy.
Table 4 lists these centers and indicates which nuclear
reaction has been used to produce the neutron beam. In
column 2, the lower case letter indicates the accelerated
particle, the number in parenthesis is the energy in mega-
electronvolts of this projectile and the final letter(s) repre-
sents the target nucleus. Of the facilities, 12 have used
the deuteron stripping reaction with a beryllium target,
14 the proton inelastic scattering reaction on a beryllium
target, 7 the deuteron–tritium fusion reaction and only 1,
the deuteron–deuterium fusion reaction. The relative
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Table 5. The Variation of surface dose and dmax as
function of the neutron producing nuclear reaction and
the energy of the incident particlea

Neutron
Producing
Reaction

Incident
Particle

Energy, MeV

Surface Dose
as a % of the
Dose at dmax dmax, cm

d þ Be 48.5 42 0.9
p þ Be 50 38 1.2
p þ Be 66 40 1.6

aData taken from Ref. (21) and (25).
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Figure 6. Beam profiles for field sizes of 5 � 5 cm2 (solid line),
10 � 10 cm2 (dotted line), and 25 � 25 cm2 (dashed line) at depths of
(a) 1.2, (b) 10, and (c) 20 cm in a water phantom. Reproduced with
permission from Maughan and Yudelev, Med. Phys. 1995; 22: 1461.



merits of these various modes of neutron production will be
discussed.

The d-Be Reaction

In practice, the deuteron stripping reaction on beryllium is
the most prolific neutron producing reaction since a solid
beryllium target capable of stopping the full energy of the
beam can easily be constructed. There are basic physical
reasons for the deuteron stripping reaction on beryllium
being more prolific in producing neutrons than the inelas-
tic scattering of protons from a beryllium target. The
deuteron is a loosely bound structure of a neutron and a
proton in which the two particles spend most of their time
at greater distances from each other than the range of the
forces between them. Hence, when an energetic deuteron
approaches a beryllium target nucleus it is possible for the
proton to be absorbed into the target nucleus, breaking free
from the neutron that carries on following its original path
at its original velocity (i.e., with half the kinetic energy of
the original deuteron). The excited 10B nucleus formed may
also decay by neutron emission. When a proton beam
interacts with a beryllium target the proton is absorbed
into the target nucleus to form a compound nucleus, 10B, in
an excited state, which may decay by emitting a neutron.
Hence, the stripping reaction is a much more prolific source
of neutrons, since many neutrons originate from the break-
up of the deuteron. In addition, the stripping reaction is
very forward-peaked in the laboratory, while the (p,n)
reaction on beryllium produces a more isotopic distribu-
tion, since it involves the formation of a compound nucleus.
The theoretical aspects of the production of intense neu-
tron beams using the deuteron stripping reaction with
beryllium targets has been discussed by August et al.
(26). Experimental neutron yield data and spectral data
on the characteristics of neutrons from beryllium targets
bombarded with protons and deuterons with energies of 16,
33, and 50 MeV are available in the work of Meulders et al.
(27). The above experiments measure the total neutron
fluence at 08 or the differential fluence as a function of
neutron energy at various angles relative to the forward
direction. In order to estimate the usefulness of a given
reaction as a neutron source for radiation therapy, it is
necessary to know the neutron dose rate produced in
practice by a given attainable beam current. Such informa-
tion can be calculated from neutron spectrum data using
neutron kerma factors for water or body tissue (22).

Another vitally important parameter is the penetration
of the neutron beam in tissue. Although in principle it is
possible to calculate this information from the spectral and
kerma data, in practice there are insufficient data and the
calculations are difficult. Therefore, ionization chamber
measurements are often more convenient for measuring
both the dose rate and penetration of neutron beams. There
is extensive data on neutron dose rates and depth dose
characteristics of neutron beams across a wide range of
energies for the deuteron stripping reaction on beryllium.
Smathers et al. (28) reviewed the available dose rate data
in the incident deuteron energy range of 11–50 MeV and
concluded that the tissue kerma measured free-in-air at a
target-to-detector distance of 1.25 m and for a 5 � 5 cm2

field size could be fitted by an equation of the form

1n K ¼ 1n aþ b ln E ð1Þ

In this equation, E is the energy of the incident beam in
million electronvolts, K is the tissue kerma in units of cGy
min�1�mA�1 and a and b are constants with numerical
values of 1.356 � 10�4 and 2.97, respectively.

Later, Wootton (29) reviewing ionization chamber dose
rate data for the d-Be reaction quoted the following expres-
sion for the dose rate at 1.25 m

D �Q�1 ¼ 2:49� 10�2 E2:95
d ð2Þ

where D �Q�1 (in Gy/C) is the absorbed dose to tissue free-
in-air at a 1.25 m target to detector distance per unit charge
of deuteron beam, and Ed is the incident deuteron energy in
million electronvolts. If Eq. 1 is rewritten in this form and
normalized to the same units it becomes

D �Q�1 ¼ 2:26� 10�2 E2:95
d ð3Þ

At Ed ¼ 50 and 10 MeV, these equations agree to within 2
and 5%, respectively. Of course, such equations can only be
used to give a rough estimate of the neutron dose output of
a neutron therapy device, since the exact output depends
on the details of the target, flattening filter, collimator, and
dose monitor design.

The spectral data of Lone et al. (30) gives information on
the fluence averaged energy of the neutron beam (En), they
derived the following expression:

En ¼ 0:4 Ed � 0:3 ð4Þ

relating the mean neutron energy to the incident deuteron
energy (Ed) in million electronvolts.

Data on the penetration of neutron beams, produced
by the d-Be reaction, have been published by Shaw and
Kacperek (31). In Fig. 7, the values of Z50 from Table 4 for
the d-Be reaction is plotted as a function of incident
deuteron energy. A power law fit to the curve yields the
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following equation

Z50 ¼ 2:90 E0:39
d ð5Þ

The exact value of Z50 depends on the target structure and
the beam filtering effects of the flattening filter and the
dose monitor devices.

The clinical relevance of microdosimetric data in neu-
tron therapy planning has been discussed by Pihet et al.
(32). The microdosimetric dose distribution shown in Fig. 4
can be analyzed in several ways, the most useful single
parameter, which can be used to describe the distribution is
the dose mean lineal energy corrected for saturation

y�1 ¼
ð

ysat � d1ðyÞ � dy ð6Þ

This parameter was defined in the dual radiation action
theory of Kellerer and Rossi (33). The function ysat is a
response function that accounts for the saturation effect
that is observed in mammalian cell systems (34); as the
LET of the beam is increased the observed RBE decreases
due to the overkill effect (35). In Fig. 8, the y1

� values for a
variety of different therapy beams are plotted as a function
of the mean neutron energy, as defined in Eqs. (4) and (8).
The closed circles represent the data for the d-Be reaction.

The p-Be Reaction

From Table 4, it can be seen that most of the early neutron
therapy centers (i.e., those operating at lower energies)
utilized the deuteron stripping reaction or the fusion reac-
tion as the source of neutrons (see Section: The d-T Reac-
tion). Interest in the p-Be reaction increased when the
importance of constructing neutron sources with rotational
isocentric capability (i.e., capable of rotating around the
patient with the tumor center on the axis of rotation) and
with penetration equivalent to 4 MV photon beams was
realized (Table 2). Good penetrability requires deuteron or
proton beams with energies of 40–50 MeV or greater, and
isocentricity requires bending magnet systems capable of

bending these beams 1808 (a 458 bend followed by a 1358
bend). Conventional cyclotrons capable of producing
50 MeV deuterons were too large and expensive as were
the magnet systems for bending these beams. Proton cyclo-
trons of 50 or 60 MeV offered a much less expensive
alternative in the late 1970s, when the decision to install
a new generation of hospital-based neutron therapy facil-
ities was being made by the NCI in the United States. The
problems of switching from the deuteron stripping to the
p-Be reaction were soon recognized: the energy spectrum
from the reaction of protons on a beryllium target has a
significant low-energy tail, which reduces the average
neutron beam energy and spoils the penetration. Also
the neutron output is much less, therefore, higher beam
currents are required with an increase in the problems
associated with target cooling and target activation. The
penetration problem can be overcome by using nonstopping
targets (i.e., beryllium targets in which the incident proton
beam does not lose all its energy) in conjunction with
polyethylene filters, which filter out the low energy com-
ponent of the beam. These techniques have been discussed
in detail for proton beams with energies between 30 and 60
MeV by Bewley et al. (36) and for a 41 MeV proton beam by
Smathers et al. (37). The absorbed dose rate (D �Q�1) to
tissue at 1.25 m from the target is given by Wootton (29) as

D �Q�1 ¼ 2:44� 10�2 E2:37
p ð7Þ

where D �Q�1 is in units of Gy/C and Ep is the incident
proton energy in million electronvolts.

For the p þ Be reaction with a stopping target, the
average neutron energy for neutrons with energies >2
MeV (En) measured at 08 to the incident beam is given by

En ¼ 0:47 Ep � 2:2 ð8Þ

where Ep is the incident proton energy (29).
In Fig. 9, the value of Z50 from Table 4 for the p-Be

reaction is plotted as a function of incident proton energy,
the solid curve is a power law fit to the data that gives the
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following equation:

Z50 ¼ 2:06 E0:50
p ð9Þ

The greater spread in the data points, when compared with
the similar data plotted in Fig. 7, is a result of the greater
variety in the target design (i.e., target thickness and
filtration conditions) used at the different facilities.

The microdosimetric data for the p-Be reaction is repre-
sented by the open circular data points in Fig. 8. The dose
mean lineal energy corrected for saturation correlates with
the mean neutron energy for both the p-Be and the d-Be
produced neutron beams.

The d-D Reaction

This reaction was used in the neutron radiation therapy
facility at the University of Chicago, where a deuteron
beam of energy 8.3 MeV was incident on a thick cryogenic
deuterium gas target designed by Kuchnir et al. (38). Two
reactions predominate when a deuterium target is bom-
barded with deuterons:

dþD ¼ 3Heþ n Q ¼ þ3:27 MeV

and,

dþD ¼ dþ nþ p Q ¼ �2:22 MeV

Hence, there are two distinct groups of neutrons pro-
duced, the higher energy group resulting from the first of
these two reactions. The neutron energy spectrum for
bombardment of a thick stopping target exhibits two max-
ima corresponding to the two groups. The relative magni-
tude of the two peaks depends on the incident deuteron
energy. At an incident deuteron energy of 6.8 MeV the
higher energy peak due to the D(d,n)3He reaction predo-
minates, but for an incident energy of 11.1 MeV, the two
peaks are comparable (39). Waterman et al. (39) calculated
the neutron spectra at 6.8, 8.9, and 11.1 MeV from a
knowledge of the mass stopping power of deuterons in
deuterium and from the cross-sections of the two reactions
as given by Schraube et al. (40).

The dosimetric properties of the d–D neutron beam are
summarized in the work of Kuchnir et al. (38). Figure 10
shows the variation in absorbed tissue dose rate (Gy/mC) as
a function of the incident deuteron energy for a thick
deuterium gas target. The measurements were made at
a SSD of 126 cm with a 11.1 � 11.1 cm2 field size. The data
can be fitted by a power law expression.

D �Q�1 ¼ 2:41� 10�2 E3:28
d ð10Þ

where D �Q�1 (Gy/C) is the absorbed dose to tissue mea-
sured free-in-air per coulomb (C) of incident beam current,
and Ed is the incident deuteron beam energy. Measure-
ments have been made by Weaver et al. (41) at an incident
deuteron energy of 21 MeV, but with a transmission gas
target. For a target filled to a pressure of 3.33 MPa (33
atm), equivalent to an energy loss of �3.5 MeV, the mea-
sured dose was 2.25 � 10�4 Gy/mC for a 10 � 10-cm field at
1.25 m SSD.

In practice, the University of Chicago neutron therapy
facility produced a maximum dose rate of 0.12 Gy/min at an

SSD of 91 cm, for a 10 � 10 cm field size. The penetration of
the University of Chicago d–D beams in terms Z50 is 9.8 cm
(Table 4). An interesting feature of the d–D reaction is that
as the incident deuteron energy is increased the mean
neutron energy produced remains practically constant.
This finding is evident in the depth-dose data of Kuchnir
et al. (38), where changing the incident deuteron energy
has no significant effect on the value of Z50. Even at 21 MeV
with a transmission target the Z50 remains constant at�10
cm. Thus, the inherent poor penetration of neutron beams
produced by the d–D reaction, combined with the difficul-
ties of producing a cryogenic deuterium gas target discour-
aged the use of this reaction as a neutron source for
radiation therapy.

The d–T Reaction

For many years, this reaction was seen as the ideal reaction
for producing a relatively inexpensive source of neutrons
for radiation therapy. The large positive Q-value for the
reaction

dþ 3H�! 4Heþ n Qþ 16:6 MeV

results in monoenergetic neutrons of energy �14 MeV.
In principle, a relatively modest deuteron energy of 250–
500 keV should be sufficient to produce an intense source
of 14-MeV neutrons if sufficient beam current can be
obtained. The original intention was to produce the source
and target assembly in the form of a sealed tube, which
could be easily replaced in the treatment head and would
have a lifetime of 1000 h or more. Such a unit would have
been similar in this respect to the 250-kVp X-ray units that
were in widespread use before the advent of 60Co units and
high-energy electron linacs in conventional photon radia-
tion therapy. Initially, the main problem with these devices
was that associated with producing a target in the sealed
tube configuration that would provide sufficient neutron
dose rate. However, many different systems were used in
attempts to produce a practical d–T generator and these
have been reviewed in detail in ICRU Report No. 45 (21).
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Of the five types of commercially available d–T genera-
tors, which were used in clinical trials to treat significant
numbers of patients, four were of a type that employed
some form of sealed tube in which a mixed deuterium–
tritium beam was accelerated to an energy of 200–250 keV
and used to bombard a tritiated rare earth target (tita-
nium, erbium, or scandium). The characteristics of these
four machines are given in Table 4. The Haefely device
produced the highest dose rate with the longest average
tube life of �300 h and was installed in Heidelberg and
Münster. The operation of the Philips and Elliot tubes are
described by Broerse et al. (42). A Philips machine was
installed in Amsterdam and the Elliot devices were used in
Glasgow and Manchester. An account of the construction of
the Haefely machine is given by Schmidt and Rheinhold
(43) while a detailed appraisal of its clinical operation can
be found in the work of Höver et al. (44). The University of
Pennsylvania D–T generator was built by the Cyclotron
Corporation (Berkeley, CA).

The fifth commercial unit, installed in Hamburg, was
produced as a collaboration between AEG in Germany and
Radiation Dynamics Inc. (RCI) in the United States. The
machine used a pure deuterium beam accelerated to 500-
keV incident on a replaceable rotating tritiated titanium
target (45). The source and target design were improved by
incorporating an analyzed deuterium beam (to remove
molecular D2

þ beam components) and a larger target
(46). With these improvements a dose rate of 0.12–0.13
Gy/min was achieved.

PRACTICAL FAST NEUTRON THERAPY FACILITIES

In fast neutron radiation therapy the need for state-of-the-
art neutron facilities, which allow neutron treatments to be
delivered with precision and sophistication equivalent to
that used in modern conventional X-ray therapy, is well
recognized. Modern trends in X-ray therapy are toward
conformal therapy with multiple static fields, multileaf
collimators, three-dimensional (3D) treatment planning
and most recently (IMRT). All these tools must be available
for neutron radiation therapy if effective randomized phase
III clinical trials are to be completed to compare the two
modalities.

An important aspect of this problem is beam penetra-
tion. The problem with neutron beams is that it is not
possible to increase the mean energy of the neutrons to a
point at which the neutron beams have percentage depth-
dose characteristics that are equivalent to modern high
energy (15–25 MV) photon beams, since as the neutron
beam energy increases, the average LET of the beam
decreases. If the average LET is decreased too far, the
radiobiological advantage of the neutron beam will be
significantly diluted (e.g., RBE tends to decrease and neu-
tron beam advantages associated with hypoxia decrease,
the radiosensitivity variation within the cell cycle tends to
that of low LET radiations). Hence, there is a trade-off
between beam penetration and LET effect. This trade-off
can be seen in Fig. 8, which illustrates how the effective
LET (y1

�) of the neutron beam decreases as the mean
neutron energy (En) increases.

The requirement that neutron beams should be at least
equivalent to 4 MV photon beams (Table 2) arises in part
from this trade-off. Of the 34 facilities listed in this Table 4,
only 10 satisfied this penetration requirement. Of the 6
operational facilities 4 satisfy the requirement and the
most penetrating beams at the Ithemba Laboratory in
South Africa and Fermi Laboratory in the United States,
produced by the p(66)Be reaction, are equivalent to an 8-
MV photon beam. If all the requirements of Table 1 are
considered and in addition a multileaf or multirod colli-
mator for producing irregularly shaped fields is made
mandatory, then only three of the operational facilities
meet all the requirements. These are at the University
of Washington in Seattle, the Ithemba Laboratorty in
South Africa and at Harper Hospital, Wayne State Uni-
versity in Detroit. The fact that the neutron beams are less
penetrating than the 15–25 MV photon beams that are
commonly used for treating deep-seated tumors may not be
a problem. In a treatment planning comparison of 3D
conformal neutron and photon radiotherapy for locally
advanced adenocarcinoma of the prostate, Forman et al.
(47) showed that the dose–volume histograms for gross
tumor, rectal, and bladder volumes treated with neutrons
and photon beams are not significantly different. Wootton
(29) suggested that neutron beams with a Z50 of >15 cm are
required, and that for the d–Be reaction to be useful in this
case, an incident deuteron energy of 61 MeV would be
required. Forman’s data, however, indicate that a Z50 of
13.6 cm is adequate for producing acceptable dose distribu-
tions for the treatment of pelvic tumors.

In the late 1970s, economic considerations led to the
choice of the p–Be reaction as the neutron source for a new
generation of hospital-based high-energy proton cyclotrons
for clinical trials in the United States, because deuteron
producing conventional cyclotrons and the associated
bending magnet system required to produce rotational
beams were too costly. These machines were installed at
the MD Anderson (MDA) Hospital in Houston, at the
University of California Los Angeles, and at the University
of Washington in Seattle (Table 4). Since this time the
development of a compact superconducting deuteron cyclo-
tron for neutron radiation therapy by Henry Blosser and
his associates at the National Superconducting Cyclotron
Laboratory at Michigan State University has had a sig-
nificant impact on the technology of neutron therapy. This
superconducting facility (25,48) has many innovative fea-
tures. The accelerator weighs �25 Mg (25 tons), �10 times
less than a conventional 50 MeV deuteron cyclotron. The
unit has an internal beryllium target and is mounted
between two large rings (4.3 m outer diameter) in order
to provide for 3608 rotation around the treatment couch. A
25 Mg counterweight mounted on the rings acts as a
primary beam stop, which reduces the required thickness
of the shielding walls. The total rotating mass is �60 Mg
(60 tons). Figure 11 is a schematic of the cyclotron and
gantry. Figure 12 shows a section through the median
plane of the cyclotron indicating its’ main components.
The unit does not require a separate bending magnet
system to produce an isocentric beam and it can be
installed in a single shielded room. With no beam extrac-
tion or elaborate bending magnet system, the operation is
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considerably simplified. The unit also incorporates a
unique multirod collimator for producing irregularly
shaped fields (49), which conform accurately to the tumor
volume (Fig. 13). This facility has been in routine clinical
use since March of 1992, and up to the end of 2002, �1800
patients have been treated. Close to 10,000 individual
treatment fields have been routinely treated in a single
year making this the busiest and most efficient neutron
therapy facility in the world.

DISCUSSION AND CONCLUSIONS

Neutron therapy has been demonstrated to be superior to
conventional therapy in the treatment of salivary gland
tumors, some tumors of the paranasal sinuses and other
head and neck sites, soft tissue sarcomas, chondrosarco-
mas, osteosarcomas, advanced adenocarcinoma of the pros-
tate, and inoperable and recurrent melanoma (17). For a
range of other sites, further investigation is necessary to
establish the efficacy of neutron therapy; these sites
include pancreas, bladder, rectum, esophagus, uterine
cervix, and brain.

However, in spite of these successes, neutron therapy
appears to be in decline with only six centers actively
treating patients (three in the United States and one each
in Germany, France, and South Africa). The emphasis on
precision radiation therapy has resulted in the develop-
ment of intensity modulated radiation therapy techniques
in conventional X ray therapy. These techniques allow for
highly conformal dose delivery, maximizing the dose to the
tumor volume and minimizing the dose to the surrounding
normal tissues. There is also a considerable increase in the
number of proton beam therapy centers, using the unique
energy deposition patterns associated with proton beams to
achieve even greater conformality than is achievable with
IMRT.

In Europe and Asia, there is interest in developing 12C
ion beams for radiation therapy. These developments are
spurred by the superior results achieved with neutron
therapy in the cases outlined above. Heavy ion beams,
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Figure 11. A schematic of the superconducting cyclotron
mounted on the rotating gantry at the Wayne State University
Facility. Reproduced with permission from Maughan et al., Med.
Phys. 1994;21:781.

Figure 12. Schematic section through the median plane of the
superconducting cyclotron, showing the following features Y ¼
magnet yoke, MC ¼ magnet superconducting coil, PT ¼ magnet
hill pole tip, IW ¼ cryostat inner wall, OW ¼ cryostat outer wall,
CL ¼ magnet coil electrical leads, CS ¼ cryogen supply and gas
return lines, D ¼ radio frequency system dees, BT ¼ internal
beryllium target, VL ¼ target vacuum lock, VW ¼ beam chamber
vacuum window, and C ¼ neutron beam collimator. Reproduced
with permission from Maughan et al., Med. Phys. 1994;21:780.

Figure 13. A photograph of the multirod collimator. One-half of
the polystyrene foam form used to push the rod array into the
desired shape is visible on the left. Reproduced with permission
from Maughan et al., Med. Phys. 1994;21:781.



such as 12C beams, are high LET beams, which combine the
biological advantages of neutrons with the dose distribu-
tion advantages of protons. Such beams are extremely
expensive to produce. The application of intensity modu-
lated radiation therapy techniques in neutron therapy
(IMNT) could improve the conformality of neutron therapy.
Compact superconducting cyclotrons with computer con-
trolled multileaf collimators, which allow IMNT to be deliv-
ered, could be an attractive and less expensive alternative
to 12C therapy.

The superconducting technology could be applied to
designing a compact 60–70 MeV gantry mounted proton
cyclotron to provide a beam with better depth dose char-
acteristics than the existing Wayne State University cyclo-
tron. The possibility of building a compact conventional
50 MeV proton cyclotron in a similar configuration to the
superconducting deuteron cyclotron has been suggested
(Jongen, unpublished data). A computer controlled MLC
is at present under construction at Wayne State University
with the intention of using it to implement IMNT (50). Such
advances in neutron therapy technology are important if it
is to achieve its full potential and remain competitive with
the other radiation therapy modalities (i.e., conventional
X rays and electrons, protons, and heavy ions).

In the >80 years since its discovery in Cambridge by
James Chadwick, the neutron has found an important place
in radiation therapy research, and much has been done to
improve the means of neutron production and delivery.
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INTRODUCTION

Non-ionizing radiation (NIR) refers to that portion of the
electromagnetic (EM) spectrum in which the characteristic
wavelength is greater than around 180 nm. Radiation of
shorter wavelength than this has sufficient quantum
energy (given by hc/l, with h ¼ Planck’s constant,
c ¼ wavespeed in vacuo, and l ¼ wavelength) to remove
outer electrons from neutral atoms to cause the atom to
become ionized, hence, the term ‘‘ionizing radiation.’’ NIR
consequently does not have the same intrinsic potential
for atomic and molecular alteration or the health effects
consequent to this. For this reason, damage to DNA and
other biomolecules due specifically to the removal of elec-
trons is difficult to envisage. The main groupings of NIR,
with increasing wavelength (and decreasing frequency)
are ultraviolet (UVR), visible, infrared (IR), radio fre-
quency (RF), and extremely low frequency (ELF). The
RF spectrum can be further divided as shown in Table 1
to include microwaves (MW), millimeter waves (MMW),
terahertz radiation (THzR), as well as the conventional
divisions for broadcast communications. Although not
part of the EM spectrum, UVR is normally considered
to be part of NIR, as are static (0 Hz) electric, and
magnetic fields. The application of the term ‘‘radiation’’
to the ELF portion is also of little consequence, because
the wavelength is several thousand kilometers at 50/60-Hz
power frequencies.

NON-IONIZING RADIATION PROTECTION

Guidelines on NIR radiation protection are developed by the
International Commission on NIR Protection (ICNIRP). In
North America, other bodies have developed standards,
such as the IEEE International Committee on Electro-
magnetic Safety and the American National Standards
Institute (ANSI), or guidelines, such as the American
Conference of Government Industrial Hygienists (ACGIH).
Some jurisdictions have chosen to incorporate these (or
related) guidelines into legislation.

The mechanism of interaction of NIR with living tissue
varies with the groupings just mentioned. These are sum-
marized below, along with effective protection measures
against overexposure.
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UVR

UVR exposure from the sun outweighs that from all other
sources except for a small group of persons in exceptional
circumstances. Solar UVR over-exposure is a worldwide
problem, leading to increased skin cancer, and by World
Health Organization estimates, up to 3 million people are
made blind through cataracts. Burning of the skin is a
direct indicator of overexposure, at least in the short term.
Solar radiation and other UVR sources can initiate photo-
chemical reactions, such as the breakdown of atmospheric
oxygen to form oxygen-free radicals and ozone. UVR also
has a role in vitamin D control and production. Of greater
relevance to adverse health effects, biomolecules (such as
DNA components and proteins) can undergo resonant UVR
absorption to give rise to dimers (where two similar mole-
cules join to form a single unit). For example, adjacent
thymine bases in DNA can fuse to cause an abnormal form.
The cell repair mechanisms can sometimes fail to detect
this, leading to mutations. The initial response of the skin
to UVR within hours of exposure is reddening (erythema or
sunburn) due to increased blood flow and edematous
changes. The role of photochemical reactions in erythema
is unclear. In addition, the immune response can also be
suppressed by UVR, increasing risk of infection. On the
other hand, the socially attractive tanning of the skin is
caused by UVR-induced increase in melanin pigmenta-
tion. Chronic exposure leads to skin aging and increased
risk of skin cancer. Non-melanoma skin cancers (NMSC)
include basal cell carcinoma (BCC: 80%) and squamous
cell carcinoma (SCC). The risk of NMSC varies with
annual solar UVR dose to the power of between 2 and
3. Melanoma, which has a poor prognosis due it its ability
to metastasize, is related to the amount of sun exposure or
sunburn during childhood. Chronic eye exposure leads to

increased cataract risk. Certain pharmaceutical and
other agents lead to photosensitization, in which absorp-
tion of longer wavelength UVR can lead to resonant
absorption usually associated with shorter wavelengths.
The UVR range is usually divided into UV A, B, and C, as
indicated in Table 1. The rationale for this is that (1)
biological photoreactions are less important above 315–
320 nm, and (2) there is virtually no terrestrial solar
radiation below 280–290 nm. The boundaries between
the ranges are somewhat imprecise. UVA has less cap-
ability to cause erythema (by a factor of around 1000) than
UV B, but because UVA radiation is the predominant form
of solar radiation, it contributes around one sixth of
erythemal dose. A minimum erythemal dose (MED) is
the UVR exposure (in joule per centimeter squared),
which gives rise to just noticeable reddening in the skin
of previously unexposed persons. Overexposure is defined
as that which leads to erythema within 3 hours or less in a
normal population. MEDs have been determined experi-
mentally for narrow bandwidths in the range 180–400
nm, giving a minimum of 30 J�m�2 at 270 nm. A set of
values Sl, which denote the relative effectiveness of UVR
to cause erythema at a specific wavelength l, are then
derived. For example, because at 180 nm, 2500 J�m�2 is
required for the occurrence of erythema compared with
30 J�m�2 at 270 nm, S180 is 30/2500 or 0.012. As exposures
are usually to a range of wavelengths (and mainly in the
UVA range), a weighted sum for each wavelength compo-
nent according to its capacity to cause erythema can be
obtained. The standard erythemal dose (SED) is then
defined such that 1 SED is 100 J�m�2. This measure is
independent of skin type, because MED measurements
relate to fair-skinned subjects. Most commonly, over-
exposure is a result of being outdoors without skin pro-
tection, but it can also result from artificial sun-tanning
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Table 1. The Non-ionizing Radiation Spectrum

Name of Range Frequency Range Wavelength Range Common Sources

Ultraviolet UVC 1.07–3 PHza 100–280 nm Germicidal lamps, Arc welding
UVB 0.95–1.07 PHz 280–315 nm Solar radiation, Arc welding
UVA 750–950 THzb 315–400 nm Solar radiation, Solarium

Visible 430–750 THz 400–770 nm Solar radiation, indoor and outdoor illumination
Infraredc Near IR (IR A) 214–430 THz 0.7–1.4 mm Furnaces

Mid IR (IR B) 100–214 THz 1.4–3 mm Night photography
Far IR (IR C) 0.3–100 THz 3 mm–1 mm Infrared spectroscopy

Terahertz
Microwave (including

millimeter wave)
Extremely High Freq 30–300 GHz 1 mm–1 cm Satellite, radar, and remote sensing

Super High Freq 3–30 GHz 1–10 cm Speed radar guns, Communications
Ultra High Freq 1–3 GHz 10–30 cm Mobile telephony

Radio frequency Ultra High Freq 0.3–1 GHz 30 cm–1 m Mobile telephony
Very High Freq 30–300 MHz 1–10 m TV, FM Radio Broadcasting
High Freq 3–30 MHz 10–100 m Electro-welding equipment
Medium Freq 0.3–3 MHz 100 m–1 km AM Radio
Low Freq 30–300 kHz 1–10 km Long-wave radio
Very Low Freq 3–30 kHz 10–100 km Navigation and time signals

Extremely low frequency < 3 kHz > 100 km Electrical power, Electrotherapy
Static 0 Hz Geomagnetic field, Magnetic Resonance

Imaging systems

aPHz ¼ peta-Herz, or 1015 Hz
bTHz ¼ tera-Herz, or 1012 Hz
cThe boundaries between near-, mid-, and far-IR are imprecise, as is the terahertz range indicated.



(in a solarium), proximity to tungsten halogen lamps
(without filtering glass covers), proximity to UVR light-
boxes in scientific and industrial applications, and certain
forms of flame welding, with the main possibility of eye
damage in these latter sources. Cases of erythema from
fluorescent tubes have been reported in extreme cases of
photosensitization. The main forms of protection are
wearing appropriate clothing, sunblocks (such as zinc
oxide cream), sunscreens (based on photo-absorbers, such
as para-amino-benzoic acid and cinnamates), and effec-
tive sunglasses. Staying out of the sun where this can be
avoided is a good behavioral approach for exposure mini-
mization. The ‘‘sun protection factor’’ (SPF) is effectively
the ratio of time of exposure before erythema occurs in
protected skin to the corresponding time in unprotected
skin. A ratio of at least 30 is recommended for effective
protection in recreational and occupational exposure to
solar radiation. It is important to ensure that sunglasses
have sufficient UVR absorption to protect against cataract.
Various forms of clothing protect against UVR exposure to
differing degrees, ranging from wet open-weave cotton,
which offers an ultraviolet protection factor or UPF (which
is analogous to SPF) of only around 3–6, to elastane (Lycra)
with UPF values of around 100 (99% absorption). It should
be noted that these protection factors are computed as the
ratio of effective dose (ED) with and without protection (ED/
EDm). The ED is the sum of solar spectral radiance compo-
nents weighted according to erythemal effectiveness. Here
ED ¼

P
ElSlDl, where El is the solar spectral irradiance

in watt per centimeter squared per nanometer, Sl is the
relative effectiveness of UVR at wavelength l causing
erythema (as mentioned), and Dl is a small bandwidth
in nanometers. The units of ED are watt per centimeter
squared. EDm is similar, but it contains a factor Tl to
denote the fractional transmission of the test sunscreen
(cream, fabric) at a particular wavelength (i.e.,
EDm ¼

P
ElSlTlDl). The Global UV Index (UVI) is a

dimensionless quantity in which the ED is summed over
the range 250—400 nm and multiplied by 40 m2W�1. In
Darwin, Australia, this ranges from 0 to 3 in the early
morning and evening to 14 or more at noon on a clear day. At
this UVI, erythema will result in fair skin after 6 minutes.
See http://www.icnirp.de/documents/solaruvi.pdf for further
information.

It is estimated that significant reductions in the inci-
dence of both malignant and benign forms of skin cancer
could be achieved by the enforcement of protective mea-
sures, particularly in occupational settings involving
fair-skinned people in outdoor work in tropical or sub-
tropical regions. Occupational exposures in Australia
have recently been measured (1), and UVR safety has
been reviewed in several publications (see Reference (2),
for example). Indicative exposure limits are given in
Table 2. It should be emphasized that for brevity many
details are omitted from this table. For full details of
limits pertaining to a particular geographical region,
local radiation protection authorities should be con-
sulted. The ICNIRP guidelines are readily accessible
via downloads from http://www.icnirp.de. These repre-
sent reviewed publications originally appearing in Health
Physics.

Visible Radiation

This is the region of NIR to which the retinal pigments of
the eye are sensitive, so understandably, eye injury is the
main concern in overexposure. There are two forms of
hazard: photochemical and thermal. In addition, if the
eye lens has been surgically removed (aphakia), there is
an enhanced risk of damage. Photochemical damage
becomes more likely with shorter wavelengths and is some-
times referred to as the ‘‘blue light hazard.’’ The type of
photochemical reaction is bleaching of the visual pigments,
leading to temporary loss of vision. Thermal injury can
result in permanent impairment of vision, especially if the
foveal region, used for fine focus, is involved. Thresholds for
these forms of injury have been determined in the wave-
length range 400–1400 nm (thus including near infrared,
see below) and an assessment of whether these are
exceeded, for a particular source takes into consideration
the spectral characteristics of the source. For exposures
shorter than a few hours, the total radiance should be
below 106 W�m�2�sr�1, where sr refers to a unit solid angle
tended by the source. Lasers represent the sources most
likely to cause injury, and because these emit a small
number of discrete wavelengths, this assessment can be
straightforward. Eye injury is minimized by the blink
reflex, but laser wavelengths outside the visible range
are less easy to control, because their paths are difficult
to track, especially from incidental reflections. Lasers are
classified according to the luminous power, their visibility,
and their effective aperture, as described further in a sepa-
rate entry on LASERS. High-power lasers are used in machin-
ing, welding, and engraving of a variety of materials,
including plastics, metals, and fabrics. They also provide
the source of beams in communications and photonics
research laboratories. During normal operation, a combina-
tion of administrative and engineering controls
provide adequate protection for workers. On the other hand,
high-power lasers used in ‘‘light show’’ entertainment have
sometimes given rise to unintentional beams directed at
members of the public. The unrestricted distribution of laser
pointers, with a capacity of causing eye damage, has also been
a concern in several jurisdictions. Apart from laser sources,
welding flames represent the next most common form of
visible light hazard (‘‘welder’s flash’’). Hazard can be mini-
mized by the use of appropriate goggles. Recently, high-
powered light-emitting diode (LED) sources have been eval-
uated by the ICNIRP for their potential for visible light
hazard, particularly those emitting blue light. Although
injury is unlikely, the power density of these devices con-
tinues to increase as technology develops.

IR

The major sources of IR radiation that are of concern are
furnaces and some high-powered non-visible laser devices
(femtosecond lasers). Here there is an increased possibility
of local thermal injury, but because there is poor pene-
tration of the lens of the eye, the possibility of retinal
damage is reduced compared with the visible range. The
IR range is divided into three ranges as shown in Table 1.
Above 1–2 mm, water is a strong absorber of IR. Whereas
guidelines for optical radiation extend up to 1.4 mm (near
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infrared), there is some disagreement on the appropriate
levels beyond that. Levels of incident radiation above
100 W�m�2 are considered as posing an unacceptable thermal
hazard. Those at risk of overexposure include foundry
workers and welders. Recently, advances have extended
telecommunications frequencies into the ‘‘terahertz gap,’’
the region between 0.3 and 3 THz, which has been un-
exploited by technological applications. The health effects
are currently unknown, but they are expected to be similar
to those of the contiguous frequency ranges. However,
there is a current discontinuity between IR and RF
standards or guidelines for a 1 mm wavelength (0.3 THz).

RF

Common sources of high-power RF emissions include
welding equipment and induction heaters used in indus-
trial drying processes. Radio, TV, and telecommunications
transmitters can involve high broadcast powers (400 kW
or more for commercial TV stations). There are two
types of potential hazard: thermal injury in the range
100 kHz–300 GHz and neural stimulation due to induced

currents or contact with metallic surfaces at frequencies
below 10 MHz. At 300 GHz, the effective wavelength in
tissue is less than 1 mm, so very little will penetrate below
the skin. On the other hand, at 80 MHz, the wavelength is
comparable with the long axis of the human body, so
absorption is enhanced. Protective measures in terms of
incident RF power density (W/cm�2) are thus strictest in
the range 10–400 MHz. The basic restriction above 100
kHz is on the rate of energy absorption by tissue (specific
absorption rate, or SAR, in W/g of tissue). SAR is related
to the RF electric field induced in tissue (Ei V�m�1) such
that

SAR ¼ sEi=r

where s is local conductivity in S/m and r is tissue density
in kg/cm3. In unperfused insulated tissue, SAR is related
to the rate of rise of temperature dT/dt via

SAR ¼ k � dT=dt

where k is the specific heat of tissue, 3480 J�kg�1�K�1

approximately.
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Table 2. Approximate Exposure Limits for NIR: Exact Limits Vary Between Countries and In Some Cases Between
Different Contexts of Exposure

Name of Range
Indication of Level Above Which

Intervention Is Recommended
Biohazard Forming

Basis of Protection
References to Health Physics

Publications

Ultraviolet U-shaped over wavelength range:
180 nm–2.5 kJ�m�2;
270 nm–30 J�m�2 (minimum);
400 nm–1 MJ�m�2

Skin reddening due to burn
(erythema), also
prevention of cataract

Vol 71, p 978 (1996)
Vol 84, pp 119–127 (2004)

Visible Depends on viewing position
and spectral content of source

Retinal thermal or
photochemical damage

Vol 73, pp 539–554 (1997)

Lasers (includes
above and below)

Depends on wavelength,
exposure duration, and size
of aperture. For long exposures
(> 100 s), limits are of
the order of 1 W�m�2

Retinal (esp. foveal) damage:
photochemical
or thermal Also skin.

Vol 71, pp 804–819 (1996)
Vol. 79, pp 431–440 (2000)

Infrared 100 W�m�2 for long exposure� Thermal injury to lens and cornea Vol 73, pp 539–554 (1997)
Not well defined

Terahertz
Microwave

(including
millimeter wave)

6–300 GHz: 50 W�m�2

(time averaged) 50 kW�m�2 peaka

Rise in tissue temperature
sufficient to cause protein
denaturation

Vol. 74, pp 494–522 (1998)

10 mJ�kg�1 within 50 ms intervala Microwave hearing As above
Radio frequency 0.1–6,000 MHz: 0.4 W�kg�1

for whole-body exposure; 10 W�kg�1

for 10 g mass (head and torso)a.

Rise in tissue temperature
sufficient to cause
protein denaturation

As above

3–10,000 kHz: f/100 (f in Hertz)
mA�m�2 in head and torsoa

Shocks or burns due to
induced current or
contact current

As above

Extremely low
frequency

Tissue induced field: 18 mV�m�1

for f, 20 Hz; 18(f/20) mV�m�1

for f between 20 & 800 Hz (IEEE)b,
10 mA�m�2 for range 4–1,000 Hz
(ICNIRP)

Magnetophosphenes, micro-shock As above

Static 0.2 T time weighted averagea, 2 T
ceiling, 5 T limbs

Magnetophosphenes associated
with movement

Vol 66, pp 100–106 (1994)

a These basic restrictions are for occupational exposures: Divide by 5 to get general public limits.
b These basic restrictions are for ‘‘controlled environment’’ (i.e., occupational) exposures: Divide by 3 to get general public limits.



This basic restriction is limited to values for whole-body
or localized exposures such that normal thermoregulation
would not be compromised, with a 10-fold safety margin.
Although there is some variation between standards in
place throughout the world, many countries employ a
distinction between occupationally exposed persons
(‘‘aware users’’) and the general public, for whom an extra
five-fold level of protection is provided. The ICNIRP value
for whole-body SAR for the general public is 0.08 W�kg�1,
with higher values of 2 W�kg�1 in the head and trunk and 4
W�kg�1 in the limbs, averaged over 10 g of tissue. The
power density of incident plane-wave radiation (in watt per
centimeter squared), which would give rise to these levels
of SAR (for far-field exposures), has been computed by
mathematical modeling and animal studies in a conserva-
tive manner, such that if these reference levels are com-
plied with, the basic restrictions will be met. As, for free
space, the power density S is related to the electric and
magnetic field values (E and H, respectively) by S ¼ E2/
377 ¼ H20.377, compliance testing can be accomplished by
measuring E-field values alone. Reference levels at parti-
cular frequencies can be found by reference to the ICNIRP
guideline as indicated in Table 2.

Induced current density restrictions are imposed at
10 MHz and below. Above this frequency, it is considered
that the fields vary too quickly to produce neural stimu-
lation. Again, there is a safety factor of 10 between
occupational levels and the level at which mild stimulatory
effects can be noted in 1% of the population. This ranges
from 100 A�m�2 at 10 MHz to 10 mA�m�2 at 4 Hz–1 kHz, in
the ICNIRP guidelines. This will be discussed further in
the ELF section.

At frequencies between 0.2 and 6 GHz, a phenomenon of
‘‘microwave hearing,’’ due to thermoelastic expansion of
brain tissue in response to pulsed radiation, occurs. Addi-
tional restrictions are in place in the ICNIRP guidelines to
prevent this from occurring.

Overexposure to RF radiation, leading to serious burns,
is usually due to the failure of control measures, such as
guards on RF seam welding apparatus or work on RF
antennas mistakenly thought to be nonoperational.

The safety of communications equipment, including
mobile telephony handsets and base stations, is a major
community concern. There is little substantive evidence of
harm from long-term exposure at so-called ‘‘non-thermal’’
levels, but because there are many young users of hand-
sets, many countries have endorsed a precautionary
approach, encouraging use only for necessity. The scientific
evidence for the possibility of ‘‘non-thermal’’ effects has
been reviewed in the United Kingdom by the Independent
Expert Group on Mobile Phones (IEGMP) (3) and by other
bodies. The IEGMP concluded that although ‘‘the balance
of evidence to date suggests that (low levels of RF radia-
tion) do not cause adverse health effects’’ that ‘‘gaps
in knowledge are sufficient to justify a precautionary
approach.’’ Some national standards (for example, Austra-
lia and New Zealand) incorporate a ‘‘precautionary’’ clause;
that is, exposures incidental to service delivery should be
minimized (but taking other relevant factors into consid-
eration). The limiting of mobile phone use by children was
recommended by the IEGMP (3), but the Health Council of

the Netherlands sees no convincing scientific argument to
support this (4).

ELF and Static

The range of frequencies (0–3 kHz) includes power trans-
mission and distribution systems (50/60 Hz) as well as
transportation systems (0, 16.7, 50, and 60 Hz), surveil-
lance systems, and screen-based visual display units. Here
the main potential hazard from exposure to fields (rather
than direct contact with conductors) seems to be from
inappropriate neural stimulation due to induced current
(as in the case of RF, above). Consequently, treating ELF
as a special case may seem out of place, but because the
ELF range is precisely that of biogenic currents due the
operation of nerves and muscles, its separate treatment is
justified. The susceptibility of cells to the influence of
exogenous currents is related to the time constants for
the operation of cell membrane channels, which are typi-
cally of the order of milliseconds. At lower frequencies, cell
membranes tend to adapt to imposed electrical changes, so
restrictions need to be strictest in the range 10–1000 Hz. In
humans, the retina of the eye represents a complex net-
work of interacting nerve-cells, giving rise to sensations of
pinpoints of light when stimulated by external electric and
magnetic fields (EMFs). As this gives a guide to the levels
at which stimulatory effects could become an annoyance, or
could possibly be interpreted as a stressor, a basic restric-
tion for occupational exposure of 10 mA�m�2 (which corre-
sponds to an induced field of around 100 mV�m�1) has been
adopted by the ICNIRP for the range 4–1000 Hz. This
restriction rises above and below this range. In particular,
at 0 Hz (static fields), levels are restricted to 40 mA�m�2.
Levels for the general public are less by a factor of 5.
Reference levels for magnetic fields are derived from these
basic restrictions by considering the body to be simple
geometric objects, but more advanced modeling yields
similar results. For sinusoidally varying fields, the refer-
ence magnetic fields can be derived from basic restrictions
via the formulas

B ¼ E=ðp frÞ or B ¼ J=ðsp frÞ

where E refers to the basic restriction in terms of
induced tissue electric field (in volt per meter), J is
the basic restriction in induced current density (A/cm2),
f is the frequency in Hertz, s is the tissue conductivity
(S/m), and r is the radial distance from the center of
symmetry (in the same direction as the external magnetic
field B).

Electric field reference levels are derived more from
considerations of avoiding ‘‘microshocks,’’ which may
occur, for example, if an arm with finger extended is raised
in an intense electric field. Details of these reference levels
can be found (for the ICNIRP limits) at http://www.ic-
nirp.de. As it is possible to exceed the electric field
reference levels in electrical switchyard work, special
precautions need to be taken. Exceeding magnetic field
reference levels is rare. Some government and other orga-
nizations have advocated a much more prudent approach
to limiting exposure, particularly to the general public.
This comes from some dozen or so well-conducted
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epidemiological studies linking exposure of children to a
time-weighted average magnetic field of 0.4 mT or more, to
an approximate doubling of leukemia incidence. The pos-
sibility of low-level health effects of ELF has been the topic
of research for nearly three decades. As there is no agreed
mechanism for how elevated leukemia rates could be
brought about, nor is there adequate evidence from long-
term animal studies, there is doubt that magnetic fields are
the causative agent. Nevertheless, time-varying ELF mag-
netic fields (but not electric fields, nor static fields) have
been categorized by the International Agency for Research
in Cancer (IARC) as a ‘‘possible carcinogen’’ (category 2B)
(5). Essentially, the U.S.-government funded EMF-RAPID
(Electric and Magnetic Field Research and Public Infor-
mation Dissemination) program, whose Working Group
reported in 1998 (6), came to a similar conclusion. The
final report of the NIEHS Director (7), on the other hand,
concluded that ‘‘the scientific evidence suggesting that
ELF-EMF pose any health risk is weak’’ but also acknowl-
edged that ‘‘exposure cannot be recognized as entirely safe
because of weak scientific evidence that exposure may
pose a leukemia hazard.’’ The report also advocated ‘‘edu-
cating both the public and regulated community on means
aimed at reducing exposures.’’ There is intense debate on
how a policy of prudence should actually be interpreted,
because approximately 1% of homes would be in the ‘‘over
0.4 mT’’ category (8,9) (this percentage varies widely
between and even within countries). Several moderate
cost engineering measures can be employed to reduce field
levels from transmission lines, and electric power compa-
nies often employ these in new installations.

PERCEIVED ELECTRO-SENSITIVITY

Several persons claim debilitating symptoms associated
with proximity to electrical installations or appliances or
in association with the use of mobile (cell) phones. Despite
several well-conducted, independent, ‘‘provocation stu-
dies,’’ in which sufferers have been subjected to energized
and not energized sources in random order, no association
between exposure status and occurrence of symptoms has
been established. A recent Dutch study of psychological
sequelae of mobile phone use implied that the overall
baseline responses in a group of ‘‘electro-sensitives’’ dif-
fered from a similarly sized group of ‘‘normals,’’ but that the
changes associated with mobile phone use were similar in
both groups.

ULTRASOUND

Few processes and devices outside of clinical medicine
involve the possibility of human exposure to ultrasound if
normal protective guarding measures are in place. Airborne
ultrasound is used in surveying instruments and in a
variety of drilling, mixing, and emulsification industrial
processes. Ultrasonic descalers are used in dentistry and to
clean jewelry. Reports of injury are rare. For industrial
applications, the frequency range of 20–100 kHz is covered
by ICNIRP limits and is based on the pressure amplitude of

the ultrasound in air (these are of the order of 110 dB,
referenced to 2 � 10�5 Pa). In clinical applications, ultra-
sonic energy is usually delivered across the skin via cou-
pling gel and is in the frequency range 1–25 MHz.
Diagnostic ultrasound is designed to prevent tissue tem-
perature rising above 41 8C for sustained periods (10,11).
Effectively, beam intensities are capped at 1000 W�m�2

(spatial peak, temporal average), except for short periods of
insonation. Higher intensities are possible if the energy
density is below 500 kJ�m�2. This gives a large margin
below established hazardous effects. Therapeutic ultra-
sound exposure is usually limited by patients reporting
excessiveheat,butuseonpatientswithlimitedsensationisof
concern. Intensities of 10kW�m�2 arecommonintherapeutic
applications. Tissue damage occurs above 10 MW�m�2.

SERIOUS INJURY FROM NIR

From above, it would appear that NIR is fairly innocuous.
It should be stressed, however, that high-power devices, if
inappropriately used or modified, can cause serious injury.
UVC is routinely used as in germicidal devices, and the
micro-cavitation produced by intense ultrasound beams is
used to disrupt tissue. Laser skin burns occasionally occur
in research laboratories. Severe injury and fatalities have
resulted from surgical uses of lasers in which gas embo-
lisms have become ignited within body cavities. Early
unshielded microwave ovens were associated with severe
kidney damage. Cases of severe burns are still too common
in small businesses using RF heat sealers, often due to the
removal of guards. Serious burns result from an accidental
or ill-advised approach to broadcast antennas and other
communications equipment (12). In addition to burns,
severe chronic neurological deficits can also result from
overexposure to RF currents (13).

ACHIEVING ADEQUATE PROTECTION AGAINST NIR

Opinion is divided about the need to control NIR exposure
by legislation. Communications equipment manufacturers
have to comply with rigid requirements related to health
guidelines and standards, and many countries have the
power to prosecute in instances where equipment is tam-
pered with or altered such that the guidelines would be
exceeded. Codes of practice often have provisions for mark-
ing ‘‘no go’’ areas where levels could be exceeded, with
appropriate signage. In terms of the potential for prevent-
ing debilitating illness or early death, the link between
solar UVR and skin cancer and cataract represents the
area where intervention is most warranted. It is estimated
that adequate sun protection could perhaps save tens of
lives per million of population per annum with over $5M pa
per million in savings in health costs. The costs of ensuring
employers of outdoor workers and the workers themselves
complying with measures of UVR exposure reduction are
hard to estimate, but they are likely to be high. Whereas
compliance with a limit of 30 J�m�2 equivalent (or MED) is
achievable in relation to artificial sources, this level can be
exceeded in less than an hour’s exposure to intense solar
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radiation around noon in low latitudes. Employers can be
required to educate their workforce to use appropriate
measures to reduce the risk of becoming sunburnt, but it
is virtually impossible to eliminate this from actually
occurring. It would seem unreasonable to require employ-
ers to be responsible for an overexposure to a familiar and
essential source of energy to which we have all been
exposed since the dawn of time.

As several forms of NIR carry with them an uncertainty
of possible harm in the long term, several national radia-
tion protection authorities have espoused the ‘‘Precaution-
ary Principle.’’ This entails taking measures to reduce
exposure, even where exposures are well within levels
set by scientific evaluation of the available research. It is
recognized that reducing exposure might itself introduce
new hazards or increase other hazards (such as being
unable to use a cell-phone in an emergency because of
extra power restrictions), so an evaluation of the need to
be ‘‘Precautionary’’ with respect to NIR should be in the
wider context of overall risk management. In general, the
introduction of arbitrary extra margins of safety, in order
to appease public outcry, is not warranted.

USES OF NIR IN MEDICAL DIAGNOSIS AND THERAPY

UVR

The UVR-induced photochemical reactions form the basis of
an effective treatment of the disease psoriasis, which is
marked by widespread red itchy scales on the skin. This is
caused by an accelerated cell cycle and DNA synthesis in skin
cells. The drug psoralen is preferentially taken up by these
dividing cells, which on subsequent exposure to UVA radia-
tion, leads to binding with DNA and subsequent inhibition of
synthesis and cell division. A normal course of treatment
consists of 25 monthly visits to a clinic, with 8-methoxypsor-
alen taken orally, followed 2 h later by a UVR exposure of 10–
100 kJ�m�2 per visit. This is usually delivered via a bank of 48
or so high-intensity fluorescent tubes.

A second use of UVR in biological and clinical analysis
and research is in the identification of biomarkers through
fluorescence. One technique involves placing electrophore-
tic gels over a UVR lightbox to localize the fluorescent
regions. As mentioned, the possibility of overexposure in
those who perform multiple observations is a matter of
concern.

Lasers

The high intensity of laser radiation, particularly if it is
pulsed, provides a means of tissue ablation, carbonization,
coagulation, and desiccation. High-intensity short pulses
produce photomechanical disruptions of tissue. At longer
pulse lengths (� 1 s), thermal and photochemical processes
become more important. Excimer (¼ excited dimer) laser
radiation has proved to be useful in the surgical treatment
of defects in vision. This technique, radial keratotomy or
keratectomy, reshapes the corneal surface to alter the
effective focal length of the eye and thus do away with
the need for spectacles or contact lenses. Laser ablation is
also useful in the treatment of ocular melanoma, Barratt’s

esophagus, removal of ‘‘port wine’’ stains on the skin, and
(using an optical fiber delivery system in a cardiac cathe-
ter) the removal of atheromatous plaque in coronary
arteries. A second property of intense laser light, that of
photo-activation, is exploited in a range of treatments
known as photodynamic therapy (PDT). In this, several
compounds are known to be preferentially taken up by
tumor tissue but also have the property of resonant absorp-
tion of light to produce free radicals, such as singlet oxygen
and oxygen radical, which ultimately lead to endothelial
cell membrane damage, blood supply shutdown, and hence
necrosis of tumor tissue. These photosensitizing com-
pounds are injected, or in some cases taken by mouth.
Intense laser light (of 600–770 nm wavelength) is then
directed at the tumor to produce this photo-activation.
Energy thresholds are of the order of 1 MJ�m�2. Although
used mainly on superficial tumors (depth less than 6 mm),
optical fiber delivery into deeper tissue (such as the breast)
has also been trialled. As the tumor tissue becomes fluor-
escent on uptake of these compounds, diagnostic techni-
ques (photodynamic diagnosis or PDD) are based on a
similar principle. Suitable compounds are related to hemo-
globin (hematoporphyrin derivative or HpD), rhodamine,
amino levulinic acid, bacteriochlorins, and phthalocya-
nines. The herb St John’s Wort also yields hypericins that
have similar properties. The ability to use scanning optics
in association with optical fibers has provided ways of
making microscopic endoscopy possible.

Incoherent sources of blue light are used in the treat-
ment of neonatal jaundice (hyperbilirubinemia). Bilirubin
is decomposed during the exposure of the neonate to fluor-
escent tubes (filtered to remove wavelengths shorter than
380 nm).

IR

Infrared reflectivity from the skin and from layers imme-
diately below the skin varies with skin temperature. Ther-
mography has been used to identify regions of enhanced or
reduced peripheral blood flow, occurring, for example, in
mammary tumors. The high false-positive rate has inhib-
ited its use in mass screening for this disease. On the other
hand, breast imaging using time-of-flight IR transmission
methods shows promise. Blood oxygen saturation is easily
measured noninvasively via the ratio of reflectances at two
wavelengths, 650 and 805 nm (the wavelengths showing
greatest and least sensitivity to the degree of saturation,
respectively). This forms the basis of the pulse oximeter,
which clips on the finger and gives an indication of pulse
rate in addition to oxygen saturation. Laser Doppler blood
flow meters give an indication of capillary blood flow via the
autocorrelation of reflected light signals. Wavelengths of
780 nm are selected because of the good depth of penetra-
tion of skin.

IR spectroscopy has a wide range of industrial and
research applications, because of specific molecular stretch-
ing, bending, and rotational modes of energy absorption.

Terahertz

Several medical applications have been proposed for ter-
ahertz radiation, arising out of differential reflection from
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cancerous/normal skin and from its relatively good trans-
mission through bones and teeth. Its use in biosensing is
also being investigated.

RF

The tissue heating and consequent protein denaturation
has been used in catheter-tip devices for ablating accessory
conduction pathways in the atria of the heart, giving rise to
arrhythmias. The use of focused RF in cancer hyperther-
mia treatment has been used in conjunction with conven-
tional radiotherapy to improve the hit rate of the latter,
most likely due to the increased available oxygen via
thermally induced blood flow increase. Increased blood
perfusion is also thought to underlie the use of RF dia-
thermy in physiotherapy, although this has now been
almost entirely replaced by therapeutic ultrasonic dia-
thermy (see below). RF exposures are part of magnetic
resonance imaging (MRI), where some care has to be
taken to avoid ‘‘hot spots’’ during investigation. SARs can
exceed 2 W�kg�1 at frequencies in the region of 100 MHz. If
we can extend the term ‘‘radiation’’ to include the direct
application of RF currents, then electrical impedance tomo-
graphy (EIT) should be included. In this technique, current
of approximately 50 kHz is applied via a ring of electrodes
to the torso or head, essentially to identify differential
conductivity values in different organs and thus track
shifts in fluid content, post-trauma, for example.

ELF

In clinical diagnosis, nerve conduction and muscular func-
tion studies are performed by examining responses to
electrical stimulation (by single pulses or trains of pulses
of the order of a few milliseconds in duration) of particular
groups of nerve fibers. Electrical stimulation of specific
regions of the body are also reported to give rise to bene-
ficial effects. For example, or transcutaneous electrical
nerve stimulation (TENS) is of some efficacy in controlling
pain by raising the threshold for pain perception. Inter-
ferential therapy, which consists of a combined exposure of
regions of the skin to low currents at two narrowly sepa-
rated frequencies (for example, 4 kHz and 3.7 kHz) are
claimed to be useful for a range of muscular and joint pain
conditions and for circulatory disorders, but the mode of
interaction is unclear. The currents are of the order of 50
mA, and the tissue is reportedly performing a demodula-
tion of the 4 kHz carrier to produce a TENS-like deep
current of a few hundred Hertz. Similarly, pulsed magnetic
fields (PEMFs) are claimed to be effective in speeding
healing in bone fractures, despite the small magnitude
of induced currents. On the other hand, electroconvulsive
therapy (ECT), in which pulses of current of several milli-
amperes are passed through the head, cause general nerve
activation. This therapy is of proven value in cases of
severe depression, but the origin of this benefit is an
enigma. Transcranial magnetic stimulation (TMS) can
be used both in diagnosis by eliciting specific responses
and in therapeutic mode, in a manner analogous to ECT.
However, the therapeutic efficacy of TMS still awaits
clarification.

Static

The application of permanent magnets to painful joints
is claimed to have beneficial effects, but the evidence
for efficacy is equivocal. It has been suggested that the
Lorentz-type forces on flowing electrolytes (such as blood)
produce electric fields and currents. However, at typical
blood flow velocities of 0.1 m�s�1, a 1 mT magnet will only
induce 0.1 mV�m�1, which is well below levels shown in
Table 2.

Ultrasound

The use of ultrasound in the range 1–25 MHz in diagnosis
originates from the wavelength (and, hence, resolution)
being of the order of a few millimeters. Acoustic mismatch
between tissue layers gives radar-type echoes that form the
basis of 2D and 3D imaging. The Doppler shift due to
flowing fluid forms the basis of its use in blood flow mea-
surements. Differential absorption provides a means for
tissue characterization. In therapeutic ultrasound, the
warmth is produced by adiabatic expansion and contrac-
tion within the tissue, to a depth of several centimeters. At
higher intensities, cavitation and mechanical movement of
organelles can occur.
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INTRODUCTION

When two independent groups of physicists (Bloch, Han-
sen, and Packard at Stanford and Purcell, Torrey, and
Pound at MIT) discovered the phenomenon of nuclear
magnetic resonance (NMR) in bulk matter in late 1945,
they already knew what they were looking for. Earlier
experiments by Rabi on molecular beams, and the attempts
of Gorter to detect resonant absorption in solid LiF, seeded
the idea of NMR in bulk matter. Fascinating stories
describing the trials and tribulations of the early develop-
ments of NMR concepts have been told by several authors,
but Becker et al. (1) deserve a special citation for the
completeness of coverage.

For his achievements, Rabi was awarded a Nobel Prize
in 1944, while Bloch and Purcell jointly received theirs in
1952. What was the importance of the Bloch and Purcell
discoveries to warrant a Nobel Prize despite an abundance
of prior work offering numerous clues? It was not the issue
of special properties of elementary particles, such as a
spin or magnetic moment: This was first demonstrated
by the Stern–Gerlach experiment. It was not the issue of
the particle interactions with magnetic field: This was
first illustrated by the Zeeman effect. It was not even

the magnetic resonance phenomenon itself: This was first
demonstrated by Rabi. It was the discovery of a tool that
offered a robust, nondestructive way to study the dynamics
of interactions in bulk matter at the atomic and molecular
level that forms the core of Bloch and Purcell’s monumental
achievements. However, despite the initial excitement at
the time of their discovery, no one could have predicted
just how extensive and fruitful the applications of NMR
would turn out to be.

What is the NMR? The answer depends on who you ask.
For Bloch’s group at Stanford, the essence of magnetic reso-
nance was a flip in the orientation of magnetic moments.
Bloch conceptual view of the behavior of the nuclear
magnetic moments associated with nuclear spins was, in
essence, a semiclassical one. When a sample substance
containing nuclear spins was kept outside a magnetic field,
the magnetic moments of individual spins were randomly
oriented in space, undergoing thermal fluctuations (Brow-
nian motion). The moment the sample was placed in a
strong, static magnetic field, quantum rules governing the
behavior of the spins imposed new order in space: the
magnetic moments started precessing around the axis of
the main magnetic field. For spin ½ particles (e.g., protons),
only two orientations w.r.t. static magnetic field were
allowed; thus some spins precessed while oriented some-
what along the direction of the external field, while other
spun around while orienting themselves somewhat oppo-
site to the direction of that field. To Bloch, a resonance
occurred when externally applied radio frequency (RF)
field whose frequency matched the precessional frequency
of the magnetic moments, forced a reorientation of preces-
sing spins from parallel to antiparallel (or vice versa). They
called this effect a nuclear induction.

As far as the Purcell’s group was concerned, NMR was a
purely quantum mechanical phenomenon. When a diamag-
netic solid containing nuclei of spin I is placed in a static
magnetic field, the interactions of nuclear magnetic
moments with the external magnetic field cause the energy
levels of the spin to split (the anomalous Zeeman effect).
When an external RF field is applied, producing quanta of
energy that match the energy difference between the Zee-
man levels, the spin system would absorb the energy and
force spin transitions between lower and upper energy
states. Thus, they described the phenomenon as resonance
absorption.

It can be proven that these two concepts of NMR phe-
nomenon are scientifically equivalent. However, the two
views are psychologically very different, and have been
creating a considerable chasm in the accumulated body of
knowledge. Some aspects of NMR applications are intui-
tively easier to understand using Bloch’s semiclassical
vector model, while other naturally yield themselves to
the quantum picture of spin transitions among energy
states. The details of this dichotomy and its impact on
the field of NMR applications are fascinating by themselves
and have been extensively discussed by Ridgen (2).

At the time of the NMR discovery, nobody had any
inkling that this phenomenon might have any applications
in medicine. To understand how NMR made such a big
impact in the medical field, one has to examine how the
NMR and its applications evolved in time. Nuclear mag-
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netic resonance was discovered by physicists. Thus it is
not surprising that the initial focus of the studies that
followed was on purely physical problems, such as the
structure of materials and dynamics of molecular motions
in bulk matter. During a period of frenzied activities that
followed the original reports of the discovery, it was
very quickly understood that interactions among nuclear
spins, as well as the modification of their behavior by
the molecular environment, manifest themselves in two
different ways. On the one hand, the Zeeman energy
levels could shift due to variations in the values of local
magnetic field at different sites of nuclear spins within the
sample. This causes the resonant absorption curve to
acquire a fine structure. Such studies of NMR lineshapes
provide valuable insights into the structure and dynamics
of molecular interactions, especially in crystals. This
branch of NMR research is customarily referred to as
radiospectroscopy.

On the other hand, when a sample is placed in the exter-
nal magnetic field, the polarization of spin orientations
causes the sample to become magnetized. When the sample
is left alone for some time, an equilibrium magnetization
develops. This equilibrium magnetization, M0, is propor-
tional to the strength and aligned in the direction of the
external static magnetic field, B0. An application of RF field
disturbs the equilibrium and generally produces a mag-
netization vector, M, that is no longer aligned with B0 .
When the RF field is switched off, the magnetization
returns over time to its equilibrium state; this process is
called a relaxation. The process of restoring the longitu-
dinal component of the equilibrium magnetization requires
that the spins exchange energy with their environment;
thus, it is commonly referred to as spin–lattice or long-
itudinal relaxation. The characteristic time that quantifies
the rate of recovery of the longitudinal component of
magnetization toward its equilibrium value, M0, is called
the spin–lattice relaxation time and denoted T1 or, in
medical applications, T1. At equilibrium, the transverse
magnetization component is zero. Thus, any nonzero trans-
verse component of nonequilibrium magnetization must
decay back to zero over time. This process tends to be
dominated by interactions among spins and is thus called
a spin–spin or transverse relaxation. The characteristic
time that quantifies the rate of decay of the transverse
component of magnetization is called the spin–spin relaxa-
tion time and denoted T2 or, in medical applications, T2.
Both T1 and T2 strongly depend on the nature of the
molecular environment within which the spins are
immersed, thus offering a robust probe of molecular
dynamics and structure in a variety of materials (solid,
liquid, and gaseous) over a range of conditions (tempera-
ture, phase transitions, chemical reactions, translational
and rotational diffusion, etc.). Studies of relaxation times
are referred to simply as NMR relaxation studies, and
sometimes as relaxometry.

In solids, dipole–dipole interactions among spins are
dominant, which for proton NMR (1H NMR) studies results
in fairly wide lineshapes (with a width of several kHz) with
very little fine structure. In most liquids, however, the
substantially faster molecular reorientations average the
dipole–dipole interactions, effectively suppressing them to

produce a vanishing net effect on the NMR absorption
curves that become much narrower (typically of the order
of Hz). This feature has led to a discovery of chemical shift
phenomenon.

The most dramatic demonstration of the chemical shift
was the observation made in 1951 by Arnold et al. (3) who
showed separate spectral NMR lines from nonequivalent
protons in a sample containing a simple organic substance,
ethanol. This gave birth to high-resolution NMR spectro-
scopy or HR NMR, a powerful tool that assists chemists
in nondestructive analysis of organic compounds. This
in vitro technique underwent massive developments over
the years and almost overshadowed the NMR applications
in physics. An exhaustive overview of HR NMR applica-
tions has been published by Shoolery (4). Today, HR NMR
spectroscopy plays a major role in studies of biological
materials in vitro and in drug development research. This
research, although not directly used in clinical care, never-
theless is having a major impact on the development of
medical arts. A comprehensive review of biological applica-
tions of NMR spectroscopy has been provided by Cohen
et al. (5).

Standard NMR studies are performed in vitro: The
sample is placed in the bore of a laboratory magnet, and
the signal is collected from the entire volume of the sample.
Samples are relatively small: The typical NMR tube vial is
� 5 mm outside diameter (OD) and holds � 0.5 mL of
sample material. Nuclear magnetic resonance magnets
have relatively small active volumes [typical bore size of
modern NMR cryomagnets is � 70 mm inside diameter
(ID)], but very high magnetic field homogeneity, routinely
> 10�9 B0.

In the early 1970s, a revolutionary concept emerged from
the pioneering work of Lauterbur in the United States and
Mansfield, Andrew, and Hinshaw in the United Kingdom.
They discovered that by using judiciously designed mag-
netic field gradients it was possible to retrieve an NMR
signal from a small localized volume (called a voxel) within a
much larger sample (e.g., a human body). This started a new
field of NMR applications, called magnetic resonance ima-
ging (MRI) that greatly enhanced the practice of diagnostic
medicine (see the section Magnetic Resonance Imaging).

One of the frustrating limitations of MRI applications
was the ambiguity of lesion characterization. The develop-
ment of MRI focused on the noninvasive visualization of soft
tissues within the living human body; as a result, the
technical and engineering trade-offs made in the process
of improving the quality of images have essentially rendered
the method nonquantitative. In essence, MRI proved to be
extremely sensitive in the detection of various lesions within
the patient’s body, but not very robust in providing informa-
tion needed to fully identify the characteristics of the tissue
within the lesion. Thus, in addition to basic NMR tissue
characteristics (proton density, T1, and T2), the interpreters
of medical MR images came to rely on morphology of lesions
(size, shape, and location) to draw conclusions about lesion
pathology. In this context, the concept of localized NMR
spectroscopy experiments, where MRI techniques are used
to locate the lesion and localize the volume of interest, while
NMR spectroscopic techniques are used to acquire NMR
spectra of the tissue within a lesion, becomes intuitively
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evident. However, while the concept may appear naturally
obvious, implementations have proven to be extremely dif-
ficult. Despite first successful experiments in acquiring
localized phosphorus 31P NMR in vivo spectra from a human
forearm, performed in 1980 by a group led by Chance, the
true clinical applications of localized NMR spectroscopy
have only recently begun to appear. While first attempts
focused on 31P NMR spectroscopy using surface coils to
localize the signals within the human body, current clinical
applications almost exclusively utilize 1H NMR spectra to
gain additional, clinically relevant information about the
lesion of interest. The methodology used in this approach is
referred to as magnetic resonance spectroscopy (MRS),
magnetic resonance spectroscopic imaging (MRSI), or che-
mical shift imaging (CSI). Techniques of this particular
application of the NMR phenomena in medical practice
will be the subject of further discussion here. While the
interest in exploring clinical applications of MRS of nuclei
other than protons (e.g., 31P, 13C, 19F, and 23Na) still
remains, a vast majority of current clinical applications
uses 1H MRS and thus only this particular nucleus will be
considered in further discourse. Readers interested in
other nuclei are encouraged to explore literature listed
in the Reading List section.

THEORY

In this section, the quantum mechanical approach of form-
alism is used, since this formalism is most naturally suited
to explain the various features of NMR spectra. To begin
with, consider an ensemble of noninteracting protons, free
in space where a strong, perfectly uniform magnetic field
B0 is present. Because all spins are considered identical,
the Hamiltonian of the system includes a single spin and all
quantum mechanical expectation values are calculated
over the entire assembly of spins. Under those conditions,
the Hamiltonian (H) describes the Zeeman interaction of
the nuclear magnetic moment m with the external mag-
netic field and has a form

H ¼ �m� B0 ¼ �g�hB0Iz (1)

where g is the gyromagnetic ratio, �h is the Planck’s constant,
and Iz is the z component of the nuclear spin operator I,
which for protons has an eigenvalue value of ½. Because Iz

has only two eigenvalues, � ½, the system’s ground energy
level is split into two sublevels, with the energy gap propor-
tional to B0, as shown in Fig. 1. Now assume that spins are
allowed to weakly interact with their molecular environ-
ment, which are collectively described as the lattice (regard-
less of the actual state of the sample; e.g., in liquids the
lattice refers to thermal diffusion, both rotational and
translational, of the atoms or molecules that host the
spins). When the system is left undisturbed over time, it
will reach a thermal equilibrium, where the spin popula-
tions at the higher and lower energy levels are described by
a Boltzmann distribution, as shown in Fig. 2. The resultant
sample equilibrium magnetization is equal to

Meq
z ¼M0 ¼

g2�h2NB0

4kT
(2)

where T is the absolute temperature of the sample, N is a
number of spins in the sample, and k is the Boltzmann
constant. At normal conditions, this equilibrium magne-
tization is too small to be detectable, but when a resonance
phenomenon is exploited by applying a short burst of RF
energy at resonance frequency v0 (called an RF pulse), the
magnetization can be flipped onto a transverse plane,
perpendicular to the direction of B0. This transverse
magnetization will precess at the resonant frequency of
the spins and thus will generate an oscillating magnetic
field flux in the receiver coils of the NMR apparatus,
which will be detected as a time-varying voltage at the
coils terminals. This signal is called a free induction decay
(FID) and its time evolution contains information about
the values of resonant frequency of the spins, v0, the spin-
spin relaxation time, T2, and the distribution of local
static magnetic fields at the locations of the spins, T2�.
The local static magnetic fields, experienced by spins at
different locations in the sample, may vary from spin site
to spin site, chiefly due to the inhomogeneity of the main
magnetic field B0. In addition, in heterogeneous samples,
commonly encountered in in vivo experiments, local
susceptibility variations may contribute to T2� effects.
For a variety of reasons, the chief one being the ease of
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Figure 1. The Zeeman splitting of the ground-state energy levels
for the spin ½ system as a function of the external magnetic field
strength, B0.
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Figure 2. An illustration of Boltzmann distribution of spin
populations for an ensemble of identical spins ½, weakly
interacting with the lattice, at thermal equilibrium.



interpretation, the FID signal is always recorded in the
reference frame that rotates at the frequency v close to v0,
(called ‘‘the rotating frame’’). From the engineering point
of view, recording the signal in the reference frame,
rotating at the frequency v, is equivalent to frequency
demodulation of the signal by frequency v.

The recorded FID has two components: one, called real,
or in-phase, is proportional to the value of transverse spin
magnetization component aligned along the y’ axis of the
rotating frame (the [x’, y’, z] notation is used to denote
rotating frame, as opposed to the stationary, laboratory
frame [x, y, z]). The other FID component is proportional to
the value of transverse spin magnetization projected along
the x’ axis and is referred to as imaginary, or out-of-phase
signal (see Fig. 3). To a human being, the FID signals can
be difficult to interpret; thus an additional postprocessing
step is routinely employed to facilitate data analysis. A
Fourier transform (FT) is applied to the FID data and the
signal components having different frequencies are
retrieved, producing an NMR spectrum (see Fig. 4).

The chemical shift, mentioned earlier, is responsible
for a plethora of spectral lines (peaks) seen in a typical
NMR spectrum. Consider a simple organic molecule that
contains hydrogen localized at three nonequivalent mole-
cular sites. Chemists call molecular sites equivalent if the
structure of chemical bonds around the site creates an
identical distribution of electron density at all proton
locations. When the sites are nonequivalent, different dis-
tributions of electron cloud around the protons will have a
different shielding effect on the value of the local magnetic
field, experienced by individual protons. The strength of
electron shielding effect is proportional to the value of B0

and is accounted for in the Hamiltonian by using a shield-
ing constant, s.

H ¼ �g�h å
3

i¼1
ð1� siÞB0Izi (3)

In this example, a molecule with only three nonequivalent

proton sites has been considered; in general, the summa-
tion index in Eq. (3) must cover all nonequivalent sites,
however, many may be present. It is evident from Eq. (3)
that individual protons located at different sites will have
slightly different resonant frequencies, which will give rise
to separate resonant peaks located at different frequencies
in the observed NMR spectrum, as shown in Fig. 4. This
accounts for a fine structure of NMR spectra that consists
of multiple lines at different frequencies, identifying all
nonequivalent molecular sites in the sample studied.

The interaction of the nuclear spin with the electron
cloud surrounding it has a feedback effect, resulting in a
slight distortion of the cloud; the degree of this alteration is
different depending on whether the spin is up or down
w.r.t. the magnetic field B0. This distortion has a ripple
effect on surrounding nonequivalent spins, and conse-
quently they become coupled together via their interac-
tions with the electron cloud; this phenomenon is called a
spin–spin coupling or J coupling, and is accounted for by
adding another term to the spin Hamiltonian:

H ¼ � å
n

i¼1
ê
é

ë
g�hð1� siÞB0Izi þ å

j< i
Ji jIi � I j ú

ù

û
(4)

where Jij, known as a spin–spin coupling constant, describes
the strength of this effect for each pair of nonequivalent
protons. The presence of spin–spin coupling leads to a
hyperfine structure of the NMR spectra, splitting peaks into
multiplet structures, as shown in Fig. 5 that contains two
fragments of an NMR spectrum of lactic acid. The structure
of each multiplet can be explained using simple arrow
diagrams, visible next to NMR lines. The signal at 1.31
ppm is generated by 3 equiv protons located in the CH3

group that are linked to the proton spin in the CH group via
J coupling. The spin of the proton in the CH group can have
only two orientations: up or down, as indicated by arrows
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that follow the bracket next to the CH3 label. Thus, the
signal from CH3 protons is expected to split into a doublet
with relative signal intensities 1:1, as indeed is seen in the
recorded spectrum. Similarly, the signal at 4.10 ppm is
generated by a single proton in the CH group that is linked
via J coupling to 3 equiv protons in the CH3 group. The spins
within this group of three protons can assume eight differ-
ent configurations, depending on their orientation w.r.t. to
the magnetic field B0. Some of those orientations are equiva-
lent (i.e., they have the same energy) and thus can be
lumped together, as shown by groups of arrows that follow
the bracket next to the CH label. Simple counting leads to a
prediction that the signal from the CH proton should split
into a quadruplet with relative signal intensities 1:3:3:1.
Again, this is clearly visible in the recorded spectrum.

As illustrated in Fig. 6, these simple considerations
show that each peak in the spectrum can be fully char-
acterized by specifying its position w.r.t. an established
reference peak (chemical shift), amplitude, intensity
(intensity, or the area under the peak, is proportional to
the concentration of spins contributing to the given peak),
linewidth (provides information � T2 and magnetic field
homogeneity), and multiplet structure (singlet, doublet,
triplet, etc., carries information about J coupling). Thus,
the NMR spectra, like the one in Fig. 4 showing an experi-
mental spectrum of vegetable (maize) oil, contain a wealth
of information about the structure and conformation of
molecules found within the sample.

Strictly speaking, the linewidths of the peaks in the
NMR spectrum are determined by the values of T2� and
thus are sensitive to the homogeneity of the main magnetic
field and other factors contributing to the distribution of
local static magnetic fields seen by the spins. Wider dis-
tributions of local fields, lead to shorter T2� values and
broader corresponding peaks in the NMR spectrum. Broad
peaks make spectra harder to interpret due to overlap
between peaks located close to each other. This feature
puts a premium on shimming skills of the NMR spectro-
meter operator (shimming includes methods to improve the
homogeneity of the static magnetic field). For in vivo
studies, the shimming tasks are made even more difficult
by tissue heterogeneity that causes local variations in the
magnetic field (referred to as susceptibility effects within
the MRS community).

There is a peculiar feature in the way the NMR spectra
are recorded that routinely confounds the NMR newbies.
For historical reasons, the NMR spectra are plotted as if
the spectrometer frequency was kept constant and the
magnetic field B0 was varied (swept) over a range of values
to record all the characteristic peaks (see Fig. 7a). In this
approach, the horizontal axis of the plot represents the
values of the external magnetic field necessary to reach a
resonant condition for a given group of spins. However, all
modern NMR spectrometers use an acquisition method in
which the magnetic field B0 is kept constant and differ-
ences in resonant frequencies of various nuclei (due to their
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Figure 5. A fragment of experimental spectrum (lactic acid at 500 MHz) showing resonances from
a CH3 group (at 1.31 parts per million, ppm) and a CH group (at 4.10 ppm), respectively. The
splitting of CH3 resonance into a doublet and the CH resonance into a quadruplet is caused by the J
coupling. The structure of each multiplet can be derived using simple rule of grouping spins
according to their orientations, as shown by groups of arrows.



diverse chemical shifts) are recorded instead. It is funda-
mental to understand that if the horizontal axis of an NMR
spectrum was meant to represent the resonant frequencies
of nuclei with different chemical shift, all residing in the
same external magnetic field B0, then the lines to the right
would represent signals with lower frequencies, which at
best is counterintuitive. This paradox is resolved when one
looks at the relationship between magnetic field and NMR
resonance frequency for nuclei located at sites with varying
electron shielding. This relationship is derived from Eq. (3),
leading to the well–known Larmor equation:

w ¼ gð1� sÞB0 (5)

This equation is plotted in Fig. 7b for three sites with
different values of the chemical shielding constant s. As s
increases, the slope of the line decreases. Thus, if the RF
frequency is kept constant and the magnetic field is swept
to reach subsequent resonant conditions, the weakly
shielded nuclei will resonate at lower field, and as the
strength of the shielding effect increases, the external

magnetic field must be increased to compensate for the
increased shielding. It must be reiterated that the term
magnetic field used in this context refers to the external
magnetic field B0, produced by the spectrometer’s magnet,
and not to the value of the local magnetic field that the
spin is actually experiencing. Therefore, the signals from
heavily shielded nuclei will appear at the high end of the
spectrum, as illustrated by the horizontal line in Fig. 7b.
On the other hand, if the external magnetic field B0 is kept
constant and the frequency content of the FID signal is
looked at, it will be noticed that nuclei at heavily shielded
sites resonate at lower frequency, which reflects the
decrease of the local magnetic field due to the shielding
effects. Therefore, the signals from heavily shielded nuclei
will appear at the low end of the spectrum, as illustrated
by the vertical line in Fig. 7b. Historically, magnetic field
sweeping was used in the early days of NMR spectroscopy
and a sizeable volume of reference spectra were all plotted
using the fixed-frequency convention. This standard was
retained after pulsed NMR technology replaced the ear-
lier continuous wave NMR spectroscopy, despite the fact
that the fixed-field approach would have been far more
natural.

The size of the chemical shift varies linearly with the
strength of the magnetic field B0, which makes comparison
of spectra acquired with NMR spectrometers working at
different field strengths a chore. To simplify matters,
chemists introduced a concept of relative chemical shift,
which is defined as follows: It is realized that the term v in
Eq. 5 represents a resonant frequency of a group of equiva-
lent spins in their local magnetic field, BL. Thus, Eq. (5) can
be used to define a variable t as

t ¼ s� 106 ¼ BL � B0

B0
� 106 (6)

The value of t is dimensionless and expresses the value of
the shielding constant s in ppm. It is interpreted as a
change in the local magnetic field relative to the strength
of the main magnetic field produced by the spectrometer’s
magnet. As seen from Eq. (6), the t scale is directly propor-
tional to s, that is, heavily shielded nuclei will have a large
value of t (see Fig. 7a). This also makes the t scale collinear
with the B0 axis, which is inconvenient in modern NMR
spectroscopy, which puts a heavy preference on spin reso-
nant frequencies. To address this awkward feature, che-
mists use a more practical chemical shift scale, called d,
that is defined as

d ¼ 10� t (7)

This scale is a measure of the change in local resonant
frequency relative to the base frequency of the NMR spec-
trometer, v0. The factor 10 in the above relationship arises
from the fact that a vast majority of observed proton
chemical shifts lie in the range of 10 ppm; by convention,
tetrametylsilane (TMS), which exhibits one of the stron-
gest shielding effects, has been assigned a value of d ¼ 0.
This was done after careful practical consideration: all 12
protons in TMS occupy equivalent positions, and thus an
NMR spectrum of TMS consists of a strong, single line. The
referencing procedure has evoked a considerable amount of
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debate over the years and currently the International
Union of Pure and Applied Chemistry (IUPAC) specifies
that shields are to be reported on a scale increasing to high
frequencies, using the equation

d ¼ wx �wref

wref
� 106 (8)

where vx and vref are the frequencies of the reported and
reference signals, respectively.

Since TMS easily dissolves in most solvents used in
NMR spectroscopy, is very inert, and is quite volatile, it
is a very convenient reference compound. In practice, a
small amount of TMS can be added to the sample, which
will produce a well-defined reference peak in the measured
spectrum (see Fig. 5). After the experiment is completed,
TMS is simply allowed to evaporate, thus reconstituting
the original composition of the sample.

In MRS applications, the d scale is used exclusively to
identify the positions of the peaks within the spectra. For
example, the water peak is known to have d ¼ 4.75 ppm;
therefore, if an MRS spectrum is acquired on a machine
with the main magnetic field of 1.5 T and the base RF
frequency of 63.86 MHz, the water line will be shifted by
4.75�63.86 ¼ 303 Hz toward the higher frequency from the
reference TMS peak. It also means that the protons in
water experience weaker shielding effects than protons in
the TMS. Finally, if the spectrum is plotted according to the
accepted conventions, the water line appears to the left of
the reference peak. Unfortunately, TMS cannot be used as
an internal reference in MRS applications (it cannot be
administered to humans). Thus in practice, the signal from
NAA is used as a reference and has an assigned value of
d ¼ 2.01 ppm, which is the chemical shift of the acetyl
group within the NAA NMR spectrum, acquired in vitro.

EQUIPMENT AND EXPERIMENTS

In medical applications, standard MRI equipment is used
to perform MRS acquisitions. Thus, in contrast to standard
in vitro NMR experiments, in vivo MRS studies are per-
formed at lower magnetic field strength, using larger RF
coils, and with limited shimming effectiveness due to mag-
netic susceptibility variations in tissue. As a result, the
MRS spectra inherently have lower signal-to-noise char-
acteristics than routine in vitro spectra; this is further
aggravated by the fact that in MRS signal averages are
accumulated using fewer scans due to examination time
constraints. This creates a new set of challenges related to
the fact that when the MRI equipment is used to perform
MRS, it is utilized outside its design specifications that
focus on the imaging applications of MR technology. For-
tunately, many hardware performance characteristics that
are absolutely crucial to the successful acquisition of spec-
troscopy data, such as magnetic field uniformity and sta-
bility, or coherence and stability of the collected NMR
signals, are appreciated in MRI as well. Thus, steady
improvements in MRI technology are contributing to the
emergence of clinical applications of MRS. Since this arti-
cle focuses on MR spectroscopy, the following considera-
tions will describe features of data acquisition schemes
that are unique to MRS applications, and disregard those
aspects of hardware and pulse sequences design that form
the core of the MRI technology (see the section on Mag-
netic Resonance Imaging).

The first challenge of MRS is volume localization.
Obviously, an NMR spectrum from the entire patient’s
body, while rich in features, would be of very little clinical
utility. Over the years, many localization techniques have
been proposed, but in current clinical practice only two
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Figure 7. An apparent paradox in the interpretation of the abscissa calibration for an NMR
spectrum: (a) the same spectrum can have a value of magnetic field B assigned to the abscissa so that
the values of B increase when moving to the right, or have the value of frequency v assigned to the
same abscissa, but increasing when moving to the left. (b) The diagram on the right provides an
explanation of this effect (see the main text for details).



methods are routinely used. The first one collects NMR
spectra from a single localized volume and is thus referred
to as single voxel MRS, or simply MRS. The other allows
collection of spectra from multiple voxels arranged within a
single acquisition slab. It is often referred to as multi voxel
MRS, MRS imaging (MRSI), or chemical shift imaging
(CSI). With this method, more advanced visualization
techniques can be used, such as generation of specific
metabolite concentration maps over larger regions of
interest (ROI).

Single voxel (SV) MRS is simpler to implement. The
volume of interest (VOI, or voxel) is selected using one of
the two alternative data acquisition pulse sequences. The
first one uses a phenomenon known as a stimulated echo to
produce a signal used to generate the spectroscopic FID
that is then transformed into the NMR spectrum. To
produce a stimulated echo, three RF pulses are used, each
rotating (flipping) the magnetization by 908. The theory of
this process is too complex to be discussed in detail here; an
interested reader is referred to the original paper by Hahn
(6) or to more specific texts on NMR theory, such as those
listed in the Reading List section. The application of the
stimulated echo method for in vivo MRS was first proposed
by Frahm et al. (7) who coined an acronym STEAM (Sti-
mulated Echo Acquisition Mode) to describe it. A simplified
diagram of the stimulated echo MRS acquisition pulse
sequence is shown in Fig. 8. The three RF pulses are shown
on the first line of the diagram, the echo signal from the
localized voxel can be seen on the bottom line of the
diagram. How does this sequence allow the selection of a
specific VOI as a source of collected signal? The key to
successful VOI localization is to use a slice-selective RF
excitation. This technology is taken straight from main-
stream MRI, and thus the reader is referred to MRI-specific
information for further details (see the section Magnetic
Resonance Imaging or MRI monographs listed in the

Reading List). Briefly, the slice selection technique relies
on the use of band-limited RF pulses (notice the unusual
modulation envelope of RF pulses shown in Fig. 8) applied
in the presence of tightly controlled magnetic field gradi-
ents (MFG), shown as pulses labeled Gx, Gy, and Gz in Fig.
8. When a band-limited RF pulse is played in the presence
of an MFG, only the spins in a narrow range of positions,
located within a thin layer of the studied object (a slice) will
achieve the resonance conditions and respond accordingly;
all the spins outside the slice will be out of resonance and
remain unaffected. Thus, the spin magnetization within
the selected slice will be flipped by the RF, and magnetiza-
tion outside the slice will remain unaffected. An analysis of
this process shows that the slice orientation is perpendi-
cular to the direction of the MFG, slice thickness is con-
trolled by the amplitude of the MFG pulse, and location
(offset from the magnet’s isocenter) is determined by the
shift in carrier frequency of the RF pulse. Thus, the first
pulse in Fig. 8 will excite spins in a slice that is perpendi-
cular to the z axis of the magnet (Gz was used), the two
remaining pulses will excite spins in slices perpendicular to
the x and y directions, respectively. Since the condition
required to produce a stimulated echo is that the spins be
subject to all three pulses, only the matter located at the
intersection of the three perpendicular slices fulfills the
criterion, and thus only the spins located within this
volume will generate the stimulated echo signals. The
dimensions of the VOI selected in such a way are deter-
mined by the thickness of individual slices, and the location
of the VOI is determined by the position of individual slices,
as illustrated in Fig. 9.

The other single voxel MRS protocol uses a spin echo
sequence to achieve volume selection. To produce the loca-
lized signal, three RF pulses are used, as before. However,
while the first RF pulse still rotates the magnetization by
908, the remaining two RF pulses flip the magnetization by
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Figure 8. A simplified diagram of a basic STEAM MRS sequence. Time increases to the right, the
time interval covered by this diagram is typically � 100 ms. On the first line the RF pulses are
shown; the next three lines show the timing of the pulses generated by the three orthogonal
magnetic field gradient assemblies (one per Cartesian axis in space); the last line, labeled signal,
shows the timing of the resulting stimulated echo NMR signal.



1808 each. As a result, two spin echoes are produced, as
shown on the bottom line of Fig. 10. The first echo contains
a signal from a single column of tissue that lies at the
intersection of the slices planes generated by the first and
second RF pulses, while the second echo produces a signal
from a single localized VOI within this column. As with the
stimulated echo, the theory of this process is too complex to
be discussed here; an interested reader is referred to the
original paper by Hahn (6) or to more specific texts on NMR
theory, such as those listed in the Reading List section.

The application of dual echo spin echo method to in vivo
MRS has been proposed by Bottomley (8) who coined an
acronym Point Resolved Spectroscopy (PRESS) to describe
it. A simplified diagram of the PRESS acquisition pulse
sequence is shown in Fig. 10. The three RF pulses are
shown on the first line of the diagram; but only the second
echo signal seen on the bottom line of the diagram comes
from the localized voxel region.

What are the advantages and weaknesses of each
volume localization method? First, in both methods an
echo is used to carry the spectroscopy data. Since echoes
are produced by transverse magnetization, the echo ampli-
tudes are affected by T2 relaxation and the time delay, TE,
that separates the center of the echo from the center of the
first RF pulse that was used to create the transverse
components of magnetization. The longer the TE, the
stronger the echo amplitude attenuation due to T2 effects
will be. Since the amplitude of the echo signal determines
the amplitude of the spectral line associated with it, the SV
MRS spectra will have lines whose amplitudes will depend
on the selected TE in the acquisition sequence. For the
STEAM protocol, it is possible to use relatively short TE
values; mostly because the magnetization contributing to
the stimulated echo signal is oriented along the z axis
during the period of time between the second and third
RF pulses, and thus it is not subject to T2 decay (in fact, it
will grow a little due to T1 relaxation recovery). Therefore,
the time interval between the second and the third RF
pulse is not counted toward TE. Furthermore, 908 RF pulse
have shorter duration than 1808 ones, offering an addi-
tional opportunity to reduce TE. Consequently, in routine
clinical applications the STEAM protocols use much
shorter TE values (� 30 ms) than PRESS protocols (routine
TE values used are � 140 ms). Therefore, when using the
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Figure 9. The principle of VOI selection in STEAM protocol (see
text for details).
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Figure 10. A simplified diagram of a basic PRESS MRS sequence. Notice similarities in VOI
selection algorithm within both STEAM and PRESS protocols.



STEAM protocol one is rewarded with a spectrum whose
line intensities are closer to the true metabolite concentra-
tions in the studied tissue. However, theoretical calcula-
tions show that the signal intensity of a stimulated echo is
expected to be 50% less than that of a spin echo generated
under identical timing conditions (i.e., TE). This is an
inherent drawback of the STEAM protocol, since the spec-
tra tend to be noticeably noisier than those produced using
PRESS.

PRESS, by design, uses two spin echoes to generate a
signal from localized VOI. This limits the minimum TE
possible for the second echo to � 80 ms or so, depending on
the MR scanner hardware. Since the magnetization never
leaves the transverse plane (except during RF pulses), the
T2 effects are quite strong. As a result, metabolites with
shorter T2 will decay down to the noise levels and vanish
from the final spectrum, which has an ambivalent impact
on clinical interpretations, simplifying the spectrum on
one hand while removing potentially valuable inform-
ation on the other. This effect can be further amplified
by signal intensity oscillations with varying TE, caused by
J coupling. For further details on this topic the reader is
referred to the specific texts on MRS theory and applica-
tions, listed in the Reading List section.

One word of caution is called for now. The numbers
quoted here reflect capabilities of MR hardware that repre-
sent a snapshot in time. As hardware improves, these
parameters rapidly become obsolete.

There are other, finer arguments supporting possible
preferences toward either method (STEAM or PRESS).
These include such issues as suppression of parasitic sig-
nals arising from outer-volume excitation (residual signals
coming from outside the VOI), sensitivity to baseline dis-
tortion of the spectra due to the use of solvent suppression,
accuracy of VOI borders defined by each method, and so on.
Thus, in current clinical practice there are strong propo-

nents of both STEAM and PRESS techniques, although
lately PRESS seems to be gaining popularity because of
simpler technical implementation issues, such as magnetic
field homogeneity correction (shimming), or compensation
of effects caused by eddy currents induced in the magnet
cryostat by magnetic field gradient and RF pulses.

While SV MRS is relatively straightforward, and thus
preferred by novices in the practice of clinical MRS, most
routine applications today demand spectroscopic data col-
lected from multiple locations within the organ studied.
Therefore, a solution that would allow collection of MR
spectra from multiple locations at the same time has a
natural appeal to physicians. To achieve such a task is no
small matter, and many schemes have been proposed
before a method that today is considered most practical
in daily use has been found. The method was first proposed
by Brown et al. (9). Their method is both conceptually
simple and revolutionary. It utilizes a method that encodes
both space–(localization) and time–dependent (NMR
spectra) information using mechanisms that manipulate
the phases of signals emitted by individual spins at differ-
ent locations. The acquisition sequence is schematically
shown in Fig. 11, which illustrates the two-dimensional
(2D) CSI principle using a PRESS pulse sequence. Of
course, this approach is equally applicable to STEAM
method as well. An astute reader will immediately recog-
nize that the spatial encoding part of the protocol is vir-
tually identical to dual phase encoding techniques used in
3D MRI acquisitions. At this point, readers less familiar
with advanced MRI techniques probably would want to
read more about this method elsewhere (see Magnetic
Resonance Imaging or MRI monographs listed in the
ReadingList).Theenlightenmentoccurswhenonerealizes
that with this scheme the acquired signal is not frequency
encoded at all. Therefore, after 2D FT processing in the two
orthogonal spatial directions, one ends up with a collection
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Figure 11. A simplified diagram of a basic 2D CSI MRS sequence. The dotted gradient lobes
represent phase encoding gradients responsible for multivoxel localization.



of FIDs that are free from any residual phase errors due to
spatial encoding, but nevertheless represent NMR signals
from localized VOIs, anchored contiguously on a planar
grid. The size and orientation of the grid is determined by
the spatial encoding part of the protocol; thus, localization
is conveniently decoupled from NMR frequency beats
caused by the chemical shifts of studied metabolites.

If this method is so simple, why do people still want to
acquire SV spectra? First, the method is quite challenging
to implement successfully in practice, despite the seeming
simplicity of the conceptual diagram shown in Fig. 11. Both
spatial and temporal components affect the phase of col-
lected NMR signals, and keeping them separated requires
a great deal of MR sequence design wizardry and the use of
advanced MR hardware. Due to peculiarities of the FT
algorithm, even slight phase errors (of the order of 18) are
capable of producing noticeable artifacts in the final spec-
tra. Second, the VOI localization scheme is ill suited to a
natural way of evaluating lesions spectroscopically; most
clinicians like to see a spectrum from the lesion compared
to a reference spectrum from a site that is morphologically
equivalent, but otherwise appears normal. In the human
brain, where most spectroscopic procedures are performed
today, this means that the reference spectrum is acquired
contralaterally to the lesion location. Such an approach
represents a drawback in CSI acquisitions where VOIs are
localized contiguously, and typically a few wasted voxels
must be sacrificed to ensure the desired anatomic coverage
of the exam. Finally, the dual-phase encoding scheme
requires that each pulsed view (a single execution of the
pulse sequence code with set values of both phase encoding
gradients) is repeated many times to collect enough data to
localize voxels correctly. As many views must be acquired
as there are voxels in the grid, which causes the required
number of views to grow very fast. For example, even for a
modest number of locations, say 8�8, 64 views must be
generated. This leads to acquisition times that appear long
by today’s imaging standards (typical MRSI acquisition
requires 3–8 min).

It is difficult to fully exploit the richness and diversity of
technical aspects of localization techniques used in in vivo
MRS; extended reviews, such as papers by Kwock (10), den
Hollander et al. (11), or Decorps and Bourgeois (12), can be
used as springboards for further studies.

The second major challenge of in vivo 1H MRS arises
from the fact that the majority of tissue matter is simply
water, which for humans can vary from 28% in the bones to
99% in CSF, with an average of � 75–80% in soft tissues
(e.g., brain matter, muscle, lung, or liver). Thus, if a proton
spectrum from just about any soft tissue (except adipose) is
recorded, the result would look like the one presented in
Fig. 12a, where an experimental spectrum from a muscle
tissue of a young (and lean) rat, collected ex vivo on a
300 MHz NMR spectrometer, is shown. At a first glance,
the result is boring: Only a single, strong peak from water
is visible. Closer inspection, however, uncovers some addi-
tional details: First of all, the background of the spectrum
is not totally flat, but composed of a broad peak, much
wider than the normal range of chemical shifts expected in
HR 1H NMR spectra. This is illustrated in Fig. 12b, where
the background of the spectrum in Fig. 12a has been

enhanced by amplifying the background and cutting off
most of the strong, narrow water peak. The broad spectrum
is produced by protons in macromolecular components of
the tissue: the proteins, DNA, RNA, and thousands of other
compounds responsible for function and control of cellular
activities. The spectrum broadening is caused by the resi-
dual dipolar interactions that were not fully averaged out
because large molecules move more slowly than the small
ones. Note: This component of the NMR signal is normally
not visible in MRI and MRS applications; since the line is so
broad, the relaxation time T2 of this component is quite
short (on the order of hundreds of ms), thus by the time the
MR signals are collected at TE that are in the range of
milliseconds, this signal has decayed out. One can see some
small blips on the surface of the broad line in the Fig. 12b:
Those are signals from tissue biochemical compounds
whose molecules are either small enough, or have specific
chemical groups that are free to move relatively fast due to
conformational arrangements. These clusters of protons
have T2s long enough to produce narrow lines, and their
chemical environment is varied enough to produce a range
of chemical shifts. In short, those little blimps form an
NMR spectral signature of the tissue studied. As such, they
are the target of MRS. To enhance their appearance,
various solvent suppression techniques are used. In sol-
vent suppression, the goal is to suppress the strong (but
usually uninteresting signal) from solvent (in case of tis-
sue, water), thus reserving most of the dynamic range of
signal recorder for small peaks whose amplitudes are close
to the background of a tissue spectrum. This point is
illustrated in Fig. 12c, which shows a spectrum from the
same sample as the other spectra in this figure, but
acquired using a water suppression technique. Now, the
metabolite peaks stand out nicely against the background,
in addition to some residual signal from water peak (it is
practically impossible to achieve 100% peak suppression).

The most common implementation of water suppression
in MRS in vivo studies uses a method known as CHESS:
Chemical Shift Selective suppression, first proposed by
Haase and colleagues at the annual meeting of the Society
of Magnetic Resonance in Medicine in 1984. It consists of a
selective 908 pulse followed by a dephasing gradient (homo-
geneity spoiling gradient, or homospoil). The bandwidth of
the RF pulse is quite narrow, close to the width of the water
line, and the carrier RF frequency offset is set to the water
signal center frequency. When such a pulse is applied, only
the water protons will be at resonance and they will flip by
908, leaving magnetizations of all other protons unchanged.
The resultant FID from the water signal is quickly dispersed
by using the homospoil gradient. When the CHESS segment
is followed by a regular spectroscopy acquisition sequence
(STEAM or PRESS), the first RF pulse of those spectroscopic
sequences will tip all the magnetizations from metabolites,
but will not create any transverse magnetization from
water. The reason is that at the time the spectroscopic
acquisition routine starts, the longitudinal magnetization
for water protons is zero, as prepared by the CHESS
routine. The description of technical details of various
solvent suppression methods can be found in the paper by
van Zijl and Moonen (13). The side effect of solvent sup-
pression is a baseline distortion of the resulting spectrum;
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this distortion can be particularly severe in the vicinity of
the original water peak, (i.e., at 4.75 ppm). To avoid
difficulties associated with baseline correction, the MRS
spectra in routine clinical applications are limited to the
chemical shift range from 0 to � 4.5 ppm.

In this short description of clinical MRS, the dis-
cussion had to be limited to its main features. There are
many interesting details that may be of interest to a
practitioner in the field, but had to be omitted here because

of space constrains; the reader is encouraged to consult
comprehensive reviews, such as the work of Kreis (14), to
further explore these topics.

APPLICATIONS

Now that there is a tool, it is necessary to find out what can
be done with it. The clinical applications of MRS consist of
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Figure 12. An example of NMR spectra obtained from the same sample (a lean muscle from a young
rat’s leg) collected in vitro: (a) standard spectrum obtained using a single RF pulse and performing
an FT on the resulting FID; (b) the same spectrum scaled to reveal a wide, broad line generated by
protons within macromolecules, notice small humps on top of this broad line: these are signals from
small mobile macromolecules; (c) the high-resolution spectrum of the same sample, obtained using a
spin–echo method and applying water suppression, both water and macromolecular peaks are
suppressed, revealing small narrow lines that are subject to clinical MRS evaluations.



three steps: first, an MR spectrum is acquired from the
VOI; second, specific metabolite peaks are identified within
the spectrum; and third, clinical information is derived
from the data, mostly by assessing relative intensities of
various peaks. The first step has been covered, so let us now
look at step two. The easiest way to implement the spectral
analysis is to create a database of reference spectra and
perform either spectrum fitting or assign individual peaks
by comparing the experimental data to the reference
spectra. This is easier said than done; the reliable peak
assignment in NMR spectra acquired in vivo has been one
of the major roadblocks in the acceptance of MR spectro-
scopy in clinical practice.

Currently, the majority of clinical MRS studies are
performed in the human brain. Over the past several years,
a database of brain metabolites detectable by proton MRS
in vivo has been built and verified. This process is far from
finished, as metabolites with lower and lower concentra-
tions in the brain tissue are identified by MRS and their
clinical efficacy is explored. A list of components routinely
investigated in current clinical practice is shown in Table 1.
Even a short glance at this list immediately reveals the
first major canon of the MRS method: more than a cursory
knowledge of organic and biochemistry is required to fully
comprehend the information available. An appreciation of
the true extent of this statement can be quickly gained by
taking a closer look at the first molecule listed in that table:
N-acetylaspartate, or NAA. This compound belongs to a
class of N-alkanoamines; the italic letter N represents the
so-called locant, or a location of the secondary group
attached to the primary molecule. In this case, N is a locant
for a group that is attached to a nitrogen atom located
within the primary molecule. The primary molecule in this
case is an L-aspartic acid, which is a dicarboxylic amino
acid. Dicarboxylic means that the molecule contains two
carboxylic (COOH) groups. As an amino acid, L-aspartic
acid belongs to the group of the so-called nonessential
amino acids, which means that under normal physiological
conditions sufficient amounts of it are synthesized in the
body to meet the demand and no dietary ingestion is
needed to maintain the normal function of the body. The
N-acetyl prefix identifies a molecule as a secondary amine;
in such compounds the largest chain of carbon compounds
takes the root name (aspartic acid), and the other chain
(the acetyl group, CH3CO–, formed by removal of the OH
group from the acetic acid CH3COOH) becomes a substi-
tuent, whose location in the chain (the N-locant) identifies
it as attached to the nitrogen atom. But what about the L
prefix in the L-aspartic acid mentioned above? It has to do
with a spatial symmetry of the molecule’s configuration.
The second carbon in the aspartic chain has four bonds (two
links to other carbon atoms, one link to the nitrogen atom,
and the final link to a proton). These four bonds are
arranged in space to form a tetrahedron with the four
atoms just mentioned located at its apexes. Such a config-
uration is called a chiral center, to indicate a location where
symmetry of atom arrangement needs to be documented.
There are two ways to distribute four different atoms
among four corners of a tetrahedron, one is called levor-
otatory (and abbreviated by a prefix L-), and the other is
called dextrorotatory (and abbreviated by a prefix D-). It

turns out that the chirality of the molecular configuration
has a major significance in biological applications: Since
successful mating of different molecules requires that
their bonding sites match, only one chiral moiety is bio-
logically active. In our case, L-aspartic acid is biologically
active; the D-aspartic acid is not. Last, but not least, the
reader has probably noticed that the name of the mole-
cule is listed as N-acetylaspartate, while we keep talking
about aspartic acid. . . well, when an acid is dissolved in
water, it undergoes dissociation into anions and cations;
the molecule of aspartic acid in the water solution looses
two protons from the carboxylic groups COOH (the loca-
tions of the cleavages are indicated by asterisks in the
structural formulas shown in Table 1), and becomes a
negatively charged anion. To reflect this effect, and suffix -
ate is used. Thus, the name N-acetylaspartate describes
an anion form of a secondary amine, whose primary chain
is a levorotatory chiral form of aspartic group, with a
secondary acetyl group attached to the nitrogen atom.
The NAA is so esoteric a molecule that most standard
biochemistry books do not mention it at all; its chief claim
to prominence comes from the fact that it is detectable by
MRS. A recent review of NAA metabolism has been
recently published by Barlow (15).

The example discussed above emphasizes that much can
be learned just from a name of a biological compound. To
gain more literacy in the art of decoding the chemical
nomenclature of biologically active compounds, the reader
is encouraged to consult the appropriate resources, of
which the Introduction to Subject index of CAS (16) is
one of the best.

As mentioned earlier, routine clinical MRS studies focus
on proton spectra spanning the range from 0 to � 4.5 ppm;
the NMR properties of compounds listed in Table 1 are
presented in Table 2, which identifies each molecular group
according to carbon labeling used in structural formulas
shown in Table 1. For each molecular group, the chemical
shift of the main NMR peak is listed, along with the
spectral multiplet structure characterizing this line. A
simulated theoretical spectrum shows all lines in the range
from 0 to 5 ppm, to give the reader an idea where the
molecular signature peaks are located in the spectra
acquired in vivo. Finally, information is provided whether,
for a particular line, the signal acquired in standard MRS
in vivo studies is strong enough to emerge above the noise
levels and become identifiable. This information is further
supplemented with comments indicating whether a par-
ticular line is expected to be visible on spectra acquired
with short or long TE values. It is evident that the
information provided in Table 2 is absolutely critical to
successful interpretation of clinical MRS results; unfor-
tunately, space limitations prevent us from further
dwelling into details of spectral characteristics of clini-
cally important metabolites. This information can also be
difficult to locate in the literature since most of the data
still reside in original research papers; fortunately, a
recent review by Govindaraju et al. (17) offers an excellent
starting point.

An examination of data shown in Table 2 quickly
leads to a realization that only a limited number of meta-
bolite signature lines can be successfully used in the
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Table 1. Basic Properties of Metabolites Most Commonly Detected in MRS Spectra of the Human Brain

Metabolite Full Name Acronym Formula
CASa

Number Structure
Molecular

Weight

Normal
Concen-
tration
Range in
brain,
mmol

N-Acetylaspartate N-Acetyl-L-aspartic
acid; amino acid

NAA C6H9NO5 [997-55-7]

CH

CH2

COO*H

COO*H

NHCOCH3

175.14 8–17

Creatine (1-Methylguanidino)
acetic acid;
non-protein
amino acid

Cr C4H9N3O2 [57-00-1] CH2NH2 COO*H

NH

C N

CH3

131.14 5–11

Glutamate L-Glutamic acid;
amino acid

Glu C5H9NO4 [56-86-0] CH

CH2

CH2

COO*H

COO*H

`NH2
147.13 6–13

Glutamine L-Glutamic
acid-5-amide;
amino acid

Gln C5H10N2O3 [56-85-9] CH

CH2

CH2

COO*H

CO

`NH2

NH2

146.15 3–6

myo-Inositol 1,2,3,5/4,6-
Hexahydroxy-
cyclohexane

m-Ins C6H12O6 [87-89-8]

OH

OHOH
OH

OH

OH
180.2 4–8

Phosphocreatine Creatine phosphate PCr C4H10N3O5P [67-07-2] CH2NH COO*H

NH

O*H

H*O C

O

P N

CH3

211.11 3–6

Choline Choline hydroxide,
Choline base,
2-Hydroxy-
N,N,N-trimethyl-
athanaminium

Cho C5H14NO [62-49-7]

OH

CH2

CH2

N

CH3

CH3 CH3

104.20 0.9–2.5

Glucose D-Glucose, dextrose
anhydrous, corn
sugar, grape sugar

Glc C6H12O6 [50-99-7] O

OHOH

OH

OH

CH OH2

180.15 1.0

Lactate L-Lactic acid,
2-hydroxypropanoic
acid

Lac C3H6O [79-33-4] CH

CH3

COO*H

OH 90.07 0.4

Alanine L-Alanine, 2-amino-
propanoic acid

Ala C3H7NO2 [65-41-1]

CH

CH3

COO*H

`NH2

89.09 0.2–1.4

aCAS ¼ Chemical Abstracts Service Registry Number of the neat, nondissociated compound. In structural formulas, an asterisk � indicates a site where, upon

dissociation, a proton is released; apostrophè indicates a site where, upon dissociation, a proton is attached. Metabolite names refer to dissociated (ionic) forms

of the substances since this is the form they are present in the in vivo environment.
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Table 2. The NMR Properties of Metabolites Most Commonly Detected in MRS Spectra of the Human Brain

Metabolite Acronym
Molecular

Group
Chemical

Shift d ppma
Multiplet
Structureb

Visibility
in vivoc

Theoretical
Spectrum –Range
(0,5) ppm

N-Acetylaspartate NAA � CH3 Acetyl 2.00 s Yes

012345

� CH2 Aspartate 2.49 dd No
� CH2 Aspartate 2.67 dd No
� CH Aspartate 4.38 dd No

Creatine Cr N-CH3 3.03 s Yes

012345

� CH2 3.91 s Yes

Glutamate Glu � CH2 2.07 m Yes, on short TE

012345

� CH2 2.34 m Yes, on short TE
� CH 3.74 dd No

Glutamine Gln � CH2 2.12 m Yes

012345

� CH2 2.44 m Yes
� CH 3.75 t No

Myo-inositol m-Ins � CH 3.27 t No

012345

� CH, � CH 3.52 dd Yes, on short TE
� CH, � CH 3.61 t Yes, on short TE
� CH 4.05 t No

Phosphocreatine PCr N-CH3 3.03 s Yes

012345

� CH2 3.93 s Yes

Choline Cho N-(CH3)3 3.18 s Yes

012345

� CH2 3.50 m No
� CH2 4.05 m No

Glucose Glc b–� CH 4.63 d Not visible in
normal brain

012345

All other CH 3.23–3.88 m due to low
concetration



interpretation of clinical proton MRS spectra. In normal
volunteers, five major markers can routinely be detected
and evaluated:

The N-acetylaspartate peak at 2.0 ppm, commonly
referred to as NAA.

The combination of creatine (Cr) and phosphocreatine
(PCr); reported together as two lines positioned� 3.0
and 3.9 ppm, respectively. Mostly referred to as Cr,
but some people use a label tCr (for total creatine).
The peak at 3.0 ppm is often identified as Cr, and the
peak at 3.9 ppm as Cr2,

The combination of glutamine (Gln) and glutamate
(Glu) at 2.2–2.4 ppm; since the peaks from those
two compounds strongly overlap and are typically
unresolvable, the are routinely reported together and
referred to as Glx.

The choline peak at 3.25 ppm, referred to as Cho; The
primary contributions to this peak are from bound
forms of choline: phosphorylcholine (PC) and glycer-
ophosphorylcholine (GPC), with only minor signal
from free choline.

The myo-inositol group at 3.6 ppm is visible only in
spectra acquired with short TE (due to J coupling
effects that suppress the intensity of lines forming
this signal at long TEs). Myo-inositol name poses
evidently a challenge to acronym creators, since it
can be found labeled as m-Ins, MI, mI, and In.

In addition, the following markers are routinely eval-
uated in a variety of diseases:

Lactate (Lac), often visible as a doublet at 1.3 ppm.

Mobile lipds (Lip) whose methyl (CH3) groups are visible
at 0.9 ppm and methylene (CH2) groups provide
signal at 1.3 ppm.

In special cases other metabolites may become visible,
and we list here two examples:

Alanine (Ala) with a signature peak at 1.5 ppm.

Glucose (Glc), mostly showing as a broad peak� 3.5 ppm;
note that the theoretical spectrum shown in Table 2 is
a superposition of a- and b-anomers that occur in 1:2
ratio, respectively, in equilibrium in vivo conditions.

Examples of typical MRS spectra obtained from healthy
subjects are shown in Fig. 13. The first thing to notice is
that the signal noise ratio in those spectra is poor, so
indeed, only the strongest lines from metabolites listed
in Table 2 have a chance to become visible.

In the context of this discussion, the following ques-
tions have been discussed: What is MRS, how to perform
it, who is interested in those studies, and why? If an actual
clinical MRS examination were being performed, at this
stage of MRS study we would have localized the lesion,
collected an in vivo MR spectrum from the tissue within
this lesion, identified the signature metabolite peaks, and
analyzed their relative intensities. Now would have come
the time to ponder what the results mean and what is
their clinical significance. It is not an easy task, since the
last analytic step listed above produces results that must
be compared to ‘‘normal’’ baseline references. These refer-
ence data are obtained by performing statistical analysis
of multiple results obtained from healthy people: a chal-
lenging task given biological diversity of normal subjects.
Thus, MRS results are reported using such imprecise
terms as unchanged, elevated, or suppressed. Sometimes,
when clinicians want to be particularly precise, they will
report ratios, such as the NAA/Cr ratio, which essentially
renormalizes all observed signal intensities by assigning
an arbitrary intensity of one unit to the Cr peak. In other
words, this approach uses the Cr peak as an internal
reference. As mentioned in Table 3, the rationale for such
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Lactate Lac � CH3 1.31 d Not visible in
normal brain

012345

� CH 4.10 q due to low
concetration

Alanine Ala � CH3 1.47 d Not visible in
normal brain

012345

� CH 3.77 q due to low
concetration

aThe bold type indicates a dominant line in the spectrum.
bs ¼ singlet, d ¼ doublet, dd ¼ doublet of doublets, t ¼ triplet, q ¼ quadruplet, m ¼ multiplet.
cReference to short TE indicates that those signals have short T2s and thus will be suppressed in acquisitions with long TE.

Table 2. (Continued)

Metabolite Acronym
Molecular

Group
Chemical

Shift d ppm
Multiplet

Structure
Visibility

in vivo

Theoretical
Spectrum –Range
(0,5) ppm



an approach is that the levels of Cr tend to be relatively
stable under normal physiologic conditions. Such findings
are purely phenomenological and their value is estab-
lished over time by practicing evidence-based medicine,
that is by performing statistical analysis of a large num-
ber of findings and looking for correlations between MRS
results and the patient’s clinical status. The drawback of
such an approach is that in the early stages of new
methodology, there is no established consensus regarding
data interpretation, thus one is forced to read a large
number of published clinical reports and develop one’s

own approach to the inclusion of MRS findings into the
clinical decision making process. A short summary of the
current understanding of clinical findings related to MRS
results is provided in Table 3. However, since these find-
ings are still subject to frequent updates, it would have
been pointless to try to provide in-depth coverage of these
issues here, knowing full well that the data are likely to be
obsolete by the time this publication appears in print.
Instead, the reader is strongly encouraged to survey the
current literature for reviews of clinical MRS topics; some
excellent, previously published papers can serve as a
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Figure 13. Examples of typical MRS spectra obtained in vivo for a normal volunteer: (a) STEAM SV
protocol with TE ¼ 30 ms and TR of 2000 ms, magnitude mode; (b) PRESS SV protocol with TE ¼ 144
ms and TR ¼ 1500 ms, magnitude mode; (c) PRESS 2D CSI with TE ¼ 135 ms, TR ¼ 1000 ms, 16�16
voxel locations, real mode; (d) Image reference showing a location of selected VOI associated with the
spectrum shown in (c) The VOI is generated by combining voxel locations. All data acquired within a
single study, lasting � 15 min; spectra (a) and (b) were acquired at the same location using the same
VOI size, no signal averaging was used (NEX ¼ 8).



starting point (18–21). The last paper on this list,
by Smith and Stewart (21), also offers excellent overview
of spectroscopy studies in organs other than the brain.

It is impossible, in one short article, to offer a fully
comprehensive coverage of such an advanced and rapidly

evolving discipline as clinical magnetic resonance spectro-
scopy. The author can only hope that this brief overview
offers sufficient information and enough reference poin-
ters to let the readers start exploring this new and exciting
field on their own.
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Table 3. Clinical Properties of Metabolites Most Commonly Detected in MRS Spectra of the Human Brain

Metabolite Full Name Acronym Function Pathological Variation

N-Acetylas-
partate

N-Acetyl-L-
aspartic acid;
amino acid

NAA Plays osmoregulatory function
in the intercompartmental
system, thought to be
responsible for the removal
of intracellular water, against
the water gradient, from
myelinated neurons

Decrease in NAA levels is indicative of reversible
axonal injury or neuronal loss. In adults it has
been associated with neoplasia, multiple sclerosis,
hypoxia, ischemia, stroke, trauma, epilepsy,
encephalitis, and neurodegenerative syndromes

Creatine (1-Methylgu-
anidino)acetic
acid

Cr Synthesized in the liver, it is
exported to muscle and brain
where it is phosphorylated into
phosphocreatine and used as
an energy store

Levels of creatine and phosphocreatine are tightly
controlled under physiologic conditions, and thus
this peak has been suggested as an internal
reference for metabolite amplitude or area ratios.
Increased levels of Cr and PCr have been observed,
however, in hyperosmolar states, as well as
in trauma. They also increase with aging

Glutamate L-Glutamic acid;
amino acid

Glu Most abundant amino acid found
in the human brain, acts as an
excitatory neurotransmitter

Plays a role in detoxification of ammonia in the
hyper ammonemic states

Glutamine L-Glutamic
acid-5-amide;
amino acid

Gln Plays a role in glutamate
regulation; astrocytes metabolize
glutamate to glutamine, thus
preventing excitotoxicity

Elevated levels of glutamate and glutamine have
been observed in hepatic encephalopathy,
Reyes syndrome, meningiomas, and rare inherited
enzyme deficiency. Reduced levels have been
associated with Alzheimer’s disease

myo-
Inositol

1,2,3,5/4,6-
Hexahydroxy-
cyclo hexane

m-Ins A component of
membrane phospholipids,
functions as a cerebral osmolyte.
It is also thought to play
an essential role in cell growth

Concentration fluctuates more than that of any other
major metabolite in the brain. Increased levels of
myo-inositol have been observed in neonates,
Alzheimer’s disease, diabetes, and hypersomolar
states. myo-Inositol levels are decreased in
hepatic encephalopathy, hypoxia, stroke, and some
neoplasms

Phospho-
creatine

Creatine
phosphate

PCr A major energy storage in the body See notes for creatine.

Choline Choline hydroxide,
Choline base,
2-Hydroxy-N,N,
N-trimethyl-
athanaminium

Cho Choline is important for normal
cellular membrane composition
and repair, normal brain function
and normal cardiovascular function

Increased levels of choline have been detected in
normal infants, and aging adults. They were also
associated with neoplasia, gliosis, demyelinating
disease, inflammation or infection, trauma,
diabetes, chronic hypoxia, and AIDS.
Decreased levels of choline
have been found in hepatic encephalopathy, stroke,
and dementias, including Alzheimer’s disease

Glucose D-Glucose GLc A major energy carrier
throughout the body.

Increased levels notes in diabetes mellitus, parental
feeding, hypoxic encephalopathy

Lactate L-Lactic acid,
2-hydroxypro-
panoicacid

Lac Lactate is a signature byproduct
of carbohydrate catabolism and
thus when normal cellular
oxidative respiration mechanisms
are active, its levels in the brain
tissues are very low

Visible in a variety of diseases. Increased levels of
lactate were observed in some tumors, during
the first 24 h after infarction, in hypoxia, anoxia,
near-drowning, and hypoventilation

Alanine L-Alanine,
2-Aminopro-
panoic acid

ALa Alanine is a nonessential amino
acid of uncertain function
in the brain

The alanine peak is difficult to detect since it is easily
overshadowed by lactate. Alanine
levels might be elevated in meningiomas

Lipids Fatty acids,
glycerides,
glycolipids,
lipoproteins

Lip Normally the lipid signals are not
visible in the MRS spectra of the
brain, but might appear
due to fat contamination
(voxel bleed)

Mobile protons from lipids (0.9 ppm for CH3 and
1.3 ppm for CH2) are not normally visible in
brain spectra, but can appear in diseased conditions.
Lipid signals are suppressed at long TEs. Elevated
lipid levels are observed in cellular necrosis,
high-grade astrocytoma, and lymphoma
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scopy and spectroscopic imaging of the human brain. In: Diehl
P, et al., editors. NMR — Basic Principles and Progress. Vol.
27. Berlin: Springer-Verlag; 1991.

12. Decorps M, Bourgeois D. Localized spectroscopy using static
magnetic field gradients: comparison of techniques. In: Diehl
P, et al., editors. NMR — Basic Principles and Progress. Vol.
27. Berlin: Springer-Verlag; 1991.

13. van Zijl PCM Moonen CTW. Solvent suppression strategies for
in vivo magnetic resonance spectroscopy. In: Diehl P, et al.,
editors. NMR — Basic Principles and Progress. Vol. 26. Berlin:
Springer-Verlag; 1991.

14. Kreis R. Quantitative localized 1H MR spectroscopy for clinical
use. Progr NMR Spectr 1997;31:155–195.

15. American Chemical Society, Naming and Indexing of Chemi-
cal Substances for Chemical Abstracts, Appendix IV. Chemical
Abstracts Service, Chemical Abstracts Index Guide, Colum-
bus: American Chemical Society; 2002.

16. Baslow MH. N-acetylasparate in the vertebrate brain:
metabolism and function. Neurochemical Res 2003;28:941–953.

17. Govindaraju V, Young K, Maudsley AA. Proton NMR chemical
shifts and coupling constants for brain metabolites. NMR in
Biomed 2000;13:129–153.
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NUCLEAR MEDICINE INSTRUMENTATION

LAWRENCE E. WILLIAMS

City of Hope
Duarte, California

INTRODUCTION

Nuclear medicine exists as a clinical specialty due to two
basic reasons involving signal detection. Of primary impor-
tance is the high sensitivity of tissue measurements. In
principle, a single labeled molecule or nanostructure may
be detected upon the decay of its attached radiolabel.
A second reason is the possibility of using radiolabeled
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materials of interest to study the physiology of animals and
eventually patients. While imaging is the primary applica-
tion of nuclear techniques, targeting implies an associated
therapeutic strategy. All three traditional forms of radio-
active emission, alpha (a), beta (b� and bþ), and gamma
radiation (g) are available to the investigator. Negative
betas are identical to the electrons found external to the
atomic nucleus and are the antiparticle to bþ (positron).
Penetration distances in soft tissue for a and b rays range
from mm and up to several millimeters, respectively, and so
limit imaging use to organ samples or perhaps very small
intact animals. Both of these particles are, however,
employed in radiation therapy.

It is the photon emitter that is most valuable as an imaging
label since it can be used In vivo on relatively large animals
and patients. One exception to this general rule is the applica-
tion of positron emitters (bþ) in imaging. Notice that a bþ

annihilates with a local atomic electron to form two or three
photons of high energy. Thus, the positron emitter is effec-
tively giving off quanta of a detectable type although up to
several millimeters away from the site of the original decay.
Because of momentum conservation, emission of two annihila-
tion photons is essentially back-to-back; that is, at 1808 separa-
tion, so as to define a line in space. This fact allows positron
emitters to be an almost ideal label for 3D imaging.

Labeling Strategies

Radioactive labels may be used, in principle, to locate and
quantitatively measure pharmaceuticals within excised
samples, intact animals, and patients. Several strategies
of labeling are possible. The radioactive tag may be used
directly in the atomic form, such as 123I as a test species
replacing the stable isotope 127I for evaluation of the
patient’s thyroid physiology. A secondary method is to
replace a stable atom in a biological molecule by a radio-
active isotopic form as 14C in lieu of stable 12C in a sugar.
Finally, as is most common, the label is simply attached by
chemical means to a molecule or engineered structure of
interest. One can tag an antibody with radioactive 131I or
use 111In inside a 50 nm phospholipid vesicle to track their
respective movements inside the body of a patient. Because
of protein engineering and nanotechnology, such radiola-
beled manmade structures are of growing importance.
Table 1 gives an outline of the three types of labeling
and examples of associated clinical studies.

Applications of nuclear tagging can literally go far
beyond clinical assays. When the 1976 Viking landers came
down on the surface of Mars, a test for living organisms was
performed using various 14C labeled nutrients. An assay

was then performed on a scoop of Martian soil mixed with
the radiotracers using a radiation detector sampling
emitted gases. It was thought that 14C-methane would
prove metabolism (i.e., life). While a weak positive signal
was detected in the reaction chamber, these results have
yet to be verified by other test procedures. Methane has,
however, been found as an atmospheric gas by more recent
exploratory spacecraft.

Limitations of Radioactive Labels

In the last two types (II and III) of labeling, radionuclides can
become separated from the molecule or structure of interest.
This disassociation may occur during preparation and/or
delivery of the pharmaceutical or later In vivo. Responsible
processes include reversible binding of the radionuclide,
enzymatic action, or even competition with stable isotopes
of the same element. Nuclear medicine specialists must
recognize such limitations in any resultant analyses: a
subtlety often overlooked in a report or document.

A second important logical issue associated with nuclear
imaging is tissue identification and anatomic localization.
Nuclear imaging physicians are very analogous to astron-
omers in that entities may be observable, but indetermi-
nate as to type or location. Relatively strong (hot) sources
appearing against a weak background in a nuclear image
may be coming from a number of tissues. The physician
may not, in fact, be able to identify what structure or organ
is being observed. Hybrid imaging devices combining
nuclear and anatomic imagers such as computed tomogra-
phy, (CT) are being implemented to correct for this ambi-
guity and are discussed below.

Lack of specific radiopharmaceuticals has been the
greatest limitation to the growth of nuclear medicine.
Many tracer agents owe their discovery to accidental
events or the presence of a traditional metabolic marker
for a given tissue type. Yet, these historical entities may
target to several different organs In vivo and thus lead to
ambiguous images. More recently, molecular engineering,
computer modeling and the generation of specific antibodies
to tissue and tumor antigens have improved production of
novel and highly specific agents. The most specific of these
entities is the monoclonal antibody binding to a particular
sequence of amino acids in the target antigen’s structure.

Therapy Applications

Detection and imaging via tracers are not the only clinical
tasks performed in nuclear medicine. Of increasing impor-
tance is the provision of radiation therapy when there is
preexisting imaging evidence of radiopharmaceutical
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Table 1. Methods and Examples of the Three Types of Nuclear Medicine Labeling

Method Label Example Clinical Study Detector Device

I. Substitution of
radioactive atom for
common stable atom

123I for 127I (stable) Thyroid uptake Single probe or gamma
camera

II. Insertion of radioactive
atom in a molecule

14C for 12C in glucose Glucose metabolism Liquid Scintillator (LS)
detecting exhalation of 14CO2

III. Attachment of
radioisotope to a structure

111In attached to an
liposome

Planar or SPECT image
of cancer patient

Gamma camera



targeting to the lesion(s) in question. The oldest such
treatment is the use of 131I as a therapy agent for thyroid
cancers including both follicular and papillary types. Here,
the radionuclide emits imaging photons and moderate
energy beta radiation so that localization can be demon-
strated simultaneously with the treatment phase of the
study. In some applications, the therapy ligand is inten-
tionally a pure beta emitter so as to limit radiation expo-
sure to the medical staff and patient’s family. In this case,
no gamma photons are available to the imaging devices.
The therapist must use the coadministration of a surrogate
tracer to track the position of the pure beta therapy agent.
An example is the use of 111In-antibodies to cancer
antigens to track the eventual location of the same anti-
body labeled with the pure beta emitter 90Y.

RADIONUCLIDE PRODUCTION

Reactor Production of Radionuclides

Production of radionuclides that are useful in nuclear
medicine relies on several different methodologies. The
most common nuclear medicine radiolabel, 99mTc, is pro-
duced as a decay product of its parent 99Mo. Production of
99Mo is generally done via nuclear fission occurring inside a
nuclear reactor. Radioactive 99Mo is taken into the radio-
pharmacy where it is attached to an alumina (Al2O3)
column. By washing physiological saline through this gen-
erator device, the user may elute the technetium that is
chemically dissimilar from the 99Mo, and so comes free of
the column. Possible breakthrough or leakage of Mo is mea-
sured upon each so-called ‘‘milking’’ procedure to assure
the pharmacist that the eluted material is indeed techne-
tium. While other generator systems are available, obtain-
ing specific radionuclides generally requires provision of
the appropriate reaction using a suitable accelerator.

Cyclotron Production of Radionuclides

A more general way to produce radioactive species of a
given type is via a designated nuclear reaction. For exam-
ple, while many isotopes of iodine can be found in fission
reactor residues, their chemical identity makes separation
a difficult problem. For that reason, 123I has been obtained
with the nuclear transmutation:

Proton þ 124Te ! 123I þ 2 neutrons

More than one reaction can occur given the same initial
conditions. In the above case, production of 124I is possible
when only one neutron is generated by the bombarding
proton in an isotopically pure 124Te target. This contam-
ination is intrinsically present in any 123I product resulting
from the bombardment. Since 124I has a 100 h half-life that
is much longer than that of 123I (13 h), the relative amount
of this impurity increases with time and may become
difficult to correct for in resultant gamma camera images.

While a variety of particle accelerators may be used,
the most common device to produce a given radionuclide by
a specific reaction is the industrial or clinical cyclotron.
This is a circular accelerator invented by Lawrence and

Livingston in which large electromagnets hold the proton
(or other charged particle) beam in a circular orbit of
increasing radius as its energy is enhanced twice per cycle
with radio frequency (rf) radiation. Circulation of the beam
is permitted over extended acceleration times as the
volume between the magnetic poles is kept in a relative
high vacuum condition.

Straight-line machines, such as tandem Van de Graaff
units and linear accelerators (linacs), in which the beam
moves in a geometric line from low energy ion source to
the reaction site, have some disadvantages compared to a
cyclotron design. In linear devices, length is generally
proportional to the desired energy so as to make the
machine difficult to house: particularly in a clinical set-
ting. The clinical cyclotron is small enough to fit within a
medium-sized room as shown in Fig. 1. Second, the high
voltage needed to accelerate the proton or other ion may
be difficult to maintain over the length of the straight-
line device. Electric breakdowns not only interrupt accel-
erator operation, they may also damage the internal
electrodes.

In order that the appropriate nuclear reaction is possi-
ble, the proton beam must strike an isotopically purified
target. This may occur within the cyclotron or in a separate
chamber external to the accelerator. The latter method is
preferred as it permits easier access to the resultant pro-
duct and rapid switching of one target with another as the
reactions are varied. External target locations also reduce
the radiation level inside the accelerator. In the 123I exam-
ple shown above, the target is a foil of highly purified Te
metal; this is an isotope that is � 5% abundant in natural
tellurium.

Unlike linear machines, beam extraction into the target
chamber can be problematic for a cyclotron since the ion
being accelerated is moving in a stable circular orbit.
Traditionally, extraction was done using an electrode. A
more effective way to extract protons from the vacuum
chamber is to initially attach two electrons to each proton
to form an H� ion. This molecular species is accelerated
until it reaches the correct reaction energy and a corre-
sponding outer orbit. At this point, the circulating negative
hydrogen ion is allowed to hit a so-called stripper foil that
removes both electrons and converts the ion back to an
ordinary proton (Hþ). The proton is not geometrically
stable at that radius and field and is magnetically led
out of the cyclotron’s vacuum chamber and into the target
chamber for the desired reaction.

In addition to longer lived radionuclides, such as 123I,
67Ga, and 201Tl, cyclotrons are conventionally used to
manufacture short-lived radionuclides for positron emis-
sion tomography (PET) imaging. The latter include 11C
(20 min half-life), 13N (10 min), and 15O (2 min). Com-
mercially, the most common product is 18F (110 min) for
use in fluorodeoxyglucose (FDG) as described below.
Because of the several minute half-lives of the first three
of these labels, it is necessary that the cyclotron is
available on-site within the nuclear pharmacy. With
18F production, the accelerator may be more remote;
perhaps as far as an hour’s drive from the clinical site
so that fluorine decay does not appreciably reduce the
delivered activity.
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SYSTEMATICS OF RADIATION DETECTION

Detection Methods for Ionizing Radiation

Ionizing radiation is detected using electrons liberated
within a sensitive volume of a detector material. All three
classical states of matter, gas, liquid, and solid have
been used as an ionization medium. Table 2 lists examples
of each state and the devices associated with it. Most
materials have ionization energies on the order of 30 eV
per electron–ion pair. In solid-state semiconductors, such
as Si or Ge, electron–hole pairs can be formed using�3 eV.
This lower value means that semiconductors can provide
many more (�10�) ionization events for a given photon or
electron energy. Such an increased number of events in

turn yields improved statistical certainty that the particle
has activated the counter. High thermal noise levels and
elevated costs of large arrays of semiconductors have lim-
ited their use clinically.

Spectrometry

Signals of various sizes can arise in the detection process.
Radionuclide counting depends on selection of the appro-
priate signal in a milieu of background radiation and other
sample decays. For example, the technologist may have to
count several beta emitters simultaneously or to detect a
given gamma ray energy among many other emissions.
Figure 2 shows a gamma spectrum from 137Cs; both
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Figure 1. Medical cyclotron.

Table 2. Detector Materials used to Measure Ionizing Radiation

State of Matter Material
Energy per

Ionization, eV Device Application

Gas Argon 32 Dose calibrator Photon activity assay
Air 32 Ion chamber Exposure level measurement

Liquid Scintillation fluid (toluene) 30 Liquid counter Beta assay in biological samples
Solid NaI (Tl) 30 Gamma camera or probe Photon counting

Si (Li) 3 Solid-state probe Photon and beta counting
LiF (Tl) 30 TLD (Thermoluminescent

dosimeter)
Radiation safety



Compton scattering and photoelectric effect (PE) are
observed in this probe made of NaI (Tl).

In the PE, all of the photon energy is given over to an
electron–ion pair in the absorbing material. Compton scat-
ter may go on inside the patient prior to the photon coming
into any detection system. In such cases, the direction and
energy of the quantum may be changed so that an
unwanted source may contribute to the counting process.
Photon energy analysis is used to guard against such
events in imaging; if the energy is seen to be reduced from
that of the expected value, an electronic discriminator
circuit rejects the ionization event. This pulse height ana-
lysis (PHA) is common to all nuclear detector systems and
is described for imaging devices below.

ONE-DIMENSIONAL NUCLEAR MEDICINE DETECTORS

Well Counters

The most primitive instrument for photon detection is the
counter or probe. In this case, a NaI(Tl) crystal is generally
used to form a single large scintillation detector. In the
scintillation process, the ionization event within the crystal
is converted to visible light with a decay time on the order
of 2 ms or less. Note that NaI is hygroscopic so that isolation
of the crystal from the atmosphere is required. A reflective
cap of Al is generally used as part of this hermetic seal.
Resultant scintillation light is amplified by photomultiplier
(PM) tubes to yield an electric signal proportional to the
total amount of visible light. Well counters have the crystal
in a hollow (cup) shape with the sample within the cup to
maximize geometric sensitivity. Shielding is provided by
an external layer of lead so as to reduce background counts.
This is particularly important in a laboratory or clinical
context. A mobile combination of well counter and probe
system is shown in Fig. 3. Applications include sample
assay using a standard source to give absolute values to the
amount of detected activity. Counting experiments may
involve patient tissue specimens obtained from the surgeon
or animal organs obtained during measurement of biodis-
tributions. Radiation protection is an additional applica-
tion, whereby surface swab samples are counted to see if
contamination is removable and possibly being spread
around a lab or clinical area.

A second type of well counter, using high pressure Argon
gas as the detector, is the dose calibrator. This device is

used in all nuclear pharmacies and clinics to measure the
amount of radioactivity (mCi or MBq) in the syringe prior
to administration via injection into a patient’s vein. A curie
is defined as 3.7 � 1010 decays per second and a bequerel is
one decay per second. Standards are used to calibrate the
device at the relevant energy of the radiopharmaceutical.
Since the walls of the counter stop alpha and beta radia-
tion, a dose calibrator generally may be used only for the
photon component of the decay radiation. One excep-
tion is the assay of very high energy beta emitters, such
as 90Y or 32P. In these cases, the betas give off a continuous
spectrum of X rays of appreciable energy while they are
decelerated before coming to rest. Such brake radiation
(bremsstrahlung in German) may be detected quanti-
tatively to calculate the amount of high energy beta emitter
present in the syringe. Lower energy beta emitters, however,
present difficulty in quantitative assays and generally
require a different strategy for detection.

Liquid scintillation (LS) counters are a third form of well
counter. Here, the beta emitter is dissolved into a liquid
hydrocarbon that has been doped so as to produce scintilla-
tions suitable for PM detection. These devices have wide
application in the quantitative assay of low energy beta
emitters used for In vitro biological research. Radionu-
clides of interest include 3H (Ebeta max ¼ 18 keV), 14C
(155 keV) and 35S (167 keV). Energies cited refer to the
kinetic energy of the betas. These labels are generally used
in type II labeling as shown in Table 1. Multiple samples
are sequentially measured for a fixed counting interval by
lowering the tube containing mixed scintillator and radio-
active material into a darkened space viewed by one and
probably two PM tubes. The sample is dissolved in a liquid
(usually toluene), which is activated with small amounts of
fluors, such as PPO (2,5-diphenyloxazole) and POPOP (4-
bis-2,5-phenyloxazolyl) benzene as solutes so as to provide
visible light upon being struck by the electrons released
during decay. Standards are included in the experimental
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Figure 3. Well counter and probe mounted on a mobile chassis.

Figure 2. Energy spectrum of 137Cs as measured by a NaI(Tl)
probe.



run to give absolute values for the activity. Efficiencies may
approach 90% or more for moderately energetic betas.
Reduction (quenching) of the light output due to solvent
impurities and biological molecules within the sample can
significantly affect the results and are accounted for by
using standards.

The addition of fluors may not be needed to count very
high energy beta particles. If the beta speed exceeds that of
light in the solvent (Eb max > 0.26 MeV in water), a photon
shock wave is produced in the medium. Termed Cerenkov
radiation, the emitted light is analogous to that of the
acoustic wave or sonic boom produced by an aircraft exceed-
ing the speed of sound. An observer may use Cerenkov light,
which includes a continuum of visible and ultraviolet (uv)
photons, to directly quantitate beta activity in the sample.

Probes

Clinical probes contain a planar crystal, usually a right
circular cylinder, placed at the end of a long, shielded tube
called a collimator. The central field of view is typically on
the order of a circle 10 cm in diameter. The collimator is
another right circular cylinder so that the total field
observed increases with distance from the opening. Since
the patient has a relative small thickness, on the order of
30 cm or less, this expanding view is not detrimental to the
resultant clinical counting experiments. Such static NaI
(Tl) devices are routinely used in measurements of thyroid
uptake of radioactive 123I as described above. Figure 4
contains a cross-section through a typical probe. With a
single probe giving a result of activity for a relatively small,
fixed field of view, it is necessary that sets of several probes
be employed for measurement in an extended or spatially
variable organ.

Conformal arrays have been used to yield information
on regional cerebral blood flow (rCBF) in patients. Sets of
10 or more detectors have been arranged around the
patient’s skull so as to measure regional accumulation of
perfusion tracers, such as 133Xe in the brain. Because of the
low gamma energy (81 keV) of 133Xe, a given probe essen-
tially views only physically adjacent tissues in rCBF count-
ing. Such arrays led to the discovery that regional brain–
blood flow varied with the mental task that the patient was
performing during the time of observation. In this applica-
tion, it is necessary that the intervening scalp blood flow be
subtracted from the time–activity curves for each region.
Tomographic methods such as PET do not suffer from this

limitation. The PET flow measurements have confirmed
the probe rCBF results and generalized them to other
aspects of brain blood flow and metabolism during con-
scious and subconscious thought processes.

A more recent probe application is the detection and
uptake measurement of so-called sentinel lymph nodes in
melanoma, breast, and other cancer patients. These sites
are defined as the first draining node associated with the
lesion. They are located following a near-primary injection
of a 99mTc-labeled cluster of sulfur colloid particles. Particle
sizes up to 1 � 103 nm may be used. Of necessity for spatial
resolution, the hand-held probe has a greatly reduced field
of view, on the order of a few millimeters, and may be
driven by battery power for convenience in the operating
room (OR). Because of size limitations at incision sites,
such probes may be of the solid-state type, whereby the
ionizing event is converted to an electronic signal directly
without the necessity of PM tube signal amplification. At
present, CdTe and CsI(Tl) detectors have been incorpo-
rated into clinical probe systems. In the latter case, a
photodiode is used in lieu of a PM tube to provide minia-
turization of the device. An example of a surgical probe is
shown in Fig. 5. For use in the OR, the device is usually gas
sterilized, and then placed into a plastic sleeve before being
put into an operating field.

Similar probe applications can involve radiolabeled anti-
body proteins used to locate small metastatic lesions in
cancer patient after removal of their primary tumor. This
has been termed radioimmune-guided surgery (RIGS). By
measuring the gamma activity per gram of excised tissue,
the radiation oncologist may estimate the radiation dose
achievable with that patient’s disease if radioimmunother-
apy (RIT) were eventually utilized. In the case of RIT, a
beta label is attached to the antibody in lieu of the gamma
label used in localization if the radionuclide label does not
emit both types of ionizing radiation. Probe-guided biopsy
allows direct treatment planning for the RIT procedure
that may follow.

Probes are also available for positron detection in the OR.
This measurement assures the surgeon that the resection
has taken out all of the suspect tissue that has been pre-
viously located using a FDG imaging study and a PET
scanner. Because of the presence of both annihilation
511 keV photonsand positrons, some correction mechanism
is necessary for these instruments. A dedicated micropro-
cessor attached to the detector system will provide this
information if the probe has separate sensitive elements
for positrons plus photons and for photons alone so that a
subtraction may be done in real time.

TWO-DIMENSIONAL DETECTORS

Rectilinear Scanners

Because of the limited field of view of single probes, it was
once considered clinically relevant for such devices to be
mounted on a motor-driver chassis so as to pass in raster
fashion over an entire organ. The trajectory of the probe in
this context is the same as a gardener mowing the lawn. A
simple thyroid probe in this application would prove pro-
blematic since it is focused at infinity; that is, observes all
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Figure 4. Operating principle of the clinical probe. Note that the
observed field of view increases with distance from the opening of
the collimator.



tissues from one side of the patient through to the opposite
side. It can be used on the thyroid since no other organ
taking up radioiodine usually lies within the neck region.
In order to generally restrict the depth of the field of view,
focused (converging) collimation was developed for raster-
driven rectilinear scanner systems so that only emitters at
a fixed distance were detected with relatively high effi-
ciency. Dynamic studies, whereby activity was imaged
during its physiological motion within the body, were
difficult with this device unless the kinetics were signifi-
cantly slower than the total raster scan time. Today the
rectilinear scanner is a historical artifact that is no longer
used in the clinic because of the development of the gamma
camera. A camera allows both static and dynamic imaging
over a reasonably large field (50 cm) without requiring
movement of the detector assembly.

Gamma Cameras

H. Anger, in the late 1950s, avoided most of the scanner
problems by inventing a gamma camera. As in the probe
example, a right circular cylinder of NaI(Tl) was used to
detect the photon. However, instead of a single PM tube, a
hexagonal array of such tubes was employed to determine
(triangulate) location of a given scintillation within the
detector’s lateral (x, y) dimensions. This fundamental prin-
ciple is illustrated in Fig. 6. In order to spread the light
somewhat more uniformly over the PM cathode, a light
pipe (diffuser) is generally interposed between scintillation
crystal and photomultiplier array. Localization was origin-
ally done with an analogue computer measuring the rela-
tive signal strength from each of a set of PM tubes. A second
type of processing occurs with the sum of the PM signals.
An energy window is set so that only photons having

energy within a prespecified range are recorded as true
events. The window is sufficiently wide, for example,
�10%, that most signals arising from PE absorption of a
monoenergetic gamma are recorded, but other photons, such
as those scattered in the patient, are rejected. If the radio-
nuclide emits several different photons, separate energy
windows are set to count each energy level. The sum of all
counts within all windows is then taken as the clinical result.

The original camera had cylindrical geometry arising
from the single-crystal shape. Modern cameras generally
have rectangular NaI(Tl) detectors made by combining
annealed crystals of relatively large size allowing the
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Figure 5. Operating room probe. Miniaturization is
dictated by the need to minimize the incision site at
the sentinel lymph node. With robotic developments,
even smaller designs will be necessary.
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Figure 6. Principle of the Anger gamma camera. If no collimation
is included (as shown) there is ambiguity of decay position.



entire width of the patient to appear in one field of view.
The ensemble of crystal, multiple PM tubes, and associated
computer electronics is referred to as the camera head. It is
usually in the form of a rectangular solid and is mounted on
a gantry allowing rotation and translation with respect to
the patient bed. In the latter case, the motion is one
dimensional (ID).

In the absence of directional information, a photon
coming from anywhere within the entire hemisphere above
the detector may impact the same position on the camera
face. To remove the ambiguity, it is necessary that a
collimator be provided between the detector crystal and
the radioactive object(s). A collimator projects the activity
distribution onto the crystal face. Essentially, this is a
shadow or projection of the radioactivity distribution. Four
standard types of collimators are shown in Fig. 7. The most
common of these in clinical use is the parallel-hole type
that is focused at infinity; that is, only passes parallel
photons (rays) coming from the tissue of interest. Notice
that the image and object size are equal in this case
(magnification, M, ¼ 1). This is essentially the same geo-
metry used in the thyroid probe. Divergent collimators
minify (M < 1) and convergent collimators magnify
(M > 1) radioactive objects being imaged. The terms diver-
gent and convergent refer to the point of view of the camera
crystal. Convergent collimation is focused at a point in
space; this is the same type of system used in the rectilinear
scanner described above. However, in the camera case, the

focal point is on the other side of the patient where this is no
activity. Pinhole collimation may lead to either magnifica-
tion or minification depending on the location of the object
relative to the pinhole aperture.

Efficiencies of all collimators are relatively poor
with pinholes becoming the worst at extended distances
from the camera face. Typical values are on the order of
1 � 10�4 for commonly used parallel-hole types. Thus, if
an experimenter deals with a very flat (essentially 2D)
source, such as a thin radioactive tissue sample, it is better
to simply remove all collimation and use the intrinsic
localizing capability of the bare crystal and attached
PM system. A transparent plastic sheet should be placed
between source and camera fact to minimize possible
contamination.

Every collimator is designed to be effective at a given
photon energy. Lead septae in the device are effectively
four to five half-value layers for the quantum of interest. A
half-value layer is that thickness of material that reduces
the intensity of gamma radiation by a factor of 2. Thus,
using a collimator designed for high energy photons in the
case of a relatively low energy emitter will lead to both
lower efficiency as well as poorer image quality. For radio-
nuclides emitting several different photons, the collimation
must be appropriate for the highest gamma ray energy
being measured. If this is not done, a hazy background of
events due to these photons passing through the collimator
walls will obscure the image.
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Spatial resolution of gamma camera systems is on the
order of 1 cm near the collimator surface, but generally
becomes worse with increasing source depth inside the
patient. When the count rate becomes extremely elevated,
however, the localizing algorithms of such devices can be
confused by multiple simultaneous scintillations with
resulting imaging artifacts and reduced resolution. Most
clinical protocols recognize this limitation by keeping the
count rate at or below 5 � 104 counts per second (cps).

Because absolute measurement of resolution as well as
object (organ) size is important, it is useful to image point
sources of radiation for testing each camera-collimator
system. This test object may be a set of small (1 mm) radia-
tion sources of the imaged radionuclide having a known
spacing. Resolution and object size in any resultant film or
digital image can be defined directly using such devices.
Variation with depth (patient thickness) and distance from
the collimator may also be evaluated.

Digital Processor Applications Within the Camera Head

Anger’s patented design originally relied on an analog
computer to position the scintillation flash within the
lateral dimensions of the NaI(Tl) crystal. Each scintillation
event was weighted by location and signal amplitude of the
several recording PM tubes. One of the original problems of
the design has been the non-uniformity of response due to
intrinsic and temporal variation in PM tube and other
analog circuit components. In modern camera heads, digi-
tal processors are used to position the scintillation flash as
well as perform spectroscopic analyses in real time on the
detected events. Such dedicated processors inside the cam-
era head observing individual PM tubes can greatly
improve the uniformity so that the central field of view
(CFOV) can have uniformities approaching 2%. Uniformity
is particularly important for 3D imaging involving rotation
of the camera head as described below. Values for each
head are measured regularly with a flat source of radio-
activity of an appropriate energy for most of the clinical
imaging. Cobalt-57 is the radionuclide of choice for this
procedure since it is close in emission energy (120 keV) to
the common radiolabel 99mTc (140 keV) and has an
extended half life of 270 d.

Note that communication formats are now available for
information transfer between cameras and external com-
puters. The digital imaging and communications in med-
icine (DICOM) standard is the international format for this
transfer of information. This information may be used to
produce comparisons of nuclear and other images to
improve the diagnostic process.

Types of Acquisition from Gamma Cameras

One very important choice made by an operator prior to any
camera study is the method of photon event recording in any
external computer or work station memory. It is most com-
mon to acquire each scintillation as an event or count at
coordinates (x, y). With total time of acquisition fixed at some
realistic (patient-derived) limit, these events are added at
their spatial positions to form a single digital image. This
method of data recording is called frame mode. It is, by far,
the most common type of camera data acquisition.

It may be that the timing of the tracer movement is
either very rapid or uncertain for the patient–study. In
that case, one may a priori choose list mode acquisition
whereby each event is recorded as a triplet: (x, y, t) with
computer clock time (t) included. After all events are list
mode recorded, the operator or clinician may reconstruct
the study in any sequence of time frames that is desired.
For example, the first minute may be assigned to image 1,
the second minute to image 2, and minutes 3–10 to image 3.
Each of these images would appear to the reader as if
they were taken in frame mode over that interval. Such
an allotment may be revised subsequently as clinical
questions arise. Large memory sizes are clearly useful if
list mode imaging is to be pursued. Modern cameras often
do not offer the possibility of list mode acquisitions,
but instead rely on use of high speed frame-mode data
recording.

A special type of frame mode acquisition is the gated
study. Here, data are acquired in synchrony with a
repeated physiological signal, usually the patient ECG.
The R-wave-to-R-wave interval is predivided into a num-
ber (n) of equally spaced segments. Data obtained during
time segment 1 of the cardiac cycle are placed into image 1,
from time segment 2 into image 2, and so on. The result is a
closed loop of n images that shows the beating heart when
the gating signal is derived from the electrocardiogram
(ECG).

External computer processing of camera data has been
used to generate an additional type of output referred to as
a functional image. For example, the clinician may wish to
measure the rate of physiological clearance of a radiotracer
from individual pixels within a time sequence of organ
images. Using the external computer to calculate regional
rate constants and to store this array, the resultant
functional image displays the relative magnitudes of the
computed kinetic values. Using an arbitrary scale, faster
clearing regions are shown as brighter pixels. By looking at
the functional image, regions of slower clearance can be
readily identified and followed post subsequent therapies
such as microsurgery for stroke patients.

Gamma Camera Types

Mobile Cameras. Battery-powered Anger cameras may
be mounted on motor-driven chassis for use at the bedside
or other remote areas. In such cases, the head is generally
smaller than a static camera, on the order of 25 cm in
diameter, and the energy range limited to 140 keV (99mTc)
due to shielding weight concerns. Movement up ramps and
using elevators would be restricted otherwise. Mobile units
are most often utilized in planar heart work and have been
involved in the testing of patients under escalating stress
such as on a treadmill in cardiology. Patient evaluations in
the OR or ICU are other applications of the device. Aside
from breast imaging using 99mTc -sestamibi, use of mobile
gamma cameras has been limited, however, because of two
specific reasons listed below.

Tomographic imaging is generally not possible with the
mobile camera due to the difficulty of rotating the device in
a rigorous orbit about the patient. In addition, use of high
energy gamma labels is not possible for the minimally
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shielded detector head. Because of the importance of 3D
imaging of the heart (see below), clinical usage has dictated
that the more optimal study results if the patient is brought
to the nuclear medicine clinic in order that optimal tomo-
graphic images be obtained.

Static Single-Head Cameras. The most common camera
type, the static single head, is usually a large rectangular
device with a NaI(Tl) crystal having a thickness of �6–
9 mm. Larger thicknesses up to 25 mm may be useful for
higher energy gammas, but loss of spatial resolution occurs
as the PM location of the scintillation becomes more inde-
terminate. Lateral crystal dimensions are approximately
35 � 50 cm, although actual external size of the head
would be significantly larger due to the necessity of having
lead shielding surrounding the detector. This shielding
must go both around the detector crystal as well as behind
it to prevent radiation coming into the sensitive NaI(Tl)
from the direction opposite the patient. Such protection is
of importance in a busy clinical situation where more than
one study is being conducted simultaneously in a relatively
small space. Large rectangular camera heads permit
simultaneous imaging over the entire width of a typical
patient and allow whole body imaging with a single pass of
the detector from the head to the feet. This is essentially an
updating of the rectilinear scanner concept although here
it is a 1D motion (z).

Images from Single-Head Cameras. Two standard ima-
ging formats are employed with the gamma camera. Regio-
nal images, or vignettes, are taken of the organs of interest
in the clinical study. A patient complaining of pain in the
knee will be placed adjacent to the camera to permit
various views of that joint following administration of a

bone-seeking radiotracer, such as 99mTc-MDP. In addition,
a whole-body image may be acquired to check for overall
symmetry of tracer uptake. An example of the latter is
given in Fig. 8. Here, the camera head is driven from the
head to the foot of the patient and a series of frame images
acquired over a span of 20–30 min. A computer attached to
the camera allows these separate images to be seamlessly
united to form the whole-body format.

Anger’s camera concept has had one of its greatest
impacts in cardiac dynamic imaging, whereby the sequen-
tial heart images are stored in a repetitive sequence that is
correlated to the ECG signal obtained from the patient as
described above. Figure 9 includes a continuous loop of 16
images of the left ventricle during a cardiac cycle using
a labeled red cell tracer based on 99mTc. By setting a
computer-generated region of interest (ROI) over the ven-
tricle, one can measure the relative amount ejected; that is,
the left ventricular ejection fraction (LVEF). Note that
absolute amount of the tracer is not needed in the study
since it is only a fractional ejection fraction that is of
interest to the cardiologist. Irregular heart beats and/or
patient motion during the 10–20 min of data taking can
make such studies difficult to process.

Other dynamic studies are popular and clinically impor-
tant. These include the renogram whereby the uptake and
clearance of a filtered agent, such as 99mTc-DTPA is mea-
sured over a 1 h period. Both kidneys are followed and
characteristic times of tracer accumulation and excretion
are estimated by the radiologist: often using external
computer software. A partial listing of typical studies
involving gamma camera image data is included in Table 3.

Multiple-Head Cameras. It is becoming common to
use more than one gamma detector head within a single
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Figure 8. Whole-body image of a
bone scan patient using translation of
the gamma camera from head to foot.
A sample of 20 mCi of 99mTc-MDP was
used as the radiotracer for this image
taken at 4 h postinjection.



supporting gantry (cf. Fig. 10). Speed of data acquisition,
in either 2D or 3D mode, is the most important reason for
this augmentation. By using two heads in a 2D study, the
patient may be imaged from opposing sides simulta-
neously. Thus, if the organ of interest or tumor site were
closer to the back of the patient, one could obtain informa-
tion from the posterior head that would be useful even if
the anterior head showed no discernible uptake sites.
Alternatively, anterior and lateral views of an organ
system may be obtained simultaneously and serially in
a dynamic study of gastric emptying, for example. A
second, and very important, application of multiple head
camera systems is in more efficient 3D imaging.

THREE-DIMENSIONAL DETECTORS

There are two quite distinct methods to provide 3D imaging
in nuclear medicine. If one uses ordinary (nonpositron)
gamma-emitters, the strategy is referred to as single-
photon emission computer tomography or SPECT.

SPECT Imaging

Here, the detector head or, more likely the set of two or three
heads, is rotated around the patient over an extended arc.
This orbit may be a full 3608 arc or may be less due to body
habitus or tissue location. One uses the rectangular Anger
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Figure 9. A multiple gated (MUGA) study of the left ventricle. The 16 images acquired over a
heartbeat are uniformly assigned in time to the R wave-to-R wave cardiac interval. An ejection
fraction of 69% was calculated.

Table 3. Representative Gamma Camera Imaging Studies Done in Nuclear Medicine

Study Agent Label Device Results

Renogram DTPA and MAG3 99mTc Camera Kinetic values
MUGA Red cells 99mTc Camera with EKG gating Ejection fraction of LV
Myocardium Sestamibi 99mTc Camera Bulls eye image of LV
Bone scan MDP 99mTc Camera Fracture location. Tumor location
Lung scan Aggregated albumin 99mTc Camera Regions of reduced perfusion
Lung scan Aerosolized albumin 99mTc Camera Regions of reduced ventilation
Lung scan Xenon gas 133Xe Camera Regions of reduced ventilation
Thyroid imaging Iodine 123I Camera Uniformity of uptake in gland



head as described above with the parallel-hole collimation in
place. With injected activities on the order of 100–300 MBq,
data acquisitions require on the order of 20 min. Patient
immobility is necessary. Data may be taken in a shoot-
and-step mode at fixed angular intervals or they may be
acquired continuously during the rotation. Storage of such
vast amounts of information requires a dedicated computer
system recording the counts at each spatial position on the
head (x,y) and at each angle (y) during the rotation.

Several reconstruction algorithms are available to the
technologist to generate the requisite tomographic images
of the patient. Corrections for attenuation and Compton
scatter must also be applied for the generation of these
images. While pseudo-3D images may appear on the com-
puter monitor as an output of the reconstruction, the
radiologist will review and file to the picture archival
and communication system (PACS) system the transaxial,
sagittal, and coronal projections of the activity. It is impor-
tant to realize that numerical values usually shown in
these various projection images are not absolute, but only
relative quantities. Quantitative SPECT, in which the
numerical pixel value is equal (or at least proportional)
to the activity in Bq, requires, in addition to the above
corrections, that a set of standard sources of the same
radionuclide be imaged along with the patient. Such cali-
brations can be done simultaneously with the clinical
study, but are usually performed as a separate procedure.
Figure 11 shows the three projection sets (axial, sagittal
and coronal) in the case of a patient having a 99mTc
sestamibi myocardial scan of the left ventricle.

PET Systems

Back-to-back photon emission (511 keV each) characteris-
tic of positron decay of a labeling radionuclide has led to the

development of PET. While paired Anger camera heads
have been used as the detectors, it is much more efficient to
use a ring of solid-state scintillation detectors arrayed
around the patient. Bismuth germinate (BGO) has been
the standard material, but LSO (lutetium orthosilicate) is
becoming more popular due to its higher light output and
shorter pulse length at 511 keV. In the standard situation,
each detector block is broken into separate light emitting
substructures that act as individual scintillation detectors.
By having a few phototubes observing a separate block of
such elements, the number of PMs may be reduced using
Anger’s gamma camera principle. Whole body PET scan-
ners may have > 104 individual scintillators arrayed in an
open circle or set of rings around the patient bed. Multiple
rings are conventional so that several axial sections may be
acquired simultaneously over a distances of 10–15 cm.
Note that no detector rotation is inherently required since
the solid-state system completely encircles the patient. If
needed, the bed will be driven along the axis of the detector
rings in order to perform extended imaging of the subject.
The most common study utilizes FDG with 18F as the
radiolabel and covers the patient from head to groin. Sites
within the body that metabolize glucose are imaged
thereby. Brain and possible tumor areas are important
applications of PET glucose imaging. Ambiguity with infec-
tion sites is a limitation to this protocol; this is particularly
the case in the immune-compromised patient.

Because the two emitted photons are coincident in time
and define a line in space, the positron detection process
does not, in principle, require collimation (Fig. 12). Using
contiguous rings of detectors is the most common system
design; if the rings act alone or together as a single detector
system defines the two types of imaging that are performed
on a PET system. Internal (patient) photon attenuation is
taken into account in the reconstruction of the PET image
set. This is done using a transmission source of positron
emitter, usually 68Ge, to evaluate the patient thickness for
the various ray directions at each bed position. Typically,
the attenuation correction occurs during the scanning
procedure with a short time interval given over to use of
the source at each bed location.

Two-Dimensional PET Imaging

A clinical PET scanner is shown in Fig. 13. In 2D PET,
every ring of detectors is isolated by tungsten collimation
from all but single adjacent rings. Thus, each circle of solid-
state scintillators is used in isolation to generate a single
axial slice through the patient. This approach yields the
highest resolution available in positron tomography with
systems having spatial resolutions on the order of 5 mm.
Reduction in the amount of scatter radiation is also
obtained in 2D images. A FDG image is given in Fig. 14.
While described as 2D, the result is actually tomographic
and gives the usual projections in the three planes inter-
secting the patient’s body. In these planes, the precise
estimate of resolution depends on the positron’s kinetic
energy. One must combine, in quadrature, the positron
range in soft tissue with inherent ring resolution to predict
the overall spatial distance ambiguity. Higher energy posi-
tron emitters will have correspondingly poorer spatial

NUCLEAR MEDICINE INSTRUMENTATION 101

Figure 10. Dual-headed gamma camera. Both detector heads are
mounted on the same gantry to allow translation (for whole body)
and rotation (for SPECT) of the system. An open geometry permits
use of gurneys with this system.



resolution due to the greater range of the positron prior to
decay.

Other criteria for the selection of a positron label may be
applied; for example, the half-life of the radionuclide. If
that lifetime is very short, manufacturing and targeting
may take so many physical half-lives that imaging is not
possible. Additionally, one should consider the relative
probability of bþ emission in the decay scheme. This like-
lihood may be reduced because of competition with electron
capture from the K shell of the radionuclide. Additionally,
there is the possibility that other photons may be emitted
along with the positrons so as to cause a background effect
in the PET scanner. For example, 124I, along with annihi-
lation radiation at 511 keV, also emits ordinary gamma
rays with energy in excess of 2 MeV. Such high energy
photons readily penetrate collimators to reduce contrast in
the images and make quantitation of the absolute radio-
iodine activity difficult.

Three-Dimensional PET Imaging

When the collimation between PET scanner rings is
removed, each circle of detectors can have coincidences
with itself as well as with all other detector rings. This
mode of operation is referred to as 3D imaging. Spatial
resolution is somewhat worse than that of the collimated
(2D) case and may be 1 cm or more. However, the added

sensitivity may be very important: particularly if whole
body images are to be obtained in a patient with possible
multiple sites of interest such as a referral from medical
oncology. Sequential PET images of the whole body may be
used to evaluate chemotherapy or other interventions. A
quantitative method is available for such comparisons.

One feature of PET imaging merits emphasis. In the
quality assurance of the positron scanner, the operator will
routinely obtain transmission images through a phantom of
known size using 511 keV photons from an external source.
With this information and calibration using a known activ-
ity source, the user may reconstruct radioactivity distribu-
tions in the patient with absolute units. Thus, the
concentration of positron emitter at a given image voxel
can be estimated. Called the specific uptake value (SUV),
this parameter is essentially %ID�g�1, where ID refers to the
injected activity or dose (MBq). The resultant SUV value is a
function of time. Two direct consequences result. First, the
clinician can make comparisons between organ sites both
now and with regard to earlier studies on that patient or
relative to normal individuals. Results of therapy may be
directly evaluated thereby. The SUV values may even be
used to make diagnostic assessments, such as the likelihood
of malignancy at the voxel level. In addition, the radiation
dose to the entire organ and even to local volumes within the
tissue may be directly made with the SUV parameter. This
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Figure 11. The SPECT image set for a gated myocardial study. In each pair of rows, the upper set
of images gives the stress result, the lower set the resting result. The patient received 30 mCi of
99mTc-sestamibi for the study.



is in contrast to gamma camera planar data whereby the
results may be quantified only with associated calculations
that depend upon acquiring a set of images from at least two
sides of the patient.

HYBRID IMAGING INSTRUMENTS

Nuclear image information, of either gamma camera or
PET type, is limited in that regions of elevated (or reduced)
activity are not necessarily identifiable as to anatomic
location or even organ type. A patient may exhibit a hot

spot in a planar gamma camera view that could correspond
to uptake in a lobe of a normal organ, such as the liver or
perhaps to an adjacent metastatic site. Similar arguments
may be made with SPECT or PET images. Clinical deci-
sions and surgical options are difficult to determine in this
ambiguous context. Radiologists viewing nuclear medicine
images are forced to cloak their patient assessments in
correspondingly vague spatial terms.

Lack of anatomic correlation has been one of the most
difficult issues in the history of nuclear imaging. Physio-
logical data determined with nuclear techniques are
considered complementary to anatomical information
separately obtained by other imaging modalities such as
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Figure 14. A PET image of a breast cancer patient following
injection of 10 mCi of FDG. A MIPS projection is shown with
areas of elevated FDG appearing as dark foci. Note accumu-
lation in regional lymph nodes near the breast primary.

Figure 13. A clinical PET scanner.
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Figure 12. Principle of a PET scanner. Note that the direction of
the annihilation radiation defines a line in space. 2D and 3D
configurations are accomplished with and without collimation,
respectively.



CT or magnetic resonance imaging (MRI). The radiologist
or referring clinician will frequently have to conceptually
fuse disparate data sets to help identify the specific organ
or tissue where a nuclear tracer uptake zone occurs. Using
DICOM and PACS technologies, one may also attempt to
digitally overlay nuclear and anatomic images. In this case,
however, magnification, rotation, and translation of one
image relative to the other must be accounted for with
appropriate software and adjustable parameters. Using
commercial programs, CT and MRI digital images may
be fused to nuclear imaging results using least-squares
techniques and an external workstation.

In order to remove this conceptual and computational
bottleneck, recent developments in nuclear medicine have
included manufacture of hybrid physiologic/anatomic ima-
gers. In this strategy, both devices share a common patient
bed so that two types of images are spatially registered and,
although successive, nonetheless obtained within a few
minutes of each other. Note that the PM tubes of a typical
gamma camera or PET system are sensitive to magnetic
field effects at the level of the earth’s value; that is, at
�0.5 G. Yet clinical MRI scanners operate in the range of
1.5–3.0 T (1.5 � 104 to 3.0 � 104 G) so that hybrids of MRI
and nuclear devices would be problematic. Thus, essen-
tially all of the hybrid systems have involved combinations
of nuclear and CT imagers.

SPECT/CT Hybrid Imagers

A logical approach to the issue of radionuclide localization
is to have two scanners, one nuclear and one based on X-ray
attenuation, located on attached gantries. This pair of
devices shares the same patient couch. Because the dis-
tances of bed movement can be known within 1 mm or less,
the user can identify an uptake volume in the nuclear
SPECT image with a geometrically corresponding part of
the anatomy as seen via CT scan. Additionally, attenuation
corrections may be made more effectively using the CT
data to improve SPECT sectional images. Some difficulties
remain: (1) the breathing motion of the patient, and (2)
possible changes in posture from one sequence to the other
during the double imaging procedure. Complementary
nature of the two images makes the interpretation of either
somewhat clearer.

PET–CT Hybrid Imagers

Analogous to the gamma camera, a PET detector ring
imager can be mounted adjacent to a CT scanner to provide
registration of images from two modalities. As in the case of
SPECT–CT devices, disparities in the speed of the two data
acquisitions leads to some remaining ambiguity involving
organs that move with respiration such as liver or lungs.
While it is possible to hold one’s breath for a CT scan, the
PET whole body nuclear imaging time remains on the order
of 20–30 min to preclude such possibilities for the emission
segment of the study. A set of hybrid images and their
superimposition are given in Fig. 15.

Radiation therapy treatment planning has been one
of the primary beneficiaries of hybrid imaging devices.
It may be that some mass lesions visible via CT or other
anatomic imagers are necrotic or at least not active meta-

bolically. This result can most clearly be seen in the fused
image so that the more physiologically active sites may be
treated with higher external beam doses. Likewise, with
appropriate resolution, the radiation oncologist may elect to
treat part of a lesion that has heterogeneous tracer uptake
in an effort to spare contiguous normal (albeit sensitive)
sites, such as in the lung, spinal cord, or brain. Those
segmental regions of a tumor mass that are metabolically
active may be targeted with external beam therapy using a
number of linear accelerator strategies including conformal
therapy, intensity modulated radiation therapy (IMRT) and
tomotherapy using a rotating radiation source.

ANIMAL IMAGING DEVICES

As indicated previously, the growth of nuclear medicine is
limited by availability of specific radiopharmaceuticals.
Historically, useful agents were often discovered (some-
times by accident) and were almost never invented. This
strategy is inefficient and modern molecular biologists and
pharmacists attempt to directly engineer improved tracers
for a given clinical objective; that is, imaging or therapy of a
particular tissue or tumor type. A specific molecule or
cellular organelle is generally the target in these efforts.
Molecular imaging has become an alternative name for
nuclear medicine. After initial protein or nanostructure
development is completed, the next task is the determina-
tion of the relative usefulness of the prototype in an animal
study. Usually, this work involves mouse or rat radiotracer
biodistributions involving sacrifice of 5–10 animals at each
of a number of serial times. If multiple time points and
comparison of various similar radiotracers are involved,
numbers of mice may approach thousands for the develop-
ment of a single radiopharmaceutical.

It is more analogous to clinical procedure if serial images
of the same animal are obtained during the course of the
research study. Far fewer animals are required and the data
are more homogenous internally. Imaging with standard-
sized nuclear technology is generally unsatisfactory due to
poor spatial resolution associated with typical gamma cam-
eras (1 cm) or PET scanners (0.5 cm). Early investigators
had utilized a suitably small pinhole collimator and gamma
camera combination on mouse and rat imaging studies. By
collimator magnification, the image can be made large
enough that the internal structures can be resolved. As
noted previously, magnification and sensitivity depend on
distance from the pinhole so that quantitative interpreta-
tion of these images was difficult. Sensitivity of pinhole
imaging was likewise low so that relatively large amounts
of activity were required for the study. It is more effective
if a dedicated, high efficiency, animal-size imaging device
is designed for the experimental species. Such instru-
ments have been developed for planar and SPECT gamma
camera as well as PET imager systems.

Animal Gamma Cameras

Imaging a 10 cm mouse is best done with a gamma camera
having approximately that sized crystal. Rather than
employing a hexagonal array of multiple, miniaturized
PM tubes to locate the scintillation, an animal camera
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relies on the use of a single spatially sensitive PM tube.
This device sends both x and y coordinates and the energy
of the scintillation to a dedicated computer. Otherwise, the
murine camera is operated essentially identically to the
full-size version. Parallel-hole collimation is most common,
although pinholes may be used to form highly magnified
images of murine organs, such as the liver, kidneys, or even
the thyroid. Figure 16 illustrates the last of these targets
for a mouse receiving a tracer injection of 125I to enable
imaging of the murine thyroid. SPECT imaging is also
possible; it is accomplished by rotating a rigorously con-
strained mouse or other small animal within the field of
view of the camera. The usual projections, coronal, sagittal
and transaxial are then available.

Animal PET Imagers

Miniature PET scanners have become of importance to the
development of new radiopharmaceuticals. Here, a ring of
BGO or LSO crystals is installed in a continuous cylinder
extending over the entire length of the mouse. Spatial
resolution is on the order of 2 mm or less over the 12 cm
axial dimension. A sample image is given in Fig. 17 where a
number of coronal sections are superimposed to improve the
image statistics. Both 18F-FDG and 64Cu labeled to a

modified antibody protein called the minibody were the
positron emitters used in this study. Again, as in the clinical
case, the PET images are intrinsically tomographic unlike
the gamma camera results. Therefore, the PET animal
imagers have a theoretical advantage in biodistribution
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Figure 15. The CT–PET hybrid image showing respective CT, PET, and combined images. Clarity
of location follows from the last of these results.

Figure 16. Animal gamma camera image of a mouse thyroid.
Iodine-123 was used as the tracer with a pinhole collimator to
obtain an image of the normal organ.



assays. As mentioned there remains the difficulty of finding
a suitable positron emitter and method of attachment for a
particular imaging experiment.

Hybrid Animal Imaging Devices

Quantitation of radioactivity at sites within the mouse’s
body is more easily done with an animal gamma camera
than in the comparable clinical situation. This follows since
attenuation of photons is relatively slight for a creature
only a few cm thick in most cross-sections. Because of this
simplicity, the output of the small animal gamma camera
imaging systems can be modified to yield percent-injected
dose (%ID). In order to correct for organ perfusion, it is
historically conventional in biodistribution work using
sacrificed animals to obtain uptake in %ID/g of tissue.
Given the organ %ID, this last parameter may be obtained
if the total mass of the target organ can be determined. Two
avenues are available; one may employ miniaturized CT or
a reference table of organ sizes for the particular strain of
animal being imaged. We should note that suitably sized
CT scanners are produced commercially and may be used
to estimate organ mass. Hybrid SPECT/CT, PET–CT and
SPECT–PET–CT animal imagers are now available for
mouse-sized test animals.

One caveat regarding the small-scale imaging devices
should be added; these systems cannot give entirely com-
parable results to biodistribution experiments. In animal
sacrifice techniques, essentially any tissue may be dis-
sected for radioactivity assay in a well counter. Miniature
cameras and PET systems will show preferentially the
highest regions of tracer accumulation. Many tissues
may not be observable as their activity levels are not above
blood pool or other background levels. Hybrid animal
scanners can reduce this limitation, but not eliminate it
entirely. Those developing new pharmaceuticals may not
be concerned about marginal tissues showing relatively
low accumulation, but regulatory bodies, such as the U.S.
Food and Drug Administration (FDA), may require their
measurement by direct biodistribution assays.
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INTRODUCTION

Nuclear medicine (NM) is a medical specialty where radio-
active agents are used to obtain medical images for diag-
nostic purposes, and to a lesser extent treat diseases (e.g.,
cancer). Since imaging is where computers find their most
significant application in NM, imaging will be the focus of
this article.

Radioactive imaging agents employed to probe patient
pathophysiology in NM consist of two components. The
first is the pharmaceutical that dictates the in vivo kinetics
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Figure 17. A PET animal scanner murine image. Both FDG
(Image a) and 64Cu-minibody (Image b) were used as radiotracers.
Images c and d show pathology and autoradiographic results,
respectively.



or distribution of the agent as a function of time. The
pharmaceutical is selected based on the physiological func-
tion it is desired to image. The second component is the
radionuclide that is labeled to the pharmaceutical and
emits radiation that allows the site of the disintegration
to be imaged by a specifically designed detector system (1).
An example of an imaging agent is technetium-99 m
labeled diphosphate, which is used to image the skeleton.
The diphosphate is localized selectively on bone surfaces by
3 h postinjection and the technetium-99 m is a radionu-
clide that emits a high energy photon when is decays. A
normal set of patient bone images of the mid-section is
shown in Fig. 1. Another imaging agent example is thal-
lium-201 chloride, which is localizes in the heart wall in
proportion to local blood flow. In this case, thallium-201 is
both the radiopharmaceutical and radionuclide. A normal
thallium-201 cardiac study is shown in Fig. 2. A final
example is the use of an imaging agent called fluorodeox-
yglucose (FDG), which is labeled by the positron emitting
fluorine-18. As a glucose analog, FDG is concentrated in
metabolically active tissue such as tumors. Figure 3 shows
a patient study with FDG uptake in a patient with lung
cancer. Dozens of tracers are available to study a variety of
pathologies for almost all organs (heart, bones, brain, liver,
thyroid, lungs, kidneys, etc.).

Because the amount of radioactivity and the imaging
duration are kept at a minimum, NM images are typically
noisy and lack detail, compared to images obtained with
other modalities, such as X-ray computerized tomography
(CT), and magnetic resonance imaging (MRI). However,
CT and MRI provide mainly anatomical information.
They provide less functional information (i.e., information
regarding the way organs work) in the part because these
techniques are based on physical properties (such as
tissue density. . .) that are not strikingly different between
normal and abnormal tissues. Actually, after recognizing
the differences between the anatomically and physio-
logically based imaging techniques, the current trend in
the diagnostic imaging strategies is, as seen below, to
combine anatomical information (especially from CT)
and functional information provided by NM techniques
(2,3).

As seen below, computers play a number of funda-
mental roles in nuclear medicine (4). First, they are an
integral part of the imaging devices where they perform a
crucial role in correcting for imaging system limitations
during data acquisition. If the acquired data is to be turned
from two-dimensional (2D) pictures into a set of three-
dimensional (3D) slices, then it is the computer that runs
the reconstruction algorithm whereby this is performed.
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Figure 1. Images after a bone scan.



Once the final set of pictures are ready for clinical use, then
it is the computer that is used for image display and
analysis. The computer is also used for storage of the
clinical studies and to allow their use by multiple readers
at various sites and time points during patient care as
required for optimal usage of the diagnostic information
they provide. They are also very useful in research aimed at
optimizing imaging strategies and systems, and in the
education and training of medical personnel.

NM IMAGING

Computers play an essential role in NM as an integral part
of the most common imaging device used in NM, which is a
gamma camera, and in the obtention of slices through the
body made in emission computerized tomography (ECT).
Emission CT is the general term referring to the computer-
based technique by which the 3D distribution of a radio-
active tracer in the human body is obtained and presented
as a stack of 2D slices. The acronym ECT should not be
confused with CT (for computerized tomography), which
refers to imaging using X rays. Historically, the use of two
different kinds of radioactive tracers has led to the parallel

evolution of two types of ECT techniques: Single-photon
emission computerized tomography (SPECT) and positron
emission tomography (PET). The SPECT technology is
used with gamma emitters, that is, unstable nuclei whose
disintegration led to the emission of high energy photons,
called g rays. Gamma rays are just like X rays except that
X rays are emitted when electrons loose a good amount of
energy and g rays are emitted when energy is given off as a
photon or photons during a nuclear disintegration, or when
matter and antimatter annihilate. As the name implies,
the gamma camera is used with gamma emitters in
planar imaging (scintigraphy) where 2D pictures of the
distribution of activity within a patients body are made. An
illustration of a three-headed SPECT system is shown in
Fig. 4. The evolution of SPECT systems has led to a
configuration with one, then two and three detectors that
are gamma-camera heads. The positron emission tomogra-
phy is used with emitters whose disintegration results in
the emission of a positron (a particle similar to an electron,
but with the opposite charge making it the antiparticle to
the electron). When a positron that has lost all of its kinetic
energy hits an electron, the two annihilate and two photons
are emitted from the annihilation. These two photons have
the same energy (511 keV) and opposite directions. To
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Figure 2. Normal thallium-201 cardiac study. The first three rows show six slices of the left
ventricle in three different axes (vertical long axis, short axis, horizontal long axis) of the heart. The
fourth row shows how the images can be reoriented along each axis.



detect these two photons, a natural configuration for a PET
system is a set of rings of detectors. The two points of
detection of the opposite detectors form a line, called the
line of response (LOR). A state-of-the-art PET system com-
bined with an X-ray CT system (PET/CT) is shown in Fig. 5.

A gamma camera has three main parts: the scintillating
crystal, the collimator, and the photomultiplier tubes (PMT)
(Fig. 6). When the crystal (usually thallium-activated
sodium iodide) is struck by a high energy photon (g or
X ray), it emits light (it scintillates). This light is detected
by an array of PMT located at the back of the camera. The
sum of the currents emitted by all the PMT after one
scintillation is proportional to the energy of the incoming

photon, so the g rays can be sorted according to their energy
based upon the electrical signal they generate. Because, for
geometrical reasons, the PMT closer to the scintillation
see more light than the PMT located farther away, the
relative amounts of current of the PMT are used to locate
the scintillation. This location alone would be of little use if
the direction of the incoming photon was not known. The
current way to know the direction is by using a collimator.
The collimator is a piece of lead with one or more holes,
placed in front of the scintillating crystal, facing the
patient. Although different kinds of collimators exist, they
are all used to determine, for each incoming photon, its
direction before its impact on the crystal. To understand
the role of the collimator, one can use the analogy of the
gamma-camera with a camera that takes photographs. The
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Figure 4. A three-headed SPECT system with the third head
below the imaging bed the patient lays on.

Figure 5. Illustration of a state-of-the-art PET/CT system
(Philips Medical Systems) with patient bed. The CT system is
the first ring-shaped gantry and the PET system is the second
ring-shaped gantry. (Reproduced with permission of Philips
Medical Systems.)

Figure 3. The FDG study for a patient with lung
cancer. Upper to lower rows: transverse, sagittal,
and coronal slices.



collimator plays the role of the objective lens in a camera.
An image acquired without a collimator would be totally
blurry, as would be a photograph taken with a camera with
no lens. This is because g rays are emitted in all directions
with equal probabilities, and without a collimator, the
photons emitted from a radioactive point source would
strike the detector almost uniformly. With a collimator,
only the photons whose direction is parallel to the axis of
the holes may be potentially detected, while others are
stopped by the lead. As a result, the image of a source is
(ideally) the projection of the source distribution onto the
crystal plane (Fig. 7). Gamma rays can be stopped or
scattered, but due to their high penetrating power, it is
very difficult to bend them like light rays with lenses, and
this is the reason why collimators are used instead of
lenses. Photons emitted at different distances from the
camera, but along the same direction parallel to a hole,
are detected at the same location in the crystal. Thus, the
image obtained is the projection of the 3D distribution of
the tracer onto the 2D plane of the detector. In that sense, a
projection is similar to a chest X ray, in which the images of
all the organs (ribs, heart, spine, etc.) are overlaid on the
film even though organs do not spatially overlap in the
body. The overlay might not be a problem for relatively thin
parts of the body, such as a hand, or when tracer-avid
structures do not overlap, such as the skeleton. In that
case, only one projection is obtained from the best angle of
view for the gamma-camera head. As stated above, this
technique is called planar imaging, or scintigraphy. How-
ever, for other thicker organs like the myocardium and the
brain, for which one is interested in measuring the 3D
tracer inner distribution, more information is gathered by
rotating the heads to acquire projections from multiple
angles of view (tomographic acquisition, presented later
in this article).

In PET scanners, hundreds of small crystals arranged in
rings are used so that the data can be simultaneously
acquired along multiple LOR (Fig. 8). Thousands of
photons hit the crystals every second, so how to know
which two photons are the result of the same electron-
positron annihilation? If two photons are detected almost
simultaneously, chances are that they are of the same pair
(it is called a true coincidence), so an electronic circuitry
checks whether one photon is detected � 10 ns (the time
window) at most after the previous one. It may happen
that, although two photons are detected within that time
window, they are not of the same pair, and such an event is
called a random coincidence. Because in PET the direction
of the photons is known (it is the LOR), collimators are not
needed; however, because of the limited counting rate
capabilities of older systems, septa made of lead may be
used to limit the acquisition to the LORs roughly perpen-
dicular to the axial direction, inside the same ring (2D
acquisition). With modern PET systems having a high
couting rate capability, a 3D acquisition is possible by
detecting LORs even when the two photons hit crystals
of different rings.

The computer plays an important role in the formation
of the image coming from the gamma camera. As described
above, the crystal is viewed by an array of 37 to > 100,
depending on the model, of PMT. These are analog devices
that can drift with time. Also the positioning in the image of
the location of the flash of light when a g ray is absorbed in
the crystal depends to some extent on where the ray
interacts relative to the array of PMT. Such local variations
lead to nonuniformity (uneven apparent sensitivity) and

110 NUCLEAR MEDICINE, COMPUTERS IN

Figure 6. Main parts of a SPECT camera and
basic principle. A gamma photon going through
the holes of the collimator strikes the crystal.
The crystal restitutes the energy of the gamma
photonbyscintillation, that is,byemittingsome
transient ultraviolet (UV) light. Some of the UV
light is collected by photomultiplier tubes,
whose function is to ensure the transduction
of the signal (i.e., the conversion of light into
electricity). The location of the scintillation and
theenergyofthephotonareestimated,digitized
and sent to the computer.

Figure 7. The role of the collimator in a SPECT system.

Figure 8. Main parts of a PET system. Pairs of photons are
detected in coincidence following the annihilation of a positron
with an electron.



nonlinearity (straight lines of activity are bent in the
image). Prior to the incorporation of computers into the
gamma camera electronics, the impact of such local varia-
tions was minimized by allowing the light to spread out
before reaching the PMT by passing it through a light
guide. This resulted in more PMT receiving enough light
to participate in determining the location of the interaction
thus improving uniformity and linearity, but at the
expense of spatial resolution (i. e., determination of where
in the crystal the flash of light originated). Modern gamma
cameras incorporate computers to correct for local variations
in camera performance so that the light guide is virtually
eliminated. This in turn has improved spatial resolution.

Computer correction of the camera image usually takes
place in three steps (5). The first is energy correction. As we
said, the total magnitude of the signal from all the PMT is
related to the energy deposited in the crystal by the g ray.
However, if a large number of g rays of exactly the same
energy interact in the crystal, the magnitude of the elec-
trical signal will vary due to the statistics of turning the
light emitted into an electrical signal and local variation in
camera performance. By placing a source that will uni-
formly irradiate the crystal, such as the commercial sheet
source shown in Fig. 9, the local variation on average in the
magnitude of the signal can be determined on a pixel by
pixel basis by computer. The centering of the window
employed to select electrical pulses for inclusion in image
formation can then be adjusted to give a more uniform
response.

Besides varying in the average size of the total electrical
pulse detected from the PMT locally, gamma cameras vary
in how well they map the true location of the flash of light
into its perceived location in the image. Thus, in some
regions, detected events are compressed together and in
others they are spread apart. Correction of this nonlinear
mapping constitutes the second step in computer correc-
tion of the gamma-camera image and is called linearity
correction. Linearity correction is performed by placing an
attenuating sheet with an exactly machined array of very
small holes in a precise location between the gamma

camera and the sheet source of Fig. 9. A high resolution
image consisting of a large number of gamma-ray events is
then acquired. The images of the holes do not match where
they should appear. The vector displacement of the image
of the hole back to its true location defines how the mapping
from true to detected location is inaccurate at that location.
By using the computer to interpolate between the array of
measured distortions at the pixel level, a map is generated
giving how each event detected at a location in the crystal
should be displaced in the resulting image.

The final step in image correction is called flood correc-
tion. If an image of a large number of events from a sheet
source is acquired with energy and linearity correction
enabled, then any residual nonuniformity is corrected by
determining with computer a matrix that when multiplied
by this image would result in a perfectly uniform image of
the same number of counts. This matrix is then saved and
used to correct all images acquired by the gamma camera
before they are written to disk.

An example of testing camera uniformity is shown in
Fig. 10. Here again, a sheet source of radioactivity is placed
in front of the camera head as shown in Fig. 9. High count
images of the sheet source are inspected numerically by
computer and visually by the operator each day before the
camera is employed clinically. Heads 1 and 3 in Fig. 10
show both numerically and visually good uniformity. A
large defect is seen just below and to the left of center in the
image from head 2. This is the result of the failure of a
single PMT. A single PMT affects a region much larger
than its size because it is the combined output of all the
PMT close to the interation location of a gamma-ray that
are used to determine its location.

Images can be classified in two types, mutually exclu-
sive: analog or digital. A chest X ray on a film is a typical
example of an analog image. Analog images are not divided
into a finite number of elements, and the values in the
image can vary continuously. An example of digital image
is a photograph obtained with a digital camera. Much like
roadmaps, a digital image is divided into rows and col-
umns, so that it is possible to find a location given its row
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Figure 9. Radioactive sheet source in front of the third head of a
three-headed SPECT system in position for checking uniformity
and loading correction factors.

Figure 10. Output from checking camera uniformity when a
single PM on head 2 of the three-headed SPECT system of
Fig. 9 has failed.



and column. The intersection of a row and a column defines
one picture element, or pixel, of the image. Each pixel has a
value that usually defines its brightness, or its color. A
digital image can be seen as a rectangular array of values
(Fig. 11), and thus be considered, from a mathematical
point of view, as a matrix. Computers cannot deal with
analog values, so whenever an analog measurement (here,
the current pulse generated after the impact of a gamma
photon in the crystal) is made, among the first steps is the
analog-to-digital conversion (ADC), also called digitization.
The ADC is the process during that an infinite number of
possible values is reduced to a limited (discrete) number of
values, by defining a range (i.e., minimum and maximum
values), and dividing the range into intervals, or bins
(Fig. 12). The performance of an ADC is defined by its
ability to yield a digital signal as close as possible to the
analog input. It is clear from Fig. 12 that the digitized data
are closer to the analog signal when the cells are smaller.
The width of the cells is defined by the sampling rate, that
is, the number of measurements the ADC can convert per
unit of time. The height of the cells is defined by the
resolution of the ADC. A 12-bit resolution means that
the ADC sorts the amplitude of the analog values among
one of 212 ¼ 4096 possible values. The ADC has also a
range, that is, the minimum and maximum analog ampli-
tudes it can handle. For example, using a 12-bit analog-to-
digital converter with a �10 to þ10 V range (i.e., a 20 V
range), the height of each cell is 20/4096 (i.e., � 0.005 V).
Even if the analog signal is recorded with a 0.001 V accu-
racy, after ADC the digital signal accuracy will be at best
0.005 V. The point here is that any ADC is characterized by
its sampling rate, its resolution and its range. Both the
SPECT and PET systems measure the location and the
energy of the photons hitting their detectors. The measure-
ments are initially analog, and are digitized as described
above before being stored on a computer. In SPECT, prior

to the beginning of the acquisition, the operator chooses
the width and height (in pixels) of the digital image to be
acquired. Common sizes are 64 by 64 pixels (noted 64 � 64,
width by height), 128 � 128 or 256 � 256. Dividing the
size of the field of view (in cm) by the number of pixels
yields the pixel size (in cm). For example, if the usable size
for the detector is 40 � 40 cm, the pixel size is 40/64 ¼
0.66 cm for a 64 � 64 image. Because all devices are
imperfect, a point source is seen as a blurry spot on the
image. If two radioactive point sources in the field of view
are close enough, their spots overlap each other. When the
two sources get closer, at some point the spots cannot be
visually separated in the image. The smallest distance
between the sources that allows us to see one spot for each
source is called the spatial resolution. The pixel size is not
to be confused with the spatial resolution. While the pixel
size is chosen by the operator, the spatial resolution is
imposed by the camera characteristics, and most notably
by the collimator now that thick light guides are no longer
employed. The pixel size is chosen to be smaller than the
resolution, so that we can get as much detail as the
resolution allows us to get, but it is important to under-
stand that using a pixel size much smaller than the resolu-
tion does not increase the image quality. If the pixel size is
small (i.e., when the number of pixels in the field of view is
large), then the spot spills over many pixels, but with no
improvement to image resolution.

The energy resolution (i.e., the smallest change in
energy the detector can measure) is limited, and its value
has a great impact on image quality, as explained below.
Between the points of emission and detection, photons with
an energy < 1 MeV frequently interact with electrons by
scattering, during which their direction changes and some
of their energy is lost. Because their direction changes, an
error is made on their origin. However, it is possible to
know that a photon is scattered because it has lost some
energy, so an energy window, called the photopeak window
defined around the energy of nonscattered (primary)
photons (the photopeak), is defined prior to the acquisition,
and the scattered photons whose energy falls outside the
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Figure 11. Left: example of an 8 � 8 image. Each square
represents a pixel. The dark gray borders of each square have
been added here for sake of clarity, but are not present in the image
when stored on the computer. Each pixel has a level of gray
attached to it. Right: the values in each pixel. In its simplest
form, the image is stored in a computer as a series of
lexicographically ordered values. The rank of each value in the
series defines the pixel location in the image (e.g., the 10th value of
the series refers to the 10th pixel of the image). There is a 1:1
relationship between the brightness and the value. The
correspondence between the color and the value is defined in a
table called look-up table (LUT) or a color map. An image can be a
shade of grays (black and white) or in color.

Figure 12. (a) Example of an analog signal, for example the
intensity of gray (vertical axis) along a line (horizontal axis)
drawn on a photograph taken with a nondigital camera. (b) The
process of ADC, for example when the photograph is scanned to be
archived as an image file on a computer. The 2D space is divided
into a limited number of rectangular cells as indicated by the tick
marks on both axes. For sake of clarity, only the cells whose center
is close to the analog signal are drawn in this figure, and this set of
cells is the result of the ADC. (c) The digital signal is drawn by
joining the center of the cells, so that one can compare the two
signals.



photopeak window can be identified by energy discrimina-
tion and ignored. Unfortunately, photons in the photopeak
window can either be scattered photons, or a primary
photon whose energy has been underestimated (due to
the limited energy resolution of the detectors, an error
can be made regarding the actual energy of the photons).
If the photopeak window is wide, many scattered photons
are accepted, and the image has a lot of scattered activity
that reduces the contrast; if the energy window is narrow,
many primary photons are rejected, and the image quality
is poor because of a lack of signal. As the energy resolution
increases, the energy window can be narrowed, so that
most scattered photons can be rejected while most primary
photons are kept.

As mentioned above, the 3D distribution of the tracer in
the field of view is projected onto the 2D plane of the camera
heads. As opposed to the list-mode format (presented later
in this article), the projection format refers to the process of
keeping track of the total number of photons detected (the
events, or counts) for each pixel of the projection image.
Each time a count is detected for a given pixel, a value of 1
is added to the current number of counts for that pixel. In
that sense, a projection represents the accumulation of the
counts on the detector for a given period of time. If no event
is recorded for any given pixel, which is not uncommon
especially in the most peripheral parts of the image, then
the value for that pixel is 0. Usually, 16 bits (2 bytes) are
allocated to represent the number of counts per pixel, so the
range for the number of events is 0 to 216�1 ¼ 65,535
counts per pixel. In case the maximal value is reached
for a pixel (e.g., for a highly active source and a long
acquisition time), then the computer possibly stops incre-
menting the counter, or reinitializes the pixel value to 0
and restarts counting from that point on. This yields
images in which the most radioactive areas in the image
may paradoxically have a lower number of counts than
surrounding, less active, areas.

Different acquisitions are possible with a gamma camera:

Planar (or static): The gamma-camera head is station-
ary. One projection is obtained by recording the
location of the events during a given period from a
single angle of view. This is equivalent to taking a
photograph with a camera. The image is usually
acquired when the tracer uptake in the organ of
interest has reached a stable level. One is interested
in finding the quantity of radiopharmaceutical
that accumulated in the region of interest. Planar
images are usually adequate for thin or small struc-
tures (relative to the resolution of the images), such
as the bones, the kidneys, or the thyroid.

Whole body: This acquisition is similar to the planar
acquisition, in the sense that one projection is
obtained per detector head, but is designed, as the
name implies, to obtain an image of the whole body.
Since the human body is taller than the size of the
detector (� 40 � 40 cm), the detector slowly moves
from head to toes. This exam is especially indicated
when looking for metastases. When a cancer starts
developing at a primary location, it may happen that

cancer cells, called metastases, disseminate in the
whole body, and end up in various locations, espe-
cially bones. There, they may start proliferating and
a new cancer may be initiated at that location. A
whole-body scintigraphy is extremely useful when
the physician wants to know whether one or more
secondary tumors start developing, without knowing
exactly where to look at.

Dynamic: Many projections are successively taken, and
each of them is typically acquired over a short period
(a few seconds). This is equivalent to recording of a
movie. Analyzing the variations as a function of
time allows us to compute parameters, such as
the uptake rate, which can be a useful clinical index
of normality.

Gated: The typical application of a gated acquisition is
the cardiac scintigraphy. Electrodes are placed on
the patient’s chest to record the electrocardiogram
(ECG or EKG). The acquisition starts at the begin-
ning of the cardiac cycle, and a dynamic sequence of
8 or 16 images is acquired over the cardiac cycle (�
1 s), so that a movie of the beating heart is obtained.
However, the image quality is very poor when the
acquisition is so brief. So, the acquisition process is
repeated many times (i.e., over many heart beats),
and the first image of all cardiac cycles are summed
together, the second image of all cardiac cycles are
summed together, and so on.

Tomographic: The detector heads are rotating around
the patient. Projections are obtained under multiple
angles of view. Through a process called tomographic
reconstruction (presented in the next section), the set
of 2D projections is used to find the 3D distribution of
the tracer in the body, as a stack of 2D slices. The set
of 1D projections of one slice for all projection angles
is called a sinogram.

Tomographic gated: As the name implies, this acquisi-
tion is a tomographic one with gating information.
The ECG is recorded during the tomographic acqui-
sition, and for each angle of view, projections are
acquired over many cardiac cycles, just as with a
gated acquisition (see above). Thus, a set of projec-
tions is obtained for each point of the cardiac cycle.
Each set is reconstructed, and tomographic images
are obtained for each point of the cardiac cycle.

In contrast with the types of acquisition above in which
the data are accumulated in the projection matrix for
several seconds or minutes (frame-mode acquisition), a
much less frequent type of acquisition called list-mode
acquisition, can also be useful, because more information
is available in this mode. As the name implies, the infor-
mation for each individual event is listed in the list-mode
file, and are not arranged in a matrix array. In addition to
the coordinates of the scintillations, additional data are
stored in the file. Figure 13 illustrates the typical list-
mode format for a SPECT system. List-mode information
is similar with a PET system, except that the heads loca-
tion and X–Y coordinates are replaced with the location of
the event on the detector rings. The list-mode file (� 50 Mb
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in size in SPECT) can be quite large relative to a projection
file. The list-mode format is far less common than the
projection format, because it contains information, such
as timing, that would usually not be used for a routine
clinical exam. The list-mode data can be transformed into
projection data through a process called rebinning
(Fig. 14). Since the timing is known, multiple projections
can be created as a function of time, thus allowing the
creation of ‘‘movies’’ whose rate can be defined postacquisi-
tion. A renewed interest in the list-mode format has been
fueled these past years by the temporal information it
contains, which is adequate for the temporal correlation
of the acquisition with patient, cardiac, or respiratory
motions through the synchronized acquisition of signal
from motion detectors.

TOMOGRAPHIC RECONSTRUCTION

Tomographic reconstruction has played a central role in
NM, and has heavily relied on computers (6). In addition to
data acquisition control, tomographic reconstruction is the
other main reason for which computers have been early
introduced in NM. Among all uses of computers in NM,
tomographic reconstruction is probably the one that sym-
bolizes most the crunching power of computers. Tomo-
graphic reconstruction is the process by which slices of
the 3D distribution of tracers are obtained based upon the
projections obtained under different angles of view.
Because the radioactivity emitted in the 3D space is pro-
jected on the 2D detectors, the contrast is usually low.
Tomographic reconstruction greatly restores the contrast,
by estimating the 3D tracer distribution. Reconstruction is
possible using list-mode data (SPECT or PET), but mainly
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Figure 13. Example of data stored on-the-fly in a list-mode file
data in a SPECT system. Gantry angle defines the location of the
detectors. The X and Y coordinates are given in a 2048 � 2048
matrix. The energy is a 12-bit value (i.e., between 0 and 4,095), and
a calibration is required to convert these values in usual units (i.e.,
kiloelectron volt, keV).

Figure 14. Rebinning process. (a)
The line joining pairs of photons
detected in coincidence is called a
line of response (LOR). (b and c) LOR
are sorted so that parallel LOR are
grouped, for a given angle.



for research purposes. The PET data, although initially
acquired in list-mode format, are usually reformatted to
form projections, so that the algorithms developped in
SPECT can also be used with PET data. There are many
different algorithms, mainly the filtered back-projection
(FBP) and the iterative algorithms, that shall be summar-
ized below (7–9).

In the following, focuses on tomographic reconstruction
when input data are projections, which is almost always
thecaseonSPECTsystems.DuringaSPECTacquisition, the
detecting heads rotate around the subject to gather pro-
jections from different angles of views (Fig. 15). Figure 16
presents the model used to express the simplified pro-
jection process in mathematical terms. Associated with
the projection is the backprojection (Fig. 17). With back-
projection, the activity in each detector bin g is added to
all the voxels which project onto bin g. It can be shown (10)
that backprojecting projections filtered with a special
filter called a ramp filter (filtered backprojection, or FBP)
is a way to reconstruct slices. However, the ramp filter is
known to increase the high frequency noise, so it is usually
combined with a low pass filter (e.g., Butterworth filter) to
form a band-pass filter. Alternatively, reconstruction can
be performed with the ramp filter only, and then the
reconstructed images can be smoothed with a 3D low pass
filter. The FBP technique yields surprisingly good results
considering the simplicity of the method and its approx-
imations, and is still widely used today. However, this
rather crude approach is more and more frequently
replaced by the more sophisticated iterative algorithms,
in which many corrections can be easily introduced to yield

more accurate results. An example of an iterative recon-
struction algorithm includes the following steps:

1. An initial estimate of the reconstructed is created, by
attributing to all voxels the same arbitrary value (e.g.
0 or 1).

2. The projections of this initial estimate are computed.

3. The estimated projections are compared to the mea-
sured projections, either by computing their differ-
ence or their ratio.

4. The difference (resp. the ratio) is added (resp. mul-
tiplied) to the initial estimate to get a new estimate.

5. Steps 2–4 are repeated until the projections of the
current estimate are close to the measured projections.

Figure 18 illustrates a simplified version of the multi-
plicative version of the algorithm. This example has been
voluntarily oversimplified for sake of clarity. Indeed, image
reconstruction in the real world is much more complex for
several reasons: (1) images are much larger; typically, the
3D volume is made of 128 � 128 � 128 voxels, (2) geo-
metric considerations are included to take into account
the volume of each volume element (voxel) that effectively
project onto each bin at each angle of view, (3) camera
characteristics, and in particular the spatial resolution,
mainly defined by the collimator characteristics, are intro-
duced in the algorithm, and (4) corrections presented below
are applied during the iterative process. The huge number
of operations made iterative reconstruction a slow process
and prevented its routine use until recently, and FBP was
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Figure 16. Projection. Each plane in the FOV
(left) is seen as a set of values f (center). The
collimator is the device that defines the geometry
of the projection. The values in the projections are
the sum of the values in the slices. An example is
presented (right). (Reproduced from Ref. 8 with
modifications with permission of the Society of
Nuclear Medicine Inc.)

Figure 15. The SPECT acquisition. Left. A three-
head IRIX SPECT system (Philips Medical Systems).
A subject is in the field of view while the camera
heads are slowly rotating around him. Right.
Physical model and geometric considerations. The
2D distribution of the radioactivity f(x,y) in one slice
of the body is projected and accumulated onto the
corresponding 1D line g(s,u) of detector bins.



preferred. Modern computers are now fast enough for
iterative algorithms, and since these algorithms have
many advantages over the FBP, they are more and more
widely used.

A number of corrections usually need to be applied to the
data during the iterative reconstruction to correct them for
various well-known errors caused by processes associated
with the physics of the detection, among which the more
important are attenuation (11–13), Compton scattering
(11,12), depth-dependent resolution (in SPECT) (11,12),
random coincidences (in PET) (14), and partial volume
effect (15). These sources of error below are briefly pre-
sented:

Attenuation occurs when photons are stopped (mostly in
the body), and increases with the thickness and the density
of the medium. Thus, the inner parts of the body usually
appear less active than the more superficial parts (except
the lungs, whose low density makes them almost trans-
parent to gamma photons and appear more active than the
surrounding soft tissues). Attenuation can be compensated
by multiplying the activity in each voxel by a factor whose
value depends upon the length and the density of the
tissues encountered along the photons path. The correction
factor can be estimated (e.g., by assuming a uniform
attenuation map) or measured using an external radio-
active source irradiating the subject. A third possibility,
which is especially attractive with the advent of SPECT/CT
and PET/CT systems (presented below), is to use the CT
images to estimate the attenuation maps.

Photons may be scattered when passing through soft
tissues and bones, and scattered photons are deflected from
their original path. Because of the error in the estimated
origin of the scattered photons, images are slightly blurred
and contrast decreases. As mentioned in the previous
section, the effects of scattering can be better limited by

using detectors with a high energy resolution. Scatter can
also be estimated by acquiring projection data in several
energy windows during the same acquisition. Prior to the
acquisition, the user defines usually two or three windows
per photopeak (the photopeak window plus two adjacent
windows, called the scatter windows). As mentioned,
photons can be sorted based upon their energy, so they
can be assigned to one of the windows. The amount of
scattering is estimated in the photopeak window using
projection data acquired in the scatter windows, and
assuming a known relationship between the amount of
scattering and the energy. Another approach to Compton
scattering compensation uses the reconstructed radioac-
tive distribution and attenuation maps to determine the
amount of scatter using the principles of scattering inter-
actions.

In SPECT, collimators introduce a blur (i.e., even an
infinitely small radioactive source would be seen as a spot
of several mm in diameter) for geometrical reasons. In
addition, for parallel collimators (the most commonly used,
in which the holes are parallel), the blur increases as the
distance between the source and the collimator increases.
Depth-dependent resolution can be corrected either by fil-
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Figure 18. A simplified illustration of tomographic reconstruction
with an iterative algorithm. (a) The goal is to find the values in a
slice (question marks) given the measured projection values 7, 10,
3, 6, 9, 5. (b) Voxels in the initial estimate have a value of 1, and
projections are computed as described in Fig. 17. (c) The error in
the projections is estimated by dividing the actual values by the
estimated values. The ratios are then backprojected to get a slice of
the ‘‘error’’. (d) Multiplying the error obtained in c by the estimate
in b yields a second estimate, and projections are computed again
(g). After an arbitrary number of iterations (e, f), an image whose
projections are close to the measured projections is obtained. This
image is the result of the iterative tomographic reconstruction
process. Such a process is repeated for the stack of 2D slices.

Figure 17. Projection and backprojection. Notice that
backprojection is not the invert of projection. (Reproduced from
Ref. 8 with modifications with permission of the Society of Nuclear
Medicine Inc.)



tering the sinogram in the Fourier domain using a filter
whose characteristics vary as a function of the distance to
the collimator (frequency–distance relationship, FDR) or by
modelling the blur in iterative reconstruction algorithms.

In PET, a coincidence is defined as the detection of two
photons (by different detectors) in a narrow temporal
window of � 10 ns. As mentioned, a coincidence is true
when the two photons are of the same pair, and random
when the photons are from two different annihilations. The
amount of random coincidences can be estimated by defin-
ing a delayed time window, such that no true coincidence
can be detected. The estimation of the random coincidences
can then be subtracted from the data including both true
and random, to extract the true coincidences.

Partial volume effect (PVE) is directly related to the
finite spatial resolution of the images: structures that are
small (about the voxel size and smaller) see their concen-
tration underestimated (the tracer in the structure
appears as being diluted in the voxel). Spillover is observed
at the edges of active structures: some activity spreads
outside the voxels, so that although it stems from the
structure, it is actually detected in neighboring voxels.
Although several techniques exist, the most accurate can
be implemented when the anatomical boundaries of the
structures are known. Thus, as presented below, anatomi-
cal images from CT scanners are especially useful for PVE
and spillover corrections, if they can be correctly registered
with the SPECT or PET data.

IMAGE PROCESSING, ANALYSIS AND DISPLAY

Computers are essential in NM not only for their ability to
control the gamma cameras and to acquire images, but also
because of their extreme ability to process, analyze and
display the data. Computers are essential in this respect
because (1) the amount of data can be large (millions of
pixel values), and computers are extremely well suited to
handle images in their multimegabytes memory, (2) repe-
titive tasks are often needed and central processor units
(CPUs) and array processors can repeat tasks quickly, (3)
efficient algorithms have been implemented as computer
programs to carry on complex mathematical processing,
and (4) computer monitors are extremely convenient to
display images in a flexible way.

Both the PET and SPECT computers come with a
dedicated, user-friendly graphical environment, for acqui-
sition control, patient database management, and a set of
programs for tomographic reconstruction, filtering and
image manipulation. These programs are usually written
in the C language or in Fortran, and compiled (i.e., trans-
lated in a binary form a CPU can understand) for a given
processor and a given operating system (OS), usually the
Unix OS (The Open Group, San Francisco CA) or the
Windows OS (Microsoft Corporation, Redmond WA). As
an alternative to these machine-dependent programs, Java
(Sun Microsystems Inc.) based programs have been pro-
posed (see next section).

As seen in the first section, an image can be seen as a
rectangular array of values, which is called, from a math-
ematical point of view, a matrix. A large part of image

processing in NM is thus based upon linear algebra (16),
which is the branch of mathematics that deals with
matrices. One of the problems encountered in NM imaging
is the noise (random variations due to the probabilistic
nature of the radioactive processes and to the limited accu-
racy of the measurements). A number of methods are avail-
able to reduce the noise after the acquisition, by smoothing
the minor irregularities or speckles in the images (10). The
most common way to filter images is by convolution (a pixel
value is replaced by a weighted average of its neighbors) or
by Fourier methods. Computers are extremely efficient at
computing discrete Fourier transforms thanks to a famous
algorithm called the fast Fourier transform (FFT) developed
by Cooley and Tukey (17).

The NM images can be displayed or printed in black and
white (gray levels) or in color. Pixel values can be visually
estimated based on the level of gray or based on the color.
Color has no special meaning in NM images, and there is no
consensus about the best color map to use. Most often, a
pixel value represents a number of counts, or events.
However, units can be something else (e.g., flow units),
especially after some image processing. So, for proper
interpretation, color map and units should always accom-
pany an image.

Regions of interest (ROIs) are defined by line segments
drawn to set limits in images and can have any shape or be
drawn by hand. The computer is then able to determine
which pixels of the image are out and which are in the ROI,
and thus computations can be restricted to the inside or to
the outside of the ROI. ROIs are usually drawn with the
mouse, based on the visual inspection of the image. Draw-
ing a ROI is often a tricky task, due to the low resolution of
the images and to the lack of anatomical information
regarding the edges of the organs. In an attempt to speed
up the process, and to reduce the variability among users,
ROIs can also be drawn automatically (18). When a
dynamic acquisition is available, a ROI can be drawn on
one image and reported on the other images of the series,
the counts in the ROI are summed and displayed as a time–
activity curve (TAC), so that one gets an idea of the kinetics
of the tracer in the ROI. The TAC are useful because with
the appropriate model, physiological parameters such as
pharmacological constants or blood flow can be determined
based on the shape of the curve. An example of dynamic
studies with ROI and TAC is the renal scintigraphy, whose
goal is to investigate the renal function through the vas-
cularization of the kidneys, their ability to filter the blood,
and the excretion in the urine. A tracer is administered
with the patient lying on the bed of the camera, and a two-
stage dynamic acquisition is initiated: many brief images
are acquired (e.g., 1 image per second over the first 60 s).
Then, the dynamic images are acquired at a lower rate
(e.g., 1 image per minute for 30 min). After the acquisition,
ROIs are drawn over the aorta, the cortical part of the
kidneys, and the background (around the kidneys), and the
corresponding TAC are generated for analysis (Fig. 19).
The TAC obtained during the first stage of the acquisition
reflect the arrival of the tracer in the renal arteries
(vascular phase). The rate at which the tracer invades
the renal vascularization, relative to the speed at which
it arrives in the aorta above indicates whether the kidneys
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are normally vascularized. The renal TAC obtained in the
second stage of the acquisition (filtration phase) show the
amount of tracer captured by the kidneys, so that the role of
the kidneys as filters can be assessed. When the tracer is no
longer delivered to the kidneys, and as it passes down the
ureters (excretion phase), the latest part of the renal curves
normally displays a declining phase, and the excretion rate
can be estimated by computing the time of half-excretion
(i.e., the time it takes for the activity to decreases from its
peak to half the peak), usually assuming the decrease is an
exponential function of time.

The corrections presented at the end of the previous
section are required to obtain tomographic images in which
pixel values (in counts per pixel) are proportional to the
tracer concentration with the same proportion factor
(relative quantitation), so that different areas in the same
volume can be compared. When the calibration of the
SPECT or PET system is available (e.g., after using a
phantom whose radioactive concentration is known),
the images can be expressed in terms of activity per volume
unit, (e.g., in becquerels per milliliters, Bq�mL�1; absolute
quantitation). Absolute quantitation is required in the
estimation of a widely used parameter, the standardized
uptake value (SUV) (19), which is an index of the FDG
uptake that takes into account the amount of injected
activity and the dilution of the tracer in the body. The
SUV in the region of interest is computed as
SUV ¼ (uptake in the ROI in Bq�mL�1)/(injected activity
in Bq/body volume in mL). Another example of quantita-
tion is the determination of the blood flow (in
mL�g�1�min�1), based upon the pixel values and an appro-
priate model for the tracer kinetics in the area of interest.
For example, the absolute regional cerebral blood flow
(rCBF) is of interest in a number of neurological patholo-
gies (e.g., ischemia, haemorrage, degenerative diseases,
epilepsy). It can be determined with xenon 133Xe, a gas
that has the interesting property of being washed out from
the brain after its inhalation as a simple exponential
function of the rCBF. Thus, the rCBF can be assessed after
at least two fast tomographic acquisitions (evidencing the
differential decrease in activity in the various parts of the
brain), for example, using the Tomomatic 64 SPECT sys-
tem (Medimatic, Copenhagen, Denmark) (20).

An example of image processing in NM is the equili-
brium radionuclide angiography (ERNA) (21), also called
multiple gated acquisition (MUGA) scan, for assessment of

the left ventricle ejection fraction (LVEF) of the heart.
After a blood sample is taken, the erythrocytes are labelled
with 99 mTc and injected to the patient. Because the tech-
netium is retained in the erythrocytes, the blood pool can be
visualized in the images. After a planar cardiac gated
acquisition, 8 or 16 images of the blood in the cardiac
cavities (especially in the left ventricle) are obtained during
an average cardiac cycle. A ROI is drawn, manually or
automatically, over the left ventricle, in the end-diastolic
(ED) and end-systolic (ES) frames, that is, at maximum
contraction and at maximum dilatation of the left ventricle
respectively. Another ROI is also drawn outside the heart
for background activity subtraction. The number of counts
nED and nES in ED and ES images, respectively, allows
the calculation of the LVEF as LVEF ¼ (nED-nES)/nED.
Acquisitions for the LVEF assessment can also be tomo-
graphic in order to improve the delineation of the ROI over
the left ventricle, and several commercial softwares are
available (22) for largely automated processing, among
which the most widely used are the Quantitative Gated
SPECT (QGS) from the Cedars-Sinai Medical Center, Los
Angeles, and the Emory Cardiac Tool box (ECTb) from the
Emory University Hospital, Atlanta.

INFORMATION TECHNOLOGY

An image file typically contains, in addition to the image
data, information to identify the images (patient name,
hospital patient identification, exam date, exam type, etc.),
and to know how to read the image data (e.g., the number of
bytes used to store one pixel value). File format refers to the
way information is stored in computer files. A file format
can be seen as a template that tell the computer how and
where in the file data are stored. Originally, each gamma-
camera manufacturer had its own file format, called pro-
prietary format, and for some manufacturers the proprie-
tary format was confidential and not meant to be widely
disclosed. To facilitate the exchange of images between
different computers, the Interfile format (23) was proposed
in the late 1980s. Specifically designed for NM images, it
was intended to be a common file format that anyone could
understand and use to share files. At the same period, the
American College of Radiology (ACR) and the National
Electrical Manufacturers Association (NEMA) developed
their standard for NM, radiology, MRI and ultrasound
images: the ACR-NEMA file format, version 1.0 (in 1985)
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Figure 19. Output of a typical renal scintigraphy.
Left: the TAC for both kidneys in the first minute
after injection of the tracer. The slope of the TAC gives
an indication of the state of the renal vascularization.
Center: One-minute images acquired over 32 min after
injection. The ascending part evidences the active tracer
uptake by the kidneys, while the descending part shows
the excretion rate. Right: Insert shows the accumulation
of the tracer in the bean-shaped kidneys. The ROI are
drawn over the kidneys and the background.



and 2.0 (in 1988). In the early 1990s, local area networks
(LANs) connecting NM, radiology and MRI departments
started to be installed. Because Interfile was not designed
to deal with modalities other than NM, and because ACR-
NEMA 2.0 was ‘‘only’’ a file format, and was not able to
handle robust network communications to exchange
images over a LAN, both became obsolete and a new
standard was developed by the ACR and the NEMA,
ACR-NEMA 3.0, known as Digital Imaging and Commu-
nications in Medicine (DICOM) (24). Although quite com-
plex (the documentation requires literally thousands of
pages), DICOM is powerful, general in its scope and
designed to be used by virtually any profession using
digital medical images. Freely available on the Internet,
DICOM has become a standard among the manufacturers,
and it is to be noted that DICOM is more than a file format.
It also includes methods (programs) for storing and
exchanging image information; in particular, DICOM ser-
vers are programs designed to process requests for hand-
ling DICOM images over a LAN.

DICOM is now an essential part of what is known as
Picture Archiving and Communications Systems (PACS).
Many modern hospitals use a PACS to manage the images
and to integrate them into the hospital information system
(HIS). The role of the PACS is to identify, store, protect
(from unauthorized access) and retrieve digital images and
ancillary information. A web server can be used as an
interface between the client and the PACS (25). Access
to the images does not necessarily require a dedicated
software on the client. A simple connection to the Internet
and a web browser can be sufficient, so that the images can
be seen from the interpreting or prescribing physician’s
office. In that case, the web server is responsible for sub-
mitting the user’s request to the PACS, and for sending the
image data provided by the PACS to the client, if the proper
authorization is granted. However, in practice, the inte-
gration of NM in a DICOM-based PACS is difficult, mainly
because PACS evolved for CT and MR images (26,27), that
is, as mostly static, 2D, black and white images. The NM is
much richer from this point of view, with different kinds of
format (list-mode, projections, whole-body, dynamic, gated,
tomographic, tomographic gated, etc.) and specific postac-
quisition processing techniques and dynamic displays. The
information regarding the colormaps can also be a problem
for a PACS when dealing with PET or SPECT images fused
with CT images (see next section) because two different
colormaps are used (one color, one grayscale) with different
degrees of image blending.

In the spirit of the free availability of programs symbo-
lized by the Linux operating system, programs have been
developed for NM image processing and reconstruction as
plug-ins to the freely available ImageJ program developed
at the U.S. National Institutes of Health (28). ImageJ is a
general purpose program, written with Java, for image
display and processing. Dedicated Java modules (plugs-in)
can be developed by anyone and added as needed to per-
form specific tasks, and a number of them are available for
ImageJ (29). Java is a platform-independent language, so
that the same version of a Java program can run on
different computers, provided that another program, the
Java virtual machine (JVM), which is platform-dependent,

has been installed beforehand. In the real world, however,
different versions of the JVM may cause the Java programs
to crash or to cause instabilities when the programs require
capabilities the JVM cannot provide (30). The advantage of
the Java programs is that they can be used inside most
Internet browsers, so that the user has no program to
install (except the JVM). A Java-based program called
JaRVis (standing for Java-based remote viewing station)
has been proposed in that spirit for viewing and reporting
of nuclear medicine images (31).

It is very interesting to observe how, as the time goes by,
higher levels of integration have been reached: with the
early scintigraphy systems, such as rectilinear scanners
(in the 1970s), images were analog, and the outputs were
film or paper hard copies. In the 1980s images were largely
digital, but computers were mainly stand alone machines.
One decade later, computers were commonly intercon-
nected through LANs, and standard formats were avail-
able, permitting digital image exchange and image fusion
(see next section). Since the mid-1990s, PACS and the
worldwide web make images remotely available, thus
allowing telemedecine.

HYBRID SPECT/CT AND PET/CT SYSTEMS

Multimodality imaging (SPECT/CT and PET/CT) combines
the excellent anatomical resolution of CT with SPECT or
PET functional information (2,3). Other advantages of
multimodality are (1) the use of CT images to estimate
attenuation and to correct for PVE in emission images, (2)
the potential improvement of emission data reconstruction
by inserting in the iterative reconstruction program prior
information regarding the locations of organ and/or tumor
boundaries, and (3) the possible comparison of both sets of
images for diagnostic purposes, if the CT images are of
diagnostic quality. The idea of combining information pro-
vided by two imaging modalities is not new, and a lot of
work has been devoted to multimodality. Multimodality
initially required that the data acquired from the same
patient, but on different systems and on different occa-
sions, be grouped on the same computer, usually using
tapes to physically transfer the data. This was, � 20 years
ago, a slow and tedious process. The development of hos-
pital computer network in the 1990s greatly facilitated the
transfer of data, and the problem of proprietary image
formats to be decoded was eased when a common format
(DICOM) began to spread. However, since the exams were
still carried out in different times and locations, the data
needed to be registered. Registration can be difficult, espe-
cially because emission data sometimes contain very little
or no anatomical landmarks, and external fiducial markers
were often needed. Given the huge potential of dual-
modality systems, especially in oncology, a great amount
of energy has been devoted in the past few years to make it
available in clinical routine. Today, several manufacturers
propose combined PET/CT and SPECT/CT hybrid systems
(Fig. 20): The scanners are in the same room, and the table
on which the patient lies can slide from one scanner to the
other (Fig. 21). An illustration of PET/CT images is pre-
sented in Fig. 22.
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Although patient motion is minimized with hybrid sys-
tems, images from both modalities are acquired sequentially,
and the patient may move between the acquisitions, so that
some sort of registration may be required before PET images
can be overlaid over CT images. Again, computer programs
play an essential role in finding the best correction to apply to
one dataset so that it matches the other dataset. Registration
may be not too difficult with relatively rigid structures, such
as the brain, but tricky for chest imaging for which nonrigid
transformations are needed. Also, respiratory motion intro-
duces in CT images mushroom-like artifacts that can be
limited by asking the patients to hold their breath at mid-
respiratory cycle during CT acquisition, so that it best
matches the average images obtained in emission tomogra-
phy with no respiratory gating.

Dedicated programs are required for multimodality
image display (1) to match the images (resolution, size,
orientation); (2) to display superimposed images from
both modalities with different color maps (CT data are
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Figure 20. Current commercial PET/CT scanners
from 4 major vendors of PET imaging equipment: (a)
Hawkeye (GE Medical Systems); (b) Biograph
(Siemens Medical Solutions) or Reveal (CTI, Inc);
(c) Discovery LS (GE Medical Systems); (d)
Discovery ST (GE Medical Systems); (e) Gemini
(Philips Medical Systems); (f) Biograph Sensation
16 (Siemens Medical Solutions) or Reveal XVI
(CTI, Inc.). (Reproduced from Ref. 2, with
permission of the Society of Nuclear Medicine Inc.)

Figure 21. Schematic of PET/CT developped by CPS Innovations.
Axial separation of two imaging fields is 80 cm. The coscan range
for acquiring both PET and CT has maximum of 145 cm.
(Reproduced from Ref. 2, with permission of the Society of
Nuclear Medicine Inc.)

Figure 22. Image of a 66 years old male patient with history of
head-and-neck cancer. In addition to 18FDG uptake in lung
malignancy, intense uptake is seen on PET scan (a) in midline,
anterior and inferior to bladder. Note also presence of lung lesion
(arrowhead) due to primary lung cancer. 99mTc bone scan (b)
subsequently confirmed that uptake was due to metastatic bone
disease. PET/CT scan (c) directly localized uptake to pubic ramus
(arrowed). (Reproduced from Ref. 2, with permission of the Society
of Nuclear Medicine Inc.)



typically displayed with a gray scale, while a color map is
used to display the tracer uptake); (3) to adjust the degree
of transparency of each modality relative to the other in the
overlaid images; and (4) to select the intensity scale that
defines the visibility of the bones, soft tissues and lungs in
the CT images. For the interpretation of SPECT/CT or
PET/CT data, the visualization program has to be opti-
mized, for so much information is available (dozens of slices
for each modality, plus the overlaid images, each of them in
three perpendicular planes) and several settings (slice
selection, shades of gray, color map, the degree of blending
of the two modalities in the superimposed images) are to be
set. Powerful computers are required to be able to handle
all the data in the computer random access memory (RAM)
and to display them in real time, especially when the CT
images are used at their full quality (512 � 512 pixel
per slice, 16-bit shades of gray). Finally, these new systems
significantly increase the amount of data to be archived
(one hundred to several hundreds megabytes per
study), and some trade-off may have to be found between
storing all the information available for later use and
minimizing the storage space required. An excellent review
of the current software techniques for merging anatomic
and functional information is available (32).

COMPUTER SIMULATION

Simulation is a very important application of computers in
NM research, as it is in many technical fields today. The
advantage of simulation is that a radioactive source and a
SPECT or PET system are not required to get images
similar to the ones obtained if there were real sources
and systems. Simulation is cheaper, faster and more effi-
cient to evaluate acquisition hardware or software before
they are manufactured and to change its design for opti-
mization. Thus, one of the applications is the prediction of
the performance of a SPECT or PET system by computer
simulation. Another application is to test programs on
simulated images that have been created in perfectly
known conditions, so that the ouput of the programs can
be predicted and compared to the actual results to search
for possible errors.

Computer simulation is the art of creating information
about data or processes without real measurement devices,
and the basic idea is the following: if enough information is
provided to the computer regarding the object of study (e.g.,
the 3D distribution of radioactivity in the body, the
attenuation), the imaging system (the characteristics of
the collimator, the crystal, etc.), and the knowledge we
have about the interactions of gamma photons with matter,
then it is possible to generate the corresponding projection
data (Fig. 23). Although this may seem at first very com-
plex, it is tractable when an acquisition can be modeled
with a reasonable accuracy using a limited number of
relevant mathematical equations. For example, a radio-
active source can be modeled as a material emitting par-
ticles in all directions, at a certain decay rate. Once the
characteristics of the source: activity, decay scheme,
half-life, and spatial distribution of the isotope are given,
then basically everything needed for simulation purposes

is known. Radioactive disintegrations and interactions
between gamma photons and matter are random processes:
one cannot do predictions about a specific photon (its initial
direction, where it will be stopped, etc.), but the probabil-
ities of any event can be computed. Random number gen-
erators are used to determine the fate of a given photon.

Let us say that we want to evaluate the resolution of a
given SPECT system as a function of the distance from the
radioactive source to the surface of the detector. The first
solution is to do a real experiment: prepare a radioactive
source, acquire images with the SPECT system, and
analyze the images. This requires (1) a radioactive source,
whose access is restricted, and (2) the SPECT system,
which is costly. Because the resolution is mainly defined
by the characteristics of the collimator, a second way to
evaluate the resolution is by estimation (analytical
approach): apply the mathematical formula that yield
the resolution as a function of the collimator character-
istics (diameter of the holes, collimator thickness, etc.).
This approach may become tricky as more complex pro-
cesses have to be taken into account. A third solution is to
simulate the source, the gamma camera, and the physical
interactions. It is an intermediate solution, between real
acquisition and estimation. Simulation yields more rea-
listic results than estimations, but does not require the
use of real source or SPECT system. Simulation is also
powerful because when uncertainties are introduced in
the model (e.g., some noise), then it is possible to see their
impact on the projection data.

Simulation refers either to the simulation of input data
(e.g., simulation of the human body characteristics), or to
the simulation of processes (e.g., the processes like the
interaction between photons and matter). For simulation
of input data, a very useful resource in nuclear cardiology is
the program for the mathematical cardiac torso (MCAT)
digital phantom developed at the University of North
Carolina (33). The MCAT program models the shape, size,
and location of the organs and structures of the human
chest using mathematical functions called non-uniform
rational B-splines (NURBS). The input of this program
is a list of many parameters, among them: the amount of
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Figure 23. Principle of computer simulation in NM. Parameters
and all available information are defined and used by the simulation
processes (i.e., computer programs), which in turn generate output
data that constitute the result of the simulation.



radioactivity to be assigned to each organ (heart, liver,
spleen, lungs, etc.), the attenuation coefficients of these
organs, their size, the heart rate, and so on. This phantom
used the data provided by the Visible Human Project and is
accurate enough from an anatomical point of view for NM,
and it can be easily customized and dynamic sets of slices
can be obtained that simulate the effects of respiration and
a beating heart. The output is the 3D distribution (as slices)
of radioactivity (called emission data) and 3D maps of the
attenuation (attenuation data) in the human torso. This
output can then be used as an input for a Monte Carlo
program to generate projection data. Monte Carlo pro-
grams (34,35) use computer programs called random num-
ber generators to generate data (for example, the projection
data) based upon the probability assigned to any possible
event, such as the scattering of a photon, or its annihilation
in the collimator. The programs were named Monte Carlo
after the city on the French Riviera, famous for its casinos
and games based upon probabilities. Among the Monte
Carlo simulation programs used in NM are: Geant (36),
Simind (37), SimSET (38), and EGS4 (39). Programs, such
as Geant and its graphical environment Gate (40), allow
the definitions of both the input data (the body attenuation
maps, the collimator characteristics) and the interactions to
be modeled (photoelectric effect, scatter, attenuation, etc.).

EDUCATION AND TEACHING

As almost any other technical field, NM has benefited from
the Internet as a prodigious way to share information.
Clinical cases in NM are now available, and one advantage
of computers over books is that an image on a computer can
be manipulated: the color map can be changed (scale,
window, etc.) and, in addition to images, movies (e.g.,
showing tracer uptake or 3D images) can be displayed.
Websites presenting clinical NM images can be more easily
updated with more patient cases and some on-line proces-
sing is also possible. One disadvantage is the sometimes
transitory existence of the web pages, that makes (in the
author’s opinion) the Internet an unreliable source of
information from this point of view. NM professionals
can also share their experience and expertise on list
servers (see Ref. 41 for a list of servers). The list servers
are programs to which e-mails can be sent, and that dis-
tribute these e-mails to every registered person.

The Society of Nuclear Medicine (SNM) website hosts its
Virtual Library (42), in which > 90 h of videos of presenta-
tions given during SNM meetings are available for a fee.
The Joint Program in Nuclear Medicine is an example of a
program including on-line education by presenting clinical
cases (43) for > 10 years. More than 150 cases are included,
and new cases are added; each case includes presentation,
imaging technique, images, diagnosis, and discussion.
Other clinical cases are also available on the Internet
(44). Another impressive on-line resource is the Whole Brain
Atlas (45) presenting PET images of the brain, coregistered
with MRI images. For each case, a set of slices spanning over
the brain is available, along with the presentation of the
clinical case. The user can interactively select the transverse
slices of interest on a sagittal slice. As the last example, a

website (46) hosts a presentation of normal and pathologic
FDG uptake in PET and PET/CT images.

CONCLUSION

Computers are used in NM for a surprisingly large variety
of applications: data acquisition, display, processing,
analysis, management, simulation, and teaching/training.
As many other fields, NM has benefited these past years
from the ever growing power of computers, and from
the colossal development of computer networks. Iterative
reconstruction algorithms, which have been known for a
long time, have tremendously benefited from the increase
of computers crunching power. Due to the increased speed
of CPUs and to larger amounts of RAM and permanent
storage, more and more accurate corrections (attenuation,
scatter, patient motion) can be achieved during the
reconstruction process in a reasonable amount of time.
New computer applications are also being developed to deal
with multimodality imaging such as SPECT/CT and PET/
CT, and remote image viewing.

ACRONYMS

ACR American College of Radiology

ADC Analog to Digital Conversion (or Converter)

CPU Central Processing Unit

CT (X-ray) Computerized Tomography

DICOM Digital Imaging and COmmunications in
Medicine

ECT Emission Computerized Tomography

FBP Filtered BackProjection

FDG Fluoro-Deoxy Glucose

FDR Frequency-Distance Relationship

FFT Fast Fourier Transform

HIS Hospital Information System

keV kiloelectron Volt

LAN Local Area Network

LOR Line of Response

MCAT Mathematical Cardiac Torso

MRI Magnetic Resonance Imaging

NEMA National Electrical Manufacturers
Association

NM Nuclear Medicine

NURBS Nonuniform Rational B-Splines

PACS Picture Archiving and Communication
System

PET Positron Emission Tomography

PMT Photomultiplier

PVE Partial Volume Effect

RAM Random Access Memory

rCBF regional Cerebral Blood Flow

ROI Region of Interest

SPECT Single-Photon Emission Computerized
Tomography

SNM Society of Nuclear Medicine

SUV Standardized Uptake Value

TAC Time–Activity Curve
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INTRODUCTION

Parenteral nutrition, total parenteral nutrition (TPN),
and hyperalimentation are terms referring to a variety of
methods by which all required nutrients are provided intra-
venously, independent of alimentary tract function. Effective
parenteral nutrition represents one of the major advances in
medicine in the last 50 years and has led to intense interest in
the incidence, consequences, and treatment of malnutrition,
an area of study largely heretofore neglected because of a lack
of effective therapy. The rationale for prescribing nutrients
intravenously for patients unable to eat or receive tube
feedings is based on the fact that malnutrition ultimately
has an adverse impact on all organs and systems including
the heart, lungs, gastrointestinal tract, and the immune
system. The degree of morbidity and the rapidity of its onset
depend on the magnitude and duration of nutritional depri-
vation. In addition, there are subtle, but perhaps quantita-
tively more important, indirect effects of nutritional deficits.
Thus, nutritional derangements often have an adverse effect
on the prognosis and treatment of concurrent illnesses. For
example, malnourished patients who undergo elective sur-
gery have a higher rate of postoperative sepsis and mortality.
In addition, significant nutritional deficits may preclude the
safe administration of optimal neoplastic chemotherapy
because its inherent toxicity may be intolerable in the face
of malnutrition.

DEVELOPMENT OF PARENTERAL NUTRITION

The adverse consequences of malnutrition became appar-
ent to gastrointestinal (GI) surgeons during the first half of
the twentieth century. Their patients with GI diseases
were unable to eat, and the ensuing weight loss was
associated with poor wound healing, anastomotic dysfunc-
tion and leakage, and poor surgical results. Such observa-
tions stimulated experimentation with intravenous
nutrition. The early workers identified the nutrients
required for human beings and further were able to pre-

pare these nutrients in solutions that could be safely
administered intravenously (1,2). However, clinical appli-
cation was hampered by the fact that available nutrient
solutions prepared in isotonic concentration could not
meet energy and protein requirements when given in
physiologic volumes. Experimentally, massive infusions
of isotonic solutions of glucose and protein hydrolysates
were indeed capable of supporting the anabolic state, but
the intensive care required to monitor fluid balance made
it a clinically impractical method. Early attempts at con-
centrating these solutions in order to provide all the
required nutrients in acceptable volumes failed because
of the thrombophlebitis that inevitably developed in the
peripheral veins through which the solutions were
infused. This was the state of the art until the mid-
1960s when Rhoads, Dudrick, Wilmore, Vars, and their
associates at the University of Pennsylvania undertook
experiments in which very concentrated solutions were
infused directly into the superior vena cava or the right
atrium where instantaneous dilution of the solution
occurred (3,4). By using hypertonic solutions of glucose
and protein hydrolysates, these investigators demon-
strated for the first time, initially in animals and then
in humans, that intravenous ‘‘hyperalimentation’’ could
support normal growth and development (2).

ESSENTIAL COMPONENTS OF NUTRIENT SOLUTIONS

The essential ingredients of solutions designed to meet all
known nutritional requirements include nonprotein calories,
utilizable nitrogen for protein synthesis, minerals, essential
fatty acids, trace elements, and vitamins (5). In addition, it is
likely that other micronutrients are necessary for optimal
human nutrition. Normally, these as yet unidentified factors
are automatically provided in a well-rounded diet derived
from natural foodstuffs. Dudrick et al. (2,3) used glucose
exclusively for nonprotein energy. Now fat emulsions are
available as an additional clinically useful caloric source.
Protein hydrolysates, derived from the enzymatic degrada-
tion of fibrin or casein, provided the nitrogen source in the
early studies of parenteral nutrition. Currently, synthetic
amino acid solutions are used to supply nitrogen.

Meeting the therapeutic goal of homeostasis (nitrogen
equilibrium) or growth or nutritional repletion (positive
nitrogen balance) is dependent on a variety of factors, most
important among which are the levels of energy and nitro-
gen consumption. At any given level of protein or nitrogen
intake, nitrogen balance progressively improves to some
maximum level as caloric intake increases from levels
below requirements to levels exceeding requirements (6).
Maximum protein sparing and optimal utilization of diet-
ary protein are achieved when the energy sources include
at least 100–150 g of carbohydrate daily. The remaining
energy requirements of most individuals can be met
equally effectively by carbohydrate, fat, or a combination
of these two. The requirement for this minimum amount of
carbohydrate is based on its unique ability to satisfy the
energy requirements of the glycolytic tissues, including the
central nervous system, erythrocytes, leukocytes, active
fibroblasts, and certain phagocytes.
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At any given level of energy intake, nitrogen balance
improves as nitrogen consumption increases. This dose-
response relationship is curvilinear, and the nitrogen bal-
ance plateaus at higher dosages of nitrogen intake (6). To
avoid the limiting effects of calories on nitrogen or of
nitrogen on calories, parenteral nutrition solutions are
prepared so that the nitrogen provided bears a fixed rela-
tionship to the nonprotein calories provided. In studies of
normal, active young men fed orally, optimal efficiency was
achieved at a calorie/nitrogen ratio of� 300–350 kcal to 1 g
of nitrogen (6,7). However, protein economy decreases
during most serious illnesses, and nitrogen losses increase;
therefore, dietary protein requirements rise. Nitrogen
equilibrium or retention can usually be achieved, however,
by approximately doubling the quantity of nitrogen
required by a normal man at any given level of caloric
intake. Thus, a calorie/nitrogen ratio of 150:1 is thought
optimal for seriously ill patients, although the ratio actu-
ally may range between 100 : 1 and 200 : 1 (6).

Minerals required in amounts exceeding 200 mg day�1

include sodium, potassium, calcium, magnesium, chloride,
and phosphate. These macronutrients are essential for the
maintenance of water balance; cardiac function; minerali-
zation of the skeleton; function of nerve, muscle, and enzyme
systems; and energy transformation. In addition, protein
utilization is affected by the availability of sodium, potas-
sium, and phosphorus in the diet; nitrogen accretion is
impaired when any of these mineral nutrients is withdrawn
from the diet. Nutritional repletion evidently involves the
formation of tissue units containing protoplasm and extra-
cellular fluid in fixed proportion and with fixed elemental
composition (8). Thus, the retention of 1 g of nitrogen is
characteristically associated with the retention of fixed
amounts of phosphorus, potassium, sodium, and chloride.

Linoleic acid is the primary essential fatty acid for
humans, and consequently it must be provided in order
to avoid chemical and clinical evidence of deficiency. Lino-
leic acid requirements are generally met when a fat emul-
sion is used to provide at least 4% of calories as linoleic acid.

Micronutrients, or trace elements, presently recognized
as essential for humans include iron, iodine, cobalt, zinc,
copper, chromium, manganese, and possibly selenium.
Cobalt is supplied as vitamin B12, and iron is generally
withheld because of poor marrow utilization in critical or
chronic illness. The remaining trace elements are routinely
supplied in the nutrient solution (Table 1).

The remaining essential components are the water and
fat soluble vitamins. Guidelines for parenteral vitamin

administration have recently been revised by the Food
and Drug Administration to include vitamin K, heretofore
withheld, and increased amounts of vitamins B1, B6, C and
folic acid (13–15) (Table 2).

The specific nutrient requirements for a given individual
depend on the initial nutritional and metabolic status of the
patient and his/her underlying disease process. Although
the precise requirements for each nutrient can be deter-
mined by metabolic balance studies and direct or indirect
calorimetry, such techniques are generally not employed in
routine clinical practice. Instead, on the basis of data from
clinical investigations applying such balance studies to
patients with various diseases, injuries, and degrees of
stress, requirements can be accurately estimated (16). As
a result of these estimates, it is possible to formulate basic
nutrient solutions of essentially fixed composition that can
be used to meet the needs of most patients by varying only
the volume of the basic formulation and by making simple
adjustments in the electrolyte content of the solution. Thus,
in clinical practice the caloric requirement is usually esti-
mated from simple formulas that are adjusted for activity
and stress. Although nitrogen requirements can likewise be
determined or estimated, nitrogen needs are usually met as
a consequence of the fixed calorie/nitrogen ratio of the
nutrient solution. Thus, as the volume of infusate is
increased to meet increased caloric demands, the additional
nitrogen requirements, which generally parallel the rising
caloric needs, are likewise met. Although such standard
preparations can be used to satisfy the needs of most
individuals, fluid-restricted patients, severely hypermeta-
bolic patients, or those with renal or hepatic failure may
require special nutrient formulations.

FORMULATING NUTRIENT SOLUTIONS

In current practice, nutrient solutions designed for par-
enteral administration are formulated to provide nonpro-
tein calories as carbohydrate or a combination of
carbohydrate and lipid. Glucose is the carbohydrate of
choice since it is the normal physiologic substrate; it natu-
rally occurs in blood; and it is abundant, inexpensive, and
readily purified for intravenous administration. Glucose
can be given in high concentrations and in large amounts
that are well tolerated by most patients after a period of
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Table 1. Trace Element Requirementsa–c

Chromium 10–15 mcg
Copper 0.5–1.5 mg
Iodine 1–2 mcg kg�1

Manganese 60–100 mcg
Zinc 2.5–4.0 mg

aDaily intravenous maintenance allowances for adults with normal initial

values.
bBased on recommendations of Refs. 9–11.
cSelenium, 40–80 mcg day�1, recommended for patients requiring long-term

TPN, or those with burns, acquired immunodeficiency syndrome or liver

failure. Ref. 12. p 125.

Table 2. Vitamin Requirementsa

Thiamine (B1) 6 mg
Riboflavin (B2) 3.6 mg
Niacin (B3) 40 mg
Folic acid 600 mcg
Pantothenic acid (B5) 15 mg
Pyridoxine (B6) 6 mg
Cyanocobalamin (B12) 5 mcg
Biotin 60 mcg
Ascorbic acid (C) 200 mg
Vitamin A 3300 IU
Vitamin D 200 IU
Vitamin E 10 IU
Vitamin K 150 mcg

aDaily intravenous allowances for adults. Based on Food and Drug

Administration requirements Ref. 15.



adaptation. Other carbohydrates such as fructose, sorbitol,
xylitol, and maltose have been evaluated experimentally,
but each has disadvantages that preclude clinical applica-
tion at the present time. Glucose for parenteral infusion is
commercially available in concentrations from 5 to 70%
and is provided as glucose monohydrate with a caloric
density of 3.4 kcal�g�1. Although isotonic (5%) solutions
of glucose are available, concentrated glucose solutions are
necessary in parenteral nutrition protocols in order to
provide required calories in physiologic volumes of fluid.

Lipid is the alternative clinically useful nonprotein
caloric source. Fat emulsions derived from soybean and
safflower oil were approved for use in the United States in
1975 and 1979, respectively. The soybean oil emulsions had
been used in Europe for nearly 20 years prior to their
introduction in the United States. Currently available
fat emulsions are derived from soybean oil or are mixtures
of soybean and safflower oil emulsions. The use of lipid
emulsions in intravenous feeding regimens is attractive
because of the high caloric density of fat (9 kcal�g�1), and
because they are isotonic solutions that can, therefore,
provide many calories in relatively small volumes via
peripheral veins. Although early experience with lipids
using the cottonseed oil emulsion Lipomul was unsatisfac-
tory because of the toxicity of that preparation, fat emul-
sions derived from soybean and safflower oil have proven
safe for clinical use. These newer preparations are purified
plant oils emulsified in water. Egg phospholipids are added
to regulate the size of the fat particles, stabilize the emul-
sion, and prevent fusion of the oil drops. Glycerol is added
to make the emulsion isotonic, since oil and water emul-
sions have no osmolal effect. The resulting fat droplets
have characteristics that are similar to those of naturally
occurring chylomicrons found in the circulation after
absorption of dietary lipid from the small intestine. Thus
the particle size and the plasma elimination characteristics
of these fat emulsions appear comparable to those of chy-
lomicrons (17,18).

Studies of the elimination kinetics of soybean emulsion
triglycerides indicate that at very low concentrations the
rate of removal from the plasma is dependent on the
triglyceride concentration. Above a certain critical concen-
tration representing saturation of binding sites of lipoprotein-
lipase enzymes, a maximum elimination capacity is
reached that is independent of concentration. This max-
imum elimination capacity is influenced by the clinical
state of the patient. It is increased during periods of
starvation, after trauma, and in severely catabolic states
(18,19). The infusion of fats is associated with an increase
in heat production and oxygen consumption, a decrease in
respiratory quotient, and the appearance of carbon-14 (14C)
in the expired air of patients receiving 14C-labeled fat.
These observations indicate that the infused fats are in
fact used for energy. Soybean and soybean–safflower oil
emulsions are available in 10, 20, and 30% concentrations
and are mixtures of neutral triglycerides of predominantly
unsaturated fatty acids. The major component fatty acids
are linoleic, oleic, palmitic, and linolenic. The total caloric
value of the 10% emulsions, including triglyceride, phos-
pholipid, and glycerol, is 1.1 kcal�mL�1. The corresponding
values for the 20 and 30% emulsions are 2 and 3 kcal�mL�1,

respectively. In each of these preparations,�0.1 kcal�mL�1

of the total caloric value is derived from the added glycerol.
All nutrient solutions must provide at least 100–150 g of

glucose day�1 to meet the needs of the glycolytic tissues, as
described above. The proportional distribution of glucose
and fat to provide the remaining required nonprotein
calories apparently can be widely variable with the expec-
tation of achieving the same nutritional goals. Commonly
cited guidelines suggest that fat should not provide >30%
of nonprotein calories and that the daily dosage of fat not
exceed 2.5 g kg�1 in adults (11). However, evidence-based
reports indicate infusions providing >80% of nonprotein
calories as fat and daily dosages of as much a 12 g fat kg�1

day�1 have been tolerated with clinical benefit and no
adverse effects (20–22).

Consequently, protocols for solution preparation vary
from institution to institution. Practical considerations in
choosing the amount of glucose and the amount of fat relate
primarily to the route of administration and to the fluid
status of the patient. Parenteral nutrition solutions pro-
viding all nonprotein calories as glucose are highly con-
centrated and require central venous administration (see
below). As an increasing proportion of the caloric content of
the nutrient solution is provided by an isotonic fat emul-
sion, the content of glucose is thereby reduced, and, con-
sequently, the concentration of the resultant solution falls.
Nutrient solutions with an osmolarity not exceeding
approximately three times normal serum levels can be
successfully infused through peripheral veins (23); more
concentrated solutions must be infused centrally. Parent-
eral nutrition solutions are formulated in accordance with
one of three commonly used protocols: the glucose-based
system, the lipid-based system, and a three-in-one system
of variable composition.

The nutrient solution prescribed for a 24 h period
usually is prepared in single container in a pharmacy
under strict aseptic conditions. Manufacturing pharmacies
responsible for preparing solutions for many patients often
employ automated, computerized compounding apparatus
that is programmed to add the specified nutrient compo-
nents to the infusion container.

THE GLUCOSE SYSTEM

This is the original carbohydrate-based system developed
by Dudrick and his associates at the University of
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Table 3. The Glucose Systema–d

50% glucose 500 mL
8.5% Amino acids 500 mL
Sodium (as acetate) 25 meq
Sodium (as chloride) 5 meq
Sodium (as phosphate) 14.8 meq
Potassium (as chloride) 40 meq
Phosphate (as sodium salt) 11.1 mM
Magnesium sulfate 8 meq
Calcium gluconate 5 meq

aComposition per liter.
bProvides 850 nonprotein kilocalories and 7.1 g nitrogen/L.
cTrace elements and vitamins are provided daily (see Tables 1 and 2).
dElectrolyte additives based on Travasol as the amino acid source.



Pennsylvania (3). The nutrient solution is prepared by the
admixture of equal volumes of 50% glucose and 8.5%
crystalline amino acids, and the addition of appropriate
electrolytes, vitamins, and trace elements (Tables 1–3).
A 1 L solution provides 850 nonprotein kilocalories, and
�7 g of nitrogen, equivalent to 44 g protein. Consequently,
the solution has a calorie/nitrogen ratio of � 120 : 1. The
nitrogen content and the calorie/nitrogen ratio will vary
slightly depending on the brand of amino acid solution
used. Due to the osmolar contribution of each of the con-
stituents, this nutrient solution has a final concentration of
� 2000 mOsm�L�1. Such a solution can never be safely
infused through peripheral veins; consequently, the glu-
cose system must be delivered into a central vein where the
infusate is immediately diluted. Vascular access is usually
through a percutaneously placed subclavian venous cathe-
ter or, for short-term use, a peripherally inserted central
venous catheter (PICC line). Other routes (eg, via jugular,
saphenous, or femoral veins) are used occasionally with
variable success. The incidence of morbidity associated
with establishing and maintaining central venous access
is influenced by the site and technique of insertion of the
venous cannula and the diligence with which the appara-
tus is managed during the course of nutrition therapy.

Because of the high concentration of glucose in this form
of parenteral nutrition, therapy should begin gradually to
allow adaption and thereby avoid hyperglycemia. Gener-
ally, on the first day a patient receives 1 L of nutrient
solution, which is infused at a constant rate over the full
24 h period. Blood and urine glucose levels are monitored
frequently, and if this initial rate of infusion is well toler-
ated, the volume prescribed is increased from day-to-day
until the volume infused meets the caloric requirement of
the individual patient. For the average patient, the nutri-
tional requirements as well as the requirements for fluid
and electrolytes are usually met by 2.5 L�day�1 of the
nutrient solution, providing 2125 nonprotein kilocalories.

Infusion of the glucose system at a constant rate is a
critical feature of safe practice since abrupt changes in the
rate of delivery may be associated with marked fluctua-
tions in blood sugar levels. The constant rate of infusion is
most efficiently achieved by using an infusion pump. At the
conclusion of therapy, the rate of infusion should be
tapered gradually over several hours to avoid hypoglyce-
mia. When infusion must be abruptly terminated, a solu-
tion of 10% glucose is substituted for the nutrient solution.

THE LIPID SYSTEM

The system of total parenteral nutrition based on glucose
as the major caloric source is simple in concept and
the least expensive, but patients’ glucose metabolism must
be closely monitored, and administration of the infusate
requires technical expertise to achieve and maintain
the central venous access necessary for safe treatment.
The use of lipid emulsions as the major caloric source is
attractive because of the high caloric density and isotoni-
city of these products. These considerations have logically
led to the preparation of nutrient solutions based on fat as
the major caloric source, with the goal of providing all
required nutrients by peripheral vein. An example of such

a lipid-based system of total parenteral nutrition is pre-
sented in Table 4. This nutrient solution was devised with
the aim of maximizing caloric and amino acid content
without producing a solution with a concentration that
would preclude safe peripheral venous administration
(23). Each liter provides 720-nonprotein kilocalories and
5.0 g of nitrogen, equivalent to 31 g of protein. The calorie/
nitrogen ratio is 144: 1. The nitrogen content of the
solution will vary slightly, depending on the amino acid
product used in its preparation. As with the glucose
system, sufficient volume is given to meet measured or
estimated caloric requirements. The safety and efficacy of
nutrient solutions utilizing lipid as the major caloric
source were established by Jeejeebhoy and associates in
their landmark investigation of lipid-based TPN in which
83% of nonprotein calories were supplied as fat (22). As
many as 5 L daily of the lipid system described here have
been infused for periods of weeks to months without
apparent adverse effect.

THE THREE-IN-ONE SYSTEM

Innumerable nutrient solutions can be prepared with a
distribution of glucose and lipid calories that differs
from the two systems described above. Although there
is no established biological advantage of differing pro-
portions of fat and glucose as long as the minimum
100–150 g of carbohydrate are supplied, many clinicians
prefer a profile of nutrients that mimics the optimal oral
diet. Such a system calls for the admixture of amino
acids, glucose, and lipids in which carbohydrate provides
65–85% of nonprotein calories and lipid 15–35% (11,12)
(Table 5).

However, altering the lipid system described here by
increasing the glucose content would have certain nonnu-
tritional effects. Thus, a solution with a higher proportion
of glucose calories could be produced by replacing some of
the fat emulsion with isotonic glucose. The concentration of
the final solution would remain unchanged, but a much
greater total volume would be required to provide the same
number of calories. If the substitution were made with
hypertonic glucose, as called for in the three-in-one system
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Table 4. The Lipid Systema–e

10% Fat emulsion 500 mL
50% Glucose 100 mL
8.5% Amino acids 350 mL
Sodium (as acetate) 35 meq
Sodium (as chloride) 5 meq
Sodium (as phosphate) 6 meq
Potassium (as chloride) 40 meq
Phosphate (as sodium salt)e 4.5 mM
Magnesium sulfate 8 meq
Calcium gluconate 5 meq
Heparin sodium 1000 U
Distilled water q.s.ad 1000 mL

aComposition per liter.
bProvides 720 nonprotein kilocalories and 5.0 g nitrogen/L.
cTrace elements and vitamins are provided daily (see Tables 1 and 2).
dElectrolye additives are based on Travasol as amino acid source.
eAproximately 7 mM additional phosphorus derived from fat emulsion.



described in Table 5, the final concentration of the nutrient
solution would be so increased as to require central venous
administration, thereby losing the advantage of peripheral
venous delivery.

COMPLICATIONS OF PARENTERAL NUTRITION

Morbidity associated with intravenous feedings may be
related to drug toxicity, difficulties with vascular access,
sepsis, or metabolic derangements.

Drug Toxicity

Adverse reactions to the components of parenteral nutri-
tion solutions are uncommon. Although glucose is virtually
nontoxic, the hypertonic solutions employed in the glucose
system of TPN may be associated with potentially serious
complications usually related to alterations in blood glu-
cose levels. Currently used solutions of synthetic amino
acids provide all of the nitrogen in the form of free l-amino
acids and, in contrast to previously used protein hydro-
lysates, no potentially toxic ammonia or peptide products
are present. Toxicity associated with the intravenous infu-
sion of the currently available fat emulsions also has been
minimal. The most frequent acute adverse reactions are
fever, sensations of warmth, chills, shivering, chest or back
pain, anorexia, and vomiting. Similarly, adverse reactions
associated with chronic infusions of fat emulsions are also
quite uncommon. Anemia and alterations in blood coagula-
tion have been observed during treatment, but the etiologic
relationship to lipid infusions has been unconfirmed. The
most serious adverse effects have been observed in infants
and children. The ‘‘fat overload’’ syndrome associated with
the older cottonseed emulsion has rarely been observed with
the newer current preparations. Nevertheless, several
reports have been published (24) in which children receiving
fat emulsions have developed marked hyperlipidemia, GI
disturbances, hepatosplenomegaly, impaired hepatic func-
tion, anemia, thrombocytopenia, prolonged clotting time,
elevatedprothrombintime,andspontaneousbleeding.These
findings resolved when the fat emulsion was withdrawn.

Complications of Vascular Access

The lipid-based system of parenteral nutrition can be
infused through the ordinary peripheral venous cannulae

used for the administration of crystalloid solutions. Local
phlebitis and inflammation from infiltration and cutaneous
extravasation occur with about the same frequency as that
associated with the infusion of nonnutrient solutions. In
contrast, a central venous catheter is required for infusion
of the highly concentrated glucose and three-in-one sys-
tems. Insertion and maintenance of such catheters may be
associated with a variety of complications. Complications
that may occur during the placement of the catheter
include improper advancement of the catheter tip into
one of the jugular veins or the contralateral innominate
vein, instead of into the superior vena cava. In addition, air
embolization or cardiac arrhythmias may occur. Percuta-
neous jugular or subclavian cannulation may rarely result
in an injury to an adjacent anatomic structure, such as the
brachial plexus, great vessels, or thoracic duct. Pneu-
mothorax, usually resulting from inadvertent entrance
into the pleural cavity, is probably the most common com-
plication of attempted subclavian catheterization and has
been reported to occur in� 2–3% of attempts in large series.
Late complications after successful central catheterization
may include air embolism, catheter occlusion, central vein
thrombophlebitis, and catheter-related sepsis.

Systemic Sepsis

Sepsis attributable primarily to the administration of par-
enteral nutrition should be an infrequent complication in
modern practice. A variety of factors may contribute to the
development of this complication. Hyperglycemia, which
may be induced or aggravated by nutrient infusions (see
below), has been associated with sepsis in critically ill
patients. Maintaining blood glucose levels between 80
and 110 mg�dL�1 has been shown to significantly reduce
the incidence of septicemia (25). In addition, patients requir-
ing TPN are often inordinately susceptible to infection
because of serious illness, malnutrition, and chronic debil-
itation—all conditions associated with impaired immune
responses. Patients receiving immunosuppressive therapy,
cytotoxic drugs, or corticosteroids are likewise susceptible to
infection. These drugs as well as prolonged administration
of broad-spectrum antibiotics may subject patients to sepsis
from unusual, ordinarily saprophytic, microorganisms.

In addition to these patient-related factors, several
specific TPN-related factors contribute to the pathogenesis
of sepsis. The various components of the nutrient solution
can become contaminated during manufacture or at the
time of component admixture in the hospital pharmacy.
The ability of the nutrient solution to support microbial
growth is well established, but with present techniques of
solution preparation sepsis from contamination should be
rare. The vascular access apparatus appears to be the most
common source of TPN-associated sepsis. Contamination
may take place when the infusion catheter is inserted;
when containers of the nutrient solution are changed;
when intravenous tubing is replaced; when in-line filters
are inserted; or when the intravenous cannula is used for
measurement of central venous pressure, blood sampling,
or the infusion of medication or blood products. In addition,
to-and-fro motion of a subclavian catheter due to inade-
quate fixation will allow exposed portions of the catheter to
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Table 5. A Three-in-One Systema–d

50% Glucose 300 mL
10% Fat emulsion 300 mL
10% Amino acids 400 mL
Sodium (as acetate) 25 meq
Sodium (as chloride) 5 meq
Sodium (as phosphate) 14.8 meq
Potassium (as chloride) 40 meq
Phosphate (as sodium salt) 1.1 mM
Magnesium sulfate 8 meq
Calcium gluconate 5 meq

aComposition per liter.
bProvides 840 nonprotein kilocalories and 6.8 g nitrogen/L.
cTrace elements and vitamins are provided daily (Tables 4 and 5).
dElectrolyte additives based on Travasol as the amino acid source.



enter the subcutaneous tract leading to the vein, which
may result in infection. Hematogenous contamination of
the infusion catheter may occasionally occur following
bacteremia secondary to a distant focus of infection. More
commonly, however, catheter-related sepsis is due to con-
tamination of the catheter by organisms colonizing the skin
surrounding the catheter insertion site. The incidence of
sepsis varies greatly in reported series, but in recent years
TPN has been administered with very low rates of infec-
tion. This improving trend is evidently due to adherence to
rigid protocols of practice, and the employment in many
hospitals of a dedicated, multidisciplinary team to manage
the nutritional therapy. With this approach, TPN-related
sepsis occurs in � 3% of patients receiving the glucose
system. This complication is much less common among
patients receiving the lipid-based system of parenteral
nutrition through a peripheral vein (16).

Metabolic Complications

A variety of metabolic derangements have been observed
during the course of total parenteral nutrition. These
derangements may reflect preexisting deficiencies, or they
may develop during the course of parenteral nutrition as a
result of an excess or deficiency of a specific component in
the nutrient solution. As would be expected, the standard
solutions may not contain the ideal combination of ingre-
dients for a given individual. In fact, adverse effects from
an excess or deficiency of nearly every component of nutri-
ent solutions have been described. Consequently, patients
must be carefully monitored so that the content of the
nutritional solution can be adjusted during the course of
therapy. For example, minor alterations in electrolyte
content are often necessary.

Abnormalities of blood sugar are the most common
metabolic complications observed in patients receiving
total parenteral nutrition. Hyperglycemia may be asso-
ciated with critical illness independent of nutrient infu-
sions. However, patients receiving the glucose-rich glucose
and the three-in-one systems are particularly susceptible
to elevated blood sugar levels. In addition, hyperglycemia
may be manifest when the full caloric dosage of the glucose
and three-in-one systems is inappropriately given initially
and later if rates of infusion are abruptly increased. In
addition, glucose intolerance may be a manifestation of
overt or latent diabetes mellitus, or it may reflect reduced
pancreatic insulin response to a glucose load, a situation
commonly observed during starvation, stress, pain, major
trauma, infection, and shock. Hyperglycemia also may be a
reflection of the peripheral insulin resistance observed
during sepsis, acute stress, or other conditions that are
accompanied by high levels of circulating catecholamines
and glucocorticoids. Decreased tissue sensitivity to insulin
is also associated with hypophosphatemia, and hypergly-
cemia has been observed in patients with a deficiency of
chromium. The latter trace metal probably acts as a cofac-
tor for insulin. The incidence of hyperglycemia can be
minimized by initiating therapy gradually with either of
the two glucose-rich systems. Full dosage should be
achieved over a 3 day period, during which time adaption
to the glucose load takes place. In addition, careful meta-

bolic monitoring during this period will disclose any ten-
dency to hyperglycemia. Subsequently, a constant rate of
infusion is maintained. An inadvertent decrease in the rate
of the infusion should not be compensated by abrupt
increases in rate; such ‘‘catching up’’ is not allowed. When
hyperglycemia supervenes despite these precautions, the
etiology is sought. The common cause of hyperglycemia
after a period of stability is emerging sepsis, the overt
manifestations of which may not appear for 18–24 h after
development of elevated glucose levels.

Recent evidence indicates that maintenance of blood
sugars levels between 80 and 110 mg�dL�1 in critically
ill patients is associated with a significant reduction in
mortality and the incidence of septicemia (25). Uncompli-
cated, moderate hyperglycemia is controlled initially by
subcutaneous or intravenous administration of insulin;
the TPN infusion is continued at the usual rate. Subse-
quently, the appropriate amount of insulin is added to
the TPN solution during its aseptic preparation in the
pharmacy. Providing insulin in the TPN solution has the
advantage that inadvertent alterations in the rate of glucose
delivery are automatically accompanied by appropriate
adjustments in the amount of insulin administered. Patients
with hyperglycemia complicated by massive diuresis,
dehydration, neurologic manifestations, or the syndrome
of hyperosmolar nonketotic coma are managed by immedi-
ate termination of the TPN infusion, fluid resuscitation,
and insulin administration.

In contrast to the problem of hyperglycemia, blood sugar
levels decrease when the rate of infusion of the glucose
system is abruptly reduced. Symptomatic hypoglycemia is
most likely to occur when the reduction of the infusion rate
had been preceded by an increased rate. When the glucose
system is to be discontinued electively, the rate of delivery
should be tapered gradually over several hours. Patients
who are hemodynamically unstable or who are undergoing
surgery should not receive TPN, since fluid resuscitation
may be inadvertently carried out using the TPN solution.
Therefore, the TPN infusion is discontinued abruptly in
such patients, and hypoglycemia is averted by infusing a
solution of 10% glucose. Hypoglycemia may also reflect an
excessive dosage of exogenous insulin. This most commonly
occurs as a result of failure to recognize the resolution of
peripheral insulin resistance and the associated decreased
insulin requirement when the provoking condition responds
to therapy.

Serum lipid profiles, which are routinely monitored
during treatment with the lipid system, commonly reveal
elevations of free fatty acids, cholesterol, and triglycerides.
However, adverse clinical effects are uncommon (22,26).
Nevertheless, triglyceride levels > 400 mg�dL�1 should be
avoided since hypertrigylceridemia of this magnitude may
be associated with an increased risk of pancreatitis, immu-
nosuppression, and altered pulmonary hemodynamics (11).

Deficiencies of the major intracellular ions may occur in
the catabolic state, since the protein structure of cells is
metabolized as an energy source, intracellular ions are lost,
and the total body concentration of these ions, including
potassium, magnesium, and phosphate, are decreased.
Furthermore, during nutritional repletion, these ions,
derived from the serum, are deposited or incorporated in
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newly synthesized cells. When supplementation of these
ions in nutrient solutions is insufficient, hypokalemia,
hypomagnesemia, and hypophosphatemia ensue. Serum
levels of these substances should be measured regularly
during TPN since such monitoring will disclose deficiencies
before the clinical manifestations develop. Symptoms of
hypokalemia are unusual when serum levels of potassium
> 3.0 meq�L�1. Asymptomatic hypokalemia can be managed
by increasing the potassium supplement added to the nutri-
ent solution at the time of preparation. When cardiac
arrhythmias or other significant symptoms develop, the
rate of TPN infusion should be tapered promptly while
serum glucose levels are monitored closely, and an intrave-
nous infusion of potassium chloride is begun.

Intracellular consumption of inorganic phosphate dur-
ing the synthesis of proteins, membrane phospholipids,
DNA, and adenosine triphosphate (ATP) may produce a
striking deficit in the serum phosphate level after only
several days of intravenous feedings devoid of or deficient
in phosphate. Symptoms of hypophosphatemia may occur
when serum phosphate levels fall to 2 mg�dL�1. However,
severe manifestations are particularly apt to occur as levels
fall to < 1 mg�dL�1. These include acute respiratory fail-
ure, marked muscle weakness, impaired myocardial con-
tractility, severe congestive cardiomyopathy, acute
hemolytic anemia, coma, and death. Hypophosphatemic
patients who are asymptomatic can be managed by increas-
ing the phosphate supplement in the nutrient solution.
Symptomatic patients or those with serum phosphate
levels < 1 mg dL�1 should be repleted intravenously
through a separate infusion line. Parenteral nutrition
should be stopped, and a 10% glucose solution should be
infused to avert hypoglycemia. Since intracellular phos-
phate consumption is dependent on caloric intake, with-
drawing TPN alone often results in an increased serum
phosphate level within 24 h.

A variety of adverse effects comprising the refeeding
syndrome has been associated with the rapid induction of
the anabolic state in severely malnourished, cachectic
patients using standard nutrient solutions (16). Cardiac
decompensation, the most serious feature of the syndrome,
may be due to overhydration and salt retention in the face of
starvation-induced low cardiac reserve. Hypophosphatemia,
consequent to rapid refeeding, is another important contri-
buting factor to cardiac failure. Rapid nutritional repletion
also is implicated in producing deficits of the other major
intracellular ions, magnesium and potassium, as well as
acute deficiencies of vitamin A (associated with night blind-
ness), thiamine (associated with the high output cardiac
failure of beriberi, Wenicke’s encephalopathy, and lactic
acidosis), and zinc (associated with diarrhea, cerebellar dys-
function, dermatitis, impaired wound healing, and depressed
immunity). Refeeding alkalosis also has been described. To
avoid the refeeding syndrome in the chronically starved
patient, parenteral nutrition should be introduced more
gradually than usual, perhaps reaching the full caloric and
protein requirements over the course of 5–7 days (16).

Healthy or malnourished individuals who receive a
constant parenteral infusion of a fat-free, but otherwise
complete diet eventually develop clinical and biochemical
manifestations that are completely reversed by the admin-

istration of linoleic acid. Thus, the syndrome of essential
fatty acid deficiency in humans is due principally, if not
exclusively, to a lack of linoleic acid. Exogenous linolenic
acid is required by some species, but its essentiality for
humans is unproven. The most commonly recognized man-
ifestation of linoleic acid deficiency is an eczematous des-
quamative dermatitis largely, but not always, confined to
the body folds. Other clinical findings may include hepatic
dysfuntion, anemia, thrombocytopenia, hair loss, and pos-
sibly impaired wound healing. Growth retardation has
been observed in infants. Fatty acid deficiency is treated
by the administration of linoleic acid, usually by infusing
one of the currently available fat emulsions. Patients
receiving the glucose-based system of parenteral nutrition
should be treated prophylactically by providing 4% of
calories as linoleic acid. This requirement is usually met
by infusing 1 L�week�1 of a 10% fat emulsion.

Abnormalities in bone metabolism have been observed
in patients receiving parenteral nutrition for prolonged
periods, especially in home treatment programs. Such
metabolic bone disease includes the common disorders of
osteoporosis and osteomalacia and is characterized by
hypercalciuria, intermittent hypercalcemia, reduced ske-
letal calcium, and low circulating parathormone levels.
The clinical features have included intense periarticular
and lower extremity pain. The pathogenesis of this syn-
drome is obscure, but hypotheses include an abnormality of
vitamin D metabolism and aluminum toxicity (27–29).
Most recently, vitamin K deficiency has been considered
an etiologic factor since it has been recognized that this
condition increases the risk of osteoporosis and fractures
and that these risks can be reduced with vitamin K ther-
apy. Vitamin K also appears to be necessary for the synth-
esis of a diverse group of proteins involved in calcium
homeostasis (13,14,30,31). These findings have lead to
the recent recommendation to routinely add vitamin K
to TPN solutions, as discussed above.

NON-NUTRITIONAL EFFECTS OF PARENTERAL NUTRITION

Effects on the Stomach

Gastric acid secretion is significantly increased during the
initial period of treatment with the glucose system, but the
duration of this effect is unknown. The acid secretory
response observed is due primarily to the infusion of crys-
talline amino acids, and this effect of amino acids on gastric
secretion is virtually abolished by the concurrent intrave-
nous infusion of a fat emulsion. The effect of chronic TPN
on gastric secretory function is less clear. Chronic parent-
eral nutrition in animals has been associated with
decreased antral gastrin levels and atrophy of the parietal
cell mass. This observation is consistent with anecdotal
clinical reports in which gastric hyposecretion has been
observed in patients receiving long-term parenteral nutri-
tion at home (32).

Effects on the Intestinal Tract

Morphologic and functional changes occur in the small
intestine and the colon when nutrition is maintained

130 NUTRITION, PARENTERAL



exclusively by vein. A significant reduction in the mass of
the small and large intestine occurs, and there is a marked
decrease in mucosal enzyme activity. Enzymes affected
include maltase, sucrase, lactase, and peroxidase. These
changes are not in response to intravenous nutrition per se,
but reflect the need for luminal nutrients for maintenance of
normal intestinal mass and function. The mechanism by
which food exerts a trophic effect is at least in part endocrine
in that intraluminal contents stimulate the release of enter-
otrophic hormones such as gastrin (16,33,34).

Effects on the Pancreas

Similar morphologic and functional atrophy of the pan-
creas is observed during the course of parenteral nutrition.
In contrast to the effect of fat consumed orally, intravenous
lipids do not stimulate pancreatic secretion (16,35).

Effects on the Liver

Transient derangements of liver function indexes occur in
the majority of patients receiving parenteral nutrition
regardless of the proportion of glucose and lipid (36,37).
Similar abnormalities also have been observed in patients
receiving enteral nutrition (tube feedings) (38,39). The
etiology of these changes is uncertain and probably multi-
factorial. One hypothesis is that glucose and protein
infusions in amounts exceeding requirements may con-
tribute to these changes. In addition, an infectious etiol-
ogy, perhaps related to the underlying condition requiring
nutritional support, has been suggested, since oral metro-
nidazole has been reported to reverse the changes in some
patients. Administration of ursodesoxycholic acid also
has been associated with improvement of TPN-related
cholestasis (40). In any case, the clinical course associated
with the liver changes is nearly always benign so that
TPN need not be discontinued. Nevertheless, patients
receiving TPN for several years or more are at greater
risk for developing severe or chronic liver disease, but
again the etiologic relationship is unclear (36).

Effects on the Respiratory System

Fuel oxidation is associated with oxygen consumption and
carbon dioxide production. Oxygenation and carbon dioxide
elimination are normal pulmonary functions. Consequently,
patients with respiratory failure receiving aggressive nutri-
tional support may not be able to meet these demands of fuel
metabolism. It is particularly important to avoid infusing
calories in amounts exceeding requirements, since this
aggravates the problem, increases tidal volume, respiratory
rate, and PCO2, and offers no nutritional benefit (41).

INDICATIONS FOR PARENTERAL NUTRITION

Although the clinical benefits derived from nutritional
substrates infused intravenously appear equivalent to
those derived from substrates absorbed from the alimen-
tary tract, feeding through the alimentary tract is prefer-
able when feasible because this route of administration is
less expensive, less invasive, and, most importantly, is
associated with a significantly lower incidence of infectious

complications (42). Nevertheless, many hospitalized
patients have conditions in which alimentary tract nutri-
tion either by mouth or tube feeding is inadequate, inad-
visable, or would require an operative procedure (e.g.,
gastrostomy or jejunostomy) to establish access. It is for
these patients that parenteral feeding should be consid-
ered. Normally nourished patients unable to eat for as long
as 7–10 days generally do not require parenteral nutrition.
The protein-sparing effect of 100–150 g of glucose provided
in a 5% solution is sufficient. Patients in this category
include those undergoing GI surgery in whom only several
days of ileus are anticipated postoperatively. However, if
the resumption of adequate intake is not imminent after
7–10 days, parenteral feedings are recommended. In con-
trast, normally nourished patients should receive TPN
promptly when initial evaluation discloses gastrointestinal
dysfunction that is expected to persist beyond 7–10 days.
In addition, malnourished or markedly hypercatabolic
patients (e.g., those with severe burns, sepsis, or multiple
trauma) with GI dysfunction are given parenteral nutri-
tion immediately.

In some patients, parenteral feedings have benefits in
addition to improved nutrition. When all nutrients are
provided intravenously, a state of bowel rest can be
achieved in which the mechanical and secretory activity
of the alimentary tract declines to basal levels (see earlier).
These nonnutritional effects may be beneficial in the man-
agement of GI fistulas and acute inflammatory diseases,
such as pancreatitis and regional enteritis. Parenteral
nutrition may also be useful as a ‘‘medical colostomy’’.
Thus, the reduction or elimination of the fecal stream
associated with intravenous feedings may benefit patients
with inflammation or decubitis ulcers adjacent to the anus
or an intestinal stoma or fistula.

Any preexisting acute metabolic derangement should be
treated before parenteral nutrition is begun. In addition,
TPN should not be used during periods of acute hemody-
namic instability or during surgical operations since the
nutrient solution may be used inadvertently for fluid resus-
citation. Parenteral nutrition is not indicated for patients
with malnutrition due to a rapidly progressive disease that
is not amenable to curative or palliative therapy.

COMPARING METHODS OF TOTAL PARENTERAL
NUTRITION

Factors to be considered in comparing the glucose, the
lipid, and the three-in-one systems of parenteral nutrition
include the composition and nutrient value of the three
systems, the relative efficacy of glucose and lipid calories,
and the ease and safety of administration.

Comparative Composition of Parenteral Nutrition Systems

As outlined in Table 6, the lipid system provides fewer
calories and less nitrogen per unit volume than the glucose
and three-in-one systems. Thus, greater volumes of the
lipid system are required to provide an isocaloric and
isonitrogenous regimen. On the other hand, the lower
osmolarity of the lipid system permits safe peripheral
venous administraton of all required nutrients, whereas
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the higher concentration of the other two systems man-
dates central venous infusion.

Glucose Versus Lipid as a Caloric Source

The relative impact of glucose and lipid calories on nitrogen
retention or body composition has been the subject of
extensive investigation often with disparate conclusions,
depending on the subset of patients studied (16). However,
the preponderance of evidence supports the conclusion that
the two caloric sources are of comparable value in their
effect on nitrogen retention in normal persons or in chroni-
cally ill, malnourished patients. The major study support-
ing this conclusion is that of Jeejeebhoy and associates (22),
who observed that optimal nitrogen retention with the lipid
system requires a period of � 4 days to establish equili-
brium, after which nitrogen balance is positive to a com-
parable degree with both the glucose and lipid systems.
More recent data now attest to the equivalent efficacy of
lipid as a major caloric source in critically illness and sepsis
(43–45).

Ease and Safety of Administration

The glucose and three-in-one systems require central
venous administration. Percutaneously inserted central
venous catheters must be placed by physicians and per-
ipherally inserted central venous catheters (PICC) by
physicians or specially trained nurses under sterile con-
ditions. Insertion and use of central catheters may be
associated with certain complications discussed pre-
viously that are not seen with the peripherally adminis-
tered lipid system.

The ordinary venous cannulae used for infusion of the
lipid system can be easily inserted at the bedside and
maintained by ward personnel. Whereas a central venous
catheter requires special care and attention to prevent
catheter sepsis, best provided by a dedicated team, the
cannulae used in the lipid system require the same simple
care as those used in the peripheral venous administra-
tion of crystalloid solutions. The peripherally-infused
lipid system is rarely associated with systemic sepsis
(16,23).

SELECTING THE TPN REGIMEN

For many patients, the nutritional requirements can be met
equally well by any of the TPN systems discussed. The selec-
tion in these cases is often based on nonnutritional factors,

such as the experience of the physician, ease of administration,
and anticipated duration of therapy. On the other hand, there
are subsets of patients requiring intravenous nutritional sup-
port who have associated or concurrent medical conditions
that influence the choice of treatment.

Fluid Restriction

The lipid system described here has the lowest caloric and
nitrogen content per unit volume of the three standard
regimens (Table 6). Thus, a greater volume has to be
infused to provide the same nutrients. Fluid restriction
is facilitated, therefore, by prescribing the more concen-
trated glucose or three-in-one system. For patients who
must be severely fluid restricted, these two systems may be
modified by substituting 70% glucose and 10–15% amino
acids for the 50 and 8.5% preparations, respectively, in
order to supply equivalent nutrient content in a smaller
volume. The recently available 30% fat emulsion, providing
3 kcal�mL�1, may prove useful in designing additional TPN
regimens for fluid-restricted patients.

Acute Myocardial Ischemia

In some studies, lipid infusions have been associated with
elevated circulating free fatty acid levels. The effect of the
latter on patients with acute myocardial ischemia is con-
troversial, but there is evidence that arrhythmias may be
precipitated and the area of ischemic damage may be
extended in patients with acute myocardial infarctions
(46–48). In view of these data, the glucose system is
recommended in this group of patients.

Glucose Intolerance

It appears that hyperglycemia due to stress or diabetes
mellitus is more easily managed if less glucose is infused,
as in the three-in-one and lipid systems (49–51).

HYPERLIPIDEMIA

The lipid infusions are contraindicated in patients with
conditions in which the metabolism of endogenous lipids is
abnormal. Here the glucose system is prescribed.

Pulmonary Disease

In patients with pulmonary insufficiency it is particu-
larly important that lipogeneis induced by excess glucose
be avoided because it results in an increase in total CO2
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Table 6. Comparison of Parenteral Nutrition Systems

Glucose System Lipid System Three-in-One System

Carbohydrate calorie 850 kcal�L�1 220 kcal�L�1 540 kcal�L�1

Lipid calories 0 kcal�L�1 500 kcal�L�1 300 kcal�L�1

Caloric density 0.85 kcal�mL�1 0.72 kcal�mL�1 0.84 kcal�mL�1

Nitrogen provided 7.1 g�L�1 5.0 g�L�1 6.8 g�L�1

Protein equivalent 44 g�L�1 31 g�L�1 42.5 g�L�1

Calorie/nitrogen ratio 120:1 144:1 124:1
Concentration (approximate) 2000 mOsm�L�1 900 mOsm�L�1 1500 mOsm�L�1



production, which may in turn lead to elevated PCO2

values. In addition, significantly less CO2 is produced
during the metabolism of isocaloric amounts of lipid
compared to glucose. Thus, increasing the proportion
of lipid calories in the nutrient solution, as in the
three-in-one and lipid systems, may facilitate the clinical
management of patients with chronic pulmonary insuf-
ficiency and hypercarbia (52–54). In contrast, impaired
pulmonary function has been observed when patients
with acute respiratory distress syndrome receive lipids
infusions. The adverse effects reported include decreased
PO2 and compliance and increased pulmonary vascular
resistance (55).

HOME PARENTERAL NUTRITION

Methods of TPN have become sufficiently standardized and
simplified that such care can now be safely and effectively
provided at home on an ambulatory basis. Candidates for
such homecare include those in whom the acute underlying
medical condition requiring initial hospitalization has
resolved, but who still require intravenous nutrition for
a prolonged or indefinite period or even permanently.
Patients with anorexia nervosa, Crohn’s disease, short
bowel syndrome, or severe hyperemesis gravidarum are
among those who have been successfully managed with
ambulatory TPN. Other candidates for home therapy
include cancer patients with anorexia associated with
chemotherapy or radiation therapy and patients with con-
trolled enterocutaneous fistulas, radiation enteritis, or
partial intestinal obstruction.

While the general principles of TPN outlined previously
are applicable here, there are certain specific considera-
tions in homecare necessary to make this method safe,
convenient, and practical. Home patients should receive
their nutrient solution through a tunneled, cuffed, silicone
rubber or polyurethane central venous catheter (Hickman-
type catheter). Such catheters are of low thrombogenicity,
and passing the cuffed catheter through a subcutaneous
tunnel reduces the incidence of ascending infection. Cen-
tral placement, usually through the subclavian vein or
internal jugular vein, frees the patient’s extremities from
any apparatus.

Whereas inpatient TPN is infused around the clock,
home TPN is often infused in cyclic fashion, usually during
sleeping hours, so that patients may be free of the infusion
apparatus for part of the day. Patients must adapt to the
more rapid hourly rates of infusion necessary to provide the
required volume in a shorter period. Alterations of blood
sugar, the commonest acute metabolic abnormalities, are
best prevented by gradually increasing the rate of delivery
over 1–2 h at the beginning of therapy and tapering the rate
over several hours at the conclusion of the daily treatment.

Finally, chronic TPN for months or years appears to be
unmasking requirements for additional nutrients that are
stored in significant quantities or that are required in
minute amounts. For example, further investigation may
indicate requirements for selenium, molybdenum, taurine,
and probably other micronutrients.
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INTRODUCTION

Ophthalmology involves a study of diagnosis and manage-
ment of eye diseases. The retina, also called the fundus
oculi, constitutes a major component of the posterior seg-
ment of the eye. The central area of the fundus that is
responsible for vision is called macula. The macula has a
large number of photoreceptors that are specialized neu-
rons containing colored light sensitive dyes (visual pig-
ments). The center of macula is known as the fovea. The
absorption of light initiates a cascade of events that
bleaches these visual pigments and generates an electro-
chemical signal that is responsible for vision. This
sequence of events is known as the visual cycle. Ocular
fundus reflectometry is a noninvasive technique for an
in vivo study of the visual cycle (1). It provides an objective
and quantitative assessment of the kinetics of visual
pigments.

Fundus reflectometry involves measuring the intensity
of light of different wavelengths reflected by the ocular
fundus (1). It has been primarily used to study reflectance
properties of various structures in fundus, but also can be
used for the study of oximetry and blood flow (2,3). How-
ever, the interpretation of measurement shows a lot of
variation due to the effect of different types of photorecep-
tors with its own type of pigment, and spectral distortions.
It is used in practice to characterize eye disorders with
abnormalities in visual pigments, to detect autofluores-
cence of retinal lesions, and for various research studies
in animals and humans (1).

HISTORICAL ASPECT

In 1851, a qualitative method for observation of the light
reflected at the fundus was developed by Helmhotz. In
1952, the absorption spectrum of macular pigment was
measured by Brindley and Willmer (4,5). In 1954–1971, the
density and spectral properties of human rhodopsin was
established by Rushton (6,7). He further developed a den-
sitometer in 1971. A spectrophotographic technique that
projects the entire spectrum of light was developed by
Weale in 1953. This principle was used by Weale (8,9) to
measure the density of cone pigments.

PHYSIOLOGIC BASIS AND PRINCIPLES

There are two types of photoreceptors in the human retina,
namely, the rods and the cones. The rods are concerned

with scotopic vision (dim lighting conditions) and the cones
are responsible for photopic (daytime vision) and color
vision. The cones are present in large numbers in the
macula. Ultrastructure of both the types of photoreceptors
as studied by electronmicroscopy consists of an outer and
inner segment. The outer segments are made of stack of
disks containing the visual pigment. The inner segment is
responsible for pigment production and regeneration of
outer segments. The pigment in rods is an aldehyde of
vitamin A and in combination with protein (opsin) forms a
compound known as rhodopsin. Of the various isomeric
forms, the 11-cis form is a vital component of visual cycle
and is converted to all-trans state on absorption of a photon
(8). This sequence of events is responsible for vision and a
similar process occurs in the cones (9).

The ability of visual pigments to absorb certain wave-
length of the projected light can be determined by spectro-
photographic techniques. This forms the basis of fundus
reflectometry. In in vitro conditions, a monochromatic light
can be projected on a sample of pigment and the intensity of
the emergent beam is measured. It is possible to deduce the
absorbing effect of the pigment by again projecting the light
without the pigment. By using various wavelengths, an
absorbance spectrum can be calculated. However, this is
not possible in vivo, and hence an alternative technique has
been devised. It consists of measuring the intensity of the
emergent beam before and after bleaching of the pigment
in vivo. This constitutes the physiologic basis of fundus
reflectometry (1).

METHODS OF FUNDUS REFLECTOMETRY

The reflectometers can be classified as either spectral or
imaging reflectometers. The various types of spectral
reflectometers are Utrecht, Boston 1, Jena, Boston 2,
and Utrecht 21. These instruments measure the absolute
spectral reflectance. The Utrecht reflectometer measures
the foveal reflectance and determines the absorption char-
acteristics of the cone visual pigments. The Utrecht 2 is a
newer device and measures cone-photoreceptor direction-
ality along with foveal reflectometry. The Boston 1 reflect-
ometer was devised for oximetry and could simultaneously
measure the reflectance at six wavelengths between 400
and 800 nm. The Boston 2 consisted of a modified Zeiss
fundus camera, which could assess the orientation of foveal
photoreceptors, their directionality, and the ratio of direc-
tional to diffuse flux (10–13). The Jena was a combination
of a xenon lamp with a monochromator, and measured
reflectance by photon-counting techniques.

The fundus imaging systems can also be modified to
measure reflectance. This is called as imaging densitome-
try and has inferior resolution as compared to spectral
densitometry. The various techniques used include fundus
camera, video-based systems, scanning laser ophthalmo-
scope, and a charge-coupled device (CCD) camera. The

135



fundus camera and the video-based system generate maps
of the visual pigment (14). However, there is an error in
measuring reflectance due to stray light. Therefore a scan-
ning laser ophthalmoscope (SLO) was developed in which a
laser beam is moved in a raster pattern over the retina. In
spite of high contrast and large dynamic range, the SLO did
not provide a quantitative determination of fundus reflec-
tion. Around the same time, the CCD camera came into
vogue and measured fundus reflectance spectra in 400–710
nm wavelength range.

The above-mentioned techniques of reflectometry have
been used to develop models to quantify the spectral dis-
tribution of light pathways in human fundus. The various
structures in the eye with reflectance properties include
the cornea, lens, internal limiting membrane, nerve fiber
layer, photoreceptors, retinal pigment epithelium, and
sclera (15). On the contrary, the various structures that
absorb light include lens, macular pigments, visual pig-
ment, lipofuscin, melanin, and hemoglobin. Taking into
consideration these various structures and their reflec-
tance properties, numerous attempts have been made to
study the visual cycle. These can be as simple as measuring
light transmission by the retina to determining foveal
fundus reflectance using spectral, directional (16–19) and
bleaching effects.

CLINICAL APPLICATIONS OF FUNDUS REFLECTOMETRY

Fundus reflectometry is primarily used to estimate
the optical density of various pigments in the eye
(19,20). This includes the lens, macular, visual, and mel-
anin pigments. In the lens and macular pigments, optical
density measurement helps in determining the effects of
aging. Visual pigments are vital component of the light
cycle and densitometry can be used to classify photore-
ceptors on the basis of wavelength sensitive pigments. The
extent of melanin pigmentation can be characterized by
reflectometry and an index of pigmentation can be estab-
lished (21).

Apart from measuring the pigment density, reflectome-
try is also used to study oxygen saturation, and orientation
of foveal photoreceptors. These have applications in study-
ing various congenital and acquired disorders of the retina
including nutritional deficiency, infections, and degenera-
tions (22–26). They can be used not only to characterize
diseases, but also to study the effects of various treatment
modalities (25). Moreover, sometimes it also contributes to
early detection of particular diseases.

FUTURE DIRECTIONS

Fundus reflectometry has been principally used to measure
the optical density of visual pigments and study the func-
tion of a normal and diseased retina. However, it is not
used in routine patient care. The reason is because it is
time consuming and requires complicated equipments. In
addition the specificity is low, and so its use is limited only
to research purposes. Therefore it has wide applications in
epidemiologic studies, such as aging related ocular disor-
ders (27,28).

Due to the ability to measure directionality and spatial
distribution, fundus reflectometry is being tested in deter-
mining nerve fiber layer thickness, measurement of oxygen
saturation, and to monitor the effects of laser therapy.
As we move into a new era of prolonged longevity, due
to advances in medicine, fundus reflectometry will be used
to test new hypothesis and treatments.
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INTRODUCTION

This chapter will discuss the different types of eye move-
ments generated by the ocular motor system, the advan-
tages and disadvantages of commonly used recording
systems, the requirements for accurate calibration of those
systems, and the use of eye-movement recordings in
research.

What Can We Record and Why? A Brief Introduction to Types
of Eye Movements and Why We Record Them

Humans are highly visually driven animals. Our hearing
may be inferior to that of the owl and our sense of smell far
poorer than a dog’s, but our visual acuity is excelled by few
other species. High resolution vision, however, creates a
bandwidth problem—if we processed our entire visual field
simultaneously at maximal resolution, we would need so
many optic nerve fibers to carry visual information back to
the brain that our eyes might not fit into our heads. The
solution that has evolved is to make the resolution of the
retina—the light-sensitive neural layer of the eye—
inhomogeneous. Visual acuity in the central 18 of the visual

field is maximal, but it falls off rapidly as one moves toward
the periphery. What keeps us from ever being aware of this
fact is the nearly incessant motion of our eyes, which use a
number of interconnected control systems to direct our
gaze to an object of interest and to keep it fixated in the
face of target and body movement. Considerable processing
in the visual areas of the brain is needed to integrate the
discontinuous flow of visual images into the clear, stable
perception of the world that we usually experience.

EYE MOVEMENTS

The types of eye movements to be discussed here all play a
part in the maintenance of vision. There are only 6 muscles
per eye, arranged in opposing pairs and moving in a
relatively constrained way by virtue of the anatomy of
the orbit. Although each type of eye movement serves a
specific purpose and is generated by partially distinct brain
mechanisms, they nonetheless interact in the course of
normal life. Examination and recording of eye movements
has a surprisingly long history, going back to the pioneer-
ing work of Dodge and Cline (1). Eye-movement recording
has enjoyed a number of advantages over the analysis of
other motor control mechanisms. The following sections
will briefly describe each type of eye movement, what
purpose it serves, and why one might wish to record it.

Version and Vergence

The ocular motor system may be divided into two major
subsystems: one that controls version (conjugate or con-
junctive) eye movements, and one that controls vergence
(disconjugate or disjunctive) eye movements. Saccades,
pursuit, vestibuloocular, and optokinetic eye movements
are types of version movements, and convergent and diver-
gent refixations and pursuits are types of vergence eye
movements. Patients may exhibit eye-movement abnorm-
alities stemming from disorders in the version or vergence
subsystem and both nystagmus and saccadic intrusions
may be disconjugate, even uniocular. Recording systems
used for all eye movements should be capable of indepen-
dently recording data from both eyes, regardless of
whether they are presumed to be conjugate, which is
especially important when recording patients but is also
applicable to normal individuals because conjugacy is not
absolute. It is a common misconception that one can record
‘‘conjugate’’ movements from one eye only and presume the
other eye is moving in exactly the same manner. In this
chapter, only methods that fulfill this requirement are
considered, regardless of either the experimental paradigm
(version or vergence) or the subject population (normal or
patient).

Saccades

Saccades are the fastest eye movements made, with velo-
cities at times approaching 10008/s. We make them nearly
incessantly during our waking hours and during rapid eye
movement sleep. Although at the end of each saccade only
the most central area around the fixation location is seen
with maximal acuity, our brains are able to integrate the
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rapidly acquired series of such images into a single, unified
perception of the world. Saccades may be horizontal, ver-
tical, or oblique, which has implications for their recording,
as will be discussed below. Evaluation of saccades may be
grouped broadly into assessment of the saccades them-
selves and analysis of where they go as an individual views
a scene or an image. Some eye trackers are more suitable
for one sort of study than another. In particular, some
methods are poorly suited to vertical and completely
unsuited to torsional eye movements, where as others
may have insufficient temporal resolution for assessment
of latency or accuracy but excel at mapping sequences of
fixations in two dimensions. In this discussion, a somewhat
arbitrary distinction will be drawn between the detailed
evaluation of individual saccades (as is often done clini-
cally) and the assessment of scanpaths (as is sometimes
used in a clinical setting but more often used in studies of
man-machine interaction).

Inherent Saccadic Characteristics.
Accuracy. Saccadic accuracy is usually expressed in

terms of gain (eye position/target position). Most com-
monly, if a refixation were comprised of multiple steps
toward the target, the gain would be based only on the
first step. Gain may be either abnormally high or abnor-
mally low in different neurological conditions.

Latency. Latency is the time between stimulus onset
and onset of eye movement. In humans, latency may range
from 80 to several hundred ms, depending on the task and
the age and health of the patient. Normally, saccades made
in anticipation of target motion are excluded, unless sti-
muli with predictable location and timing are used. To be
measured accurately, data must be acquired at a rate
permitting the precise resolution of saccade timing (e.g.,
500 Hz). Thus, a 25 or 30 Hz video-based system would be
useless for this application.

Peak Velocity. Peak velocity can be measured either
using analog electronics or, more commonly now, by off-line
differentiation using software. Peak velocity is affected by
fatigue, sedating drugs, and diseases that affect the cells in
the brainstem that generate the fast, phasic component of
saccadic innervation. Again, very low frame rates will
make accurate calculation of peak velocity impossible, as
it would not be possible to measure the rate of change in eye
position. Indeed, if the sampling rate is too low, small
saccades may be lost altogether, as they could be completed
between samples (or video frames).

Scanpaths. Scanpaths can be divided into the descrip-
tions of how individuals view a scene and nystagmus
scanpaths that describe the eye trajectories about a fixa-
tion point in an individual with nystagmus. The former
contain refixation saccades and periods of fixation whereas
the latter contain the oscillatory nystagmus movements,
braking, and foveating saccades, plus intervals of rela-
tively stable fixation, if present.

Clinical Applications. Demonstration of how individuals
(including patients) view a scene is probably the most

familiar application of eye movement recording. In these
applications, the ‘‘fine structure’’ of each saccade is of less
interest than knowledge of where the saccades take the
eyes and in what sequence. The classic work of Yarbus
demonstrated the stereotyped way in which individuals
view faces (2). As these investigations are focused on how
cognitive processes control gaze, such work can be used to
examine how patients with Alzheimer’s disease (3) exam-
ine a novel scene or how individuals with schizophrenia
attempt to judge the emotions expressed in a face. For
scanpath analyses, high temporal resolution is unneces-
sary and spatial resolution on the order of a degree, not
minute of arc, is acceptable. A wide linear range for vertical
and horizontal eye movements is essential, however. Unob-
trusiveness and minimal obstruction of the visual field are
highly desirable when behavior is to be interfered with as
little as possible.

Commercial Applications (Usability Studies, Man-Machine
Interactions). Commercial applications are probably one of
the most rapidly growing areas of eye movement research;
it involves evaluating how humans interact with human
displays. Here, the goal may be to see how a web page is
examined or where a pilot is looking in a cockpit. The
technical requirements for the eye tracker are essentially
the same as for clinical applications. An exception is the
area of gaze-contingent displays, where the endpoint of a
saccade is predicted from recording its beginning, and the
display is updated in high resolution only at that point.
Such applications impose stricter temporal and spatial
resolution criteria.

Nystagmus Scanpaths. Plots of the horizontal vs. vertical
motion of nystagmus patients’ eye movements during fixa-
tion of a stationary target provide insight into their ability
to foveate the target in a stable (i.e., low retinal-slip
velocity) and repeatable (i.e., low variance in the mean
positions of target foveation intervals) manner. Nystagmus
phase-plane (eye position vs. eye velocity) and scanpath
plots were developed to study the foveation periods present
in many of the waveforms seen in infantile nystagmus
(4–8). They are important methods that provide insight
into how individuals with such oscillations can achieve
high visual acuity. The recording equipment for nystagmus
scanpaths and phase-planes needs to be both accurate and
of sufficient bandwidth to record the small saccades
imbedded in nystagmus waveforms.

Smooth Pursuit. A correlate of having only a small part
of the retina—the fovea—with high spatial resolution is
that if a moving object is to be seen clearly, it must be
tracked precisely, so that its image remains on the fovea,
which is the function of the smooth pursuit system. The
brain substrates underlying smooth pursuit are, to a
degree, separable from those of the saccadic system, but,
as a recent review has noted (9), a high degree of paralle-
lism exists. Given that the two systems must work together
for successful tracking, this fact is not surprising. For
example, if you hear a bird call in the sky and decide to
follow it, you must first locate it with a saccade (and
possibly a head movement). Your pursuit system then

138 OCULAR MOTILITY RECORDING AND NYSTAGMUS



keeps your gaze on the bird, but if it moves too swiftly for
this system, it can be reacquired by a saccade and tracking
can the recommence. If it is lost again, the pattern repeats.
Indeed, if pursuit gain (eye velocity/target velocity) is low
or even zero, objects can still be tracked by repeated
saccades, giving rise to the clinical observation of ‘‘cog-
wheel pursuit.’’

In contrast to the many roles that saccades serve, pur-
suit eye movements are rather specialized for tracking. We
all can generate saccades at will, even in the absence of
targets, but voluntary generation of smooth pursuit is
extremely rare and of poor quality. When recorded, it
may be examined qualitatively for the presence of saccades
or the smooth tracking segments can be separated out and
their gain analyzed. As a result of the bilateral organiza-
tion of motor control in the brain, it is possible to have a
unidirectional pursuit abnormality, which may be of diag-
nostic value. However, bilaterally reduced smooth pursuit
is nonspecific, as it may result from boredom, inattention,
alcohol, fatigue, as well as pathology. As the pursuit system
cannot track targets moving at greater than approximately
2 Hz, the requirements for its recording are not very
demanding. If pursuit velocity is to be derived, however,
then a low-noise system with appropriate low-pass filtering
is essential to prevent the velocity signal from being
swamped by noise. A low-noise system is also crucial in
computer analysis of smooth pursuit because the algorithm
used to identify saccades must ensure that none of the
saccade is included in the data segment being analyzed as
pursuit. If the pursuit component of the eye movement is
only 58/s and portions of saccades with velocities � 308/s
are included, pursuit gain calculations may be highly
inaccurate, which is a concern when commercial systems
incorporating proprietary algorithms are being used in
clinical settings where this possibility has not been antici-
pated. See Calibration (below) for more information.

Vestibulo-Ocular Response (VOR)

The VOR is a fast reflex whose purpose is to negate the
effects of head or body movement on gaze direction. Accel-
eration sensors in the semicircular canals provide a head-
velocity input to the ocular motor system that is used to
generate an eye-velocity signal in the opposite direction.
The sum of head and eye velocity cancel to maintain steady
gaze in space. The VOR is tuned to negate fast head
movements and works in concert with the optokinetic
reflex (see below), which responds to lower frequency back-
ground motion.

Rotational Testing. For vision to be maximally effective,
it must continue to work properly as humans move around
in the environment. Consider what would happen if the
eyes were fixed in the head as one walked about—the
image falling on the retina would oscillate with every step.
Every turn of the head would cause the point of regard to
sweep away from the fovea. Relying on visual input to
compensate would be far too slow to generate an accurate
compensatory input. Therefore, humans possess the semi-
circular canals, three approximately (but not precisely)
orthogonal transducers of rotational motion, as part of

each inner ear. Only three neurons separate the canals
from the extraocular muscles that move the eyes. The
canals are filled with fluid and, as the head moves, the
inertia of the fluid causes it to lag behind, stimulating
displacement-sensitive hair cells at the base of each canal.
With only two synapses between sensory transducer and
motor effector, the core of the VOR pathway can act very
rapidly. Note, however, that constant velocity rotation
elicits a signal that eventually decays to baseline, as the
fluid eventually ceases to lag behind the canals (i.e., it
moves with the same rotational velocity as the canals). Of
course, prolonged constant velocity rotations are not part of
our evolutionary history and are rarely encountered in
daily life.

As the function of the VOR is to facilitate the main-
tenance of stable gaze as we move around in the environ-
ment, it makes intuitive sense to assess it in a moving
subject. The most common way to make this assessment is
to measure the horizontal component of the VOR as the
patient is rotated while in the seated position. Spring-
loaded Barany chairs were eventually superseded by elec-
trically driven chairs, which could be driven with velocity
steps, sinusoidally, or with more complex inputs. Step
inputs may be used to quantify the time constant of decay
of the VOR, whereas the other inputs can be used to
generate gain and phase plots. Directional asymmetries
or abnormal gains can be readily detected with such test-
ing. Such tests are also carried out not only under baseline
conditions, with the patient in complete darkness, but also
with the VOR suppressed (patients fixate a target rotating
with them) or enhanced (patients fixate an earth-fixed
target).

Rotary chair testing has several shortcomings, particu-
larly for low frequencies (e.g., 0.05 Hz). It takes a long time
to obtain several cycles of data, during which time the
patient may be lulled to sleep by the slow rotation in the
dark. Alerting tasks (e.g., mental arithmetic) can be used to
overcome this shortcoming, but the overall testing time
may be quite long. Stimuli such as pseudo-random binary
sequences have been used, with data analyzed by cross-
correlation (10) in order to obtain results across a wide
range of frequencies more rapidly. Another limitation,
however, is that in order to obtain VOR data with a chair,
the entire patient must be rotated, which limits the fre-
quency range of the technique, because rotations of, for
example, a 100 kg individual at 2 Hz would require very
high forces. In addition, high frequency rotations increase
the likelihood that because of inertia, the patient would not
rotate precisely in phase or with the same amplitude as the
chair. Systems are available that record eye movement and
sense head movement during patient-initiated head shak-
ing, which allows for testing at more physiological frequen-
cies, but it requires a cooperative patient.

A fundamental problem with rotary chair testing is that
although directional differences can be detected, localizing
pathology to one ear is difficult. Obviously, rotating only
one side of the head is impossible, and the ‘‘push-pull’’
nature of the vestibular system (due to the juxtaposed
semicircular canals in the ears) makes lateralization diffi-
cult. For this reason, the next test remains valuable, in
spite of its shortcomings.
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Caloric Testing. Introduced by Barany in 1903, caloric
testing is probably the most widely used of all vestibular
tests. When carried out using EOG, it is still often referred
to as ‘‘electronystagmography’’ (ENG), a term that is some-
times mistakenly applied to all forms of eye-movement
recording. It involves the irrigation of the ear canal with
either warm water or cold water, which alters the behavior
of the horizontal semicircular canal on the side being
irrigated. Cold water simulates reduced ipsilateral activity
and warm water simulates an irritative lesion; the tem-
perature of the water thus determines the direction of the
resulting induced nystagmus fast phase in the way
described by the acronym COWS: cold, opposite; warm,
same. Vestibular nystagmus frequency and amplitude can
readily be assessed for each ear at various temperature
levels, which remains the only practical way to assess each
side of the vestibular system independently. However,
caloric stimulation has the appreciable shortcoming that
it is a dc input to the vestibular system. It thus assesses the
function of the system far from its physiological frequency
range of several Hertz.

Optokinetic Response (OKR)

The OKR is a slow reflex whose purpose is to negate the
effects of retinal image movement on gaze direction. Velo-
city sensors in the retina provide an input to the ocular
motor system that is used to generate an eye-velocity signal
in the same direction, maintaining gaze on the moving
background. The OKR is tuned to respond to slow retinal
image movement and works in concert with the VOR (see
above), which responds to high frequency head motion.

Full-Field. The optokinetic nystagmus (OKN) response,
like the VOR, may be induced in healthy individuals with
appropriate visual stimuli. The fundamental form of the
optokinetic response is induced by motion of all (or most) of
the visual field, which elicits a slow eye movement in the
direction of the stimulus, with a fast phase bringing the
eyes back toward their initial position. This response con-
tinues as long as the stimulus continues. If one considers
how the VOR decays with continuous motion and has low
gain at very low frequencies, then it can be seen that the
OKR and the VOR are functionally additive. Indeed, the
relationship between OKR and VOR can be readily
observed by anyone who has sat gazing out of a train
window and felt himself moving, only to discover that it
was the adjacent train which was pulling out of the station.
The optokinetic stimulus evokes activity in the vestibular
nuclei of the brain, and this activity elicits a sense of
motion—the most common way to activate the vestibular
system. This visually-induced motion percept is known as
linearvection if the motion is linear and as circularvection
if the stimulus is rotational. The nature of OKN differs
depending on whether the stimulus is actively followed or
passively viewed.

Small-Field (Hand-Held Drum, Tape). Although ‘‘train
nystagmus’’ may be relatively easy to induce in the real
world, presentation of a full-field OKN stimulus in a clin-
ical setting requires a stimulus that essentially surrounds

the patient. For this reason, OKN is more often tested
using either a small patterned drum or a striped tape, both
of which can be easily held in the examiner’s hands.
Although the OKN induced in this way looks no different
than that deriving from a full-field stimulus, it is primarily
a smooth pursuit response, whereas the full-field OKN
includes both pursuit components as well as responses
deriving from subcortical pathways, including the lateral
geniculate body, accessory optic system, nucleus of the
optic tract, and the brain stem and cerebellar circuitry
governing eye movements.

Spontaneous Nystagmus & Saccadic Intrusions or Oscillations

Diagnostic Classification. In addition to induced nys-
tagmus, some subjects exhibit either spontaneous or gaze-
evoked nystagmus or saccadic intrusions or oscillations.
The waveforms and other characteristics of these move-
ments often have diagnostic value; accurate calibration of
the data is necessary to extract diagnostic information or to
deduce the mechanisms underlying the genesis of an intru-
sion or oscillation (nystagmus or saccadic).

Nystagmus Versus Saccadic Oscillations. The first dis-
tinction to be made when spontaneous oscillations are
present is to distinguish between the many types of nys-
tagmus and saccadic intrusions and oscillations. Both the
slow-phase waveforms and their relationships to target
foveation (placement of the target image on the small, high
resolution portion of the retina) help in making this deter-
mination. Although the details of these determinations are
beyond the scope of this chapter, the basic difference is that
nystagmus is generated and sustained by the slow phases,
whereas saccadic intrusions and oscillations are initiated
by saccades that take the eyes off-target.

Congenital Versus Acquired Nystagmus. If nystagmus is
present, determination of its origin is necessary (i.e., is it
congenital or acquired?). Again, this field is complex and
cannot be fully discussed here. Suffice is to say, certain
nystagmus waveforms exist that are pathognomonic of
congenital nystagmus; they, along with characteristic var-
iations with gaze angle, convergence angle, or fixating eye,
help to determine whether a nystagmus is congenital or
acquired.

OCULAR MOTOR RECORDING SYSTEMS

Overview of Major Eye-Movement Recording Technologies

The following are descriptions of the more common tech-
nologies used to record the eye movements of both normals
and patients. Technical descriptions, engineering, and
physics of these and other methods may be found elsewhere
in this volume (see ‘‘Eye Movement Measurement Techni-
ques’’). Emphasis in this chapter will be on the abilities of
different types of systems and the calibration requirements
to provide accurate eye-movement data in the basic and
clinical research settings.

Electrooculography. Theory of Operation. Electroocu-
lography (EOG) is the only eye-movement recording
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method that relies on a biopotential, in this case, the field
potential generated between the inner retina and the pig-
ment epithelium. This signal may approach 0.5 mV or
more in amplitude. If two electrodes are placed on either
side of, and two more above and below, the orbit (along with
a reference electrode on the forehead or ear), then as the
eye rotates in the orbit, a voltage proportional to the eye
movement may be recorded, because one electrode becomes
more positive and the other more negative with respect to
the reference electrode. The technique is one of the oldest
and most widespread and has been the standard for assess-
ment of eye movements related to vestibular function.
When the term ENG is seen, it is generally EOG that is used.

Characteristics. EOG has the considerable advantage
that it requires only a high impedance, low noise instru-
mentation amplifier for its recording and that the voltage is
linearly proportional to eye movement over most of its
range. Such amplifiers are relatively inexpensive in com-
parison with many other eye-tracking technologies. As the
electrodes are placed on the skin adjacent to the eye, no
contact occurs with the eye itself and no obstruction of any
part of the visual field exists. It also is unaffected by head
motion, because the electrodes move with the head.

Applications. In theory, the EOG can be used anywhere
eye movements are to be recorded. However, as the follow-
ing section will show, it has a number of inherent limita-
tions that practically eliminate it from many applications.
Its widest use remains in the assessment of vestibular
function and for the recording of caloric nystagmus and
the vestibulo-ocular reflex. It is unsuited for use in envir-
onments with changing levels of illumination, as normal
physiological processes will change the resting potential of
the EOG and thus alter its relationship with amplitude of
eye movement. EOG can be used in the assessment of
saccades and smooth pursuit, but the low-pass filtering
generally required will lead to artificially lowered saccade
peak velocities. EOG has occasionally been used in scan-
path studies, but its instability and fluctuating gain make
it undesirable for this application, because if scenes differ-
ing in mean luminance are presented, the EOG will gra-
dually change amplitude.

Limitations. Although conceptually simple and easy to
implement, EOG has many shortcomings. One is that
because the electrodes are placed on the surface of the
facial skin, the EOG is not the only signal they detect. If the
patient is nervous or clenches his or her teeth, the resulting
electromyographic (EMG) activity in the facial muscles will
be recorded as well, with the result that the signal actually
recorded is the sum of the desired EOG and the unwanted
EMG. As the spectra of the two signals overlap, no amount
of filtering can completely separate them.

Another significant problem with EOG is the fact that,
like many biopotential recordings, it is prone to drift. Some
of this droft may reflect electrochemical changes at the
electrode, causing a shift in baseline, which was particu-
larly a problem when polarizable electrodes were used in
the early days of the technique. Even nonpolarizable elec-
trodes such as the commonly used Ag-AgCl button electro-

des may still yield a varying baseline when first applied.
Furthermore, the potential also shifts with changes in
illumination. Indeed, assessment of this response to light
is itself a clinical tool. This baseline variability can lead to
the temptation to use an ac-coupled amplifier in the record-
ing of the EOG, which has frequently been done, particu-
larly in the ENG literature. Although not a problem if the
only data required is nystagmus frequency, significant
distortion occurs when ac-coupling is used to record sac-
cades. The apparent drift back toward the center closely
resembles a saccade whose tonic innervational component
is inadequate. Noise and drift limit the resolution of EOG to
eye movements of no less than 18; this threshold may be
even higher in a nervous patient or an elderly patient with
slack, dry skin. An additional limitation undercuts the
EOG’s otherwise significant advantage in being able to
record vertical eye movements, which is the overshooting
seen on vertical saccades. It has long been suggested that
the lids, moving somewhat independently of the globe, act
as electrodes on the surface of the globe, conducting cur-
rent in parallel to the other current path between globe and
electrodes (11).

Another more practical drawback to the use of EOG
when used for recording the movements of both eyes
horizontally and vertically is that a total of nine electrodes
are required (see Fig. 1). Each must be individually
adhered to the patient and must be carefully aligned if
spurious crosstalk between horizontal and vertical motion
is to be avoided. Even if only horizontal motion is to be
recorded, five accurately placed electrodes are still needed.
A common but unfortunate clinical shortcut has been to use
only three—two at either outer canthus of the eye and one
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Figure 1. EOG electrodes arranged to record the horizontal and
vertical eye movements of both eyes. Reference electrode is in the
center of the forehead.



for reference. This shortcut effectively records a ‘‘cyclo-
pean’’ eye by summing the potentials obtained from each
eye. Although eye movements other than vergence are
conjugate in normal individuals, it is not generally normal
individuals who are seen for clinical evaluation. Figure 2
illustrates how an overshooting and an undershooting eye
movement may be combined to give the appearance of a
perfect saccade. For this reason, both ac-coupling and
bitemporal electrode placement should be avoided when
anything other than the crudest information about eye
movement is desired.

Infrared Reflectance.
Theory of Operation. Although photographic recording

of eye movements dates back to 1901 (1), such methods
remained cumbersome to use, especially when they
required frame-by-frame analysis of the location of some
marker on the eye. Optical levers, where a beam of light
was reflected from a mirror attached by a stalk to a scleral
contact lens, offered the opportunity for precise registra-
tion of eye position, but occluded the view of the eye being
recorded. As might be imagined, they were also unpleasant
to wear. An alternative recording method that also makes
use of reflected light relies on the differential reflectivity of
the iris and sclera of the eye to track the limbus—the
boundary between these structures. The earliest versions
of this system were developed by Torok et al. (12) and
refined by several investigators over the years (13–15).
Although the number of emitters and detectors vary
between designs, they share the same fundamental prin-
ciple; that is, the eye is illuminated by chopped, low inten-
sity infrared light (to eliminate the effects of variable
ambient lighting). Photodetectors are aimed at the limbus
on either side of the iris. As the eye moves, the amount of
light reflected back onto some detectors increases and onto

others decreases. The difference between the two signals
provides the output signal. As would be expected, these
signals are analog systems, so that the output of the
photodetectors is electronically converted into a voltage
that corresponds to eye position. Figure 3 shows an IR
system mounted on an earth-fixed frame (a), spectacle
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Figure 2. False saccadic trajectory from bitemporal EOG
electrodes resulting from the summation of the individual
saccadic trajectories shown below.

Figure 3. IR system to measure the horizontal eye movements of
both eyes shown mounted on an earth-fixed frame (a) and spectacle
frame (b) for human subjects and on a spectacle frame for a canine
subject (c).



frame (b), and spectacle frame on a dog (c). Figure 4 shows
an IR system mounted in goggles on a child (a) and a dog (b).

Characteristics. These systems offer a number of advan-
tages over EOG, at least for the examination of horizontal

eye movements. As the signal is not a biopotential, it is free
of the instability found in the EOG; it is also immune to
interference from muscle artifact and changes in electrode
potentials. Unlike some earlier photographic methods, the
device does not occlude the eyes, as the sensors and emit-
ters are positioned above or below the eye. The field of view
is somewhat obstructed by the emitter/detector, in contrast
to EOG. Resolution is of the order of minutes of arc.
Assuming that nothing disturbs the sensors, a shaken head
or a rubbed eye, for example, stability is excellent. Thus,
the question of using ac-coupling, as in many electronys-
tagmographic applications of the EOG, never occurs. Sys-
tem bandwidth is generally on the order of 100 Hz, which is
sufficient to capture fine details of saccades.

The linear range of these systems generally is between
�158 and 208 in the horizontal plane and half this amount
or less in the vertical plane (which requires vertical orien-
tation of the detectors or summation of the signals from
horizontally-oriented detectors).

Applications. IR limbus trackers are probably second
only to EOG in their range of applications. Their ability to
resolve fine detail with low noise makes them excellent for
conditions where subtle features of the eye movement are
important; examples include analyses of saccadic trajec-
tories or analysis of small corrective saccades within a
nystagmus waveform. An important advantage over
EOG is that if eye velocity is to be calculated, the resulting
signal is far less noisy than the derivative of an EOG
recording, especially where broadband EMG noise has
contaminated the signal developing from the eye. These
systems are well suited to studies of any sort of eye move-
ment that falls within their linear operating range in the
horizontal plane. As they are generally head-mounted,
they will tolerate modest head movement, but if the stimuli
are fixed in the environment, such movement will certainly
cause a loss of baseline and may move the tracker outside
its linear range, which makes head stabilization highly
desirable, especially when stimuli are presented at gaze
angles where subjects would normally make both a head
movement and an eye movement to acquire the target.
Finally, IR systems are noninvasive, a major advantage for
many patients and for children.

Limitations. One of the biggest shortcomings of these
systems is their poor performance for vertical eye move-
ment, their near-uselessness for oblique eye movements,
and their complete lack of value for torsional eye move-
ments. Although the limbus is clearly visible over a wide
range of eye positions in the horizontal plane, the eyelids
obscure its top and bottom margins. Although a degree of
vertical tracking can be obtained by virtue of the differ-
ential reflectivity of the iris and pupil, the range over which
this is possible is limited, again in part because of occlusion
of the lids. Oblique movement suffers from inherent cross-
talk because, as eye position changes in one plane, the
sensitivity to motion in the other plane will vary, which is a
hindrance to using these systems for studies of reading,
scanpath analysis, or other applications where 2D eye
movements are important. The use of the systems in rota-
tional testing is also limited by the range of allowable gaze
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Figure 3. (Continued )

Figure 4. IR system to measure the horizontal and vertical eye
movements of both eyes shown mounted in goggles for a human
subject (a) and a canine subject (b).



angles and by the possible slippage of the head mounting
on the head if accelerations are sufficiently high. Their
suitability for small children also varies; some of the sys-
tems do not fit small heads well, although if precise cali-
bration is not important, one can generally record patients
as young as 3 years. These systems are not generally
appropriate for use with infants. The one exception is for
diagnosing nystagmus from its waveform by simply hold-
ing the sensors in front of the eyes, which can be done for
even the smallest infants (e.g., a premature infant still in
an incubator).

Scleral Search Coil.
Theory of Operation. Robinson developed the Scleral

Search Coil technique in 1963 (16). It relies on the principle
that a coil of wire in an alternating magnetic field induces a
voltage proportional to the area of the coil, the number of
turns, and the number of field lines. This latter measure
will vary with the sine of the angle the coil makes with the
magnetic field. In the basic configuration, two orthogonal
pairs of field coils are used, each modulated by phase-
locked square wave sources either operating in quadrature
(i.e., one signal 908 phase-shifted relative to the other) (16)
or at a different frequency (e.g., 50 and 75 kHz) (17). An
annular contact lens with a very fine coil of wire is placed
on the eye, so that it surrounds the cornea (or in animals, is
surgically implanted under the conjunctiva). Figure 5
shows an annular search-coil contact lens on the eye of a
subject. Components of the induced voltage generated by
the horizontal and vertical signals can be separated via
phase-sensitive detectors. Note that this method of record-
ing horizontal and vertical components of eye movement
eliminates the crosstalk present in 2D recordings made by
limbus trackers. With an appropriately wound coil added to
the lens, torsional eye movements may also be recorded.
This technique is the only one able to record torsion with
high bandwidth.

Characteristics. This technology serves as the ‘‘gold
standard’’ for eye-movement recording. Resolution is in
seconds of arc and the linear range � 208, with lineariza-
tion possible outside this range, because the nonlinearity
follows the sine function. The signals are extremely stable,
because their source is determined by the geometry of coil
and magnetic field alone. In the usual configuration, the
maximum angle that can be measured is 908. Although the
eyes cannot rotate this far in the head, if the head is also
allowed to turn (and its position recorded by a head coil), a
net change of eye position > 908 is possible. A solution to
this problem was developed whereby all the field coils were
oriented vertically, generating a magnetic field whose
vector rotates around 3608. Now, the phase of the field coil
varies linearly over 3608 of rotation (18,19), which is most
often used for horizontal eye movements, with vertical and
torsional eye movements recorded using the original
Robinson design.

Applications. As the search-coil system provides such
high quality data, it can be used in nearly any application
where stability, bandwidth, and resolution are paramount
and free motion by the subject is not essential. However,
recent evidence suggests that the coils themselves may
alter the eye movements being measured (20). Nonethe-
less, the low noise level and ability to independently record
horizontal, vertical, and torsional movements at high
bandwidth and high resolution still make this the gold
standard of eye-movement recording techniques.

Limitations. As a result of their size, search-coil systems
are clearly not suited for ambulatory studies or those
carried out in other real-world settings such as a vehicle.
The system also cannot be adapted to use in fMRI scanners,
unlike IR limbus trackers or video-based systems. Search
coils are invasive, making them unsuitable for some adult
patients and for most children. A small risk of corneal
abrasion exists when the coil is removed, but this risk is
generally minor. Use of the coil in infants or small children
would be undesirable, because they could not be instructed
not to rub their eyes while the coil was in place. Another
practical issue associated with the technology is the cost of
the coils, which have a single supplier, have a limited life-
time, and are relatively expensive (> US$100 each). As
recommended duration of testing with the coils is
30 minutes or less, long duration studies are also pre-
cluded.

Digital Video.
Theory of Operation. Although electronic systems that

locate and store the location of the center of the pupil in a
video image of the eye were developed in the 1960s, often in
combination with pupil diameter measurement (21,22),
video-based eye trackers became a major force in eye-
tracking technology when digital rather than analog image
analysis was implemented. If the camera is rigidly fixed to
the head, then simply tracking this centroid is sufficient to
identify the location of the eye in its orbit. However, if there
is even slight translational movement of the camera with
respect to the eye, a large error is introduced: 1 mm of
translation equals 108 of angular rotation in the image. For
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Figure 5. An annular search-coil contact lens used to measure
the horizontal and vertical eye movements of a human subject. The
fine wire from the imbedded coil exits at the nasal canthus.



this reason, video systems also track the specular reflection
of a light source in the image in addition to the pupil
centroid. As this first Purkinje image does not change with
rotation but does change with translation, whereas the
pupil center changes with eye rotation as well as transla-
tion, their relative positions can be used to compensate for
errors induced by relative motion occurring between the
head and camera. Figure 6 shows a digital video system in
use on a human subject (a) and on dogs (b and c).

Characteristics. Assuming that the axes of the head and
camera are aligned, then video-based systems are capable
of recording both horizontal and vertical eye movements
over a relatively wide range (often � 308 horizontally,
somewhat less vertically). Resolution is better than EOG
but generally somewhat less than for IR or search-coil
systems, often in the range of 0.58. As analog video systems
use a raster scan to represent an image, spatial resolution
is limited by the nature of the video system used (e.g., PAL
or NTSC). Bandwidth is limited by the frame rate of the
video system. If conventional analog video is used, then
frame rates are 50 Hz for PAL and 60 Hz for NTSC. These
rates impose a maximum bandwidth of 25 and 30 Hz,
respectively. Although adequate for examination of slow
eye movements, these frame rates are inadequate for
assessment of saccades; indeed, very small saccades could
be completed within the inter-frame interval. Systems
using digital video are free from the constraints imposed
by broadcast TV standards and can make use of higher
frame rate cameras—several now operate at 250 or 500 Hz.
Generally, a frame rate versus resolution trade-off exists—
higher frame rates imply lower image resolution. However,
continued improvement in digital video technology and
ever faster and cheaper computers continue to improve
performance.

Although older video tracking systems often required a
good deal of ‘‘tweaking’’ of brightness and contrast settings
in an effort to obtain a reliable image of the pupil, many
recent systems have more streamlined set-up protocols. In
the past, some systems internally monitored fixation on
calibration targets and rejected data that were unstable,
thereby making the systems unsuitable for use with
patients with nystagmus. However, default calibration
settings generally permit data to be taken and the nystag-
mus records can then be retrospectively calibrated.

Applications. In principle, digital video is the most
flexible of all eye-movement recording technologies. Some
systems use cameras mounted on the head, using either
helmets or some other relatively stable mounting system.
Other systems use remote cameras, often mounted adja-
cent to or within a computer stimulus display. Systems
used in vehicles may use either remote cameras or
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Figure 6. (Continued )

Figure 6. A high-speed digital video system to measure the
horizontal and vertical eye movements of both eyes for a human
subject (a) and canine subjects (b and c).



helmet-mount cameras. In addition to conventional clinical
eye-movement testing, video systems, especially remote
camera models, are increasingly being used in commercial
applications such as advertising studies and usability
analyses of websites. For such applications, the unobtru-
siveness of the technology and the need to only monitor
fixations rather than to study saccade dynamics makes
even relatively low-frame-rate video ideal. Such systems
are also excellent for use with infants and small children,
who may be induced to look at some attractive display on a
screen but who generally respond poorly to head-mounted
apparatus. Remote systems that track more than one first
Purkinje image can cope with a wider range of head move-
ments, making the systems even less restrictive for the
subjects. Some video systems can also analyze torsional eye
movements by identifying some feature on the iris and then
tracking changes in its orientation from frame to frame.
High-speed (500 Hz) digital video systems are seeing
increased use in basic and clinical laboratories, challenging
magnetic search coils as the method of choice.

Limitations. The problems associated with calibrating
patients whose eyes are never still have already been
discussed. As noted before, the other serious limitations
of some of these systems are their somewhat limited spatial
resolution and bandwidth. Both parameters can be opti-
mized, but doing so leads to marked increases in price.
However, unlike other eye-tracking technologies, the limit-
ing factors for high-speed, digital video eye-movement
recording systems are the cameras and computing power.
As the enormous general consumer market rather than the
quite small eye-movement recording market drives
improvements in both technologies, improvements can
be anticipated to occur much faster than they would other-
wise. Even within the eye-tracking field, the development
of commercial uses for the technology will facilitate its
advance faster than the smaller and less prosperous aca-
demic research community.

OCULAR MOTOR RECORDING TECHNIQUES

How Do We Record and Later Calibrate and Analyze Subjects’
Eye Movements?

The initial recording and post-hoc calibration and analysis
of eye movements require following a protocol conducive to
both accurate calibration and obtaining the data specific to
a particular study. Decades of experience have resulted in
the following recording procedures and caveats and in the
development of software that allows accurate calibration
and linearization of the data.

Real-Time Monitoring. When recording subjects (espe-
cially patients), it is necessary to monitor the eye channels
in real-time to ensure that the subject is following instruc-
tions, which is also imperative when calibrating subjects
(see below). Unlike highly dedicated and motivated grad-
uate students, most subjects quickly become bored by the
task at hand or distracted and fail to fixate or pursue the
stimuli; others may have difficulty doing so. Real-time
monitoring via a strip chart or computer display allows

the experimenter to detect and correct such failures with a
simple verbal instruction encouraging the subject (e.g.,
‘‘follow the target’’ or ‘‘look at the target’’).

Monocular Calibration. The key to obtaining accurate
eye-movement data that will allow meaningful analysis is
monocular calibration; that is, calibration of each eye
independently while the other is behind cover. Too often,
potentially accurate, commercially available recording
systems are seriously compromised by built-in calibration
techniques that erroneously presume conjugacy, even for
so-called normal subjects. Just as bitemporal EOG makes
it impossible to determine the position of either eye indi-
vidually (see Fig. 2), so do calibration techniques carried
out during binocular viewing of the stimuli. Most com-
mercially available software calibration paradigms suffer
from this fatal flaw, rendering them totally inappropriate
for most clinical research and seriously compromising
studies of presumed normal subjects. For methods that
depend on subject responses to known target positions
(e.g., IR or digital video), both the zero-position adjust-
ment and gains at different gaze amplitudes in each
direction must be calibrated for each eye during short
intervals of imposed monocular fixation (i.e., the other eye
occluded); for methods where precalibration is possible
(e.g., magnetic search coils), the zero adjustment for each
eye in each plane must also be made during imposed
monocular fixation.

Linearization and Crosstalk Minimization. In addition to
monocular calibration, linearization is required of most
systems, even within the stated ‘‘linear’’ regions of those
systems. As a result of different facial geometries and the
inability to position the sensors in the precisely optimal
positions for linearity, these systems are usually not linear
over the range of gaze angles needed for many studies.
System responses may be linearized by taking data during
short intervals (5 s) of monocular fixation at all gaze angles
of interest (e.g., 08, � 158, � 208, � 258, and � 308) and
applying post-recording linearization software. Even
Robinson-type search coils need an arcsine correction for
a linear response. For IR and video-based systems measur-
ing eye motion in both the horizontal and vertical planes,
crosstalk is a major problem due to sensor placement.
Crosstalk can also be minimized post recording, using
software written for that purpose. However, IR systems
suffer from the additional problem that, as vertical eye
position changes, a change may occur in the sensors’ aim
regions at the left and right limbal borders, which means
that for a diagonal eye movement, the horizontal gain is an
unknown function of vertical eye position, making IR
systems essentially unsuitable for the recording of oblique
eye movements.

All of the problems discussed above are accentuated
when recording subjects with ocular motor oscillations,
such as nystagmus. In these cases, the experimenter must
be familiar with the type of nystagmus the subject has and
be able to identify the portions of their waveforms that are
used for target foveation. It is the ‘‘foveation periods’’ that
are used to set the zero-position and gains at each target
position; without them, accurate calibration is impossible.
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The rest of the nystagmus waveform is irrelevant to target
foveation and should be ignored during calibration. With a
little practice, investigators can easily determine exactly
where the subject with nystagmus is looking, which eye is
fixating, and where the other eye is located with respect to
the target; they can also determine periods of inattention
by the associated waveform changes. Figure 7 demon-
strates precalibration and postcalibration (horizontal)
records of each eye made under imposed monocular fixa-
tion, and Fig. 8 shows the results of applying those cali-
bration factors to a record made during binocular ‘‘viewing’’
of the targets. Note that the fixating eye is easily deter-
mined as well as the angle/position of the strabismic eye.
Unfortunately, investigators with little or no experience in
recording subjects with nystagmus are often reduced to
using the average eye position during long periods of
presumed binocular fixation to approximate calibration
of subjects with nystagmus (and probably strabismus).
Averaging anathema to accurate calibration and renders
most potentially accurate recording systems (e.g., search
coils) no better than bitemporal EOG. Needless to say, the
results and conclusions of such studies must be highly
suspect and are often incorrect; they exemplify how even
the most sophisticated hardware and software can be
misused, and prove the old adage, ‘‘garbage in, garbage
out.’’

CONCLUSIONS

During the past 40 years, advances in eye-movement
recording systems, coupled with the control-systems

approach brought to the field by biomedical engineers,
have resulted in an explosion of basic and clinical ocular
motor research, at the systems as well as single-cell levels.
Using the measurement systems and recording and cali-
bration techniques described above, great strides have
been made in our understanding of the ocular motor sys-
tem. Animal studies have provided understanding at the
single-cell and cell-network (bottom-up) levels, giving rise
to computer models of small portions of the ocular motor
system with neuroanatomical correlations. Normal human
studies have allowed characterization of ocular motor
behavior under a variety of stimulus conditions, giving
rise to functional, top-down computer models of ocular
motor behavior. Finally, studies of patients with many
congenital and acquired ocular motor disorders have pro-
vided insights into the functional structure of the ocular
motor system, which was not forthcoming from studies of
normals (23,24). These latter studies have resulted in
robust, behavioral models of the ocular motor system that
are able to simulate normal responses and patient
responses to a variety of ocular motor stimuli (25–27).

At present, accurate eye-movement recordings are an
integral part of the diagnosis of both congenital and
acquired forms of nystagmus, and of saccadic intrusions
and oscillations. In addition, they provide objective mea-
sures of therapeutic efficacy that are related to visual
function in patients afflicted with disorders producing
ocular motor dysfunction. Indeed, ocular motor studies
of the effects of a specific surgical procedure for congenital
nystagmus produced an entirely new type of ‘‘nystagmus’’
surgery for both congenital and acquired nystagmus (28–
31). This surgery (named ‘‘tenotomy’’) simply requires
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Figure 7. Monocular fixation pre-
calibration and postcalibration
(horizontal) records for the right
(REH) and left (LEH) eye. Compare
the offsets and nonlinear precalibr-
ation responses to the bias-adjusted,
calibrated, and linearized postcalibr-
ation responses. Note the failure of
the subject to look at the�308 target
during LE fixation. In this figure and
Fig. 8, target position is shown by the
alternating direction, increasing
offset, solid line.



removal and reattaching, at their original insertion points,
each of the four extraocular muscles in the plane of the
nystagmus. Tenotomy represents a radical paradigm
change from the ‘‘strabismus’’ surgeries that preceded it

and has resulted in new insights into the anatomic struc-
tures responsible for proprioceptive signals from the
extraocular muscles and their neurophysiologic role in
the control of eye movements (32–34).
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Figure 8. Calibrated binocular
viewing records of both eyes (a)
and final primary-position segment
(b). Note the preference for RE
fixation in left gaze and in the
final primary-position segment,
with the LE 3–58 esotropic. Note
also how well the flat foveation
periods of the RE line up on the 08
target despite the alternating
direction of the nystagmus.
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INTRODUCTION

The purpose of this article is to help people in fields, such as
healthcare, engineering, sales, manufacturing, consulting,
and accounting to understand office automation systems
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from the viewpoint of a business professional. This is
important because personal association with office auto-
mation systems is almost unavoidable in today’s business
world. The widespread adoption of personal computers in
conjunction with the development of graphically driven
operating systems gave people a more natural and intuitive
way of visualizing and manipulating information. The
applications that were developed, from word processors
to spreadsheets, to take benefit of these new operating
systems, led to a growth in the use and acceptance of
personal computers that significantly altered the manner
organizations conduct their daily business.

Healthcare enterprises involve complex processes that
span diverse groups and organizations. These processes
involve clinical and administrative tasks, large volumes of
data, and large numbers of patients and personnel. The
tasks can be performed either by humans or by automated
systems. In the latter case, the tasks are supported by a
variety of software applications and information systems
that are very often heterogeneous, autonomous, and dis-
tributed. The development of systems to manage and
automate these processes has increasingly played an
important role in improving the efficiency of healthcare
enterprises.

Office Automation Systems (OAS) are computer-based
automated information systems that are used to execute a
variety of office operations, such as word processing, elec-
tronic spreadsheet, e-mail, and video conferencing. These
different office automation systems allow the automation of
much of the administrative work in the office and typically
focuses on the more repeatable and predictable aspects of
individual and group work. They are more and more
frequently used by managers, engineers, and clerical
employees to increase efficiency and productivity. They
support the general activities of workers and underlie
the automation of document-centric tasks performed by
production office workers.

The OAS encompass a broad set of capabilities, and
provide much of the technological basis for the electronic
workplace. The focus of OAS have typically been used in
supporting the information and communication needs of
office workers, and its use by organizations supporting the
white-collar work force has revealed itself crucial.

HISTORICAL PERSPECTIVE

In its early days, office automation systems focused on
needs generally found in all offices, such as reading and
writing. Before the 1950s, electromechanical and electronic
devices were used to carry out financial and other numer-
ical record-keeping tasks. During the evolution of OAS
solutions, manual typewriters have been replaced by the
electric typewriter and the electronic typewriter.

The electronic typewriter, introduced in the early 1970s,
was the first of the automated office systems. It could store
and retrieve information from memory providing auto-
mated functions such as center, bold, underline, and spell
check.

The advances in the development of mainframes have
caused electromechanical devices to be increasingly

replaced by computers. In the 1970s, integrated circuit
technology made the production of small and relatively
inexpensive personal computers possible. Yet, even with
this available technology, many computer companies chose
not to adopt personal computers. They could not imagine
why anyone would want a computer when typewriters and
calculators were sufficient.

In the mid-1970s, computers began to support offices
and organizations in more complex ways. The rapid growth
of computers furnished the market with sophisticated
office automation devices.

In the late 1970s, several researchers started to describe
the needs of office automation systems. Computer term-
inals had replaced electronic typewriters. With the rapid
evolution of electronic technology, office information sys-
tems were developed to provide for the storage, manipula-
tion, computation, and transmission of large amounts of
information. The first sophisticated OAS prototypes
included the SCOOP project (1), which was oriented to
the automation of office procedures, and Officetalk (2),
which provided a visual electronic desktop metaphor, a
set of personal productivity tools for manipulating
information, and a network environment for sharing
information.

In 1981, IBM introduced the IBM PC (Personal
Computer). The PC was a milestone and proved that
the computer industry was more than a trend, and that
the computer was in fact a necessary tool for the business
community. Computers, designed solely for word proces-
sing and financial tasks, became common. At first, the PC
was utilized to replace traditional typewriters and calcu-
lators, but persistent technological advances and innova-
tion over the past two decades have put powerful PCs at the
center of daily activities for people worldwide.

The growth and widespread adoption of PCs, networks,
graphical user interfaces, and communications as allowed
the development of complete OAS package suites. For
example, in 1985 the Lotus Notes (3) groupware platform
was introduced. The term groupware refers to applications
that enhance communication, collaboration, and coordina-
tion among groups of people. This system included online
discussion, e-mail, phone books, and document databases.
Throughout the years, continuous improvements were
made to Lotus Notes. Nowadays, this system includes
new features, such enterprise-class instant messaging,
calendaring, and scheduling capabilities with a strong
platform for collaborative applications.

In 1992, Microsoft lunched its new operating system
(OS), Microsoft for Workgroups (4). This OS allowed the
sending of electronic mail and provided advanced net-
working capabilities to be used as a client on existing
networks. This was an important stage in the vast evolu-
tion of the world’s most popular operating system since it
enabled the collaboration of groups of people. Microsoft
has also invested in the development of full OAS suites,
which are commonly available nowadays. The most well-
known and widespread productivity software suite is
Microsoft Office (5). Microsoft Office helps workers to
complete common business tasks, including word proces-
sing, e-mail, presentations, data management and
analysis.
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ORGANIZATIONAL INFORMATION SYSTEMS AND OAS

While we are interested in studying office automation
systems (OAS), it is important to relate this type of systems
with other information systems (IS) commonly used inside
an organization. An information system can be defined as a
set of interrelated components that retrieve, process, store
and distribute information to support decision making and
control in an organization. The main role of IS is to assist
workers in managing resources and information at each
level in the organization.

This article, is primarily concerned with OAS and how
they can be used in the medical community. For complete-
ness, some other types of information systems commonly
used by organizations are also mentioned. There will be no
description of how such systems are developed, however, a
brief description of their objectives will be given. Organiza-
tional information systems (OIS) are systems that support
several functions in an organization and can be classified
by the activity that they support. The OIS are usually split
into six major types: Transaction Processing System,
Knowledge Work Systems, Office Automation System,
Management Information System, Decision Support Sys-
tem, and Executive Information System. These systems
are illustrated in Fig. 1.

It is important to be able to distinguish the objectives
and the level in the organization where a particular
application or system can be used. For example, Transac-
tion Processing Systems are employed to records daily
routine transactions to produce information for other
systems, while Office Automation Systems are oriented
to increase that productivity of data workers using
applications such as word processing and electronic mail
applications.

Transaction Processing System (TPS): Is useful for daily
transactions that are essential to the organization
such as order processing, payroll, accounting, manu-
facturing, and record keeping.

Office Automation System (OAS): Aids office workers in
the handling and management of documents, sche-
dules, e-mails, conferences and communications.
Data workers process information rather than create
information and are primarily involved in informa-
tion use, manipulation or dissemination.

Knowledge Work System (KWS): Promotes the creation
of new information and knowledge and its dissemi-
nation and integration within the organization. In
general, knowledge workers hold professional quali-
fications (e.g., engineers, managers, lawyers, ana-
lysts).

Management Information System (MIS): Provides
middle-level managers with reports containing
the basic operations of the organization which are
generated by the underlying TPS. Typically, these
systems focus on internal events, providing the
information for short-term planning and decision
making.

Decision Support System (DSS): Focuses on helping
managers to make decisions from semistructured
or unstructured information. These systems use
internal information from TPS and MIS, but also
information from external data sources, providing
tools to support ‘what-if ’ scenarios.

Executive Information System (EIS): Supports senior
and top-level managers. They incorporate data from
internal and external events, such as new legislation,
tax laws, and summarized information from the
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internal MIS and DSS. EIS software displays data
graphically to provide easy-to-use representations of
complex information.

Office information systems can also be classified by the
organizational level they support. The human resources of
an organization work in different areas and levels of opera-
tions, are in charge of different functions, and use different
OIS. Any organization can be viewed as a multilevel entity
with each level representing a different level of control. The
levels of an organization can be arranged in a pyramid
(Fig. 2).

The pyramid is divided into five horizontal sections:

Clerical level: Employees who support managers at all
levels of the organization.

Operational level: First-line managers who make rou-
tine decisions and deal with the day-to-day opera-
tions of the organization.

Knowledge-work level: Advisors to both top and middle
management who are often experts in a particular
area.

Tactical level: Middle managers who deal with plan-
ning, organizing and the control of the organization.

Strategic level: Strategic managers who make decisions
that guide the manner in which business is done.

Each successively lower level has different OIS require-
ments and a different, and less extensive, view of the

organization. Obviously, the higher the level, the more
interrelated the business functions become until, at the
very top, they are viewed as one homogeneous organization
with one continuous data flow.

Office automation systems can be effectively utilized in
all the clerical, operational, knowledge-work, tactical, and
strategic levels, as illustrated in Fig. 2. They can assist
workers who work with word processors, electronic mail,
and spreadsheets to use, manipulate, disseminate infor-
mation, and help managers in planning, organizing, con-
trol and taking decisions.

OFFICE AUTOMATION SYSTEMS

Typical office automation systems handle and manage
documents through word processing, desktop publishing,
document imaging, and digital filing, scheduling through
electronic calendars, and communication through electro-
nic mail, voice mail, or video conferencing. In this section,
18 different types of OIS are discussed and described that
are classify into four categories: productivity tools, digital
communication systems, groupware applications, and tele-
conferencing systems (Fig. 3).

Productivity Tools

Productivity tools are software programs used to create an
end product, such as letters, e-mails, brochures, or images.
The most easily recognized tool is a word processing pro-
gram, such as Microsoft Word (7) or Corel WordPerfect (8).
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Other tools help you view, create and modify general office
documents such as letters, spreadsheets, memos, presen-
tations, and images.

Word Processing. Of all computer applications, word
processing is the most common. Almost every computer has
a word processing program of some kind: whether it came
free with the operating system or whether it was purchased
separately.

In order to perform word processing, it is necessary to
acquire a computer, a word processor, and a printer. A
word processor enables you to create a document, store it,
display it on the computer screen, modify it, and print it
using a printer. There are many different word processing
programs available, each offering different tools that make
it easier to write everything from letters and term papers to
theses and Web pages.

Most people use a word processor rather than a type-
writer because it allows greater flexibility and control. It is
possible to make changes without retyping the entire
document. If mistakes are made while typing a text, the
cursor can be used to correct errors. Word processors allow
text rearranging, changing the layout, formatting the text,
and inserting pictures, tables, and charts.

Most word processors available today allow more than
just creating and editing documents. They have a wide
range of other tools and functions, which are used in
formatting documents. The following are the main features
of word processors:

Insert, delete, copy, cut, and paste text: Allow to insert,
erase, and copy text anywhere in the document. Cut
and paste allow removing (cut) a section of text from
one place and inserting (paste) it somewhere else in
the document.

Search and replace: Allow searching for a particular
word and also replacing groups of characters.

Font specifications: Allow to change fonts within a
document. For example, you can specify bold, italics,
font size and underlining.

Graphics: Allow adding pictures into a document.

Captions and cross-references: Allow placing captions to
describe tables and pictures and creating references
to them anywhere in the document.

Page setup, headers, and footers: Margins and page
length can be adjusted as desired. Allow to specify
customized headers and footers that the word pro-
cessor will put at the top and bottom of every page.

Layout: Allows specifying different margins within a
single document and to specify various methods for
indenting paragraphs.

Spell checker and thesaurus: Spelling can be checked
and modified through the spell check facility. The
thesaurus allows the search for synonyms.

Tables of contents and indexes: Allow creating table of
contents and indexing.

Print: Allows sending a document to a printer to get a
hardcopy.

Spreadsheet. A spreadsheet is a computer program
that presents data, such as numbers and text, in a grid
of rows and columns. This grid is referred to as a work-
sheet. You can define what type of data is in each cell and
how different cells depend on one another. The relation-
ships between cells are called formulas, and the names of
the cells are called labels.

There are a number of spreadsheet applications on the
market, Lotus 1-2-3 (9) and Microsoft Excel (10) being
among the most famous. In Excel, spreadsheets are
referred to as workbooks and a workbook can contain
several worksheets. An example of an Excel worksheet is
shown in Fig. 4.
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Desktop Publishing. Desktop publishing is the use of
the computer and specialized software to create high
quality documents for desktop or commercial printing.
Desktop publishing is the process of editing and layout
of printed material intended for publication, such as
books, magazines, brochures, and flyers using a personal
computer.

Desktop publishing started in 1985, with the commer-
cialization of the software Aldus PageMaker (11) (now from
Abode). Nowadays, there are many software programs
available for desktop publishing. QuarkXPress (12), Adobe
InDesign (13), Abobe PageMaker (11), and Microsoft Pub-
lisher (14) are the most widespread. Figure 5 shows a
document being created and edited with Microsoft
Publisher.

As word processing programs become more sophisti-
cated, the line separating such programs from desktop
publishing systems is becoming fuzzy. Cutting-edge word
processing programs give you most of the features you
could want in a desktop publishing program. Such pro-
grams do not generally replace word processors and gra-
phic applications, but are used to aggregate the text and
graphic content created in these programs. The most
powerful desktop publishing systems enable the creation
of illustrations; while less powerful systems let you insert
illustrations created by other programs.

Initial desktop publishing solutions were expensive
due to the cost of specialized computing systems and
accessories, such as printers and scanners. The cost of
computers and printers has fallen dramatically in recent
years (e.g., inkjet printers are amazingly inexpensive and
most can print in color), allowing most personal users to
acquire desktop publishing systems.

Calendars and Schedulers. A calendar program enables
us to record events and appointments on an electronic
calendar. Calendars allow scheduling, project manage-
ment, and coordination among many people, and may
provide support for scheduling equipment as well. Typical
features identify conflicts in schedules, find meeting times
that will work for everyone, signal upcoming events, and
automatically fill in entries for regular events.

A special type of calendar, called a scheduler, is a
solution to manage the daily scheduling needs of a busi-
ness, such as scheduling appointments, equipment, staff
(technicians, professionals, healthcare workers, others),
vehicles, resources, projects, and meeting rooms. Schedul-
ing software is an important investment for any type of
business that wants to improve its scheduling processes.
Every employee can have instant access to whom or what is
available at any time of the day, week, month, or year and
print detailed list reports. It is also possible to export
schedules that may be easily opened in a word processor
or spreadsheet.

Paint and Draw Program. A paint program or a graphics
program enables the creation of pictures, backgrounds,
buttons, lines, and other creative art. Paint programs
provide easy ways to draw common shapes, such as
straight lines, rectangles, circles, and ovals. Some pro-
grams also have photoediting capabilities and are opti-
mized for working with specific kinds of images, such as
photographs, but most of the smaller paint programs do not
have this option. Paint programs are pixel based. They use
‘‘raster’’ images made up of small dots called pixels. As each
dot is an individual, it can be difficult to move shapes
around the screen.
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A draw program is different from a paint program. Draw
programs are object based, where an object is a geometrical
shape, such as a line, a circle, a curve, a rectangle, a
polygon, or a Bezier curve (curves that have hooks along
their length so you can alter the angle of the curve at any
point.) With draw programs, images are stored as mathe-
matical information in the form of vectors for the lines and
curves of each shape. Sophisticated programs often blur
the difference between draw and paint, so it is possible to
find programs that are able to do both types of work.

Digital Communication Systems

Nowadays, more and more computers are not isolated but,
instead, are connected into a computer network that is
often connected to other computer networks in much the
same way as telephone systems connect telephones. If a
computer is connected to such a network, it is possible to
communicate with people whose computers are connected
to the same network.

Electronic Mail. Electronic mail, or e-mail for short
(another common spelling for e-mail is email), is one of the
most popular uses of the Internet. It is a simple tool for
exchanging brief messages between individuals or among a
larger audience. Most mainframes, minicomputers, and
computer networks have an e-mail system.

An e-mail address identifies a person and the computer
for purposes of exchanging electronic mail messages. It
consists of two parts: user name and mail domain or
domain name. The user name identifies a particular per-
son. The mail domain identifies the place on the Internet to
which the e-mail for that person should be sent. An e-mail
address is read from left to right. An example is illustrated
in Fig. 6.

With an e-mail account, it is possible to send a message
to anyone with an e-mail account. Just as a written letter
can be sent to multiple recipients, an electronic mail mes-
sage can be sent to one or more e-mail addresses. An e-mail
can be broken down into several basic fields that include
‘From’, ‘To’, and ‘Cc’. The ‘From’ field contains the address
of the sender of the message. The ‘To’ field indicates the
addresses of one or more recipients who are the primary
audience. All recipients can see every address listed in this
field. Finally, the ‘Cc’ field (Cc - Carbon Copy) contains the
addresses of recipients how are not the primary audience
for the e-mail.

An electronic mail message is not limited to text. Other
types of files can be added to mail messages as attach-
ments. Attachments can be text files or binary files such as
word processed documents, spreadsheets, images, files of

sound and video, and software. To see if you have any
e-mail, you can check your electronic mailbox periodically,
although many programs can be configured to alert users
automatically when mail is received. After reading an
e-mail, it may be stored, deleted, replied to, forwarded to
others, or printed.

One of the serious problems with reading e-mail on a PC
computer running Windows operating system is that the
computer can become infected with an e-mail virus pro-
gram. It is always advisable to install and use anti-virus
software. Such software will offer protection against
known malicious programs. A malicious program may
be a virus, a worm, a trojan horse, or a spyware. Once it
is on your system, a malicious program cause disorder by
corrupting, erasing, attaching to, or overwriting other
files. In some cases malicious program, such as spyware,
have the solely intent of monitoring Internet usage and
delivering targeted advertising to the affected system.
Unexpected e-mail attachments should not be opened
since they are one of the most common ways for computer
viruses to spread.

Newsgroups and Discussion Boards. Newsgroups, also
known as Usenet, are comparable in essence to e-mail
systems except that they are intended to disseminate
messages among large groups of people instead of one-
to-one communication (Fig. 7).

A newsgroup is a collection of messages posted by
individuals to a news server. The concept of newsgroups
was started in 1979 at the University of North Carolina and
Duke University to create a place, where anyone could post
messages.

Although some newsgroups are moderated, most are
not. Moderated newsgroups are monitored by an individual
(the moderator) who has the authority to block messages
considered inappropriate. Therefore, moderated news-
groups have less spam than unmoderated ones. Anyone
who has access to the board of a newsgroup can read and
reply to a message that, in turn, will be read and replied to
by anyone else who accesses it. If you have an interest in a
certain topic, chances are it has its own newsgroup. A few
examples of newsgroups are shown in Table 1.

Discussion boards (also called message boards) and
newsgroups in general both accomplish the same task.
They each have general topics, and visitors can post mes-
sages about specific topics. Discussion boards are usually
read through a web browser, while newsgroups are usually
read through a special program called a newsgroup reader.
Nowadays, most people prefer discussion boards on the
Web to newsgroups because they are easier to use.
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Mailing Lists. The main difference between news-
groups and mailing lists is that newsgroups only show
messages to a user when they are explicitly requested,
while mailing lists deliver messages as they become
available. Mailing lists are e-mail addresses that are used
to distribute e-mail to many people. Typically, a list sub-
scriber sends a message to the list address, and the mes-
sage is then distributed to all the list subscribers for
everyone to read.

Mailing lists are simple in operation. The first thing to
do is to subscribe to a particular list; afterward the user can
send messages to the mail server. The following steps are
involved: (1) send a message (e-mail) to a mail server; (2)
the mail server sends the message to everyone who is
subscribed to the list; and (3) if someone replies to the
message, then their reply goes to the mail server and is
disseminated to everyone on the list.

Blogs. A weblog, or ‘‘blog’’, is a personal journal on the
Web, although it can also be owned by a small group. The
blog owner periodically writes entries and publishes them
onto their blog. Weblogs cover as many different topics and
express as many opinions, as there are people writing them.

A blog is used to show an up-to-date view of the owner’s
work, ideas, and activities. It provides a continuous record
of activities, progress, and development. This type of sys-
tems can be effectively used by the healthcare community
to discuss specific topics of interest. Examples of blog topics
include product reviews, scientific endeavors, and any area
of information where people have a deep expertise and a
desire to express it. The power of blogs is that they are a
fluid and dynamic medium that allow several people to
easily publish their ideas and opinions, and allow other
people to comment on them.

File Transfer Protocol. The ability to share information
throughout organizations is essential in today’s business
environment. With the explosion of content creation and
information in electronic formats, there is simply more
electronic data today than ever before. File Transfer Pro-
tocol (FTP) is a standard method for sending files from one
computer to another over networks, such as the Internet.
Applications allow sharing and managing data between
multiple remote, local, and home folders. It provides the
ability to seamlessly work from a healthcare facility, a
remote office, or home and is most commonly used to
download a file from a server or to upload a file to a server.

Groupware Systems

Groupware refers to any computer-related tool that
improves the effectiveness of person-to-person communi-
cation and collaboration. It is intended to create an
environment that fosters the communication and coordi-
nation among a group of people. Where a traditional user
interface generally focuses on the use of only one person,
groupware relates to groups and understanding how
people work and function in a group.

The groupware concept takes various applications and
functionalities under the umbrella of communication and
collaboration and integrates them together as a single
client application. Groupware systems generally include
some of the following systems: chat systems, whiteboard-
ing, collaborative writing, workflow systems, and hyper-
text linking. Groupware packages are diverse in the
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Table 1. Examples of Newsgroups

Newgroup name Description

comp.ai Artificial intelligence discussions
sci.cognitive Perception, memory, judgment and

reasoning
comp.groupware Hardware & software for facilitating

group interaction
comp.multimedia Interactive multimedia technologies

of all kinds
comp.infosystems Any discussion about information

systems
comp.graphics Computer graphics, art, animation,

image processing
alt.comp.blind-users Discussion of the needs of blind users
comp.windows.misc General issues regarding the use

of windows



functions they offer. Some include group writing, chat and/
or e-mail. Sophisticated workgroup systems allow users to
define workflows so that data is automatically forwarded to
appropriate people at each stage of a process.

Chat Systems. Chat systems enable a type of group
communication in which people located in different geo-
graphical locations get together in a virtual room and
interact with each other by typing text. Chat systems make
it possible for many people to write messages in a public
space or virtual room. As each person submits a message, it
appears on the screen of the other users located in the same
virtual room. Chat groups are usually formed via listing
chat rooms by name, location, number of people, topic of
discussion, and so on.

Recently, systems accessible on the World Wide Web
became widely spread among chat users. These types of
chat systems are referred to as Web-based chat because
they are accessible using a typical browser. One example of
Web-based chat can be found at Yahoo.com (see Fig. 8).

Compared to e-mail, a chat system is a real-time syn-
chronous system, while e-mail is neither real-time nor
synchronous. When a user types a comment in a chat
system, it is seen almost immediately by the others users
present in the same virtual room. All the users are con-
nected to the system at the same time. With e-mail, on the
other hand, the two parties involved in the exchange of a
message do not need to be connected to the system at the
same time. For example, when reading an e-mail message
the person who writes it may or may not be sitting in front
of their computer at that time.

Whiteboard. A whiteboard provides real-time commu-
nication over the Internet and has a visual or graphical
component in addition to text-based communication. Using
a whiteboard, multiple users can simultaneously review,
create, and update documents, images, graphs, equations,
text, and information. All changes made by one user to the
whiteboard area are displayed to all the other whiteboard
users. The whiteboard allows participants to manipulate

the contents by clicking and dragging with the mouse. In
addition, they can use a remote pointer or highlighting tool
to point out specific contents or sections of shared pages.

Most whiteboards are designed for informal conversa-
tion, but they may also serve structured communications or
more sophisticated drawing tasks, such as collaborative
graphic design, publishing, or engineering applications.
For example, executives can meet and collaborate on
slides for a presentation and architects can revise building
plans.

Collaborative Writing Systems. Collaborative writing
systems are applications that aim to help the joint editing
of text documents by several authors. Coauthors, spread
out across different network locations, can work together
sharing common documents. When the interactions hap-
pen at the same time, they are called synchronous or real-
time interactions. Otherwise, they are called asynchronous
or non-real-time interactions.

Word processors may provide asynchronous support by
showing authorship and by allowing users to track changes
and make annotations to documents. It is possible to
determine that only certain sections of documents may
be modified by specific people to better protect how docu-
ments are modified and reduce the number of conflicting
comments received. Reviewers can be prevented from
making changes unless they turn revision marks on.

Workflow Systems. Workflow management systems
(WfMS) appeared in the 1980s, but there is some consensus
that the office information systems field is the predecessor
of workflow systems (15). Advances in transaction proces-
sing and integrated office systems made workflow systems
popular in the 1990s. They were innovative and had gained
a high level of popularity. Commercial products include
IBM MQSeries Workflow, Staffware, TIBCO InConcert,
and COSA Workflow. General information on WfMSs
can be found at the web sites of the Workflow and Reen-
gineering International Association (16) and the Workflow
Management Coalition (17).
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A WfMS is implemented in accordance with a business
process specification and execution paradigm. Under a
WfMS, a workflow model is first created to specify organi-
zational business processes, and then workflow instances
are created to carry out the actual steps described in the
workflow model. During the workflow execution, the work-
flow instances can access legacy systems, databases, appli-
cations, and can interact with users.

Workflow systems have been installed and deployed
successfully in a wide spectrum of organizations. Most
workflow management systems, both products and
research prototypes, are rather monolithic and aim at
providing fully fledged support for the widest possible
application spectrum. The same workflow infrastructure
can be deployed in various domains, such as bioinfor-
matics, healthcare, telecommunications, military, and
school administration.

In Fig. 9, a workflow process from the field of genomics
exemplifies how workflow systems can be used to design
business processes.

A major task in genomics is determining the complete
set of instructions for making an organism. Genome pro-
jects are very demanding, and incur high costs of skilled
manpower. There are many different types of tasks that
must be performed, such as sequencing, sequence finish-
ing, sequence processing, data annotation, and data sub-
mission. A single genomic workflow may be spread across
multiple research centers, and the individual tasks in a
workflow may be carried out at one or more of the parti-
cipating centers. Many of the challenges of building an
information system to manage a physically distributed
genome project can be addressed by a workflow system.

The workflow model for such a workflow graphically
specifies the control and data flow among tasks. For exam-
ple, the workflow model in Fig. 9 is composed of several
tasks and subworkflows. The tasks illustrated with
machine gears represent automatic tasks, while the ones
illustrated with boxes represent subworkflows.

At runtime, the workflow system reads the model spe-
cifications and transparently schedules task executions,

providing the right data at the right time to the right
worker. It manages distributed genomic tasks located at
different research centers, such as DNA sequencing
machines, matching algorithms, and human resources.
Further, the workflow system provides a framework to
easily reengineer a genomic workflow when new techno-
logical, biological, and chemical advances are made.

Teleconferencing

The term teleconferencing refers to a number of technol-
ogies that allow communication and collaboration among
people located at different sites. At its simplest, a telecon-
ference can be an audio conference with one or both ends of
the conference sharing a speakerphone. With considerably
more equipment and special arrangements, a teleconfer-
ence can be a conference, called a videoconference, in which
the participants can see still or motion video images of each
other. Using teleconferencing systems, organizations can
decrease costs and complexity, while increasing efficiency
and productivity.

Audio Conferencing. Audio conferencing is the inter-
action between groups of people in two or more sites in real
time using high quality, mobile, hands-free telephone
technology. The interaction is possible with an audio con-
nection via a telephone or network connection. It makes
use of conventional communication networks such as
POTS (Plain Old Telephone Service), ISDN (Integrated
Services Digital Network), and the Internet.

Data Conferencing. Data conferencing is the connection
of two or more computer systems, allowing remote groups
to view, share, and collaborate on prepared documents or
information. Data conferencing platforms make it possible
to share applications and files with people in other loca-
tions. Everyone can see the same document at the same
time and instantly view any changes made to it.

A user can share any program running on one computer
with other participants in a conference. Participants can
watch as the person sharing the program works, or the
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Figure 9. Genomic workflow example.



person sharing the program can allow program control to
other meeting participants.

Participants in a data conference can use a chat appli-
cation to communicate in the absence of audio support.
Chat can also be used to type text messages to share
common ideas or topics with other conference participants
or record meeting notes as part of a collaborative process.

Video Conferencing. Video conferencing uses telecom-
munications of audio and video to bring geographically
dispersed people at different sites together for a meeting.
Video conferencing is a valuable strategic tool for millions
of individuals and small businesses for face-to-face meet-
ings, team collaborations, brainstorming and training.
There are two types of video conferencing: point-to-point
and multipoint.

Point-to-point. A point-to-point conference is a connec-
tion between two video terminals. Each participant
has a video camera, microphone, and speakers con-
nected to a computer. As the two participants speak
to one another, their voices are carried over the
network and delivered to the other speakers, and
images that appear in front of the video camera
appear in a window on the other participants’ moni-
tor. Connecting two locations can be arranged simply
by having one location dial the other, just as in a
regular telephone call. No outside assistance is
necessary.

Multipoint. A multipoint conference involves a connec-
tion among several video terminals connecting sev-
eral sites with more than one person at different
sites. This type of connection requires the assistance
of a service to bridge the sites together into one
conference. Until the mid-1990s, hardware costs
made video conferencing prohibitively expensive
for most organizations, but that situation is changing
rapidly.

A video conference can involve just video, but some
systems combine video, audio and data to provide a com-
plete conferencing solution. One of the first and most
popular video conferencing systems is NetMeeting (18).
A product developed by Microsoft Corporation that enables

groups to teleconference using the Internet as the trans-
mission medium. NetMeeting (Fig. 10) supports video and
audio conferencing, chat sessions, a whiteboard, and appli-
cation sharing.

NetMeeting has been updated and extended with sig-
nificant new capabilities designed to make it the most
effective online meeting solution for integrated, interac-
tive, and easy-to-use conferencing. The new version of this
powerful application is now called Live Meeting (19).

Another well-known video conferencing program to
transmit audio and video signals is CU-SeeMe. Originally
developed by Cornell University, CU-SeeMe uses the stan-
dard bandwidth available on the Internet. Currently, CU-
SeeMe is a low-cost software solution to the problem of
electronic communication over the Internet.

IP Telephony. IP Telephony, also called ‘Internet
Telephony’, allows voice and data to be transmitted over
the same network using an open standards-based Inter-
net Protocol (IP). It makes possible to exchange voice, fax,
and other forms of information that have traditionally
been carried over the dedicated circuit-switched connec-
tions of the public switched telephone network (PSTN).
By combining different types of information on a single
network connection, small and medium-sized businesses
offices can decrease the costs of their voice and data
networks.

IP Telephony is essential not just for its capability to
reduce costs by combining voice and data communications,
but also for its flexibility in supporting branch offices,
mobile workers, and telecommuters that were not effective
with PSTN. This technology allows an agile application
deployment across the enterprise, increased personal and
work group productivity, and permits a rapid return on
investment.

CONCLUSIONS

Office Automation Systems specializes in allowing infor-
mation workers to work, communicate, and collaborate.
These systems are interactive and have the ability to allow
workers to show and share documents or applications.
These systems help workers worldwide to minimize the
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Figure 10. Microsoft NetMeeting with data, audio, and video conferencing (18).



costs of business travel and streamline communications
with co-workers, business partners, and customers.

Healthcare processes are very complex, involving both
clinical and administrative tasks, large volumes of data,
and a large number of patients and personnel. For exam-
ple, an out-patient clinic visit involves administrative
tasks performed by an assistant and clinical tasks per-
formed by a doctor or by a nurse. For an in-patient hospital
visit, this scenario involves more activities, and the process
entails a duration that lasts at least as long as the duration
of patient hospitalization. Healthcare processes are also
very dynamic. As processes are instantiated, changes in
healthcare treatments, drugs, and protocols may invali-
date running instances, requiring reparative actions. Com-
mon problems reported by healthcare organizations
include delays due to the lack of timely communication;
time invested in completing and routing paper-based
forms; errors due to illegible and incomplete patient infor-
mation; frustration due to the amount of time spent on
administrative tasks instead of patient interactions; long
patient wait times caused by slow communication of
patient information.

Office automation systems are a major asset to solve
many of the problems identified by the healthcare commu-
nity. For example, using Workflow management systems,
paper forms can be easily converted into digital forms for
use by caregivers. These electronic forms can be used
throughout the patient care process from registration
and triage to placing lab orders and charting treatment
plans. These forms can be easily modified to accommodate
changing business processes. By automating clinical forms
processes and eliminating manual systems, caregivers can
streamline patient information management and treat-
ment flow. Workflow management systems can connect
the data and processes in clinical forms with other systems,
such as a lab or patient records system. As another exam-
ple, using whiteboard technologies, caregivers and admin-
istrators can access a central location to view patient
information and status including triage category, and
lab order status. This level of access can help to quickly
determine the next steps in each patient’s care. Blogs can
also be effectively used by healthcare professionals to
discuss specific topics of interest, such as product reviews,
scientific endeavors, patient’s treatments, and any area of
information where people have a deep expertise and a
desire to express it.
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INTRODUCTION

Optical sensing techniques have attracted extraordinary
interest in recent years because of the key role they play in
the development of medical diagnostic devices. Motivated
by the expense and time constraints associated with tradi-
tional laboratory techniques, there is a growing need to
continue and develop more cost-effective, simpler, and
rapid methods for real-time clinical diagnostics of vital
physiological parameters.

Optical sensors play a pivotal role in the development of
highly sensitive and selective methods for biochemical
analysis. The number of publications in the field of optical
sensors used for biomedical and clinical applications has
grown significantly during the past two decades. Numer-
ous books, scientific reviews, historical perspectives, and
conference proceedings have been published on biosensors
including optical sensors and the reader interested in this
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rapidly growing field is advised to consult these excellent
sources for additional reading (see Reading List). Some of
these references discuss different optical sensors used in
research applications and optical-based measurement
techniques employed primarily in bench-top clinical ana-
lyzers. The emphasis of this article is on the basic concept
employed in the development of optical sensors including
specific applications highlighting how optical sensors are
being utilized for real-time in vivo and ex vivo measure-
ment of clinically significant biochemical variables, includ-
ing some examples of optical sensor used for in vitro
diagnosis. To narrow the scope, this article concentrates
on those sensors that have generally progressed beyond the
initial feasibility phase and have either reached or have a
reasonable good potential of reaching the commercializa-
tion stage.

GENERAL PRINCIPLES OF OPTICAL BIOSENSING

The fundamental principle of optical sensors is based on
the change in optical properties of a biological or physical
medium. The change produced may be the result of the
intrinsic changes in absorbance, reflectance, scattering,
fluorescence, polarization, or refractive index of the biolo-
gical medium. Optical sensors are usually based either on a
simple light source–photodetector combination, optical
fibers, or a planar waveguide. Some types of optical sensors
measure changes in the intrinsic optical properties of a
biological medium directly and others involve a specific
indicator.

Biosensors are typically considered a separate subclas-
sification of biomedical sensors. A biosensor, by definition,
is a biomedical sensor consisting of an integrated biological
component that provides the selectivity and a physical
transducer to provide a solid support structure. Two major
optical techniques are commonly available to sense optical
changes at optical biosensor interfaces. These are usually
based on evanescent wave, which was employed in the
development of fiber optic sensors (see the section on Fiber
Optic Sensors), and surface plasmon resonance principles,
which played a pivotal role in the development and recent
popularity of many optical biosensors. The basic principle
of each measurement approach will be described first
followed by examples arranged according to specific clinical
applications.

Evanescent-Wave Spectroscopy

The propagation of light along a waveguide (e.g., a planar
optical slab substrate or optical fiber) is not confined to the
core region. Instead, when light travels through a wave-
guide at angles approaching the critical angle for total
internal reflection, the light penetrates a characteristic
short distance (on the order of one wavelength) beyond
the core surface into the less optically dense (known as the
cladding) medium as illustrated in Fig. 1. This effect causes
the excitation of an electromagnetic field, called the ‘‘eva-
nescent’’ wave, which depends on the angle of incidence
and the incident wavelength. The intensity of the evanes-
cent-wave decays exponentially with distance, starting at
the interface and extending into the cladding medium.

The evanescent-wave can interact with molecules that
are present within the penetration depth distance. This
interaction causes attenuation of the incident light inten-
sity and is related to the concentration of the molecules.
This phenomenon can be exploited in the development of
optical biosensors. For example, if the cladding is stripped
and a substrate (such as a ligand) is immobilized on the
core, the light will travel through this layer into the sample
medium. Reactions close to the interface will perturb the
evanescent field and the change in signal can be related to
the amount of binding between the target and immobilized
ligand at the interface. The measured parameter may be
absorbance, fluorescence, or refractive index.

The method was first used as a means to study ultrathin
films and coatings, and later was widely exploited to con-
struct different types of optical sensors for biomedical
applications. Because of the short penetration depth and
the exponentially decaying intensity, the evanescent wave
is absorbed by compounds that must be present very close
to the surface. The principle can be utilized to characterize
interactions between receptors that are attached to the
surface of the optical sensor and ligands that are present in
the solution probed by the sensor.

The key component in the successful implementation of
evanescent-wave spectroscopy is the interface between the
sensor surface and the biological medium. Receptors must
retain their native conformation and binding activity and
sufficient binding sites must be present for multiple inter-
actions with the analyte. In the case of analytes having
weakly optical absorbing properties, sensitivity can be
enhanced by combining the evanescent-wave principle
with multiple internal reflections along the sides of an
unclad portion of a fiber optic tip. Alternatively, instead
of an absorbing species, a fluorophore can be coated onto
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Figure 1. Principal diagram illustrating evanescence-wave
spectroscopy sensing. Part of the incident light traveling
through the waveguide at the critical angle (f) penetrates a
short distance into the substrate to be sensed and the
remaining light is refracted.



the uncladded fiber. Light propagating along the fiber core
is partially absorbed by the fluorophore, emitting detect-
able fluorescent light at a higher wavelength and thus
providing improved sensitivity.

Surface Plasmon Resonance

When monochromatic polarized light (e.g., from a laser
source) impinges on a transparent medium having a con-
ducting metalized surface (e.g., Ag or Au), there is a charge
density oscillation at the interface. When light at an appro-
priate wavelength interacts with the dielectric-metal inter-
face at a defined angle, called the resonance angle, there is
a match of resonance between the energy of the photons
and the electrons at the metal interface. As a result, the
photon energy is transferred to the surface of the metal as
packets of electrons, called plasmons, and the light reflec-
tion from the metal layer will be attenuated. This results in
a phenomenon known as surface plasmon resonance (SPR)
as illustrated schematically in Fig. 2. The resonance is
observed as a sharp dip in the reflected light intensity when
the incident angle is varied. The resonance angle depends
on the incident wavelength, the type of metal, polarization
state of the incident light, and the nature of the medium in
contact with the surface. Any change in the refractive
index of the medium will produce a shift in the resonance
angle, thus providing a highly sensitive means of monitor-
ing surface interactions.

The SPR is generally used for sensitive measurement of
variations in the refractive index of the medium immedi-
ately surrounding the metal film. For example, if an anti-
body is bound to or adsorbed into the metal surface, a
noticeable change in the resonance angle can be readily
observed because of the change of the refraction index at
the surface assuming all other parameters are kept con-
stant. The advantage of this concept is the improved ability
to detect the direct interaction between antibody and anti-
gen as an interfacial measurement.

Optical Fibers

An optical fiber consists of two parts: a core (typically made
of a thin glass rod) with a refractive index n1, and an outer
layer (cladding) with a refractive index n2, where n1 > n2.

The refractive indexes of the core and cladding depend on
their material properties. Optical fibers are based on the
principle of total internal reflection where incident light is
transmitted through the core of the fiber with very little
loss. The light strikes the cladding at an angle greater than
the so-called critical angle, so that it is totally internally
reflected at the core–cladding interface.

Several types of biomedical measurements can be
made using either a plain optical fiber as a remote
device for detecting changes in the intrinsic spectral prop-
erties of tissue or blood, or optical fibers tightly coupled to
various indicator-mediated transducers. The measure-
ment relies either on direct illumination of a sample
through the end-face of the fiber or by excitation of a
coating on the sidewall surface through evanescent wave
coupling. In both cases, sensing takes place in a region
outside the optical fiber itself. Light emanating from the
fiber end is scattered or fluoresced back into the fiber,
allowing measurement of the returning light as an indica-
tion of the optical absorption or fluorescence of the sample
at the fiber tip.

A block diagram of a generic instrument for an optical
fiber-based sensor is illustrated in Fig. 3. The basic build-
ing blocks of such an instrument are the light source,
various optical coupling elements, an optical fiber guide
with or without the necessary sensing medium incorpo-
rated at the distal tip, and a photodetector.

Probe Configurations

A number of different methods can be used to implement
fiber optic sensors. Most fiber optic chemical sensors
employ either a single fiber configuration, where light
travels to and from the sensing tip in one fiber, or a
double-fiber configuration, where separate optical fibers
are used for illumination and detection. A single fiber optic
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Figure 2. Principle of a SPR detection system. Courtesy of
Biacore AB. An increased sample concentration causes a
corresponding increase in refractive index that in turn alters
the angle of incidence required to create the SPR angle.

Figure 3. General building blocks of a fiber optic-based
instrument for biomedical sensing applications. Typically, a
microprocessor is used to control the light intensity and can be
used to select either a fixed or a range of wavelengths for sample
illumination. The microprocessor is also used to process the output
of the photodetector.



configuration offers the most compact and potentially least
expensive implementation. However, additional chal-
lenges in instrumentation are involved in separating the
returning illuminating from the incident light illumina-
tion.

Intravascular fiber optic sensors are introduced into a
vessel via a catheter. The design of intravascular fiber optic
sensors requires additional considerations related to the
sterility and biocompatibility of the catheter. For example,
intravascular fiber optic sensors must be sterilizable and
their material has to be nonthrombogenic and resistant to
platelet and protein deposition. Therefore, these catheters
are typically made of materials covalently bound with
heparin or antiplatelet agents. The catheter is normally
introduced via venous or arterial puncture and a slow
heparin flush is maintained while the catheter remains
in the body for short-term sensing, typically only for a few
hours.

Indicator-Mediated Transducers

Indicator-mediated transducers are based on the coupling
of light to a specific recognition element so that the sensor
can respond selectively and reversibly to a change in the
concentration of a particular analyte. The problem is that
only a limited number of biochemical analytes have an
intrinsic optical absorption that can be measured directly
by spectroscopic methods with sufficient selectivity. Other
species, particularly hydrogen ions and oxygen, which are
of primary interest in diagnostic applications, do not have
an intrinsic absorption and thus are not suitable analytes
for direct photometry. Therefore, indicator-mediated
transducers have been developed using specific reagents
that can be immobilized on the surface of an optical sensor.
These transducers may include indicators and ionophores
(i.e., ion-binding compounds) as well as a wide variety of
selective polymeric materials.

Figure 4 illustrates typical indicator-mediated fiber
optic sensor configurations. In Fig. 4a, the indicator is
immobilized directly on a membrane positioned at the
end of a fiber. An indicator can be either physically retained
in position at the end of the fiber by a special permeable
membrane (Fig. 4b), or a hollow capillary tube (Fig. 4c).
Polymers are sometimes used to enclose the indicator and
selectively pass the species to be sensed.

Advantages and Disadvantages of Optical Fiber Sensors

Advantages of fiber optic sensors include their small size
and low cost. In contrast to electrical measurements, fiber
optic are self-contained, and therefore do not require an
external reference signal from a second electrode. Because
the signal that is transmitted is an optical signal, there is
no electrical risk to the patient and the measurement is
immune from interference caused by surrounding electric
or magnetic fields. This makes fiber optic sensors very
attractive for applications involving intense electromag-
netic or radiofrequency fields, for example, near a mag-
netic resonance imaging (MRI) system or electrosurgical
equipment. Chemical analysis can be performed in real-
time with almost an instantaneous response. Further-
more, versatile sensors can be developed that respond to

multiple analytes by utilizing multiwavelength measure-
ments.

Despite unique advantages and promising feasibility
studies, optical fiber sensors exhibit several shortcomings.
Sensors with immobilized dyes and other indicators have
limited long-term stability in vivo and their shelf-life
degrades significantly over time.

INSTRUMENTATION

Instrumentation for optical measurements generally
consist of (1) a light source to illuminate the medium,
(2) optical components to generate a light beam with
specific characteristics and to direct this light to some
sensing agent or physical compartment, and (3) a photo-
detector for converting the optical signal to an electrical
signal. The actual implementation of instrumentation
designed to construct or interface with optical sensors vary
greatly depending on the type of optical sensor used and its
intended medical application.

Light Sources

Wide selections of light sources are available commercially
for use in optical sensor applications. These include: nar-
row-band semiconductor diode lasers, broad spectral band
incandescent lamps, and solid-state light emitting diodes
(LEDs). The important requirement of a light source is
obviously good stability. In certain applications, for exam-
ple, in portable instrumentation, LEDs have significant
advantages over other light sources since they are small,
inexpensive, consume less power, produce selective wave-
lengths, and are easy to work with. In contrast, tungsten
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Figure 4. Typical configuration of different indicator-mediated
fiber optic sensor tips showing different methods for placement of
a reagent. Reprinted with permission from Fiber optic chemical
sensors and biosensors, Vol. I, Wolfbeis OS, editor, CRC Press,
Boca Raton, FL, c1991.



lamps produce a broader range of wavelengths, have
higher intensities, but require a stable and sizable power
supply. Furthermore, incandescent lamps produce signifi-
cant heat that can degrade or destroy delicate biological
samples so special provisions must be made for thermal
dissipation of excessive heat.

Optical Elements

Different optical elements can be used to manipulate light
in optical instrumentation. These may include mirrors,
lenses, light-choppers, beam-splitters, and couplers for
directing the light from the light source to the measure-
ment site and back to the photodetector. If special wave-
guides are involved, additional components may be
required to direct the light into the small aperture of an
optical fiber or a specific area on a waveguide surface, and
collecting the light from the sensor before it is processed by
the photodetector. For a narrow wavelength selection when
a broad bandwidth incandescent light source is utilized,
optical filters, prisms, or diffraction gratings are the most
common used components.

Photodetectors

Several specifications must be considered in choosing
photodetectors for optical sensors. These include: detector
sensitivity, noise level, spectral response, and response
time. The most popular photodetectors employed in bio-
medical sensors are semiconductor quantum photodetec-
tors, such as Silicon photodiodes. The choice, however, is
somewhat dependent on the wavelength region of interest.
Often, dual photodetectors are used in spectrophotometric
instrumentation because it is frequently necessary to
include a separate reference photodetector to track
fluctuations in source intensity and temperature. By tak-
ing a ratio between the reference photodetector, which
measures part of the light that is not affected by the
measurement, and the primary photodetector, which
measures the light intensity that interacts with the ana-
lyte, it is possible to obtain a more accurate and stable
measurement.

Signal Processing

The signal obtained from a photodetector typically pro-
vides a current or voltage proportional to the measured
light intensity. Therefore, simple analog circuitry (e.g., a
current-to-voltage converter or connection to a program-
mable gain voltage amplifier) is required. Sometimes, the
output from a photodetector is connected directly to a pre-
amplifier before it is applied to a sampling and analog-to-
digital conversion circuitry. More recently, advanced
Sigma-Delta type analog-to-digital converters became
available commercially that can accept input current
directly from a photodiode, thus eliminating the need
for a separate current-to-voltage converter stage.

Frequently, two different wavelengths of light are uti-
lized to perform a specific measurement. One wavelength is
usually sensitive to changes in the analyte being mea-
sured, while the other wavelength is unaffected by changes
in the analyte concentration. In this manner, the unaf-

fected wavelength is used as a reference to compensate for
fluctuations in instrumentation properties over time. In
other applications, additional discriminations, such as
pulse excitation or electronic background subtraction uti-
lizing a synchronized lock-in amplifier, are useful to gain
significant improvement in selectivity and sensitivity.

IN VIVO APPLICATIONS

Glucose Sensors

Research has shown that tightly controlling blood sugar
levels can prevent or slow down the development of pro-
blems related to diabetes. Presently, the conventional
method for measuring blood glucose requires a drop of
blood and relies on an electrochemical reaction of glucose
with a glucose-specific enzyme such as glucose oxidase.
During the past 20 years, numerous attempts have been
made to develop optical sensors for continuous invasive
and noninvasive measurement of blood glucose. The main
driving forces for developing a blood glucose sensor is to
enable the development of a closed-loop artificial endo-
crine pancreas for optimizing the treatment of diabetes.
Continuous monitoring of blood glucose would provide the
patient more useful information on daily fluctuations in
glucose levels, will increase patient’s motivation and com-
pliance for daily self-monitoring, and would aid in the
optimization of insulin therapy resulting in better meta-
bolic control. If perfected, such a system could provide
reliable early warning of large excursions in blood glucose
levels that may lead to hypo- and hyperglycemic condi-
tions. Therefore, it would be valuable in preventing long-
term complications associated with diabetes, such as cor-
onary artery disease, neuropathy, retinopathy, and hyper-
tension.

A fiber optic sensor for measuring blood glucose in vivo
utilizing the concept of competitive binding was described
by Schultz et al. (1). The idea was based on an analyte
(glucose) that competes for binding sites on a substrate (the
Lectin Concanavalin A) with a fluorescent indicator-tagged
polymer [fluorescein isothiocyanate (FITC)-dextran]. The
sensor was arranged so that the substrate is fixed in a
position out of the optical path of the fiber end. The sub-
strate is bound to the inner wall of a glucose-permeable
hollow fiber tubing and fastened to the end of an optical
fiber. The hollow fiber acts as the container and is
impermeable to the large molecules of the fluorescent
indicator. The light beam that extends from the fiber ‘‘sees’’
only the unbound indicator in solution inside the hollow
fiber, but not the indicator bound on the container wall.
Excitation light passes through the fiber and into the
solution, causing the unbound indicator to fluoresce, and
the fluorescent light passes back along the same fiber to a
measuring system. The fluorescent indicator and the glu-
cose are in competitive binding equilibrium with the sub-
strate. The interior glucose concentration equilibrates with
its concentration exterior to the probe. If the glucose con-
centration increases, the indicator is driven off the sub-
strate to increase the concentration of the indicator. Thus,
fluorescence intensity as seen by the optical fiber follows
changes in the glucose concentration. In vivo studies
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demonstrated fairly close correspondence between the
sensor output and actual blood glucose levels. Another
novel approach based on fluorescent molecules was sug-
gested by Pickup et al.(2). The idea relied on the covalent
binding of a fluorescent dye to glucose that results in a
reduction of its fluorescence intensity when excited by
light.

Although the measurement of glucose in plasma and
whole blood in vitro is feasible (3), a more attractive
approach for measuring blood glucose involves noninvasive
measurement (4–6). The basic premise is to direct a light
beam through the skin or laterally through the eye and
analyze either the backscattered or transmitted light
intensity. Three methods have been commonly attempted
based either or changes in light absorption, polarization, or
light scattering induced by variations in blood glucose.
Although light in the visible and lower part of the near-
infrared (NIR) region of the spectrum (700–2400 nm) can
penetrate safely down to the vascular layer in the skin
without significant attenuation there are major obstacles
associated with noninvasive glucose measurement using
spectrophotometry. Specifically, the concentration of glu-
cose in tissue and blood is relatively low and light absorp-
tion in the NIR region is profoundly dependent on the
concentration of water and temperature. Moreover, glu-
cose has no unique absorption peaks in the visible or NIR
region of the spectrum. Therefore, physiological variations
in blood glucose induce only small and nonspecific changes
in backscattered light intensity. Since measurements in
the NIR region are due to low energy electronic vibrations,
as well as high order overtones of multiple bands, NIR
spectroscopy remains purely empirical. Thus, to extract
accurate quantitative information related to variations in
blood glucose, it is necessary to employ multivariate sta-
tistical calibration techniques and extensive chemometric
analysis.

In principle, changes in light scattering caused by var-
iations in blood glucose may offer another potential method
for measuring glucose noninvasively. The fundamental
principle exploited assumes that the refractive index of
cellular structures within the skin remains unchanged
while an increase in blood glucose leads to a subsequent
rise in the refractive index of the blood and interstitial
fluid. Limited studies involving glucose tolerance tests in
humans (7,8) showed that changes in blood glucose could be
measured from changes in light scattering. However,
obtaining reliable and accurate measurement of blood
glucose noninvasively using NIR spectroscopy remains
challenging, mainly because other blood analytes (pro-
teins, urea, cholesterol, etc.), as well as confounding phy-
siological factors such as variations in blood flow,
temperature, water content, and physical coupling of the
sensor to the skin, are known to influence the measure-
ment.

The implementation of an artificial pancreas would
ultimately represent a major technological breakthrough
in diabetes therapy. To date, however, inadequate specifi-
city and insufficient accuracy within the clinically relevant
range provide major obstacle in achieving this milestone
with noninvasive blood glucose sensors using optical
means.

Oximetry

Oximetry refers to the colorimetric measurement of the
degree of oxygen saturation (SO2), that is, the relative
amount of oxygen carried by the hemoglobin in the ery-
throcytes. The measurement is based on the variation in
the color of deoxyhemoglobin (Hb) and oxyhemoglobin
(HbO2). A quantitative method for measuring blood oxyge-
nation is of great importance in assessing the circulatory
and respiratory status of a patient.

Various optical methods for measuring the oxygen
saturation in arterial (SaO2) and mixed-venous (SvO2)
blood have been developed, all based on light transmission
through, or reflection from, tissue and blood. The measure-
ment is performed at two specific wavelengths: l1, where
there is a large difference in light absorbance between Hb
and HbO2 (e.g., 660 nm red light), and a second wave-
length, l2, which can be an isobestic wavelength (e.g.,
805 nm IR light), where the absorbance of light is inde-
pendent of blood oxygenation, or a higher wavelength in
the near-IR region, typically between 805 and 960 nm,
where the absorbance of Hb is slightly smaller than that of
HbO2.

The concept of oximetry is based on the simplified
assumption that a hemolyzed blood sample consists of a
two-component homogeneous mixture of Hb and HbO2,
and that light absorbance by the mixture of these two
components is additive. Hence, a simple quantitative rela-
tionship can be derived for computing the oxygen satura-
tion of blood based on the relationship:

SO2 ¼ K1 � K2½ODðl1Þ=ODðl2Þ�

where K1 and K2 are empirically derived coefficients that
are functions of the specific absorptivities (also called
optical extinction) of Hb and HbO2, and OD (optical den-
sity) denotes the corresponding absorbance of the blood at a
specific wavelength.

Since the original discovery of this phenomenon > 50
years ago (9), there has been progressive development in
instrumentation to measure SO2 along three different
paths. Bench-top oximeters for clinical laboratories, which
measure the concentration of Hb and HbO2 from a small
sample of arterial blood, fiber optic catheters for intravas-
cular monitoring, and transcutaneous sensors, which are
noninvasive devices placed on the skin.

Mixed-Venous Fiber Optic Catheters

Fiber optic oximeters for measuring mixed-venous
oxygen saturation (SvO2) were first described in the early
1960s by Polanyi and Hehir (10). They demonstrated that
in a highly scattering medium, such as blood, it is feasible
to use reflectance measurement to determine SO2 in a
flowing blood medium. Accordingly, they showed that a
linear relationship exists between SO2 and the ratio of the
infrared-to-red (IR/R) light that is backscattered from
blood:

SO2 ¼ A� B ðIR=RÞ

where, A and B are empirically derived calibration coeffi-
cients.
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The ability to rely on light reflectance for measurement
of SO2 in vivo subsequently led to the commercial devel-
opment of fiber optic catheters for intravascular monitor-
ing of SvO2 inside the pulmonary artery.

Under normal conditions, oxygen consumption is less
than or equal to the amount of oxygen delivered. However,
in critically ill patients, oxygen delivery is often insufficient
for the increased tissue demands, because many such
patients have compromised compensatory mechanisms.
If tissue oxygen demands increase and the body’s compen-
satory mechanisms are overwhelmed, the venous oxygen
reserve will be tapped, and that change will be reflected as
a decreased SvO2. Venous oxygen saturation in the pul-
monary artery is normally 	 75%. Although no specific
SvO2 level has been correlated with adverse physiological
effects, an SvO2 level of 53% has been linked to anaerobic
metabolism and the production of lactic acid (11), while an
SvO2 level of 50% or less indicates that oxygen delivery is
marginal for oxygen demands, and thus venous oxygen
reserve is reduced. Thus, continuous SvO2 monitoring can
be used to track the available venous oxygen reserve.

A fiber optic pulmonary artery catheter, with its tip in
the pulmonary artery, can be used to sample the outflow
from all tissue beds. For this reason, SvO2 is regarded as a
reliable indicator of tissue oxygenation (12) and therefore
is used to indicate the effectiveness of the cardiopulmonary
system during cardiac surgery and in the ICU.

Fiber optic SvO2 catheters consist of two separate opti-
cal fibers; one fiber is used for transmitting the light to the
flowing blood and a second fiber directs the backscattered
light to a photodetector. The catheter is introduced into the
vena cava and further advanced through the heart into
the pulmonary artery by inflating a small balloon located
at the distal end. The flow-directed catheter also contains a
small thermistor for measuring cardiac output by thermo-
dilution.

Several problems limit the wide clinical application of
intravascular fiber optic oximeters. These include the
dependence of the optical readings on hematocrit and
motion artifacts due to catheter tip ‘‘whipping’’ against
the blood vessel wall. Additionally, the introduction of
the catheter into the heart requires an invasive procedure
and can sometimes cause arrhythmias.

Pulse Oximetry

Noninvasive monitoring of SaO2 by pulse oximetry is a
rapidly growing practice in many fields of clinical medicine
(13). The most important advantage of this technique is the
capability to provide continuous, safe, and effective mon-
itoring of blood oxygenation.

Pulse oximetry, which was first suggested by Aoyagi
et al. (14) and Yoshiya et al. (15), relies on the detection
of time-variant photoplethysmographic (PPG) signals,
caused by changes in arterial blood volume associated with
cardiac contraction. The SaO2 is derived by analyzing the
time-variant changes in absorbance caused by the pulsat-
ing arterial blood at the same R and IR wavelength used in
conventional invasive-type oximeters. A normalization
process is commonly performed by which the pulsatile
(ac) component at each wavelength, which results from

the expansion and relaxation of the arterial bed, is divided
by the corresponding nonpulsatile (dc) component of the
PPG, which is composed of the light absorbed by the
blood-less tissue and the nonpulsatile portion of the blood
compartment. This effective scaling process results in a
normalized R/IR ratio, which is dependent on SaO2, but is
largely independent of the incident light intensity, skin
pigmentation, tissue thickness, and other nonpulsatile
variables.

Pulse oximeter sensors consist of a pair of small and
inexpensive R and IR LEDs and a highly sensitive silicon
photodiode. These components are mounted inside a reu-
sable rigid spring-loaded clip, a flexible probe, or a dis-
posable adhesive wrap (Fig. 5). The majority of the
commercially available sensors are of the transmittance
type in which the pulsatile arterial bed (e.g., ear lobe,
fingertip, or toe) is positioned between the LEDs and the
photodiode. Other probes are available for reflectance
(backscatter) measurement, where both the LEDs and
photodetector are mounted side-by-side facing the skin
(16,17).

Numerous studies have evaluated and compared the
accuracy of different pulse oximeters over a wide range of
clinical conditions (18–21). Generally, the accuracy of most
noninvasive pulse oximeters is acceptable for a wide range
of clinical applications. Most pulse oximeters are accurate
to within � 2–3% in the SaO2 range between 70 and 100%.

Besides SaO2, most pulse oximeters also offer other
display features, including pulse rate and analogue or
bar graph displays indicating pulse waveform and relative
pulse amplitude. These important features allow the user
to assess in real time the quality and reliability of the
measurement. For example, the shape and stability of the
PPG waveform can be used as an indication of possible
motion artifacts or low perfusion conditions. Similarly, if
the patient’s heart rate displayed by the pulse oximeter
differs considerably from the actual heart rate, the dis-
played saturation value should be questioned.
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Figure 5. A disposable finger probe of a noninvasive transmission
pulse oximeter. Reprinted by permission of Nellcor Puritan
Bennett, Inc., Pleasanton, California. The sensor is wrapped
around the fingertip using a self-adhesive tape backing.



Several locations on the body, such as the ear lobes,
fingertips, and toes, are suitable for monitoring SaO2 with
transmission pulse oximeter sensors. The most popular
sites are the fingertips since these locations are convenient
to use and a good PPG signal can be quickly obtained.

Other locations on the skin that are not accessible to
conventional transillumination techniques can be moni-
tored using a reflection (backscatter) SaO2 sensor. Reflec-
tion sensors are usually attached to the forehead or to the
temples using a double-sided adhesive tape.

Certain clinical and technical situations may interfere
with the proper acquisition of reliable data or the inter-
pretation of pulse oximeter readings. Some of the more
common problems are low peripheral perfusion associated,
for example, with hypotension, vasoconstriction, or
hypothermia conditions. Also, motion artifacts, the pre-
sence of significant amounts of dysfunctional hemoglobins
(i.e., hemoglobin derivatives that are not capable of rever-
sibly binding with oxygen), such as HbCO and methemo-
globin, and intravenous dyes introduced into the blood
stream (e.g., methylene blue).

Pulse oximetry is widely used in various clinical appli-
cations including anesthesia, surgery, critical care, hypox-
emia screening, exercise, during transport from the
operating room to the recovery room, in the emergency
room, and in the field (22–26). The availability of small and
lightweight optical sensors makes SaO2 monitoring espe-
cially applicable for preterm neonates, pediatric, and
ambulatory patients. In many applications, pulse oximetry
has replaced transcutaneous oxygen tension monitoring in
neonatal intensive care. The main utility of pulse oxi-
meters in infants, especially during the administration
of supplemental oxygen, is in preventing hyperoxia
since high oxygen levels in premature neonates is asso-
ciated with increased risk of blindness from retrolental
fibroplasia.

During birth, knowing the blood oxygenation level of
the fetus is of paramount importance to the obstetrician.
Lack of oxygen in the baby’s blood can result in irreversible
brain damage or death. Traditionally, physicians assess
the well being of the fetus by monitoring fetal heart
rate and uterine contractions through the use of electronic
fetal monitoring, which are sensitive, but generally not
specific. Approximately one-third of all births in the Uni-
ted States are marked by a period in which a nonreassur-
ing heart rate is present during labor. Without a reliable
method to determine how well the fetus is tolerating labor
and when dangerous changes in oxygen levels occur,
many physicians turn to interventions, such as cesarean
deliveries.

Recently, the FDA approved the use of new fetal oxygen
monitoring technology, originally developed by Nellcor
(OxiFirst, Tyco Healthcare). The pulse oximeter utilizes
a disposable shoehorn-shaped sensor (Fig. 6), which is
inserted through the birth canal during labor, after the
amniotic membranes have ruptured and the cervix is
dilated at least 2 cm. The sensor, which comprises the
same optical components as other pulse oximeter sensors
used for nonfetal applications, rests against the baby’s
cheek, forehead, or temple, and is held in place by the
uterine wall. The fetus must be of at least 36 weeks

gestation with the head in the normal vertex position for
delivery. A controlled, randomized clinical trial, has
demonstrated the safety and effectiveness of this new
technology (27,28). While some clinical studies found that
the rate of caesarean section for nonreassuring heart rate
was significantly lower among the group of women mon-
itored by the OxiFirst system, it is not yet clear whether the
use of a fetal pulse oximeter may lead to a reduction in the
number of Caesarean sections performed. Therefore, the
American College of Obstetrics and Gynecology has not yet
endorsed the use of this technology in clinical practice.

Noninvasive Cerebral Oximetry

Somanetics, Inc. (Troy, MI) has developed a noninvasive
cerebral oximeter (INVOS) for monitoring of changes in
brain oxygen saturation that can be used to alert clinicians
to changes in the critical balance between arterial oxygen
delivery and cerebral consumption (29–31). The method is
based on NIR light photons injected by a light source into
the skin over the forehead as illustrated in Fig. 7. After
being scattered inside the scalp, skull, and brain, some
fraction of the incident photons return and exit the skin. By
measuring the backscattered light intensity as a function
of two wavelengths, 730 and 810 nm, it is possible to
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Figure 6. Optical probe and a fetal pulse oximeter. Reprinted by
permission of Nellcor Puritan Bennett, Inc., Pleasanton,
California. The shape of the optical sensor is contoured to
enable proper placement of the sensor against the fetus face.
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Figure 7. Principle of the INVOS cerebral oximeter. Courtesy of
Somanetics, Corp, Troy, MI. Two photodetectors are used to
capture the backscattered light from different depths in the brain.



measure changes in regional hemoglobin oxygen satura-
tion (rSO2 index).

The measurement is intuitively based on the fact that
the greater the separation of source and detector, the
greater the average depth of penetration. Photons that
happen to meander close to the surface are very likely to
be lost out of the skin before getting to a distant detector.
Large source-detector separation is therefore biased
against ‘‘shallow’’ photons except in the tissues directly
under the optical sensor. On the other hand, geometry and
absorption also make it statistically unlikely that very
deeply penetrating photons will find their way back to
the detector. Most of the photons reaching the detector
tend to take some optimum middle course. This mean
photon path is shaped approximately like a ‘‘banana’’ with
ends located at the light source and photodetector.

To reduce extraneous spectroscopic interference that is
dominated by light scattered by the surrounding bone,
muscle, and other tissues, the INVOS SomaSensor1 oxi-
meter uses two source-detector separations: a ‘‘near’’ (shal-
low) spacing and a ‘‘far’’ (deep) spacing. The dual detectors
sample about equally the shallow layers in the illuminated
tissue volumes positioned directly under the light sources
and photodetectors, but the far-spaced detector ‘‘sees’’
deeper than the near-spaced detector. By subtracting the
two measurements, the instrument is able to suppress the
influence of the tissues outside the brain to provide a
measurement of changes in brain oxygen saturation.

Measurement of Blood Gases

Accurate measurement of arterial blood gases, that is,
oxygen partial pressure (pO2), carbon dioxide partial pres-
sure (pCO2), and pH, is one of the most frequently per-
formed tests in the support of critically ill patients. The
measurement is essential for clinical diagnosis and man-
agement of respiratory and metabolic acid–base problems
in the operating room and the ICU. Traditionally, blood
gases have been measured by invasive sampling, either
through an indwelling arterial catheter or by arterial
puncture, and analyzed in a clinical laboratory by a
bench-top blood gas analyzer. However, this practice pre-
sents significant drawbacks: Sampling is typically per-
formed after a deleterious event has happened, the
measurement is obtained intermittently rather than con-
tinuously so physicians can not immediately detect sig-
nificant changes in a patient’s blood gas status, there could
be a considerable delay between the time the blood sample
is obtained and when the readings become available, there
is an increased risk for patient infection, and there is
discomfort for the patients associated with arterial blood
sampling. Furthermore, frequent arterial blood gas sam-
pling in neonates can also result in blood loss and may
necessitate blood transfusions.

In view of the above drawbacks, considerable effort has
been devoted over the last three decades to develop either
disposable extracorporeal sensors (for ex vivo applications)
or intraarterial fiber optic sensors that can be placed in the
arterial line (for in vivo applications) to enable continuous
trending that is vital for therapeutic interventions in
ICU patients who may experience spontaneous and often

unexpected changes in acid–base status. Thus, with the
advent of continuous arterial blood gas monitoring, treat-
ment modalities can be proactive rather than reactive.
Although tremendous progress has been made in the min-
iaturization of intravascular blood gas and pH sensors, in
order to be acceptable clinically, further progress must be
achieved on several fronts. Specifically, there is a need to
improve the accuracy and reliability of the measurement
especially in reduced blood flow and hypotensive condi-
tions. Additionally, sensors must be biocompatible and
nonthrombogenic, the readings must be stable and respond
rapidly to changes in physiological conditions, and the
disposable sensors need to be inexpensive and more cost
effective.

Intravascular Optical Blood Gas Catheters

In the early 1970s, Lubbers and Opitz (32) originated what
they called ‘‘optodes’’ (from the Greek word ‘optical path’)
for measurements of important physiological gases in
fluids and in gases. The principle upon which these sensors
were designed originally was based on a closed compart-
ment containing a fluorescent indicator in solution, with a
membrane permeable to the analyte of interest (either ions
or gases) constituting one of the compartment walls. The
compartment was coupled by optical fibers to a system that
measured the fluorescence inside the closed compartment.
The solution equilibrates with the pO2 or pCO2 of the
medium placed against it, and the fluorescence intensity
of an indicator reagent in the solution was calibrated to the
partial pressure of the measured gas.

Intraarterial blood gas optodes typically employ a single
or a double fiber configuration. Typically, the matrix con-
taining the indicator is attached to the end of the optical
fiber. Since the solubility of O2 and CO2 gases, as well as
the optical properties of the sensing chemistry itself, are
affected by temperature variations, fiber optic intravascu-
lar sensors include a thermocouple or thermistor wire
running alongside the fiber optic cable to monitor and
correct for temperature fluctuations near the sensor tip.
A nonlinear response is characteristic of most chemical
indicator sensors, so they are designed to match the con-
centration region of the intended application. Also, the
response time of optodes is somewhat slower compared
to electrochemical sensors.

Intraarterial fiber optic blood gas sensors are normally
placed inside a standard 20-gage arterial cannula, which is
sufficiently small thus allowing adequate spacing between
the sensor and the catheter wall. The resulting lumen is
large enough to permit the withdrawal of blood samples,
introduction of a continuous heparin flush, and the record-
ing of a blood pressure waveform. In addition, the optical
fibers are encased in a protective tubing to contain any
fiber fragments in case they break off. The material in
contact with the blood is typically treated with a covalently
bonded layer of heparin, resulting in low susceptibility to
fibrin deposition. Despite excellent accuracy of indwelling
intraarterial catheters in vitro compared to blood gas
analyzers, when these multiparameter probes were first
introduced into the vascular system, it quickly became
evident that the readings (primarily pO2) varies frequently
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and unpredictably, mainly due to the sensor tip intermit-
tently coming in contact with the wall of the arterial blood
vessel and intermittent reductions in blood flow due to
arterial vasospasm (33–35).

Recently, a more advanced multiparameter disposable
probe (Fig. 8) consisting of a pO2, pCO2, and pH sensors
was developed by Diametrics Medical, Inc. (36–38). Several
technical issues discovered during clinical evaluations of
earlier probes were successfully addressed by this new
product, and multiple clinical studies confirmed that the
system is adequate for trend monitoring. The device has
been evaluated in neurosurgical patients for continuous
monitoring in the brain and in critically ill pediatric
patients (39–41).

Although significant progress has been made, most of
the intravascular probes are adversely affected by patient–
probe interfacing problems and high manufacturing cost.
These problems must be fully overcome before continuous
intravascular blood gas monitoring can be performed reli-
ably and cost effectively in widely divergent patient groups.
Continuous arterial blood gas monitoring will not comple-
tely replace traditional invasive blood sampling. Never-
theless, it may extend the clinician’s ability to recognize
and intervene more effectively to correct potentially life-
threatening conditions.

pO2 Sensors

The basic principle of measuring pO2 optically relies on the
fluorescence quenching effect of oxygen. Fluorescence
quenching is a general property of aromatic molecules.
In brief, when light is absorbed by a molecule, the absorbed
energy is held as an excited electronic state of the molecule.
It is then lost by coupling to the mechanical movement of
the molecule (heat), reradiated from the molecule in a

mean time of 	 10 ns (fluorescence), or converted into
another excited state with much longer mean lifetime
(phosphorescence). Quenching reduces the intensity of
the emitted fluorescence light and is related to the con-
centration of the quenching molecules. The quenching of
luminescence by oxygen was initially described by Kautsky
in 1939 (42).

Opitz and Lubbers (43) and Peterson et al. (44) devel-
oped a fiber optic sensor for measuring pO2 using the
principle of fluorescence quenching. The dye is excited at
	 470 nm (blue) and fluoresces at	 515 nm (green) with an
intensity that depends on the pO2. The optical information
is derived from the ratio of light intensities measured from
the green fluorescence and the blue excitation light, which
serves as an internal reference signal. The original sensor
contained a Perylene Dibutyrate dye contained in an oxy-
gen-permeable porous polystyrene envelope (45). The ratio
of green to blue intensity is processed according to the
Stern–Volmer equation (46):

I0=I ¼ 1þ K pO2

where I and I0 are the fluorescence emission intensities in
the presence and absence (i.e., pO2 ¼ 0) of the quencher,
respectively, and K is the Stern–Volmer quenching coeffi-
cient. The method provides a nearly linear readout of pO2

over the range of 0–150 mmHg (0–20 kPa), with a precision
of	 1 mmHg (0.13 kPa). The original sensor was 0.5 mm in
diameter its 90% response time in an aqueous medium was
	 1.5 min.

pH Sensors

Peterson and Goldstein et al.(47) developed the first fiber
optic chemical sensor for physiological pH measurement by
placing a reversible color-changing indicator at the end of a
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Figure 8. Principle of an indwelling arterial optical blood gas catheter. Courtesy of Diametrics, Inc,
St Paul, MN. A heparin-coated porous polyethylene membrane encapsulates the optical fibers and a
thermistor.



pair of optical fibers. In the original development, the
popular indicator phenol red was used since this dye
changes its absorption properties from the green to
the blue part of the spectrum as the acidity is increased.
The dye was covalently bound to a hydrophilic polymer in
the form of water-permeable microbeads that stabilized
the indicator concentration. The indicator beads were con-
tained in a sealed hydrogen ion-permeable envelope made
out of hollow cellulose tubing. In effect, this formed a
miniature spectrophotometric cell at the end of the fibers.

The phenol red dye indicator is a weak organic acid, and
its unionized acid and ionized base forms are present in a
concentration ratio that is determined according to the
familiar Henderson–Hasselbalch equation by the ioniza-
tion constant of the acid and the pH of the medium. The two
forms of the dye have different optical absorption spectra.
Hence, the relative concentration of one of the forms, which
varies as a function of pH, can be measured optically and
related to variations in pH. In the pH sensor, green and red
light emerging from the distal end of one fiber passes
through the dye where it is backscattered into the other
fiber by the light-scattering beads. The base form of the
indicator absorbs the green light. The red light is not
absorbed by the indicator and is therefore used as an
optical reference. The ratio of green to red light is mea-
sured and is related to the pH of the medium.

A similar principle can also be used with a reversible
fluorescent indicator, in which case the concentration of
one of the indicator forms is measured by its fluorescence
rather than by the absorbance intensity. Light, typically in
the blue or ultraviolet (UV) wavelength region, excites the
fluorescent dye to emit longer wavelength light. The con-
cept is based on the fluorescence of weak acid dyes that
have different excitation wavelengths for the basic and
acidic forms but the same emitted fluorescent wavelength.
The dye is encapsulated in a sample chamber that is
permeable to hydrogen ions. When the dye is illuminated
with the two different excitation wavelengths, the ratio of
the emitted fluorescent intensities can be used to calculate
the pH of the solution that is in contact with the encapsu-
lated dye.

The prototype device for measuring pH consisted of a
tungsten lamp for illuminating the optical fiber, a rotating
filter wheel to select the red and green light returning from
the fiber, and signal processing to provide a pH output
based on the ratio of the green-to-red light intensity. This
system was capable of measuring pH in the physiologic
range between 7.0 and 7.4 with an accuracy and precision
of 0.01 pH units. However, the sensor was susceptible to
ionic strength variations.

Further development of the pH probe for practical use
was continued by Markle et al. (48). They designed the fiber
optic probe in the form of a 25-gage (f ¼ 0.5 mm) hypo-
dermic needle, with an ion-permeable side window, using
75-mm diameter plastic optical fibers. With improved
instrumentation, and with a three-point calibration, the
sensor had a 90% response time of 30 s and the range was
extended to�3 pH units with a precision of 0.001 pH units.

Different methods were suggested for fiber optic pH
sensing (49–52). A classic problem with dye indicators is
the sensitivity of their equilibrium constant to variations in

ionic strength. To circumvent this problem, Wolfbeis and
Offenbacher (53) and Opitz Lubber (54) demonstrated a
system in which a dual sensor arrangement can measure
ionic strength and pH while simultaneously correcting the
pH measurement for ionic strength variations.

pCO2 Sensors

The pCO2 of a sample is typically determined by measuring
changes in the pH of a bicarbonate solution. The bicarbo-
nate solution is isolated from the sample by a CO2-perme-
able membrane, but remains in equilibrium with the CO2

gas. The bicarbonate and CO2, as carbonic acid, form a pH
buffer system and, by the Henderson–Hasselbalch equa-
tion,

pH ¼ 6:1þ log
HCO�3
pCO2

the hydrogen ion concentration is proportional to the pCO2

of the sample. This measurement is done with either a pH
electrode or a dye indicator. Both absorbance (55) and
fluorescence (56) type pCO2 sensors have been developed.

Vurek et al. (57) demonstrated that the same technique
could be used also with a fiber optic sensor. In his design,
one optical fiber carries light to the transducer, which is
made of a silicone rubber tubing	 0.6 mm in diameter and
1.0 mm long, filled with a phenol red solution in a 35-mM
bicarbonate. Ambient pCO2 controls the pH of the solution
that changes the optical absorption of the phenol red dye.
The CO2 permeates through the rubber to equilibrate with
the indicator solution. A second optical fiber carries the
transmitted signal to a photodetector for analysis. A dif-
ferent design by Zhujun and Seitz (58) used a pCO2 sensor
based on a pair of membranes separated from a bifurcated
optical fiber by a cavity filled with bicarbonate buffer.

Extracorporeal Measurement

Several extracorporeal systems suitable for continuous on-
line ex vivo monitoring of blood gases, base-access, and
HCO3 during cardiopulmonary bypass operations (Fig. 9)
are available commercially (59–61). While this approach
circumvents some of the advantages of continuous in vivo
monitoring, this approach is useful in patients requiring
frequent measurements of blood gases. The basic approach
is similar to the optical method utilized in intravascular
probes, but the sensors are located on a cassette that is
placed within the arterial pressure line that is inserted into
the patient’s arm. The measurement is performed extra-
vascularly by drawing a blood sample past the in-line
sensor. After the analysis, which typically takes 	 1
min, the sample can then be returned to the patient and
the line is flushed. The sensor does not disrupt the pressure
waveform or interfere with fluid delivery. Several clinical
studies showed that in selected patient groups, the perfor-
mance of these sensors is comparable to that of conven-
tional in vitro blood gas analyzers (62–66).

Hematocrit Measurement

In recent years, an optical sensor has been developed by
Hemametrics (Kaysville, UT) for monitoring hematocrit,
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oxygen saturation and blood volume ex vivo during hemo-
dialysis (67–69). It provides vital and real time trending
information that can be used to alert clinicians instanta-
neously to rapid changes during renal therapy (e.g.,
gastrointestinal bleeding or hemolysis). The optical mea-
surements are based on detecting variations in scattering
and absorption by blood flowing through a disposable cuv-
ette that is connected to the arterial side of the dialyzer. A
noninvasive version of this technology (CritScan) was
recently cleared by the FDA for measuring absolute hema-
tocrit and oxygen saturation by resting a fingertip against
an optical sensor array of LEDs and photodetectors. One
potential applications of this device, which was developed
for spot checking, is for use in blood banking as an anemia
screening tool to qualify blood donors, eliminating the need
for performing hematocrit measurement based on the tra-
ditional and painful needle-stick approach.

Transcutaneous Bilirubin Measurement

Jaundice (hyperbilirubinemia) in newborn babies is
evident in > 50% of newborns during the first week of
birth. While hyperbilirubinemia (i.e., total serum biliru-

bin > 1.0 mg/dL) occurs in nearly all infants, moderate to
significant hyperbilirubinemia usually peaks between 3
and 7 days of age and typically requires phototheraphy
and/or exchange blood transfusions. If the condition is not
recognized and treated properly, it can lead to potentially
irreversible bilirubin-induced neurotoxicity and neurolo-
gic dysfunction. Visual recognition of jaundice is often
inaccurate and unreliable, but excessive hyperbilirubine-
mia can be diagnosed by laboratory-based assay of
total serum bilirubin obtained from a heel stick or an
umbilical line.

To achieve a more objective measurement of jaundice,
Yamanouchi et al. (70) developed a hand-held transcuta-
neous bilirubinometer developed by the Minolta Company.
The meter used a dual optical filter design to measure a
hemoglobin-corrected yellow color that is a distinctive skin
color in jaundice patients. The measurement gives a reflec-
tance value that must first be correlated to patient’s serum
bilirubin. Clinical testing of this device revealed significant
inaccuracies and patient dependent variability compared
with serum bilirubin determinations due to the presence of
melanin pigmentation in the skin and variations in hemo-
globin content.
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Figure 9. Principle of the GEM SensiCath fiber
optic-based blood gas system. Courtesy of Optical
Sensors, Inc., Minneapolis, MN.



More recently, several companies introduced more
advance hand-held devices that uses multiwavelengths
to measure bilirubin based on spectral analysis of light
reflectance from the skin pioneered by Jacques (71) and
others (72–74). The device consists of a light source, a
fiberoptic probe, and a photodetector, essentially function-
ing as a microspectrophotometer. The unit is housed in a
hand-held assembly that is positioned against the infant’s
forehead.

Pressure Sensors

In vivo pressure measurements provide important diag-
nostic information. For example, pressure measurements
inside the heart, cranium, kidneys, and bladder can be
used to diagnose abnormal physiological conditions that
are otherwise not feasible to ascertain from imaging or
other diagnostic modalities. In addition, intracranial
hypertension resulting from injury or other causes can
be monitored to assess the need for therapy and its efficacy.
Likewise, dynamic changes of pressure measured inside
the heart, uterus, and bladder cavities can help to assess
the efficiency of these organs during muscular contrac-
tions.

There has long been an interest in developing fiber optic
transducers for measuring pressure inside the cranium,
vascular system, or the heart. Several approaches have
been considered in the development of minimally invasive
miniature pressure sensors. The most common technique
involves the use of a fiber optic catheter. Fiber optic pres-
sure sensors have been known and widely investigated
since the early 1960s. The major challenge is to develop
a small enough sensor with a high sensitivity, high fidelity,
and adequate dynamic response that can be inserted either
through a hypodermic needle or in the form of a catheter.
Additionally, for routine clinical use, the device must be
cost effective and disposable.

A variety of ideas have been exploited for varying a light
signal in a fiber optic probe with pressure (75–77). Most
designs utilize either an interferometer principle or mea-
sure changes in light intensity. In general, interferometric-
based pressure sensors are known to have a high sensitiv-
ity, but involve complex calibration and require compli-
cated fabrication. On the other hand, fiber optic pressure
sensors based on light intensity modulation have a lower
sensitivity, but involve simpler construction.

The basic operating principle of a fiber optic pressure
sensor is based on light intensity modulation. Typically,
white light or light produced by a LED is carried by an
optical fiber to a flexible mirrored surface located inside a
pressure-sensing element. The mirror is part of a movable
membrane partition that separates the fiber end from the
fluid chamber. Changes in the hydrostatic fluid pressure
causes a proportional displacement of the membrane rela-
tive to the distal end of the optical fiber. This in turn
modulates the amount of light coupled back into the optical
fiber. The reflected light is measured by a sensitive photo-
detector and converted to a pressure reading.

A fiber optic pressure transducer for in vivo application
based on optical interferometry using white light was
recently developed by Fisco Technologies (Fig. 10). The

sensing element is based on a Fabry–Perot principle. The
Fabry–Perot cavity is defined on one end by a stainless
steel diaphragm and on the opposite side by the tip of the
optical fiber. When an external pressure is applied to the
transducer, the deflection of the diaphragm causes varia-
tion of the cavity length that in turn is converted to a
pressure reading.

IN VITRO DIAGNOSTIC APPLICATIONS

Immunosensors

The development of immunosensors is based on the obser-
vation of ligand-binding reaction products between a
target analyte and a highly specific binding reagent (78–
80). The key component of an immunosensor is the biolo-
gical recognition element typically consisting of antibodies
or antibody fragments. Immunological techniques offer
outstanding selectivity and sensitivity through the process
of antibody–antigen interaction. This is the primary recog-
nition mechanism by which the immune system detects
and fights foreign matter and has therefore allowed the
measurement of many important compounds at micromo-
lar and even picomolar concentrations in complex biologi-
cal samples.

In principle, it is possible to design competitive binding
optical sensors utilizing immobilized antibodies as selec-
tive reagents and detecting the displacement of a labeled
antigen by the analyte. In practice, however, the strong
binding of antigens to antibodies and vice versa causes
difficulties in constructing reversible sensors with fast
dynamic responses. Other issues relate to the immobiliza-
tion and specific properties related to the antibody-related
reagents on the transducer surface.

Several immunological sensors based on fiber optic
waveguides have been demonstrated for monitoring anti-
body–antigen reactions. Typically, several centimeters of
cladding are removed along the fiber’s distal end and the
recognition antibodies are immobilized on the exposed
core surface. These antibodies bind fluorophore–antigen
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Figure 10. Fiber optic in vivo pressure sensor. Courtesy of Fiso
Technologies, Quebec, Canada.



complexes within the evanescent wave. The fluorescent
signal excited within the evanescent wave is then trans-
mitted through the cladded fiber to a fluorimeter for pro-
cessing.

Despite an overwhelming number of papers describing
immunosensing techniques, there are still only few com-
mercial instruments based upon immunosensors in clinical
diagnostics today. Among them is the technology intro-
duced by Biacore (Uppsala, Sweden) (81), which utilizes
SPR as the principal probing method (Fig. 11) for real time
monitoring of binding events without labeling or often
purification of the substances involved. The sensor chip
of the Biacore SPR system consists of a glass surface,
coated with a thin layer of gold that is modified with a
carboxymethylated dextran layer. This dextran hydrogel
layer, which provides a hydrophilic environment for
attached biomolecules, preserving them in a nondenatured
state, forms the basis or a range of specialized surfaces
designed to optimize the binding of a variety of molecules
that occurs between active biomolecules. The IAsys from
Affinity Sensors (Cambridge, UK) (82) also exploits the
evanescence field principle, but the method is based on
measuring the difference in the phase of a laser beam
interacting with a waveguide structure. The method is
utilized to study and measure the interactions of proteins
binding to nucleic acids, lipids, and carbohydrates and can
be used in molecular recognition experiments to study for
example the DNA kinetics interactions.

Optical Biosensors in Drug Discovery

Optical biosensors exploit evanescent waves or SPR tech-
niques, where binding of molecules in solution to surface-
immobilized receptors causes an alteration of the refractive
index of the medium near the surface. This optical change
can be used to measure the amount of bound analyte using
very low amounts of compound without the need for prior

chemical labeling. Hence, evanescent waves and SPR tech-
niques can be used in screening compounds for receptor
binding affinity or to study the kinetic analysis of mole-
cular interactions throughout the process of drug develop-
ment (83). These methods also allow researchers to study
in vitro the interaction between immobilized receptors and
analytes and the general interrogation of intermolecular
interactions (84–88). These sensors have become a stan-
dard method for characterizing biomolecular interactions
and are useful tools to study, for example, if a certain
analyte binds to a particular surface, how strong is the
binding mechanism, and how much of the sample remains
active. The recent development of highly multiplexed opti-
cal biosensor arrays has also accelerated the process of
assay development and target identification that can speed
up the tedious and time-consuming process involved in
screening and discovery of new drugs.
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OPTICAL TWEEZERS
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INTRODUCTION

Since the invention of the microscope, scientists have
peered down at the intricate workings of cellular machin-
ery, laboring to infer how life is sustained. Doubtlessly,
these investigators have frequently pondered What would
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happen if I could push on that, or pull on this? Today, these
formerly rhetorical thought experiments can be accom-
plished using a single-beam optical gradient trap, more
commonly known as ‘‘optical tweezers’’. This article sur-
veys the history, theory and practical aspects of optical
trapping, especially for studying biology. We start by
reviewing the early demonstrations of optical force gen-
eration, and follow this with a discussion of the theoretical
and practical concerns for constructing, calibrating, and
applying an optical tweezers device. Finally, examples of
important optical tweezers experiments and their results
are reviewed.

OPTICAL TWEEZERS SYSTEMS

History

In 1970, Arthur Ashkin published the first demonstration
of light pressure forces manipulating microscopic, trans-
parent, uncharged particles, a finding that laid the ground-
work for optical trapping (1). Significant application of
optical forces to study biology would not occur until almost
two decades later, after the first description of a single-
beam optical gradient trap was presented in 1986 (2). Soon
after, the ability to trap living cells was demonstrated (3,4)
and by the late 1980s biophysicists were applying optical
tweezers to understand diverse systems, such as bacterial
flagella (5), sperm (6), and motor proteins, such as kinesin
(7). Today, optical tweezers are a primary tool for studying
the mechanics of cellular components and are rapidly being
adapted to applications ranging from cell sorting to the
construction of nanotechnology (8,9).

Trapping Theory

Ashkin and co-workers 1986 description of a single-beam
trap presented the necessary requirements for stable trap-
ping of dielectric particles in three dimensions (2). For laser
light interacting with a particle of diameter much larger
than the laser wavelength, d � l, that is the so-called Mie
regime, the force on the particle can be calculated using ray
optics to determine the momentum transferred from the
refracted light to the trapped particle. Figure 1a–c sche-
matically shows the general principle; two representative
rays are bent as they pass through the spherical particle
producing the forces that push the trapped particle toward
the laser focus. A tightly focused beam that is most intense
in the center thus pulls the trapped object toward the beam
waist. More rigorous treatment and calculations can be
found in (2,10).

In the Rayleigh regime, d � l, the system must be
treated in accordance with wave optics, and again the tight
focusing results in a net trapping force due to the fact that
the particle is a dielectric in a non-uniform electric field.
Figure 1d shows a simplified depiction of force generation
in this regime. The electric field gradient from the laser
light induces a dipole in the dielectric particle; this results
in a force on the particle directed up the gradient toward
the area of greatest electric field intensity, at the center
of the laser focus. Detailed calculations can be found in
Ref. 11.

In either regime, the principal challenge to producing a
stable trap is overcoming the force produced by light
scattered back in the direction of the oncoming laser,
which imparts momentum that pushes the particle in
the direction of beam propagation, and potentially out of
the trap. When the trapping force that pulls the particle up
the laser toward the beam waist is large enough to balance
this scattering force, a stable trap results. From examina-
tion of Fig. 1a, it is apparent that the most important rays
providing the force to balance the scattering force come at
steep angles from the periphery of the focusing lens.
For this reason, a tightly focusing lens is critical for
forming an optical trap; typically oil-immersion lenses
with a numerical aperture in excess of 1.2 are used.
Furthermore, the beam must be expanded to slightly over-
fill the back aperture of the focusing lens so that sufficient
laser power is carried in the most steeply focused periph-
ery of the beam.

For biological experiments the preferred size of the
trapped particle is rarely in the range appropriately trea-
ted in either the Mie or Raleigh regime; typically particles
are on the order of 1 mm in diameter, or approximately
equal to the laser wavelength. Theoretical treatment
then requires generalized Lorenz–Mie theory (12,13). In
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Figure 1. Optical forces on a dielectric sphere. (Adapted from Ref.
2.) Parts a–c show three possible geometries in the ray optics
regime: particle above, particle below, and particle to the right of
the laser focus, respectively. In each case, two representative rays
are shown interacting with the particle. The two rays change
direction upon entering and exiting the sphere causing a net
transfer of momentum to the particle. Dotted lines show the
focus point in the absence of the sphere. The forces resulting
from each ray are shown in gray along with the summed force.
(Please see online version for color in figure.) In each case the net
force pushes the particle toward the focus. A highly simplified
mechanism for the generation of force in the Rayleigh regime. An
electric field profile is shown above a representative particle. The
labels on the sphere show the net positioning of charges due to
the formation of the dipole and the arrows show the forces. The
induced dipole results in the bead being attracted to the area of
most intense electric field, the laser focus.



practice, theoretical analysis of specific trapping para-
meters is not necessary because several methods allow
direct calibration of trapping forces. Regardless of particle
size, a tightly focused laser with a Gaussian intensity
profile (TEM00 mode) interacting with a spherical particle,
traps the particle in a parabolic potential well. The para-
bolic potential is convenient because it results in a trap that

behaves like a Hookian spring: restoring force that pushes
the particle back toward the focus increases linearly with
the displacement from the focus. Figure 2 schematically
illustrates the potential well, force profile, and distribution
of particle positions for a hypothetical trapped sphere. This
convenient relationship results in spherical particles being
the natural choice for most trapping applications including
gradient. These particles are often referred to as beads,
microbeads, or microspheres interchangeably.

Optical Tweezers Systems

Implementations of optical tweezers as they are applied
to biology are variations on a theme: most systems share
several common features although details vary and sys-
tems are often optimized for the application. Figures 3
and 4 show a photograph and a diagram of an example
system. Generally, the system begins with a collimated,
plane-polarized laser with excellent power and pointing
stability. The optimal laser light wavelength depends
on the application, but near-infrared (IR) lasers with a
wavelength 	1 mm are a typical choice for use with bio-
logical samples; such lasers are readily available and
biological samples generally exhibit minimal absorption
in the near-IR. A light attenuator allows for adjustment of
laser power and therefore trap stiffness. In the example
system this is accomplished with a variable half-wave
plate that adjusts the polarity prior to the beam passing
through a polarized beam splitting cube that redirects the
unwanted laser power. Most systems then contain a device
and lenses to actively steer the beam. In the case of the
example system, a piezo-actuated mirror creates angular
deflections of the beam that the telescope lenses translate
into lateral position changes of the laser focus at the focal
plane of the objective. This is accomplished by arranging
the telescope so that a virtual image of the steering
device is formed at the back aperture of the microscope
objective lens. This arrangement also assures that the
laser is not differentially clipped by the objective aperture
as the trap is steered. Following the steering optics, the
laser enters a microscope, is focused by a high numerical
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Figure 2. Relationship between potential, force, and bead
position probability. The interaction of the tightly focused laser
and dielectric results in a parabolic potential well, the consequence
of which is a linear restoring force; the trap behaves as a linear
radial spring. Here a positive force pushes the particle to the right.
When driven by thermal events in solution a particle’s position has
a Gaussian distribution.

Figure 3. Photograph of an optical tweezers instru-
ment. Note the vibration isolation table that prevents
spurious vibrations from affecting experi- ments. The
clear plastic cover minimizes ambient air convection
that might affect the laser path in addition to limiting
access of dust and preventing accidental contact with
the optics.



aperture objective, and encounters the sample. After pas-
sing through the trapping/image plane, the laser usually
exits the microscope and enters a detection system,
which in this case employs back-focal-plane interferome-
try to measure the position of the bead relative to the
trap (14–16).

There are many optical tweezers designs that can pro-
duce stable, reliable trapping. In most cases, the system is
integrated into an inverted, high quality research micro-
scope (17,18), although successful systems have been incor-
porated into upright (e.g., 15) or custom built microscopes
(14). Some use a single laser to form the trap (7,15) while a
more complicated arrangement uses two counterpropagat-
ing lasers (19,20).

Various implementations for detecting the bead posi-
tion include image analysis (21,22), back focal plane
interferometry (BFPI) (14,16), and a host of less frequently
applied methods based on measurements of scattered
or fluorescent light intensity (23–25) or interference
between two beams produced using the Wollaston
prisms associated with differential interference contrast
microscopy (26). Trap steering can be accomplished with
acoustooptic deflectors (15,27,28), steerable mirrors (23),
or actuated lenses (14). Figure 5 shows a silica micro-
sphere in a trap being moved in a circle at> 10 revolutions
s�1 using acoustooptic deflectors, resulting in the comet
tail in the image. Alternatively, the sample can be moved
with a motorized or piezoactuated nanopositioning stage.
In addition, splitting the laser into two orthogonally polar-
ized beams, fast laser steering to effectively multiplex the
beam by rapidly jumping the laser between multiple posi-
tions (29), or holographic technology (9) can be used to
create arrays of multiple traps. Figure 6 shows an image
of a 3  3 array of optical traps created using fast
beam steering to multiplex a single beam. Five traps
are holding beads while four, marked with white circles
are empty. Specific optical tweezers designs can also
allow incorporation of other advanced optical techniques
often used in biology, including, but not limited to, total
internal reflection microscopy and confocal microscopy
(30).
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Figure 4. Optical tweezers schematic showing major
system components.
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Figure 5. Micrograph of 1 mm bead being manipulated in a circle
with an optical tweezers device. The comet tail is the result of the
bead moving faster than the video frame rate.

Figure 6. Micrograph of a 3  3 array of traps produced by time
sharing a single laser between nine positions. The traps at the four
locations marked with white circles are empty while the other five
hold a 1 mm diameter silica microsphere.



Detection

Determining the force on a trapped sphere requires mea-
surement of the displacement of the trapped particle from
the center of the optical trap. Back focal plane interfero-
metry (BFPI) is the most popular method, and allows high
speed detection with nanometer resolution. Rather than
following an image of the bead, which is also a viable
detection technique, BFPI tracks the bead by examining
how an interference pattern formed by the trapping laser is
altered by the bead interacting with the laser further up
the beam at the microscope focal plane. This interference
pattern is in focus at the back focal plane of the condenser
lens of the microscope, thus the name of the technique.

Laser light interacting with the bead is either trans-
mitted or scattered. The transmitted and scattered light
interfere with one another resulting in an interference
pattern that is strongly dependent on the relative position
of the bead within the trap. This interference pattern is
easily imaged onto a quadrant photodiode (QPD) detector
positioned at an image plane formed conjugate to the back
focal plane of the condenser lenes by supplemental lenses
(e.g., BFPI imaging lens in Fig. 4). A simple divider-ampli-
fier circuit compares the relative intensity in each quad-
rant according to the equations shown in Fig. 7. This
results in voltage signals that follows the position of the
bead in the trap.

Back focal plane interferometry has several important
advantages compared with the other commonly used bead
tracking techniques. Typically, image analysis limits the
data collection rate to video frame rate, 30 Hz, or slower if
images must be averaged, while BFPI easily achieves
sampling frequencies in the tens of kilohertz. Under
ideal conditions, image analysis can detect particle posi-
tions with 	 10 nm resolution, while BFPI achieves

subnanometer resolution. Speeds and resolution similar
to BFPI can be achieved by directly imaging a bead onto a
QPD, however, it can be inconvenient in systems where
trap steering is employed because the image of the particles
will move across the detector as the trap moves in the
image plane of the microscope, thus requiring frequent
repositioning of the detector. With BFPI, the position of the
intereference pattern at the back focal plane of the con-
denser does not move as the trap is steered, so the detector
can remain stationary.

Calibration

Although BFPI provides a signal corresponding to bead
position, two important system parameters must be mea-
sured before forces and positions can be inferred. The first
is the detection sensitivity, b, relating the detector signal to
the particle position. The second is the Hookian spring
constant, k, where

F ¼ �kx (1)

where x is the displacement of the particle from the center
of the trap. Both sensitivity and stiffness depend on the
diameter of the particle and the position of the trap relative
to nearby surfaces. Stiffness is linear with laser power
while sensitivity, when using BFPI, does not depend on
laser power as long as the detector is operating in its linear
range. Ideally, these parameters are determined in circum-
stances as near to the experimental conditions as possible.
Indeed whenever reasonably possible, it is wise to account
for bead and assay variation by determining these para-
meters for each bead used in an experiment.

Direct Calibration Method

Sensitivity can be measured by two independent methods.
The most direct is to move a bead affixed to a coverslip
through the laser focus with a nanopositioning piezocon-
trolled stage, or conversely by scanning the laser over the
immobilized bead while measuring the detector signal. An
example calibration curve is shown in Fig. 8 for a system
using BFPI. The linear region within 	150 nm on either
side of zero is fit to a line to arrive at the sensitivity, b, equal
to 6.8  10�4 V�nm�1. The second method is discussed
below under calibration with thermally driven motion.
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The direct calibration for sensitivity has the disadvan-
tage of requiring the bead to be immobilized, typically to
the coverslip, whereas experiments are typically conducted
several microns from the surface. Additionally, with the
bead fixed to a surface, its z-axis position is no longer
controlled by the trapping forces, resulting in the possibi-
lity that the measured sensitivity does not correspond to
the actual z axis position of a trapped particle. Estimates of
sensitivity may also be rendered inaccurate if attache-
ments to the surface slip or fail. Consequently, thermal
force based calibration discussed in the next section are
often more reliable.

The trap stiffness, k, can be measured by applying drag
force from fluid flow to the trapped particle. Figure 9 shows
a schematic representation of the trap, particle, and fluid
movement. Typically, a flow is induced around the bead by
moving the entire experimental chamber on a motorized or
piezodriven microscope stage. In the low Reynolds number
regime where optical traps are typically applied, the drag
coefficient, g, on a sphere in the vicinity of a surface can be
accurately calculated:

g ¼ 6prch (2)

where r is the radius of the microsphere, h is the viscosity of
the medium, and c is the correction for the distance from a
surface given by

c ¼ 1þ 9

16

r

h
(3)

where h is the distance from the center of the sphere to the
surface. Equation 3 is an approximation and can be carried
to higher order for greater accuracy (31).

The force due to fluid flow is readily calculated

F ¼ gV (4)

where V is the velocity of the particle relative to the fluid
medium.

When a flow force is applied to the trapped microsphere,
the bead moves away from the center of the trap to an
equilibrium position where the flow force and trapping
force balance. Applying several drag forces (using a range
of fluid flow velocities) and measuring the deflection in each
case allows one to plot force of the trap as a function of bead
position. The slope of this line is the trap stiffness, k.

Figure 10a shows a trace of a bead being displaced by
fluid drag force provided by a piezoactuated stage moving
at a known velocity. In the first region the bead quickly
achieves and holds a stable position as long as the stage
moves at a constant velocity, making measurement of the
displacement relatively simple. When the stage stops
the bead returns to the center of the trap as is seen in
the second section of the record. The subsequent negative
deflection in the third section is the result of the stage
returning to its original position at a non-uniform speed.
Figure 10b shows force as a function of position for two
laser powers; the linear fitting coefficient gives the trap
stiffness in each case.

In practice, calibration by viscous drag can be quite
labor intensive, and the requirement for the sample to
be moved repeatedly and rapidly is too disruptive to be
performed ‘‘on the fly’’ during many types of experiments. A
more efficient and less disruptive alternative relies on the
fact that the thermal motion of the fluid molecules exerts
significant, statistically predictable forces on the trapped
microsphere; these result in fluctuations in bead position
measurable with the optical tweezers.
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Figure 9. Schematic of drag force calibration. Uniform fluid flow
from the left produces a force on the bead that can be calculated
with the equations in the text. The bead is displaced to a distance,
where the force due to fluid flow is balanced by the force due to the
trap.
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Figure 10. Results of a typical drag force calibration. (a) Typical
signal of five averaged applications of uniform drag force on a
trapped microsphere. In the region labeled 1, the bead quickly
achieves a stable displacement due to the constant velocity. In
region 2, the bead briefly returns to the center of the trap as the
stage stops. In region 3, the bead is again displaced as the stage
moves back to its home position and in region 4 the stage is at rest
in its home position. The displaced position () in region 1 is
averaged to determine the displacement for a given flow
force. (b) Example of data from several different forces applied
to the trapped microsphere reveal a linear relation to
displacement.



Thermal Force Based Calibration Methods

At low Reynold’s (Re) number the power spectrum of the
position of a particle trapped in a harmonic potential well
subject only to thermal forces takes the form of a Lorent-
zian (32):

Sxð f Þ ¼ B

f 2
c þ f 2

(5)

with

B ¼ kBT

gp2
(6)

where kB is the Boltzmann constant, f is the frequency, fc
is a constant called the corner frequency, and

fc ¼
k

2pg
(7)

There are several important practical considerations for
applying the power spectrum to calibrate optical tweezers.
The mathematical form of the power spectrum does not
account for the electrical noise in the signal, so a large
signal to noise ratio is required for accurate calibration. In
addition, records of bead position must be treated carefully,
especially with respect to instrument bandwidth and vibra-
tions, to yield the correct shape and magnitude of the power
spectrum.

A typical calibration begins by setting the position of
the bead relative to any nearby surface, typically a micro-
scope sample coverglass. With the bead positioned, a
record of thermal motion of the bead is taken. For the
example system in Figs. 3 and 4 a typical data collection for
a calibration is 45 s at maximum bandwidth of the QPD
and associated electronics. The data is then low pass
(antialias) filtered using a high order Butterworth filter
with a cut-off frequency set to one-half of the bandwidth.

Following acquisition and filtering, the power spectrum
of the record of bead position is calculated. In practice,
many power spectra should be averaged to reduce the
inherently large variance of an individual power spec-
trum. For example, the 45 s of data is broken into 45,
1 s records of bead position, the power spectrum for each is
calculated and the spectra are averaged together. To
accurately compute the power spectrum the data must
be treated as continuous; this is achieved by wrapping the
end of the record back to meet the beginning. To avoid a
discontinuity where the beginning and end are joined,
each record is windowed with a triangle or similar function
that forces the ends to meet but maintains the statistical
variance in the original record. Figure 11a shows an
example of an averaged power spectrum. Note the units
on the y axis: often, power spectra are presented in dif-
ferent units according to their intended use. Accurate
calibration of optical tweezers requires that the power
spectrum be in nm2�Hz�1 or, provided volts are propor-
tional to displacement, V2�Hz�1.

The average power spectrum is expected to fit the form
of equation 5. To avoid aliased high frequency data cor-
rupting the fit to the power spectrum, the spectrum is
cropped well below the cut-off frequency of the antialiasing

filter. The average, cropped power spectrum can be visually
inspected for evidence of noise (e.g., spikes or other devia-
tions from the expected Lorentzian form) and fit to equa-
tion 5, with fc and B as fitting parameters. The drag
coefficient is calculated using equations 2 and 3 and the
stiffness, k, is then calculated with a simple rearrangement
of equation 7. The sensitivity, b, can also be calculated by
recognizing that the value of B produced by the fit is
proportional to the signal power. The value of B can be
calculated from first principles by applying equation 6. In
practice, the value of B is determined by fitting equation 5
with B as a parameter. Equation 6 gives B in units of
nm2�Hz�1 while the fitted value of B will typically be
V2�Hz�1. The parameter b is then determined by dividing
the fitted value by the theoretical value and taking the
square root. Figure 11b shows an example power spectrum
used to calculate the trap stiffness and the sensitivity of the
detection system with a 0.6 mm bead.

Inspection of the power spectrum in Fig. 11a shows two
distinct regions: the low frequency plateau and the high
frequency roll off. These two sections can be qualitatively
understood as representing two aspects of the motion of
the trapped particle. The high frequency roll-off is repre-
sentative of small, rapid oscillations of the bead in the trap.
Since the distance the bead moves over these short time
scales is generally small, the bead does not ‘‘feel’’ large
changes in the force of the trap pushing it back to the
center, and hence this motion has the character of free
diffusion. At lower frequency, the spectrum is flat, because
large-scale oscillations are attenuated by the trap pushing
the bead back to the center. As a result low frequency
oscillations do not exhibit the character of free diffusion;
the bead feels the trap when it makes a large excursion.
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Figure 11. Example power spectrum calibration. (a) An example
power spectrum (gray) and Lorentzian fit (black). (b) Power
spectrum calibrations for five separate laser powers showing the
linear dependence of stiffness on laser power.



The methods for calculating and then fitting the power
spectrum above are adequate in most cases and for most
experiments. However, several additional considerations
can be added to this relatively simple approach to improve
the accuracy in some situations. These include, but are not
limited to, accounting for the frequency dependence of the
drag coefficient, and theoretically accounting for aliasing
that may be present in the signal (54).

Two other calibration methods also take advantage of
thermal forces acting on trapped beads. These methods are
not conceptually distinct from the power spectrum method,
but treat the data differently, are susceptible to different
errors, and thus provide a good cross-check with the power
spectrum and direct methods above.

As one would expect, the range of bead position should
decrease with increasing trap stiffness. For an over-
damped harmonic potential, such as a spherical bead in
an optical trap, this relation has a specific mathematical
form:

k ¼ kBT

varðxÞ (8)

where the var(x) is the variance of the bead position in the
trap, kB is Boltzmann’s constant and T is absolute tem-
perature. This equation results from the equipartition
theorem: the average thermal energy for a single degree
of freedom is 1/2kBT, and that the average potential
energy stored in a Hookean trap is 1=2khx2i. Setting these
equal, rearranging and assuming that hxi ¼ 0 ¼ the cen-
ter of the trap, results in equation 8. Thus by simply
measuring the variance of the bead position and the
temperature, one can determine the trap stiffness.

Alternatively the autocorrelation function of the bead
position is used to determine the trap stiffness (33). This
method is little different in principal than using the power
spectrum, as the spectrum is the Fourier transform of the
autocorrelation. The autocorrelation function is expected
to exhibit an exponential decay with time constant t, where

t ¼ g

k
(9)

It is often easier to achieve a reliable fit to the autoco-
rrelation than to the power spectrum, making the
autocorrelation an attractive alternative to the more com-
mon power spectrum methods.

Each calibration method has its distinct advantages
over the others. The methods involving direct manipula-
tion are most often used in the course of building an optical
tweezers device to verify that the thermal motion calibra-
tions work properly. Once verified the thermal motion
calibrations are much less labor intensive, and can be
performed ‘‘on the fly’’. This allows sensitivity and stiff-
ness for each bead to be calibrated as it is used in an
experiment.

Each method relies on slightly different parameters and
thus provides separate means to verify calibration accu-
racy. For example, the corner frequency of the power
spectrum, and hence the stiffness can be determined with
no knowledge of the detector sensitivity. However, this
does depend on accurately calculating the drag coefficient.
By calculating the stiffness from the variance one can avoid

considering the drag coefficient altogether, but this method
relies on accurate estimation of the sensitivity squared
(b2). Furthermore, the variance method can lead to inac-
curate stiffness measurements because system drift will
inflate the variance, leading to underestimated trap stiff-
ness.

A safe course is to (1) inspect the power spectrum for
evidence of external noise, (2) calculate the stiffness and
sensitivity by fitting the power spectrum, (3) recalculate
the stiffness with the variance method using the sensitivity
determined from the power spectrum, and (4) compare the
stiffness results from each method. If the stiffness agrees
between the two it indicates that the drag coefficient and
sensitivity are both correct. The only possibility for error
would be that they are both in error in a manner that is
exactly offsetting, which is quite unlikely. Comparison
with the direct manipulation methods can alleviate this
concern.

Optical Tweezers Compared with Other Approaches to
Nanomanipulation

There are several alternatives to optical tweezers for
working at the nanometer to micron scales and exerting
piconewton forces. Most similar in application are mag-
netic tweezers, which use paramagnetic beads and an
electromagnet to produce forces. The force profile of mag-
netic tweezers is constant on the size scale of microscopic
experiments; the force felt by the bead is not dependent on
displacement from a given point as with optical tweezers.
This can be convenient in some circumstances, but is less
desirable for holding form objects in specific locations.

A second option is the use of glass microneedles. These
fine glass whiskers can be biochemically linked to a mole-
cule of interest and their deflection provides a measure of
forces and displacements. Stiffness must be measured for
each needle with either fluid flow or methods relying on
thermal forces similar to those described above. Glass
needles can exert a broad range of forces but they only
allow for force measurements along one axis, and are
difficult for complex manipulations compared to optical
tweezers devices.

Atomic force microscopy (AFM) is a third option for
measuring small forces and displacements. Originally, this
technique was used to image surface roughness by drag-
ging a fine cantilever over a sample. A laser reflecting off
the cantilever onto a photodiode detects cantilever deflec-
tion. To measure force, a cantilever of known stiffness can
be biochemically linked to a structure of interest and
deflections and forces measured with similar accuracy to
optical tweezers. The AFM has the advantage that reliable
AFMs can be purchased, while optical tweezers must still
be custom built for most purposes. However, AFMs are
unable to perform the complex manipulations that are
simple with optical tweezers and typically are limited to
forces >20 pN.

OPTICAL TWEEZERS RESEARCH

Within 4 years of the publication of the first demonstration
of a single beam, three-dimensional (3D) trap, optical
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tweezers were being applied to biological measurements
(2,7). In the years that followed, optical tweezers became
increasingly sophisticated, and their contributions to biol-
ogy and biophysics in particular grew rapidly. Some impor-
tant experimental considerations, and contributions to
basic science made possible by optical tweezers, high-
lighted representative assays, and results are discussed
in this section.

Practical Experimental Concerns

Beyond the design and calibration challenges, there are
additional concerns that come into play preparing an
experimental assay for use with optical tweezers. The
most general of these attached is a trappable object to
the system being studied, and accounting for series
compliances when interpreting displacements of this
object.

Probably the most popular attachment scheme cur-
rently in use is the biotin-streptavidin linkage. Microbe-
ads are coated with streptavidin, and the structure to be
studied, if a protein, can be easily functionalized with
biotin via a succinimidyl ester or other chemical cross-
linker. When mixed, the streptavidin on the bead tightly
binds to biotin on the structure to be studied. Beads coated
in this manner tend to stick to the surfaces in the experi-
mental chamber, which is inconvenient for setting up an
experiment, and recently developed neutravidin is an
attractive alternative to streptavidin with decreased non-
specific binding at close to neutral pH. Alternative attach-
ment schemes usually involve coating the bead with a
protein that specifically interacts with the structure to
be studied. For example, a microtubule-associated protein
might be attached to the bead; subsequently that bead
sticks to microtubules, which can then be manipulated
with the optical tweezers. Recombinant DNA technology
can also be used; in this case the amino acid sequence of a
protein is modified to add a particular residue (e.g., reac-
tive cystein), which serves as a target for specific cross-
linking to the bead. This approach provides additional
control over the binding orientation of the protein, but
runs the risk that the recombinant protein many not
behave as the wild type.

Interpreting displacements measured with optical twee-
zers is complicated by compliances in the system under
study, or the linkage to the trapped bead; these must be
accounted for to determine the actual displacement of
specific elements. Figure 12 diagrams the compliances in
a sample system. A filament to which the trapped bead is
linked is pulled to the right by the force generating process
under study (not shown). This causes the bead to be dis-
placed to the right within the trap by an amount, D Bead,
which is directly measured. However, the other compliance
in the system, klinkage, is also stretched and takes up some
amount of the filament displacement, which can only be
determined with knowledge of the link stiffness; thus the
measured displacement is less than the actual displace-
ment of the filament. In some situations it may be possible
to measure the link stiffness directly, but generally this is
not possible during an experiment. Furthermore, the link
stiffness is usually nonlinear, and may be complicated by

the bead rocking about the link under forces applied by the
trap. When precision displacement measurements are
desired these difficulties can be circumvented with a feed-
back system that maintains a constant force on the particle
(force clamp). By maintaining constant force, the link is
held at a fixed strain and the movements of the feedback
controlled laser directly follow the positional changes of the
filament.

Motor Proteins: Kinesin And Myosin

The kinesins and myosins are two large families of motor
proteins that convert chemical energy released by adeno-
sine triphosphate (ATP) hydrolysis into mechanical work.
Kinesins move cargo along microtubules while myosins
exert forces against actin filaments, most notably in mus-
cle. Many of the mechanical and kinetic aspects of these
molecules behaviors have been determined from measure-
ments made with optical tweezers. These include the
length of displacements during individual chemomechani-
cal steps, single molecule force generation capabilities, and
kinetic information about the enzymatic cycle that con-
verts chemical into mechanical energy.

Due to the differences in the substrate along which
myosin and kinesin motors move, and the nature of their
movements, assays for studying them have significantly
different geometries. In the case of kinesin (Fig. 13), gen-
erally a single bead coated with the motor is held in an
optical trap (17,26). The motors are sparsely coated on the
beads, so that only one motor interacts with the micro-
tubule track, which has been immobilized onto a glass
surface. The optical tweezers manipulate the coated bead
onto the microtubule; bead movements ensue when a
kinesin motor engages the microtubule lattice. If the
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Figure 12. Schematic diagram of series compliances in optical
tweezers experiments. Both the optical trap and the linkage
between the bead and hypothetical filament are shown as
springs. The optical trap is a well characterized spring, having
been carefully calibrated prior to beginning experiments. The
stiffness of the linkage, however, is unknown. When the
filament is pulled to the right by a hypothetical motor or other
biological system, both springs are stretched. Therefore
the displacement of the trapped bead is not necessarily equal to
the displacement of the filament by the motor. Examination of the
system shows that the force on the trapped bead is the same as the
force on the filament once all elements have reached their
equilibrium. Knowledge of klinkage would allow for displacements
at the bead to be used to calculate filament displacements.



optical tweezers are used in stationary mode, the records
will indicate a fraction of the actual motor displacement,
the remainder being taken up in the compliant link
between the bead and the motor as described above. The
actual displacements of the motor must then be inferred
using estimates of the bead-motor link compliance, which
is estimated in independent experiments (26).

Alternatively, a force clamp is applied to adjust the
position of the trap to maintain a constant force on the
bead as the kinesin motor travels along the microtubule.
The movement of the motor is then inferred from
the adjustments to the laser position, which directly
reveal 8 nm steps, demonstrating that the kinesin mole-
cule moves along the microtubule with the same periodi-
city as the microtubule lattice. Additional analysis of this
data showed that kinesin stalls under loads of 5–8 pN,
dependent on ATP concentration, and exhibits tight cou-
pling between ATP hydrolysis and force generation
(17,34).

Assays for studying myosin (Fig. 14) are somewhat
more complicated, relying on two traps, each holding a
microsphere, and a third large bead sparsely coated with
myosin affixed to the surface of the microscope slide (35).
An actin filament strung between the two smaller micro-
spheres, each held by separate traps, is lowered into a

position where myosin on the large fixed bead can pull
against it. Myosin is not processive; it spends only a small
fraction of the force generating cycle attached to the actin
filament, and an unrestrained filament will diffuse away
from the motor during the detached portion of the cycle.
Thus the filament is held in close contact with the motor to
allow repeated force generating interactions to be
observed.

The actin filament and attached beads will move back
and forth due to Brownian motion, which is limited by the
drag on the particle and the force provided by the trap. This
has two important consequences: the myosin molecule on
the large bead is exposed to a number of possible binding
sites along the actin filament, and attachment of the
myosin cross bridge elevates the stiffness of the system
sufficiently to greatly reduce the extent of thermally
induced bead motion. With bandwidth sufficient to detect
the full extent of microsphere Brownian motion, myosin
binding events are identified by the reduction in the ampli-
tude of the thermal motion. The distribution of positions of
the trapped microspheres and filament at the onset of
binding events is expected to be Gaussian of the same
width as if the myosin-coated bead was absent. However,
shortly after binding, the myosin motor displaces the fila-
ment and this shifts the center of the Gaussian by the
distance of a single myosin step. Analysis of high resolu-
tion, high bandwidth traces of bead position with the above
understanding lead to determination of the step length for
single myosin subfragment-1 and heavy meromyosin: 3.5
and 5 nm, respectively (28).

Other Motor Proteins

In addition to the classic motor proteins that generate
forces against cytoskeletal filaments, proteins may exhibit
motor activity, not as their raison d’etre, but in order to
achieve other enzymatic tasks. One such protein is ribo-
nucleic acid (RNA) polymerase (RNAP), the enzyme
responsible for transcription of genetic information from
deoxyribonucleic acid (DNA) to RNA. The RNAP uses the
energy of ATP hydrolysis to move along the DNA substrate,
copying the genetic information at a rate of 10 base pairs
per second. The movement is directed, and thus constitutes
motor activity. The assay used to study RNAP powered
movement along the DNA substrate is shown in Fig. 15. A
piece of single-stranded DNA attached to the trapped glass
microsphere is allowed to interact with an RNAP molecule
affixed to the surface of the slide. Optical tweezers hold the
bead so that the progress and force developed by RNAP can
be monitored. As the RNAP molecule moves along the
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Figure 13. Schematic of an experiment to study kinesin. The
motor protein kinesin is processive, meaning that the motor
spends a large portion of its force generating cycle attached to
the microtubule and is able to maintain movement when only a
single motor is present. As a result, a single, sparsely coated bead
held in an optical trap can be used to measure the force generating
properties of kinesin.

Figure 14. Schematic of an experiment to study muscle myosin.
The motor protein myosin is not processive, meaning that a single
copy of the motor cannot sustain movement along the actin
filament. As a result an experimental arrangement that can
keep the myosin in close proximity to the filament is necessary.

Figure 15. Schematic of an experiment to study RNA
polymerase.



DNA, the load opposing the motor movement increases
until the molecule stalls (36,37). Details of the kinetics of
RNAP can be inferred from the relation between the force
and speed of movement.

Nonstandard Trapping

A number of research efforts have studied the trapping of
nonspherical objects and/or applied them to study biological
processes. For example, the stiffness of a microtubule was
measured using optical tweezers to directly trap and bend
the rod-like polymer. Image data of the induced microtubule
shape were then used in conjunction with mechanical
elastic theory to determine the stiffness of the microtubule
(38). Recently, there has been significant interest in using
optical traps to exert torques. Generally, these techniques
rely on nonspherical particles, non-Gaussian beams, or
birefringent particles to create the necessary asymmetry
to develop torque. One approach relies on using an annular
laser profile (donut mode) with an interfering reference
beam to create a trapping beam that has rotating arms
(39). With such an arrangement torque generation is not
dependent on the particle shape, but the implementation is
relatively complicated. Two closely located traps can also
be used to rotate objects by trapping them in multiple
locations and moving the traps relative to one another.
Using a spatial light modulator, which splits the beam into
an arbitrary number of individual beams, to create and
move the two traps allows rotation about an axis of choice
(40).

For experimental applications, it is generally desirable
to calibrate the torque exerted on the particles. The above
techniques are not easily calibrated. A more readily cali-
brated altenative uses birefringent particles such as quartz
microspheres (41). The anisotropic polarizability of the
particle causes it to align to the beam polarity vector.
The primary advantage of this technique is that the drag
coefficient of the spherical particle is easily calculated,
allowing torques can be calibrated by following rotational
thermal motion of the particle, similarly to the techniques
described for thermal motion calibrations above.

Modulation of trap position along with laser power or
beam profile can create a laser line trap (42–44). The scheme
is similar to time sharing a single laser between several
positions to create several traps. However, to form a line trap
the laser focus is rapidly scanned through positions along a
single line. With simultaneous power modulation a linear
trapping region capable of applying a single constant force to
a trapped particle along the entire length of the trap is
created. This technique can be used to replace the conven-
tional force clamp relying on electronic feedback.

Some Other Optical Tweezers Assays

Optical tweezers have made numerous contributions to
other subfields. A number of groups have utilized optical
tweezers to study DNA molecules. Stretching assays have
produced force extension relations for purified DNA, and
stretching of individual nucleosomes revealed sudden
drops in force indicative of the opening of the coiled
DNA structure (45). Optical trapping has also been used
to directly study the forces involved in packaging DNA into

a viral capsid. Packaging was able to proceed against forces
> 40 pN, and the force necessary to stall packaging was
dependent on the how much of the DNA was already
packaged into the capsid (46). Double-stranded DNA has
also been melted (unzipped) by pulling the strands apart
with optical tweezers: this established that lamba phage (a
bacterial virus) DNA unzips and rezips in the range of 10–
15 pN, dependent on the nucleotide sequence (47). Stretch-
ing RNA molecules to unfold loops and other secondary
structures with a similar assay has been used to test a
general statistical mechanics result known as the Jar-
zinsky Inequality (48).

Similar stretching experiments have been performed on
proteins. A good example is the large muscle protein titin,
which mediates muscle elasticity. Optical tweezers were
applied to repeatedly stretch the molecule, providing evi-
dence of mechanical fatigue of the titin molecule that could
be the source of mechanical fatigue in repeatedly stimu-
lated muscles (49).

Experiments that study interactions in larger, more
complex systems are increasing common. Microtubules
associated to mitotic chromosome kinetochores have been
studied with optical tweezers. Forces of 15 pN were gen-
erally found to be insufficient to detach kinetochore bound
microtubules and kinetochore attachment was found to
modify microtubule growth and shortening (21). A number
of studies have also applied optical tweezers to study
structures inside intact cells and the force generating
ability of highly motile cells such as sperm (6,50).

Beyond biological measurements, optical tweezers have
utility in assembling micron scale objects in desired posi-
tions. Weakly focused lasers operating similarly to optical
tweezers have been used to directly pattern multiple cell
types on a surface for tissue engineering (55). Optical
trapping has also been used for assembly and organization
of nonbiological devices, such as groups of particles (51)
and 3D structures, such as a crystal lattice (52).

Additionally, optical tweezers have been applied to
great advantage in material and physical sciences. A sub-
stantial body of work has applied optical tweezers to study
colloidal solutions and microrheology (53).
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INTRODUCTION

Musculoskeletal disorders are recognized as among the
most significant human health problems that exist today,
costing society an estimated $254 billion every year, and
afflicting one out of seven Americans. Musculoskeletal
disorders account for nearly 70 million physician office
visits in the United States annually and an estimated
130 million total healthcare encounters including outpa-
tient, hospital, and emergency room visits. In 1999, nearly
1 million people took time away from work to treat and
recover from work-related musculoskeletal pain or impair-
ment of function in the low back or upper extremities (1).
There is still an ongoing debate on cause, nature and
degrees of musculoskeletal disorders particularly related
to work and how to reduce it. However, it is agreed unan-
imously that the number of individuals with musculoske-
letal disorders will only increase over the coming years, as
our population ages. According to the World Health Orga-
nization (WHO), these factors are called ‘‘work-related
conditions’’, which may or may not be due to work expo-
sures (1). Some of these factors include: (1) physical, orga-
nizational, and social aspects of work and the workplace,
(2) physical and social aspects of life outside the workplace,
including physical activities (e.g., household work, sports,
exercise programs), economic incentives, and cultural
values, and (3) the physical and psychological character-
istics of the individual. The most important of the
latter include age, gender, body mass index, personal
habits including smoking, comorbidities, and probably
some aspects of genetically determined predispositions
(1). Among the various options to treat musculoskeletal
disorders, use of orthopedic devices is becoming a routine,

with the number of annual procedures approaching five
million in the United States alone (2). Some of the common
orthopedic devices include joint replacement devices for
hip and knee and bone fixation devices such as pins, plates
and screws for restoring lost structure and function.

Materials and design issues of orthopedic devices are
ongoing challenges for scientists and engineers. Total hip
replacement (THR) is a good example to understand some
of these challenges. Total hip replacements are being used
for almost past 60 years with a basic design concept that
was first proposed by Charnley et al. (3). A typical lifetime
for a hip replacement orthopedic device is between 10 and
15 years, which remained constant for the last five decades.
From design point of view, a total hip prosthesis is com-
posed of two components: the femoral component and the
cup component. The femoral component is a metal stem,
which is placed into the marrow cavity of the femoral bone,
ending up with a neck section to be connected to the ball or
head. The neck is attached to the head, a ball component
that replaces the damaged femoral head. The implant can
be in one piece where the ball and the stem are prefabri-
cated and joined at the manufacturing facility, this is
called a monobloc construction. It can also be in multiple
pieces, called modular construction, which the surgeon put
together during the time of the surgery based on patient
needs, such as the size of the ball in the cavity. An acet-
abular component, a cup, is also implanted into the acet-
abulum, which is the natural hip socket, in the pelvic bone.
The femoral component is typically made of metallic mate-
rials such as Ti or its alloys. The balls of the total pros-
theses are made either from metallic alloys or ceramic
materials. The hip cups are typically made from UHMWPE
(ultrahigh molecular weight polyethylene). Some part of
the stem can be coated with porous metals or ceramics,
which is called cementless implant, or used as uncoated in
presence of bone cement, which is called cemented
implants. Bone cements, which is primarily poly (methyl
methacrylate) (PMMA) based, stabilizes the metallic stem
in the femoral bone for cemented implants. However, for
cementless implants, the porous coating helps in tissue
bonding with the implants surface and this biological
bonding helps implants to stabilize (Fig. 1).
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Figure 1. An example of a modern cemented hip prosthesis design
and various components.



As it can be seen that THR by itself is a complex device
that incorporates multiple materials and designs. How-
ever, all of these artificial materials mimic neither the
composition nor the properties of natural bone. The inor-
ganic part of natural bone consists of 	 70 wt%, consists of
calcium phosphate. Moreover, patient pool is different in
terms of their age, bone density, physiological environ-
ment, and postoperative activities. To complicate matters
further, surgical procedure and total surgery time can also
be different for various patients. Because of these compli-
cations it is difficult, if not impossible, to point out the exact
reason(s) for the low in vivo lifetime for these implants,
which remained constant for the past 50 years. However, it
is commonly believed that stress shielding is one of the key
factors for limiting the lifetime of these implants. Because
a metal stem is introduced into the bone, which has a
complex architecture including an outer dense surface or
cortical bone and an inner porous surface or cancellous
bone, during the total hip surgery, the load distribution
within the body shifts and the load transfer between tissue
and implant does not match with normal physiological
system. Typically, more load will be carried by the metal
implants due to their high stiffness which will cause excess
tissue growth in the neck regions. At the same time, upper
part of the femoral bone will carry significantly less load
and become weaker, which will make it prone to premature
fracture. Both of these factors contribute to the loosening of
hip implant that reduces the implant lifetime. This is also
called stress-shielding effect, in general, which means the
loss of bone that occurs adjacent to a prosthesis when stress
is diverted from the area. To reduce stress-shielding, an
ideal hip implant needs to be designed in a way that it has
similar stiffness as natural femoral bone. However, current
biomedical industries mostly use materials for load bearing
implants that are typically designed and developed for
aerospace or automotive applications, instead of develop-
ing new materials tailored specifically for orthopedic
devices needs. But the time has come when materials need
to be designed for specific biomedical applications to solve
long-standing problems like stress-shielding in THR.
Though THR is used as an example to show the complexity
of materials and design issues in orthopedic devices but
THR is not alone. Most orthopedic devices suffer from
complex materials and design challenges to satisfy their
performance needs.

FACTORS INFLUENCING ORTHOPEDIC DEVICES

There are several factors that need to be considered to
design an orthopedic device. From the materials point of
view, usually mechanical property requirement, such as
strength, toughness, fatigue degradation becomes the most
important issues as long as the materials are nontoxic and
biocompatible. However, as the body tissue interacts with
the surface of the device during in vivo lifetime, surface
chemistry becomes one of the most important aspects for
orthopedic devices. Most complex device functions cannot
be accomplished using only one material, and require
applications of structures made of multimaterials. As a
result, compatibility of multimaterials in design and man-

ufacture becomes another issue. Figure 2 summarizes
various parameters that are important toward design
and development of an orthopedic implants. Four main
areas of orthopedic devices include materials issues, design
issues, biocompatibility issues and patient specific infor-
mation. All four of them are complex in nature and their
interactions are even more difficult to appreciate. The
following section offers some basic understanding of all
of those issues.

MATERIALS ISSUES IN ORTHOPEDIC DEVICES

Selection of appropriate material is probably the most
important issue in successful design and development of
orthopedic devices. Among various materials related
issues, (1) physical and chemical properties, (2) mechan-
ical properties, (3) surface properties, and (4) in vivo
degradation or corrosion behavior are some of the most
important ones. In general, it is most widely accepted to
use metallic materials for load bearing, and polymers and
ceramic–polymer composites for nonload bearing applica-
tions. Some ceramic compositions and glasses are also
used for nonload bearing coatings and defect filling appli-
cations. Development of biomaterials and materials pro-
cessing for different orthopedic device applications is
currently a very active research area (4–6) and new mate-
rials are constantly being developed to meet the current
and future needs.

Physical and Chemical Properties

Physical properties include density, porosity, particle size,
and surface area type of information. Composition or chem-
istry is probably the most important chemical property. It
is important to realize that orthopedic devices cannot be
built with materials that are carcinogenic. Nontoxic mate-
rials that do not leach harmful metal ions in vivo are ideal.
Apart from dense structures, partially or completely
porous materials are also used for orthopedic devices. If
a porous material is used, then some of the properties, such
as pore size, pore volume, and pore–pore interconnectivity
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Figure 2. Materials and design parameters for orthopedic
devices.



become important. Typically, for most porous materials, an
optimum pore size between 100 and 500mm are used in
which cells can grow and stay healthy. Higher pore volume
usually adds more space for cells to grow and naturally
anchor the device. However, this also exposes higher sur-
face area of the device material that can cause faster
degradation or corrosion, which sometimes can be a con-
cern depending on the materials used. For polymeric mate-
rials, chemistry, and structure are important because
materials with the same chemistry, but different structure
can show different in vivo response. This is particularly
important for biodegradable polymers, such as poly lactic
acids (PLA) and polyglycolic acids (PGA) and their copo-
lymers. Trace element is another important factor in
materials selection. Sometimes even a small amount
of impurities can cause harmful effects in vivo (7). How-
ever, in calcium phosphate based ceramics, small addition
of impurity elements actually proved to be beneficial for
mechanical and biological response (8).

Mechanical Properties

Mechanical properties are important in selecting materi-
als for orthopedic devices. Among various mechanical
properties, uniaxial and multiaxial strength, elastic mod-
ulus, toughness, bending strength, wear resistance, fati-
gue resistance are some of the most important ones.
Mechanical property requirements are tied to specific
applications. For example, for the stem in THR, it should
have high strength, low modulus, and very high fatigue
resistance. As a result, due their low modulus, Ti and its
alloys are usually preferred over high modulus metal
alloys for the stem part of THR. However, for the acet-
abular component, high wear resistance requirement is
the most important one and high-density polymers are
preferred for the acetabular component. Mechanical prop-
erties are also linked on how they are processed. For
example, casting devices in their near final shape can be
a relatively inexpensive way to make complex shapes.
However, material selection is critical in casting. The
use of cast stainless steel for femoral hip stems is one
experience that led to a high failure rate. This result
generated significant debate in 1970s regarding proces-
sing of load bearing implants using casting and the options
were considered by the ASTM Committee F04 on Medical
and Surgical Materials and Devices to ban cast load bear-
ing implants (8). For devices made of degradable polymers,
strength loss due to degradation is an important factor.
For example, materials compositions and structures in
resorbable sutures are designed for different degradation
times to achieve desired strength loss characteristics.

In vivo Degradation

Some orthopedic devices require materials to be bioresor-
bale or biodegradable, which will dissolve in body fluid as
natural tissue repairs the site. Except for a few polymer
and ceramic compositions, most materials are nondegrad-
able in Nature. The degradation behavior is controlled by
three basic mechanisms and they are (1) physiologic dis-
solution, which depends on pH and composition of calcium
phosphate; (2) physical disintegration, which may be due to

biochemical attack at the grain boundaries or due to high
porosity; and (3) biological factors, such as phagocytosis.

In most materials, not just one mechanism but a com-
bination of all three mechanisms control biodegradation
behavior. Among them, biological factors are probably the
most interesting ones. Though the actual process is quite
complex (9), a simplistic action sequence can be viewed as
osteoclastic cells slowly eat away the top surface of the
foreign material and stimulate osteoblast cells. Osteoblast
cells then come and deposit new bone to repair the site.
Such dynamic bone remodeling is a continuous process
within every human body. The rate at which osteoblastic
deposition and osteoclastic resorption are taking place
changes with the age of the person. This process controls
the overall bone density. In terms of materials, in vivo
degradation of polymeric materials is probably the most
well-characterized field. Numerous products are available
in which degradation kinetics has been tailored for specific
applications. However, the same is not true for ceramics.
Controlled degradation ceramics are not commercially
available though degradation behavior of some calcium
phosphate based ceramics is well documented (10). For
metallic implants, the most serious concern regarding
in vivo degradation is metal ion leaching or corrosion of
the implants, which can cause adverse biological reactions.
Corrosion products of nickel, cobalt, and chromium can
form metal–protein complexes and lead to allergic reac-
tions (7,11). Early reports of allergic reactions were
reported with metal on metal (MOM) total hips (12). The
inflammatory response to metallic wear debris from these
devices may have been enhanced due to the high corrosion
rate of the small wear particles. However, there is a lack of
a predictable relationship between corrosion and allergies
except in a few cases, such as vitallium implants (13,14).
The number of patients with allergic reactions is not large,
and it remains to be proven whether corrosion of devices
causes the allergy, or the reactions are only manifest in
patients with preexisting allergies. Most materials that are
currently used in load bearing dental and orthopedic
devices are plates and screws and they show minimum
long-term degradation and health related concerns such as
allergies.

Surface Properties

Surface property of materials is another important para-
meter for orthopedic device design. Once implanted, it is
the surface that the body tissue will see first and interact.
As a result, surface chemistry and roughness both are
important parameters for device design. Devices that are
designed for different joints, where wear is a critical issue,
smooth surface is preferred there. For example, in knee
joints UHMWPE is used to reduce wear debris. But most
other places, where tissue bonding is necessary, rough
surface or surface with internal porosity is preferred pri-
marily to enhance physical attachment. However, biome-
chanical and biochemical bonding to device surfaces are
still subject of active scientific investigation (15). Tailoring
internal porosity and chemistry of metallic implants is still
an active research area. Either metal on metal or ceramic
on metal coatings are used to achieve this goal. Different
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manufacturing techniques are used to modify surfaces of
metal implants. Among them, partial sintering of metal
powders on metallic implants is one approach (16). For
example, Ti powders are sintered on cp-Ti or Ti6Al4V
devices, where after sintering the sintered layers leave
some porosity in the range of 100–500 mm for osteointe-
gration by bone tissues. Similar techniques are also used
for metal fibers to create a mesh with varying porosity for
improved osteointegration (17). For ceramic coatings, such
as calcium phosphate on Ti or Co–Cr based devices,
plasma-spray technique is used. Typically, a direct current
(DC) plasma gun is used under a controlled environment to
coat metallic device with several hundred microns of cal-
cium phosphate-based ceramics. Because of significantly
better bioactivity of calcium phosphates, these coated
devices show improved tissue–materials interaction and
better long-term tissue bonding (18). In case of THRs,
ceramics coated cementless implants are placed without
any bone cement during surgery. During healing, body
tissue forms strong bonds with the coating and anchors
the device. This biological fixation is believed to be equal or
better than cemented implants in which bone cement is
used during surgery to anchor the device. Though the idea
of cementless implants is great, but lack of interfacial
strength at the implant metal and ceramic coating inter-
face is still a concern and subject of active research. For-
mation of amorphous calcium phosphate during processing
of plasma-sprayed ceramic coatings increase potential bio-
degradation rate for the coating material, which is another
major concern for these devices. In general, though coated
implants are promising, a significant number of uncoated
implants are still used in surgery every day that has
worked for a long time. In fact there are more research
data available today on uncoated implants than on the
coated ones.

DESIGN ISSUES IN ORTHOPEDIC DEVICES

Design of orthopedic devices is focused on the needs for that
particular problem. As a result, for the same device (spinal
grafting cage or THR), different designs can be found from
various device makers. These devices can be in single
piece or multiple-piece, made from the same or different
material(s). As a result challenges are significantly differ-
ent for multiple piece multimaterial devices like THR than
single piece ones like bone screws or plates. For multiple
piece multimaterial devices, compatibility among different

materials/pieces and overall functionality becomes a more
serious design issue.

Current practice in device design usually starts from
biomechanical analysis of stress distribution and function-
ality of a particular device. If it is a joint related device, it is
important that the patient can actually move the joint
along multiple directions and planes to properly restore
and recover functionality of that joint. Figure 3 shows some
of the recent trends in orthopedic device designs. During
the past 10 years, computer aided design (CAD) and rapid
prototyping (RP) based technologies have played a signifi-
cant role in orthopedic device design. Using this approach,
real information from patients can be gathered using a
computed tomography (CT) or magnetic resonance imaging
(MRI) scans, which then can be visualized in three dimen-
sions (3D). This 3D data can be transformed to a CAD file
using different commercially available software.

The CAD file can be used to redesign or modify ortho-
pedic devices that will be suitable to perform patient’s
need. If necessary, the device can also be tested in a virtual
world using finite element analysis (FEA) to optimize its
functionality. Optimized device can then be fabricated
using mass manufacturing technologies such as machining
and casting. If small production volume is needed, then RP
technologies can be used. In RP, physical objects can be
directly built from a CAD file without using any part
specific tooling or dies. Rapid Prototyping is an additive
or layer by layer manufacturing process in which each
layer will have a small thickness, but the X and Y dimen-
sions will be based on the part geometry. Because no
tooling is required, batches as small as 1 or 2 parts can
be economically manufactured. Most RP processes are
capable of manufacturing polymer parts with thermoset
or thermoplastic polymers. Some of the RP techniques can
also be used to manufacture metal parts. Figure 4 shows a
life-sized human femur made of Ti6Al4V alloy using laser
engineered net shaping (LENS) process. The LENS tech-
nology uses metal powders to create functional parts that
can be used in many demanding applications. The process
uses up to 2 kW of Nd:YAG laser power focused onto a
metal substrate to create a molten puddle on the substrate
surface. Metal powder is then injected into the molten
puddle to increase the material volume. The substrate is
then scanned relative to the deposition apparatus to write
lines of the metal with a finite width and thickness. Laser
engineered net shaping is an exciting technology for ortho-
pedic devices because it can directly build functional parts
that can be used for different applications instead of
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Figure 3. Recent trends in orthopedic device design.
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other RP parts that are typically used for ‘‘touch and feel’’
applications. Commercial RP processes have also been
modified to make ceramic parts for orthopedic devices.
Figure 5 shows one such example in which reverse

engineering of horse’s-knuckle was used to show how fused
deposition modeling (FDM), a commercial RP process, can
be used to create tailored porosity bone implants in which
pore size and pore volume can be varied simultaneously
keeping the outside geometry constant (19,20). The FDM
process was used to make polymer molds of to cast porous
ceramic structures. The mold was designed from the CAD
file of the horse’s knuckle. The CAD file was created from
the 3D volumetric data received from the CT scan of the
bone. Such examples demonstrate the feasibility of patient
specific implants through novel design and manufacturing
tools.

BIOCOMPATIBILITY ISSUES IN ORTHOPEDIC DEVICES

Biocompatibility issue is an important issue in orthopedic
device design and development, but it is usually considered
during materials selection and surface modification. From
cell materials interaction point of view, materials can be
divided into three broad categories: (1) toxic; (2) nontoxic
and bioinert, and (3) nontoxic and bioactive. For any appli-
cation in the physiological environment, a material must
be nontoxic. A bioinert material is nontoxic, but biologically
inactive such as Ti metal. A bioactive material is the
one that elicits a specific biological response at the interface
of the biological tissue and the material, which results in
formation of bonding between tissue and material. An
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Figure 4. A life-sized human femur made of Ti6Al4V alloy using
LENS.

Figure 5. (a) A real bone; (b) CT scans of the bone; (c) a CAD file from the CT scans; (d) FDM
process. (e) a polymer mold processed via FDM of the desired bone; (f) alumina ceramic slurry
infiltrated polymer mold; (g) controlled porosity alumina ceramic bone graft.



example of bioactive material will be hydroxyapatite, Ca10

(PO4)6 (OH)2, which is similar in composition to the inor-
ganic part of natural bone. The terms biodegradable,
bioresorbable, and bioabsorbable are often used inter-
changeably. For most orthopedic devices, bioactive sur-
faces are ideal for better cell–materials attachment.

In vivo cell–materials interaction is a fairly complex
process. In simple terms, when orthopedic devices are
placed inside, our body will try to isolate the device by
forming a fibrous tissue around it, which is particularly
true for devices made with bioinert materials. If the mate-
rial is bioactive, bone cells will first attach to the implant
surface and then grow or proliferate. A material shows
good biocompatibility when cells will attach and grow
quickly on the device surface. Growth factors, such as
bone morphogenic proteins (BMP), are sometimes used
to stimulate cell attachment and growth behavior in vivo.
After proliferation, cells will differentiate or produce new
bones, which will repair the site and anchor the device. All
three stages, attachment, proliferation, and differntiation
of bone cells are important for repair and reconstruction of
musculoskeletal disorders.

PATIENT SPECIFIC ORTHOPEDIC DEVICE: A FUTURE
TREND

Patient specific device is the future trend for repair and
reconstruction of musculoskeletal disorders. Due to the
advancement of CAD and RP based small volume manu-
facturing technologies, orthopedic devices for people with
special needs will be designed to meet the specific require-
ments. Such activities are currently pursued in academic
research and hope to translate into standard industrial
practice in the next one or two decades. Three-dimensions
(3D) visualization of disorders using computer images and
physical models, and follow-up discussion between
patients and physicians will help to better educate
the patient population about their problems and possible
options. These options can then be transformed to physical
models for trials before placing them in vivo. The goal is to
reduce revision surgeries and increase device lifetime
while maintaining the quality of life for the patient popula-
tion. Various innovative scientific and engineering
advancements toward novel materials and design options
are helping us to make significant developments to achieve
this goal.
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ORTHOPEDICS PROSTHESIS FIXATION FOR

PATRICK J. PRENDERGAST

Trinity Centre for
Bioengineering
Dublin, Ireland

INTRODUCTION

The fixation of an orthopedic implant should secure it
rigidly to the underlying bone. The ideal fixation will
sustain high forces, pain free, for the remaining lifetime
of the patient. Difficulties in achieving this objective arise
because (1)

1. The loads are often several times body weight in the
lower extremity.The loads are fluctuating, or cyclic,
and furthermore extremely high loads can occur
occasionally (2).
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2. The presence of the implant alters the stress transfer
to the underlying bone leading to bone remodelling or
fibrous tissue formation at the bone/implant inter-
faces. This can threaten the long-term mechanical
integrity of the prosthetic replacement.

3. The range of materials that can be placed in contact
with bone is limited by biocompatibility issues.

The fixation of an orthopedic implant may be catagor-
ized as either cemented fixation or biological fixation.

Cemented fixation involves securing the implant into
the bone with a ‘‘bone cement.’’ By far the most common
bone cement is based on the (polymer polymethylmetha-
crylate (PMMA)). PMMA bone cement is polymerized in
situ during the surgery. It contains radiopacificiers in the
form of particles of barium sulphate (BaSO4) or zirconia
(ZrO2), which make it visible in radiographs (3). It also
contains an inhibitor (hydroquinone) to prevent sponta-
neous polymerization and an initiator (benzoyl peroxide) to
allow polymerization at room temperature. Antibiotics to
prevent infection (e.g., gentimacin) may also be added.
Table 1 lists typical components of bone cement and their
roles. Polymerization begins when a powder of the PMMA
polymer is mixed with the MMA monomer liquid. The
mixing can either be done by hand in a mixing bowl just
before to its use in the surgery or a mechanical mixing
system may be used; these have the advantage of reducing
the porosity of the bone cement and increasing its fatigue
life. The cement is applied in a doughy state to the bone
before placement of the implant.

In biological fixation, the implant is secured to the bone
by a process known as ‘‘osseointegration.’’ Osseointegra-
tion occurs by bone ingrowth onto the surface of the
implant. The surface of the implant must have a structure
so that, when the bone grows in, sufficient tensile and
shear strength is created. Bone ingrowth requires a
mechanically stable environment and an osteoconductive
surface. An osteoconductive surface can be achieved by
various treatments, e.g., plasma spraying with hydroxya-
patite. Ingrowth occurs over approximately 12 weeks, and
during this period, implant stability is required: Initial
stability can be achieved by press-fitting the implant into
the bone, or by using screws.

Hybrid fixation refers to the use of both cemented and
biological techniques for the fixation of a prosthesis. For
example, a hip replacement femoral component may be

fixated using cement, whereas the acetabular cup may be
fixated into the pelvic bone by osseointegration.

Failure of prosthesis fixation is observed as loosening
and pain for the patient. If loosening occurs without infec-
tion it is called aseptic loosening. Loosening is a multi-
factorial process and does not have just one cause.
Loosening of cemented fixation often occurs by fatigue
failure of the bone cement, but loosening can have several
root causes: fatigue from pores in the cement and stress
concentrations at the implant/cement interface, debonding
at the prosthesis/cement interface or cement/bone inter-
face, or bone resorption causing stresses to rise in the
cement. Loosening of biological fixation occurs if the rela-
tive micromotion between the bone and the implant is too
high to allow osseointegration, i.e., if the initial stability of
the implant is insufficient. Huiskes (4) proposed the con-
cept of failure scenarios as a method for better under-
standing the multifactorial nature of aseptic loosening.
The failure scenarios are

1. Damage accumulation failure scenario: the gradual
cracking of bone cement, perhaps triggered by inter-
face debonding, pores in the cement, or increased
stresses due to peripheral bone loss.

2. Particulate reaction failure scenario: wear particles
emanating from the articulating surfaces or from
metal/metal interfaces in modular prostheses (fret-
ting wear) can migrate into the interfaces causing
bone death (osteolysis).

3. Failed ingrowth failure scenario: High micromotion
of the implant relative to the bone can prevent bone
ingrowth, as can large gaps (> 3 mm). If the area of
ingrowth is insufficient, then the strength of the
fixation will not be high enough to sustain loading
when weight-bearing commences.

4. Stress shielding failure scenario: Parts of the bone
can be ‘‘shielded’’ from the stresses they would nor-
mally experience because of the rigidity of the
implant. This can lead to resorption of the bone
and degeneration of the fixation.

5. Stress bypass failure scenario: In biological fixation,
ingrowth can be patchy leading to stress transfer
over localized areas. When this happens, some bone
tissue is ‘‘bypassed,’’ and in these regions, bone atro-
phy can occur because the stress is low.
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Table 1. Components of Bone Cement and Their Roles

Components Role Amount

Liquid 20 mL
Methyl methacrylate (monomer) Wetting PMMA particles 97.4 v/o
N,N,-dimethyl-p-toluidine Polymerization accelerator 2.6 v/o
Hydroquinone Polymerization inhibitor 75 þ 15 ppm

Solid powder 40 g
Polymethyl methacrylate Matrix material 15.0 w/o
Methyl methacrylate-styrene-copolymer Matrix material 75.0 w/o
Barium sulphate (BaSO4), USP Radiopacifying agent 10.0 w/o
Dibenzoyl peroxide Polymerization initiator 0.75 w/o

From Park (3).

Note: v/o: % by volume; w/o: % by weight.



6. Destructive wear failure scenario: In some joint
replacement prostheses, e.g., hip and knee, wear
can occur to such a degree that the component even-
tually disintegrates.

CEMENTED FIXATION

It is common to classify cementing techniques according to
‘‘generation’’: The first generation involved hand-mixing
and finger packing of the cement, and the second genera-
tion improved the procedure by using a cement gun and
retrograde filling of the canal, with a bone-plug to contain
the cement within the medullary canal. This allows pres-
surization of the cement and therefore better interdigita-
tion of the cement into the bone. Third generation (called
modern cementing) uses, in addition, mechanical mixing
techniques for the cement to remove pores and pulsative
lavage to clean the bone surface of debris. The most com-
mon mechanical mixing technique is ‘‘vacuum mixing,’’
where the powder and monomer are placed together in a
mixing tube and the air is removed under pressure; often
the tube can then be placed into an injection gun from
which it can be extruded into the bone cavity. Another
mechanical mixing technique is centrifugation (i.e., spin-
ning the polymerizing bone cement in a machine), which is
found to remove pores and increase the fracture strength
(3). Precoating the implant with a PMMA layer or addition
of a roughened surface strengthens the implant/bone
cement interface.

Fixation strength using bone cement relies on an inter-
digitation of the bone cement with the bone; i.e., it is a
mechanical interlock between the bone and the solidified
cement that maintains the strength and not a chemical
bond. Good interdigitation requires that the bone bed be
rough. Creating a rough surface is done by appropriate
broaching during preparation of the bony bed; it also
requires lavage to clean the bed of loose debris and marrow
tissue. Mann et al. (5) found the strength of the bone
cement/bone interface to be positively correlated with
the degree of interdigitation (Fig. 1). To achieve superior

interdigitation, it was thought useful to develop ‘‘low visc-
osity’’ cements, and although higher penetration was
achieved, the clinical outcomes using low viscosity cements
in hips were not superior (6).

PMMA bone cement undergoes an exothermic polymer-
ization reaction. This means that heat is produced on
polymerization and this can cause necrosis of the surround-
ing bone tissue. Another consequence of heating is that the
cement expands and contracts on cooling. As solidification
occurs before to full cooling, residual stresses are generated
in the cement (7). This is one reason to minimize
the thickness of the cement layer. Also, metallic stems,
because they conduct heat, can minimize the peak tem-
perature transmitted to the bone, cooling the metallic
implant before implantation has also been suggested.
Bioactive cements have also been proposed; see the review
by Harper (8). These cements have filler particles added to
create a bioactive surface on the cement; fillers can be
hydroxyapatite powder or fibers, bone particles, or human
growth hormone. Alternatives to PMMA are bisphenol-a-
glycidyl methacrylate (BIS-GMA) or poly(ethylmethacry-
late) (PEMA)/n-butylmethacrylate (nBMA) cement. How-
ever, these cements are not yet widely used.

The mechanical strength depends on the brand of
cement used and on the mixing technique (9). To prevent
the damage accumulation failure scenario (see above),
sufficient fatigue strength is required. This has been mea-
sured as a function of mixing technique (Fig. 2) (10). Being
a polymer operating close to its melting temperature, bone
cement is also subject to creep, i.e., viscoplasticity, and the
creep strain as a function of stress has been measured
under dynamic loading (11). However, it is clear that the
in vitro testing conditions may not account for many of the
extremely complex in vivo conditions, so these results
should be interpreted with caution (12).

OSSEOINTEGRATION (CEMENTLESS FIXATION)

There is no simple definition of osseointegration, although
Albrektsson (13) advocates the following: Osseointegration
means a relatively soft-tissue-free contact between implant
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and bone, leading to a clinically stable implant. Early in
the study of the osseointegration concept, Skalak (14)
found osseointegration was promoted by a micro-rough
surface more so than a smooth one. Since then, many
animal experiments investigating the effect of plasma
spraying the surface and various methods of creating a
porous surface have been reported. For orthopedic fixation,
porous surfaces with beads in one or more layers have been
used, as have wire meshes attached to surfaces, and
plasma spraying the surface with hydroxyapatite.

Figure 3 shows bone ingrowth into a multilayer of a
proximal part of a femoral hip prosthesis (15). It can be
observed that ingrowth is patchy; this is what is commonly
found, even with successful implants retrieved at autopsy
(16); it is evident, therefore, that ingrowth is not required
everywhere on the prosthesis for a successful fixation.
Ingrowth is controlled by a combination of the mechanical
environment and the size of the pores; the spacing between
the pores should not be greater than the degree of micro-
motion or else the new bone ingrowth path will be con-
tinuously sheared as the tissue attempts to grow in. In
experiments in dogs, Søballe (17) studied the relationship
between implant coating and micromotion and found that
hydroxyapatite coating increased the rate of bone
ingrowth, and that a relative motion between implant
and bone of 150 mm allowed osseointegration, whereas a
relative motion of 500 mm inhibited it. The mechanobiolo-

gical consequences of these different shearing magnitudes
was analyzed by Prendergast et al. (18). The depth of the
porosity will also affect the strength, with multilayer
beaded surfaces having the potential for greater tensile
strength (1).

FIXATION OF PROSTHESIS DESIGNS

Each implant design has specialized fixation features. In
the following sections, examples are provided of the fixa-
tion approaches used in the main orthopedic implant cate-
gories.

Hip Prostheses

Although hip arthroplasty may involve replacement of the
femoral side only, total hip arthroplasty (THA) involves
replacement of the proximal femur and the acetabular
socket. Both cemented and cementless fixation is used
for both the femoral component (the ‘‘stem’’) and the acet-
abular component (the ‘‘cup’’). Selection is a matter of
surgeon choice, although there is some agreement that
the cementless fixation is preferable in younger patients
because cementless implants are easier to revise than
cemented where complete removal of the cement mantle
may be problematic.

Considering the femoral side first, cemented fixation
takes two categories: stem designs in which a bond is
encouraged between the stem and the cement (referred
here as bonded stems) and designs that discourage a bond
(referred here as unbonded stems). Stem bonding can be
achieved through roughening of the stem surface to create
a mechanical interlock between the metallic stem or
cement or through use of a PMMA precoat to create a
chemical bond between the precoat/cement interface.
Bonded stems usually contain a collar that rests on the
bone surface preventing subsidence and often containing
ridges, dimples, and undercoats to provide additional inter-
lock with the cement. As long as the bonded stems remain
bonded, they have the theoretical benefit of reducing the
stress levels in the cement. However, if the bonded stems
fail, the roughened surface could generate debris particles
and initiate a loosening process. In contrast to the bonded
stems, unbonded stems discourage a bond between
the stem and the cement through use of a smooth, polished
stem surface in combination with a stem design that
typically has no collar or macrofeatures to lock into the
cement. With the lack of a bond, the polished stems facil-
itate some stem subsidence within the cement mantle and
thereby allow wedging of the implant within the medullary
canal. Lennon et al. (19) compared the damage accumula-
tion around polished with matt stems and did not find a
difference in the damage accumulated in their cement
mantles. Another point of comparison between cemented
and cementless fixation is that cementless stems will have
a larger cross-sectional area than cemented stems because
they must fill the medullary canal; this will make cement-
less hip prostheses stiffer and predispose them to the stress
shielding failure scenario. Recognizing this, it is usual for
the osseointegration surface to be on the proximal part of
cementless stems to ensure proximal load transfer;
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Figure 3. Bone ingrowth into a multilayer of a proximal part of a
femoral hip prosthesis. After Eldridge and Learmonth (15).



furthermore, patches of osseointegrative surface may be
limited to the posterior and anterior faces of the stem.

Considering the acetabular side, the cup is either made
from ultra-high-molecular-weight polyethylene (UHMWPE),
ceramic, or metal. UHMWPE cups may be metal-backed.
As the head can be either ceramic (a modular head can be
connected to a metal femoral component using a Morse
taper) or metal (modular or monobloc), this means that
several combinations of bearing materials are possible.
Polyethylene cups and metal heads are the most common,
but the others, such as metal-on-metal, are advocated as
well. The selection of bearing materials is important for
the fixation because a high frictional torque predisposes
to loosening of the cup or stem and because the wear
particles produced can provoke the particulate reaction
failure scenario. Polyethylene cups are cemented into
the acetabulum using bone cement. Metal-backing of the
cup is designed to decrease stresses in the polyethylene
‘‘liner,’’ which should lead to lower wear rates although it
is also predicted to increase stress concentrations in the
fixation at the periphery of the cup (20). Metal, ceramic,
and metal-backed UHMWPE cups may be threaded on the
outside so that they can be screwed into the acetabelum, or
they may be fixated by osseointegration.

The interrelationship between design factors and fixa-
tion of hip implants is complicated and involves maximiz-
ing strength of the cement/metal interface, the cement
itself, and the bone/cement interface. According to the
design philosophy of polished stems, it is better to safe-
guard the vital bone/cement interface by allowing the
cement/metal interface to fail first and facilitating subsi-
dence (21). Not only should the interfaces have the
required strength, but the stresses should be minimized
to ensure the most durable fixation (22)— the measures to
achieve this are listed in Table 2.

Knee Prostheses

Total knee replacement involves femoral and tibial compo-
nents, and a component for patellar resurfacing (a patellar
‘‘button’’) is also often used. Both cemented and cementless

fixation is used in knee arthroplasty. The femoral compo-
nent may be fixated with an intramedullary stem that may
be cemented, or it may have a porous surface for osseointe-
gration with medial and lateral ‘‘posts’’ to aid initial sta-
bility. The tibial component consists of a metal ‘‘tray’’ and a
polyethylene insert; the tray may also be fixated with an
intramedullary stem cemented into the tibia, perhaps
accompanied by medical and lateral posts/pegs for rota-
tional stability. Figure 4 shows a design fixated by osseo-
integration (23). Walker (24) gives a thorough description
of the options available for knee prostheses.

Upper Extremity and IVD Prostheses

Upper extremity prostheses include the shoulder, elbow,
and wrist (1). Total shoulder arthroplasty (TSA) consists of
a humeral component with an intermedullary stem and a
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Table 2. Measures that Maximize Strength and Minimize Stress in Total Hip Replacement Structures

Cement/Metal
Interface Cement Cement/Bone Interface

Maximize
strength

Grit-blasted metal
PMMA-coated metal

Optimal preparation
Pressurization
Cement restrictor

Careful reaming
Pressurization
Minimal polymerization heat
Minimal monomer
Bone lavage
Minimal wear debris

Minimize stress Reduce patient weight
Reduce patient activity
Anatomical reconstruction of the femoral head
Minimal friction
No impingement or subluxation
Bonded cement/metal interface
Optimal implant and cement mantle design
Optimal implant material
Optimal (reproducible) placement

Adapted from Huiskes (22).

Figure 4. A knee replacement prosthesis showing porous-coating
for osseointegration and posts for fixation. From Robinson (23).



glenoid component inserted into the glenoid cavity of the
scapula. The glenoid component is either all-polyethylene;
in which case, it is cemented; or metal-backed; in which
case, it may be fixated by osseointegration. Glenoid com-
ponents may have several pegs, or they may have one
central ‘‘keel’’ for fixation (25). Elbow prostheses consist
of humeral, ulnar, and radial components, all which may be
fixated with or without cement. Wrist prostheses replaces
the radial head and the schapoid and lunate bones of the
wrist and may be cemented and uncemented (1). Inter-
vertebral disk (IVD) prostheses replace the degenerated
disk with a polymer; there are several strategies for fixa-
tion: The endplates may be porous coated and plasma
sprayed for osseointegration to the cancellous bone with
vertical fins to increase stability. IVD prostheses may also
be fixed to adjacent vertebral bodies with screws (26).

EVALUATION OF FIXATION AND FUTURE STRATEGIES

One of the key issues in orthopedic implant fixation is
whether to use cemented fixation or biological fixation,
with surgeons on both sides of the debate (16,27). Cemen-
ted fixation has the advantage of immediate postoperative,
stability whereas concerns may be raised about the relia-
bility of bone cement’s fatigue strength; furthermore,
there is a school of thought that the exothermic polymer-
ization reaction should be avoided if at all possible. Bio-
logical fixation by osseointegration has the advantage of
avoiding the use of the PMMA cement but runs the risk of
the failed ingrowth failure scenario; furthermore,
immediate postoperative weight-bearing is not possible.
Finally cementless implants are easier to revise if
they fail.

Another key issue in orthopedic implant fixation is that
of preclinical testing and regulatory approval of new fixa-
tion technologies. Considerable challenges exist in achiev-
ing consensus around regulatory tests that safeguard
patients against ineffective devices while still allowing
innovation (4). Preclinical tests can use either (1) finite
element models of the direct postoperative situation, e.g.,
for the hip (28), knee (29), or shoulder (25), or computer
simulations of a failure scenario, e.g., damage accumula-
tion (30); (2) physical model ‘‘bench’’ testing with simula-
tors (24,31); or (3) animal testing. Animal testing is not
ideal for testing the biomechanical efficacy of orthopedic
implant fixation because the implant geometry must be
modified to fit the animal skeleton. Furthermore, an impor-
tant emerging concept is that of patient-specific implants
based on computational analysis of a patient’s medical
images (32).

One useful clinical method to assess implant fixation is
through the use of radiostereometric analysis (RSA). With
this approach, the migration of the implant relative to the
bone can be determined and is used to determine designs
that may be at risk of early loosening. Retrospective and
prospective clinical studies are also very useful to deter-
mine designs or materials that have promising or poor
clinical results. On a larger scale, implant registries per-
formed in many countries in Western Europe can provide
information on how designs, materials, and surgical tech-

niques rank in terms of risk of failure. All of these clinical
tools can aid in understanding the role of implant fixation
in success of joint replacements.

A final issue is the degree to which broader technological
innovations in surgery and medicine will affect ortho-
pedics. For example, minimally invasive therapy (33)
requires special implants and associated instrumentation.
Tissue-engineering and regenerative medicine also has the
potential to change the nature of orthopedics, not only by
reducing the need for joint arthroplasty implants but by
integrating tissue engineering concepts with conventional
implant technologies, for example, cell seeding into
implant surfaces to promote biological fixation.

ACKNOWLEDGMENTS

Research funded by the Programme for Research in Third-
Level Institutions, administered by the Higher Education
Authority. Dr. A. B. Lennon and Ms. S. Brown are thanked
for their comments.

BIBLIOGRAPHY

1. Prendergast PJ. Bone prostheses and implants. In: Cowin SC,
editor. Bone Mechanics Handbook. Boca Raton: CRC Press;
2001; 35(1)–35(29).

2. Prendergast PJ, van der Helm FCT, Duda G. Analysis of joint
and muscle loading. In: Mow VC, Huiskes R, editors. Basic
Orthopaedic Biomechanics and Mechanobiology. Philadel-
phia: Lippincott Williams & Williams; 2005;29–89.

3. Park JB. Orthopaedic prosthesis fixation. In: Bronzino JD,
editor. The Biomedical Engineering Handbook. Boca Raton:
CRC Press; 1995. pp. 704–723.

4. Huiskes R. Failed innovation in total hip replacement. Diag-
nosis and proposals for a cure. Acta Orthopaedica Scandina-
vica 1993;64:699–715.

5. Mann KA, Mocarski R, Damron LA, Allen MJ, Ayers DC.
Mixed-mode failure response of the cement-bone interface. J
Orthop Res 2001;19:1153–1161.

6. Balderston RA, Rothman RH, Booth RE, Hozack WJ. The Hip.
New York: Lea & Febiger; 1992.

7. Lennon AB, Prendergast PJ. Residual stress due to curing can
initiate damage in porous bone cement: experimental and
theoretical evidence. J Biomechan 2002;35:311–321.

8. Harper EJ. Bioactive bone cements. Proc Inst Mech Eng Part
H J Eng Med 1998;212:113–120.

9. Lewis G. The properties of acrylic bone cement: A state-of-the-
art review. J Biomed Mater Res 1997;38:155–182.

10. Murphy BP, Prendergast PJ. On the magnitude and varia-
bility of fatigue strength in acrylic bone cement. Int J Fatigue
2000;22:855–864.

11. Verdonschot N, Huiskes R. The dynamic creep behaviour
of acrylic bone cement. J Biomed Mater Res 1995;29:575–
581.

12. Prendergast PJ, Murphy BP, Taylor D. Discarding specimens
for fatigue testing of orthopaedic bone cement: A comment on
Cristofolini et al. (2000). Fatigue Fracture Eng Mater Struc-
tures 2002;25:315–316.

13. Albrektsson T. Biological factors of importance for bone inte-
gration of implanted devices. In: Older J, editor. Implant Bone
Interface. New York: Springer; 1990;7–19.

14. Skalak R. Biomechanical considerations in osseointegrated
prostheses. J Prosthetic Dentistry 1983;49:843–860.

ORTHOPEDICS PROSTHESIS FIXATION FOR 197



15. Eldridge JDI, Learmonth ID. Component bone interface
in cementless hip arthroplasty. In: Learmonth ID, editor.
Interfaces in Total Hip Arthroplasty. London: Springer; 1999:
71–80.

16. Sychterz CJ, Claus AM, Eng CA. What we have learned about
cementless fixation from long-term autopsy retrievals. Clin
Orthop Related Res 2002;405:79–91.

17. Søballe K. Hydroxyapatite ceramic coating for bone-implant
fixation. Mechanical and histological studies in dogs. Acta
Orthop Scand 65: (Suppl. 255).

18. Prendergast PJ, Huiskes R, Søballe K. Biophysical stimuli on
cells during tissue differentiation at implant interfaces. J
Biomechan 1997;30:539–548.

19. Lennon AB, McCormack BAO, Prendergast PJ. The relation-
ship between cement fatigue damage and implant surface
finish in proximal femoral prostheses. Med Eng Phys 2003;
25:833–841.

20. Dalstra M Biomechanical aspects of the pelvic bone and design
criteria for acetablar prostheses. Ph. D. Thesis, University of
Nijmegen, 1993.

21. Lee AJC. Rough or polished surface on femoral anchorage
stems. In: Buchhorn GH, Willert HG, editors. Technical Prin-
ciples, Design and Safety of Joint Implants. Seattle: Hogrefe &
Huber Publishers; 1994:209–211.

22. Huiskes R. New approaches to cemented hip-prosthetic
design. In: Buchhorn GH, Willert HG, editors. Technical
Principles, Design and Safety of Joint Implants. Seattle:
Hogrefe & Huber Publishers; 1994:227–236.

23. Robinson RP. The early innovators of today’s resurfacing
condylar knees. J Arthroplasty 2005;20 (suppl. 1):2–26.

24. Walker PS. Biomechanics of total knee replacement designs.
In: Mow VC, Huiskes R, editors. Basic Orthopaedic Biome-
chanics and Mechanobiology. Philadelphia: Lippincott Wil-
liams & Wilkins; 2005:657–702.

25. Lacroix D, Murphy LA, Prendergast PJ. Three-dimensional
finite element analysis of glenoid replacement prostheses:
A comparison of keeled and pegged anchorage systems. J
Biomech Eng 2000;123:430–436.

26. Szpalski M, Gunzburg R, Mayer M. Spine arthroplasty:
A historical review. European Spine J 2002;11 (suppl. 2):
S65–S84.

27. Harris WH. Options for the primary femoral fixation in total
hip arthroplasty—cemented stems for all. Clin Orthop Related
Res 1997;344:118–123.

28. Chang PB, Mann KA, Bartel DL. Cemented femoral stem
performance—effects of proximal bonding, geometry, and neck
length. Clin Orthop Related Res 1998;355:57–69.

29. Taylor M, Barrett DS. Explicit finite element simulation of
eccentric loading in total knee replacement. Clin Orthop
Related Res 2003;414:162–171.

30. Stolk J, Maher SA, Verdonschot N, Prendergast PJ, Huiskes
R. Can finite element models detect clinically inferior cemen-
ted hip implants? Clin Orthop Related Res 2003;409:138–160.

31. Britton JR, Prendergast PJ. Pre-clinical testing of femoral hip
components: an experimental investigation with four pros-
theses. J Biomechan Eng. In press.

32. Viceconti M, Davinelli M, Taddei F, Capello A. Automatic
generation of accurate subject-specific bone finite element
models to be used in clinical studies. J Biomechanics 2004;
37:1597–1605.

33. DiGioia AM, Blendea S, Jaramaz B. Computer-assisted ortho-
paedic surgery: minimally invasive hip and knee reconstruc-
tion. Orthop Clin North Am 2004;35:183–190.

See also BIOCOMPATIBILITY OF MATERIALS; BONE AND TEETH, PROPERTIES

OF; BONE CEMENT, ACRYLIC; HIP JOINTS, ARTIFICIAL; MATERIALS AND DESIGN

FOR ORTHOPEDIC DEVICES.

ORTHOTICS. See REHABILITATION, ORTHOTICS IN.

OSTEOPOROSIS. See BONE DENSITY MEASUREMENT.

OVULATION, DETECTION OF. See CONTRACEPTIVE

DEVICES.

OXYGEN ANALYZERS

SUSAN MCGRATH

SUZANNE WENDELKEN

Dartmouth College
Hanover, New Hampshire

INTRODUCTION

Oxygen is essential for all aerobic life on Earth. It is the
most abundant element as it comprises a little more than
one-fifth of the weight of air, nine-tenths of the weight of
water, and almost one-half of the weight of the earth’s
crust (1).

Because of its role in supporting and sustaining life, it is
often important to monitor the level of oxygen in the atmo-
sphere. Too much oxygen can lead to a toxic atmosphere
where as too little oxygen causes asphyxia and eventually
death. A relatively constant level of oxygen is required for
most aerobic processes.

Oxygen gas monitoring is used for a number of purposes:
(1) Medical: anesthesia (drug delivery, airway monitor-
ing), respiratory oxygen content monitoring (inhaled and
exhaled), controlled environments, incubators. (2) Physio-
logical: exercise (rate of oxygen consumption), aircraft,
spacecraft, scuba diving, fire fighting, mountain climbing,
spelunking. (3) Biological: metabolism (oxygen uptake
and consumption), fermentation, beverage and food pack-
ing. (4) Industrial: combustion control, fuel and pollution
management, safe operation of chemical plants, monitor-
ing gas purity.

This article gives an overview of the analyzers used to
measure gaseous oxygen in medicine, physiology, and biol-
ogy. Measurement of dissolved or bound oxygen is also
important in medicine and is discussed in detail elsewhere
in this Encyclopedia.

History and Relevance

Oxygen was not known to exist until the 1770s when it was
discovered by French scientist Antoine Lavoisier and
English clergyman and scientist Joseph Priestly through
experiments on combustion. Previously, air was consid-
ered to be an element composed of a single substance.
Combustible materials were thought to have a substance
called phlogiston, from the Greek word meaning to be set
on fire, which escaped as a material was burned. Lavoisier,
however, believed that combustion resulted from a com-
bination of fuel and air. He conducted experiments where
he burned a candle in a sealed jar and observed that only
one-fifth of the air was consumed. He named this uncon-
sumed portion of the air oxygen from the Greek word
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meaning acid producing. Although his thoughts about
oxygen being the corrosive agent in acidic compounds
was wrong, the name stuck and the study of oxygen was
born (2).

Oxygen is essential for most life on Earth as it plays a
key role in aerobic metabolism as a final electron acceptor
due to its high electron affinity. Metabolic rate can be
indirectly measured by monitoring oxygen consumption
as >95% of energy is produced by reactions of oxygen with
other food (3). This method is called indirect calorimetry
and is a much more cost effective and timely method for
measuring metabolic rate as compared to direct calorime-
try (the direct measure of heat energy produced).

Oxygen availability is a function of its partial pressure
and the total pressure of the gas mixture in which it
resides. At sea level, the partial pressure of oxygen is
roughly 21%. With decreasing atmospheric pressure, as
accompanies increasing altitude, the total amount of avail-
able oxygen decreases (Table 1). For example, at 18,000 ft.
(5.48 km) above sea level, although the partial pressure of
oxygen is still 21%, there is roughly half the amount of
available oxygen. At 	29,000 ft. (8.33 km) above sea level
on the top of Mt. Everest, there is less than a third the
amount of total available oxygen compared to sea level. At
such altitudes, most humans require the use of supple-
mental oxygen. In addition, the body will compensate for
the reduced oxygen availability by increasing the heart and
respiration rate to keep up with the metabolic demands (3).
A climber’s resting heart rate at this altitude is double to
triple their normal resting heart rate. Long-term exposure
to high altitude prompts the body to produce more red blood
cells per unit blood volume thus increasing the number of
oxygen carriers and making respiration easier. If the body
does not properly adapt to such conditions, altitude sick-
ness, pulmonary and cerebral edema, and potentially
death may result (3).

The partial pressure of oxygen remains a fairly constant
21% until very high altitudes [i.e., >50,000 ft. (15.24 km)
(5)]. At these altitudes it is necessary to maintain a pres-
surized, enclosed environment, such as aircraft, spacecraft,
or space suite, in order to sustain human life.

Oxygen availability can be decreased by displacement
by other gases, such as nitrogen, carbon dioxide, methane,
and anesthetics. Oxygen availability is also easily decr-
eased by combustion and oxidation processes. Thus it is
necessary to monitor the atmospheric oxygen level in
situations where these gases or combustion is present such
as in enclosed environments, closed breathing circuits, and
fire fighting.

Each year 	20 deaths occur as a result of asphyxiation
due to displacement of oxygen by another gas in air (6).
Accidental asphyxia usually occurs in industry as a result
of oxygen depletion by carbon dioxide, CO2, methane (CH4),
or a hydrocarbon gas in a confined space, such as a tunnel,
laboratory, sewer, mine, grain silo, storage tank, or well
(7). For example, in 1992, a barge operator in Alaska died
from asphyxiation and a rescuer lost consciousness during
rescue efforts due to a low level of oxygen (6%) in a confined
space (8). In anesthesia, accidental asphyxia has resulted
from incorrectly connected gas delivery tubes (9).

In choosing an oxygen analyzer for a particular need, it
is important to be acquainted with the properties of opera-
tion, characteristics, and limitations of these devices. The
primary methods for oxygen detection are based on the
paramagnetic susceptibility, electrochemical properties,
and light absorption properties of oxygen.

PARAMAGNETIC OXYGEN ANALYZERS

All mater exhibits some form of magnetism when placed in
a magnetic field. Magnetic susceptibility is the measure of
the strength of a material’s magnetic field when placed in
an external magnetic field. Diamagnetic substances, such
as gold and water, align perpendicularly to an external
magnetic field causing them to be repelled slightly. This
property arises from the orbital motion of electrons that
produces a small magnetic moment. In substances with
paired valence electrons, these moments cancel out. How-
ever, when an external magnetic field is applied it inter-
feres with the motion of the electrons causing the atoms to
internally oppose the field and be slightly repelled by it.
Diamagnetism is a property of all materials, but is very
weak and disappears as soon as the external magnetic field
is withdrawn. In materials with unpaired valence elec-
trons (e.g., nickel and iron) an external magnetic field
aligns the small magnetic moments in the direction of
the field, which increases the magnetic flux density.
Materials with this behavior are weakly attracted to mag-
netic fields and are classified as paramagnetic. Ferromag-
netism is a special case of paramagnetism where materials
(e.g., iron and cobalt) are strongly attracted to magnetic
fields. Paramagnetic materials have a high susceptibility
(10).

Oxygen has a relatively high susceptibility when com-
pared to other gases (see Table 2). This property is the key
principle behind paramagnetic oxygen analyzers.
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Table 1. Atmospheric Pressure, the Fraction of Available
Oxygen Compared to Sea Level, and Temperature All
Decrease with Increasing Altitudea.

Altitude, ft.

Barometric
Pressure,
mmHg

Fraction
Available
Oxygen Temperature 8C

0 760 1.00 15
1,000 733 0.96 13
5,000 632 0.83 5.1

10,000 523 0.69 �5.4
14,000 447 0.59 �12.7
16,000 412 0.54 �16.7
18,000 380 0.50 �20.7
20,000 349 0.46 �24.6
22,000 321 0.42 �28.6
24,000 295 0.39 �32.6
26,000 270 0.36 �36.5
28,000 247 0.33 �40.5
30,000 228 0.30 �44.4
32,000 206 0.27 �48.4
34,000 188 0.25 �52.4
36,000 171 0.23 �56.3

aSee Ref. 4.



The three main types of paramagnetic oxygen analyzers
are (1) thermomagnetic (magnetic wind); (2) magnetody-
namic (dumbbell or autobalance); (3) magnetopneumatic
(differential pressure).

Paramagnetic analyzers are typically used for monitor-
ing the quality of breathing air in open and enclosed
environment, biological laboratory measurements, and in
industrial combustion analysis (2,14).

Limitations of Paramagnetic Analyzers. Because the
magnetic susceptibility of oxygen depends on temperature,
it is necessary to operate at a constant temperature or to
have some temperature compensation ability (1,15). The
output of the sensor is also proportional to the absolute
atmospheric pressure and thus pressure compensation is
sometimes necessary (1,15).

Paramagnetic devices are typically delicate instru-
ments with moving parts and are thus adversely influenced
by vibrations. They generally are not used as portable
devices (13).

Paramagnetic sensors work well for percent oxygen
measurement, but are not recommended for trace oxygen
measurements. In addition, these sensors should not be
used when interference effects cannot be compensated for
(i.e., sample gas containing other paramagnetic or diamag-
netic gases, or varying background gas composition) (14).
The effects of background gases used in anesthesia are
small but not always negligible. These effects are summar-
ized in Table 3.

Thermomagnetic (Magnetic Wind)

Thermomagnetic analyzers are based on the fact that
magnetic susceptibility decreases inversely with the
square of temperature.

Principles of Operation. A schematic diagram of a
thermomagnetic analyzer can be seen in Fig. 1. A gas
sample is admitted into the inlet that branches into equal

segments and converges again at the outlet. These tubes
are connected by another tube halfway between the inlet
and outlet. This cross-tube is heated by a platinum coil that
is separated in the center by a thermal resistance bridge.
These two heater coil segments form two arms of a Wheat-
stone bridge with the third arm being the output of the
sensor. A magnetic field is applied to one-half of the coil.
Any oxygen in the gas is attracted to the magnetic field in
the cross-section. These oxygen molecules are subse-
quently heated by the heater coil and immediately begin
to lose their magnetic susceptibility. They are then dis-
placed by cooler oxygen molecules with higher magnetic
susceptibility. This flow of gas through the cross-tube,
referred to as the magnetic wind, cools the magnetized
heating coil and heats the unmagnetized coil causing an
imbalance in the bridge resulting from the difference in
resistance between the two coils. The bridge output is then
calibrated by passing a gas with known oxygen concentra-
tion through the chamber (1,11,13).

Limitations of Thermomagnetic Analyzers. Measure-
ment by themomagnetic oxygen analyzers is affected by
the magnetic susceptibility and thermal conductivity of the
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Table 2. Relative magnetic susceptibility values on a scale
of Oxygen ¼ 100 and Nitrogen 	¼ 0 at 208 C (11–13).

Gas

Relative Magnetic
Susceptibility

Argon �0.58
Acetylene �0.38
Air (dry air) 21.00
Ammonia �0.58
Carbon dioxide �0.61
Carbon monoxide 0.06
Chlorine �0.13
Ethane �0.83
Helium 0.29
Hydrogen �0.12
Methane �0.37
Nitrogen �0.42
Nitrous oxide �0.58
Nitrogen monoxide 43.80
Nitrogen dioxide 28.00
Oxygen 100.00

Table 3. Errors in Paramagnetic Analyzer measurements
due to anesthesia gasesa.

Gas

Error in Instrument Reading
in %O2 Due to 1% Vapor

Diethyl ether �0.0068
Halothane �0.0157
Nitrous oxide �0.0018
Methoxyflurane 0.0000
Trichloroethylene �0.0033

aSee Ref. 15.

Sample outlet

Thermal
resistance

bridge

Magnetic
field

Sample inlet
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20.9%

Figure 1. Schematic diagram of a thermomagnetic oxygen
analyzer (1).



carrier gas, the sample gas temperature, ambient tempera-
ture, tilt, sample flow, and pressure (1,16).

Magnetodynamic (Dumbbell or Autobalance)

Developed by Faraday in 1884, this is the most popular
method of paramagnetic oxygen analyzers and the earliest
developed oxygen analyzer (13). Magnetodynamic oxygen
analyzers are based on property that oxygen will be drawn
into a magnetic field because it is paramagnetic. These
analyzers essentially measure the magnetic susceptibility
of sample gas.

Principles of Operation. A simple form of this device
consists of small, dumbbell shaped body made of quartz and
filled with nitrogen or some gas with small or negative
magnetic susceptibility, an optical lever system, and a
nonuniform magnetic field (Fig. 2). The dumbbell is sus-
pended in a closed chamber by a quartz or platinum wire
between two permanent magnets that are specially shaped
to have a nonuniform magnetic field. The dumbbell is free
to rotate. Since the dumbbell is slightly diamagnetic, it will
naturally rotate away from the highest magnetic field
intensity. Oxygen in a sample gas will be attracted to
the region of maximum field intensity and displace the
dumbbell even further. This deflection is measured by an
optical lever system in which a light source outside the test
chamber shines a beam onto a mirror which is mounted in
the center of the dumbbell. The beam is then reflected onto
a scale outside the chamber. The amount of defection is
directly proportional to the partial pressure of oxygen in
the sample (1,17).

Modern designs of this sensor are self-nulling and have
temperature compensation capabilities. A single turn coil
is wound around the dumbbell. The coil produces a mag-
netic field when current flows through it which will in turn
cause the dumbbell to rotate in the external magnetic field.
The deflection of the dumbbell is measured by an optical
lever system that uses photocells to detect the light
reflected from the mirror.

The photocells are connected to a feedback loop that
controls the amount of current through the coil, keeping
the dumbbell centered with respect to the photocell detec-
tors. As the paramagnetic components of a gas sample
move into the strongest part of the magnetic field, the
dumbbell is displaced and begins to rotate. The photocells
detect this motion and drive an amplifier to produce the
necessary current in the coil to keep the dumbbell in the
original zero position. The system is zeroed using a sample
of pure nitrogen. In this case, the dumbbell is at an
equilibrium position and there is no current flowing
through the coil. The current is directly proportional to
the magnetic susceptibility of the sample. The system is
calibrated using a sample of known oxygen content. See
Fig. 3 for a diagram of this design.

Limitations of Dumbbell Analyzers. The main limitation
of the dumbbell design is its slow response time (	10 s)
(15). Thus, the dumbbell analyzer is not recommended for
uses where real-time oxygen analysis is needed. These
analyzers also have moving parts and are extremely sen-
sitive to tilt and vibrations.

Magnetopneumatic (Differential Pressure)

This sensor operates on the principle that a differential
pressure will be generated when a sample containing oxy-
gen is drawn into a nonuniform magnetic field with a
reference gas of different oxygen content. Differential
pressure sensors directly measure the magnetic suscept-
ibility of sample gas and are thus not influenced by thermal
properties of background gas.

Principles of Operation. A reference gas is admitted at a
constant rate into a chamber like the one seen in Fig. 4. The
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Figure 2. Schematic diagram of paramagnetic ‘‘dumbbell’’
sensor. Adapted from (1).
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Figure 3. Self-nulling paramagnetic analyzer. Adapted from
Refs. 1 and 17.



reference gas is split into two paths with a flow equalizer to
ensure equal flow in each path. Each path is joined at the
midpoint by a connector pipe containing a differential
pressure sensor (e.g., a capacitive differential pressure
sensor or a microflow sensor). The two paths reconnect
at an outlet where the sample gas is admitted. There is a
strong nonuniform magnetic field placed over one of the
reference gas outlets. The reference gas and the sample gas
combine in the outlet. Oxygen or other paramagnetic gases
in the sample gas will be drawn into the nonuniform
magnetic field and cause a pressure build up on that side
of the reference gas path.

The differential pressure is proportional to the magnetic
susceptibility of the sample gas only. This imbalance is
sensed by the differential pressure sensor in the cross-tube.
The output of this sensor is calibrated in terms of oxygen

concentration by using a reference and sample gas of
known oxygen content. The output is zeroed by using a
sample gas that is the same as the reference gas. In this
case, the output of the differential pressure sensor will be
zero (1,15).

Limitations of Magnetopneumatic Analyzers. Differen-
tial pressure sensors are sensitive to tilt and vibrations. An
alternating magnetic field reduces the effects of back-
ground flow and tilt on the sensor (1).

ELECTROCHEMICAL OXYGEN ANALYZERS

There are two main types of electrochemical oxygen ana-
lyzers: those with aqueous electrolytes, and those with
solid electrolytes. These sensors use the chemical reactivity
of oxygen to produce a measurable current that is propor-
tional to the partial pressure of oxygen in a sample gas.

Aqueous Electrolyte Sensors

Galvanic Oxygen Analyzer. Galvanic oxygen analyzers
are commonly called a Hersch cell after the inventor. They
are essentially a battery that produces energy when it is
exposed to oxygen. Fig. 5. Galvanic sensors are typically
insensitive to vibration and tilt. They are usually packaged
small and made out of inexpensive and sometimes dispo-
sable materials (14). Disposable capsules containing gal-
vanic cells are fairly inexpensive (	$85) and typically last
1–5 years (18). Recently, small, portable galvanic sensors
have been manufactured and approved for medical breath
analysis purposes (Fig. 6) (19).
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Figure 5. Schematic diagram of a galvanic sensor. (Adapted from
Ref. (14).)

Figure 6. A small, handheld galvanic oxygen sensor (model AII
2000, Analytical industries Inc.) (19).



Galvanic sensors are typically used for industrial pur-
poses, such as validating the quality of semiconductor
grade gases and for environmental monitoring (e.g., mon-
itoring the quality of breathing air or monitoring the
oxygen content in potentially hazardous or explosive envir-
onments) (14).

Principles of Operation. Basic cells consist of a cathode
made of a precious metal (platinum, gold, silver, etc.) and
an anode made of a base metal (lead, cadmium, antimony).
These electrodes are in contact with a liquid or semisolid
electrolyte, such as potassium hydroxide. A gas sample is
admitted into the cell and diffuses through a membrane
made of a thin material, such as Teflon or silicone, which is
permeable to oxygen but not to the electrolyte. The oxygen
in the solution is chemically reduced at the cathode to form
hydroxyl ions that flow to the anode where an oxidation
reaction occurs. This oxidation–reduction reaction results
in an electromotive force (EMF), which is proportional to
the oxygen concentration in the solution and the partial
pressure of oxygen in the sample gas. The electron flow is
measured by an external galvanometer connected to the
electrodes.

Reactions at the cathode and anode are as follows 1,
20–22):

1. Cathode reaction:

O2 þ 2 H2Oþ 4 e�!4 OH�

2. Anode reaction:

2 Pbþ 6 OH�! 2 PbO2H� þ 2 H2Oþ 4 e�

3. Overall reaction:

O2 þ 2 Pbþ 2 OH�! 2 PbO2H�

Designs that allow for every oxygen molecule passing
through the cell to react are called coulometers and are
suitable for trace (parts per million, ppm) measurements
(1,20–22).

Limitations of Galvanic Analyzers. Because the anode is
consumed by oxidation, the cell has a limited life. These
devices tend to lose sensitivity as they age resulting in
falsely low readings (14).

There are some designs that lessen the rate of anode
consumption by using a third inert electrode made of
platinum that is kept at a constant positive potential. This
results in the majority of the current to be conducted
through this electrode instead of the consumable anode
(1,4).

Acidic gases in the sample (i.e., SO2 CO2, Cl2) react with
the electrolyte and must be scrubbed out. There are some
coulometric cell designs that overcome this problem by the
use of additional electrodes (1,23).

Exposure to very high oxygen concentration can lead to
oxygen shock where the sensor is saturated and does not
recover for hours (14).

Polarographic Oxygen Analyzers. This sensor responds
to changes in the partial pressure of oxygen in a sample

gas. Polarographic sensors can be used for measuring
oxygen in dissolved liquid (14) or in a gas sample. They
are often used in anesthesia gas delivery systems. Polaro-
graphic sensors are insensitive to shock, vibration, and tilt.
The effects of flow are minimal because diffusion is con-
trolled by a membrane (14).

Principles of Operation. A polarographic cell, as seen in
Fig. 7, consists of two electrodes, usually a silver anode and
a gold cathode, immersed in an electrolyte, such as potas-
sium chloride (1). An EMF is applied across the electrodes
inducing oxidation–reduction reactions when a sample
containing oxygen is admitted into the cell. Like the gal-
vanic cell, oxygen diffuses through a thin membrane that is
preferentially permeable to oxygen and not to the electro-
lyte. This membrane is usually made from poly(tetrafluor-
oethylene) (PTFE) and controls the rate of oxygen flux to
the cathode. The current flow in the cell is proportional to
the applied EMF and the partial pressure of oxygen in the
sample. As seen in Fig. 8, there are four main regions in the
EMF–current curve of importance (1):
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Figure 8. Diagram showing the operating regions of a
polarographic sensor. (Adapted from Ref. 10.)



Region i: If the applied EMF is very low, then the
presence of oxygen hardly has any effect on the
current. There are very little reactions occurring at
the electrodes.

Region ii: Oxygen molecules begin to react at the
electrodes causing a measurable increase in current.
For a given level of oxygen partial pressure, an
increase in the EMF produces a sharp increase in
the current.

Region iii: This region is the polarized or working
region for the polarographic sensor. Here, the
current plateaus and an increase in the EMF
does not alter the current. In this region, all the
oxygen molecules are reduced immediately at
the cathode. A calibration curve is used in this region
relating oxygen concentration to sensor current.

Region iv: In this region, an increase in EMF leads to a
sharp, nonlinear increase in current as a result of the
breakdown of the electrolyte solution.

The reactions at the cathode and anode are as follows
(1,15):

1. Cathode reaction:

O2 þ 2 H2Oþ 4 e�!4 OH

2. Anode reaction:

4 Ag þ 4 Cl�! 4 AgClþ 4 e�

Limitations of Polarographic Analyzers. Polarographic
sensors generally have slow response because oxygen must
diffuse through membrane. They are also sensitive to
pressure and temperature and compensation for these
factors is sometimes required. In addition, these sensors
lose sensitivity over time due to degradation of anode and
electrolyte solution giving falsely low readings. Polaro-
graphic sensors that consume all the injected oxygen
change the content of the sample gas and are not good
for closed-loop systems, such as closed-circuit anesthesia
systems (26).

Capacitive Coulometry. Capacitive coulometry (also
referred to as coulometric microrespiometry) is another
aqueous electrolytic method for oxygen analysis. This
method is based on the replacement of oxygen consumed
by an organism in a closed system with electrolytic oxygen
produced by discharging a capacitor through a solution of
CuSO4 (27). Such analyzers can be used to monitor oxygen
consumption and metabolism rate of tissues or microor-
ganisms. However, this type of sensor is not used as
frequently as other more common types of aqueous electro-
lyte sensors.

Solid Electrolyte Cells

Some ceramics conduct electricity at very high tempera-
tures. This conductivity is largely a result of the oxygen

mobility in this solid solution. Oxygen mobility is the
principle behind solid electrolyte or concentration cells.

There exists a family of solid electrolytes, such as MgO
or CaO in ZrO2 (ceramic), whose electrical conductivity is
mostly due to the mobility of O2

� as opposed to electrons in
the solid. At room temperature, the conductivity is low, but
at high temperatures (>6008 C) the conductivity is com-
parable to that of an aqueous electrolyte and electron
mobility can be neglected (1).

A solid electrolyte sensor is commonly referred to as a
concentration cell. Solid electrolyte oxygen sensors are
commonly used in anesthesia and patient monitoring for
breath to breath analysis (15). Solid electrolyte cells typi-
cally have a fast response (<150 ms) (15) and are good for
real-time oxygen analysis.

Principles of Operation. A concentration cell is made by
separating a test chamber and a reference chamber by a
solid, oxygen conducting electrolyte, such as ZrO2 or Y2O3

with a porous electrode on either side (Fig. 9). When the
temperature is increased by an external heater, the solid
electrolyte begins to conduct O2 and an EMF is established
between the electrodes. The EMF is related to the partial
pressure of oxygen in the test chamber by the Nernst
equation:

outputEMF ¼ RT

4F
ln

P0O2

P00O2

 !

where R is the universal gas constant (8.314 J � K�1 �
mol�1), T is the operating temperature in kelvin, F is
Faraday’s constant (9.6485  104 C � mol�1), P0O2

is the
reference partial pressure of oxygen, and P00O2

is the sample
partial pressure of oxygen.

Fuel cell: An alternative configuration of a concentra-
tion cell is a fuel cell. If a fuel gas such as hydrogen is
admitted into one of the chambers, the cell converts
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Figure 9. Schematic diagram of a solid electrolyte concentration
cell. (Adapted from Refs. 1,15.)



the chemical energy of the fuel into electrical energy
which may be delivered to a load placed across the
electrodes (1,15).

Oxygen pump: A concentration cell may also be used
as an oxygen pump. An EMF applied across the
electrodes will pump oxygen from one chamber to
another, the rate and direction depending on the
strength and polarity of the applied EMF (1,15).

Sensor design: There are a number of different solid
electrolyte sensor designs typically used: a flow
through tube sensor, a test tube sensor, and a disk
sensor.

Flow-through tube and test tube sensor: The flow-
through tube sensor is made from a solid electrolyte
tube with a porous platinum electrode on the outside
and inside of the tube (Fig. 10). An external heater is
used to raise the temperature of the solid electrolyte
to its operating temperature where it conducts oxy-
gen. Ambient air outside the tube is used as the
reference gas. The sample gas is admitted into the
central part of the tube. This simple design was one of
the first forms used (15,30,31).

A common variation on this design is the miniature
test tube sensor (Fig. 11), which uses a sealed tube
containing a reference gas with known oxygen par-
tial pressure (1,32).

Like the flow-through sensor, the test tube sensor is
made of a solid electrolyte tube with porous electro-
des on the inside and outside of the tube, but it is
hermetically sealed at one end. The closed end of the
tube is place in an external heater. The inside of the
tube is used as the reference chamber and ambient
air is used for the reference gas. The sample gas is
admitted into a chamber surrounding the tube and
flows around the outer electrodes. Because of its
simple design, it is the most common solid electrolyte
cell (1).

Disk sensor: The disk sensor is made with a solid
electrolyte disk with porous electrodes on each side.
The disk is attached to a metal tube of equal thermal
expansion coefficient. Sample gas is admitted into a
chamber on one side of the disk and a reference gas
on the other. A heater is placed inside the tube on the
reference chamber side (1,15,34).

A miniature design of the disk sensor (Fig. 12)
has symmetrically placed porous platinum
electrodes on either side of a thin solid electrolyte
disk. The disk divides a small ceramic cylinder into
two hermetically sealed chambers: one for the refer-
ence gas and one for the sample gas. An electrical
heater brings the cell to the operating temperature.
A temperature sensor and feedback loop attached
to the heater ensures that the electrodes are
also heated to the same temperature as each
other and to the disk. If there is a difference in
oxygen concentration between the reference and
sample chambers, a voltage is generated between
the two electrodes. A thin metallic holder is used to
suspend the ceramic cylinder and ensures that
the ceramic will not crack due to sudden thermal
expansion.

Limitations of Ceramic Analyzers. Because the electrode
is catalytic, any combustible gas will react with oxygen on
the electrode causing it to age and the sensor to give a
falsely low reading.
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Figure 12. Schematic diagram of a miniature disk sensor.
(Adapted from Refs. 1,34,35.)



The high operating temperature of these sensors pre-
cludes its use around combustible gases.

Ceramics fracture due to thermal shock. Miniaturiza-
tion helps considerably. These sensors usually require a
warm up time (1,15,34).

Pressure on both sides of the disk must be the same or
the reading will be inaccurate. This can be accomplished by
venting both sides to the ambient atmosphere (15).

OPTICAL SENSORS

Fluorescence Quenching

One of the more recent oxygen analyzer designs uses a
technique known as florescence quenching. Fluorescence
dyes, such as perylene dibutyrate fluoresce for a certain
amount of time in an atmosphere without oxygen. The
presence of oxygen quenches this fluorescence. The fluor-
escence time is thus inversely proportional to the partial
pressure of oxygen. In addition to oxygen sensing, fluores-
cence sensing can be used to detect glucose, lactate, and pH
in the laboratory setting (36).

Fiber optic sensors: Fiber optic sensors use flores-
cence quenching to measure the partial pressure of
oxygen. A fiber optic strand delivers an optical pulse
(usually blue light) to the fluorescent dye. The dye
molecules are held in place by small beads of clear
plastic. The beads are enclosed by a porous polypro-
pylene membrane that is gas permeable and hydro-
phobic. The fluorescence is sensed by a photodetector
at the end of a second fiber optic strand. The config-
uration of this sensor can be seen in Fig. 13. The time
of fluorescence is calibrated for oxygen concentra-
tion. Because the fiber optic is only used to deliver the
optical pulse and the fluorescence quenching is used
to sense oxygen, the term fiber optic sensor is some-
what of a misnomer.

Integrated optic oxygen sensor chip: Some sensors
that can detect and identify multiple gases in a
sample are called multianalyte sensors. One such
sensor is an integrated optic multianalyte sensor.
This recent development is a miniature optical sen-
sor that has both biomedical and commercial appli-
cations. It is based on fluorescence quenching by
oxygen.

This sensor, shown in Fig. 14, consists of a multimode
ridge waveguide deposited on a dielectric substrate of
a higher refractive index than the ridge. Spots of
solgel, doped with an oxygen sensitive fluorescent
dichlororuthenium dye complex, are deposited at the
end of the waveguide and directly excited by a blue
LED. Optical detectors at the other end of the wave-
guide detect emissions from the fluorescent spots.
The fluorescence is efficiently coupled to the wave-
guide as the fluorescent spots are oriented to prefer-
entially emits photons at an angle exceeding
the critical angle defined by the two mediums. The
theory of fluorescence emission at a dielectric inter-
face is discussed further in (39).
The main limitation of this type of device is the
response time. Typically, a 10 s integration period
is used for each partial pressure oxygen measure-
ment.
The main advantage of this device is its size and
relative ease of fabrication (38). These chips have a
very small foot print (<1 cm2). They can be quickly
manufactured using soft lithography.

Polarization-based oxygen sensor: Another sensor
based on fluorescence quenching is the polarization
based oxygen sensor. This sensor uses an oxygen-
sensitive film (Ru(dpp)3Cl2) and an oxygen-insensi-
tive film (Styrl7). A diagonally polarized source illu-
minates these films that fluoresce in different ways.
The oxygen-insensitive film is stretched so that the
molecules preferentially emit vertically polarized
photons. The Ru(dpp)3Cl2 film emits mostly unpolar-
ized photons. Orthogonally oriented polarizers select
for the vertical and horizontal components of the
combined emitted light. The overall polarization of
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the combined emission is sensitive to the partial
pressure of oxygen in a sample (Fig. 15). The theory
of polarization sensing is discussed further in
(40).

UV Absorption

Spectroscopy can also be used to detect oxygen. Oxygen has
a maximum absorption coefficient around a wavelength of
0.147 mm, which is in the ultraviolet (UV) range. Most
other gases have a much smaller absorption coefficient at
this wavelength (1).

A simple device uses an ultraviolet light source, such as
a discharge lamp or UV laser as the light source. The
beam is split into two paths by a vibrating mirror and
directed into either a reference cell filled with nitrogen or a
sample cell filled with the gas in question. A photomulti-
plier tube is used for detection at the end of each path. The
ratio of energy received through the sample and reference
cell is related to the partial pressure of oxygen in the
sample.

Raman Spectroscopy

Raman spectroscopy can be used to monitor multiple gases
in a sample. Raman spectroscopy is commonly used in
medicine for real-time breath-to-breath analysis or for
monitoring respiratory gas mixtures during anesthesia
(41–44).

This technique uses the inelastic or Raman scattering,
of monochromatic light. The frequencies of the returned

light give information about the vibrational, rotational, or
other low frequency modes of atoms or molecules in a
sample. This information is specific to given elements
and compounds and can thus be used to identify and
distinguish different gases in a mixture.

In Raman spectroscopy, a sample is illuminated with a
laser beam, usually in the visible, near-IR, or near-UV
range. Most of the light is scattered elastically or by
Rayleigh scattering and is of the same frequency as the
incident light. However, a small portion of the light is
scattered in-elastically. Phonons, which are quanta of
vibrational energy, are absorbed or emitted by the atom
or molecule causing the energy of the incident photons to be
shifted up or down. This shift in energy corresponds to a
shift of frequency. Frequencies close to the laser line are
filtered out and frequencies in a certain spectral window
are dispersed on to a photomultiplier tube or CCD (charged
couple device) camera.

OTHER GASEOUS OXYGEN SENSORS

Gas Chromatography–Mass Spectrometer

A gas chromatography–mass spectrometer (GCMS) com-
bines GC and MS to identify substances in a gas sample. It
can be used to detect a variety of compounds in a mixture or
it can simply be used to detect the presence of oxygen. The
GCMS analyzers are commonly used to measure gas com-
position in respiratory circuits (42).

Principles of Operation. The gas chromatograph sepa-
rates compounds into the molecular constituents by retain-
ing some molecules longer than others. These molecules
are broken up into ionized fragments that are identified
by the mass spectrometer based on the molecules’
mass/charge ratio (m/z).

The GC consists of an injector port, an oven, a carrier
gas supply, a separation column, and a detector. The
injected sample is vaporized in a heated chamber and
pushed through the separation column by an inert carrier
gas. The separation column is typically a capillary column
made of a long, small diameter (usually 1–10 m in length
and 0.5 mm in diameter) tube of fused silica (high quality
drawn glass) or stainless steel formed into a coil. The
components of the sample are separated by two different
mediums inside the column that control the speed of travel.
These mediums are either coated on the inner surface of
the column or packed in the column. Part of the media,
known as the stationary phase, absorbs molecules for a
certain amount of time before releasing them. The amount
of time depends on the chemical properties of the molecule
and thus certain molecules are detained longer than
others. This, in effect, separates the molecules in the
mixture in time. The molecules then travel to the detector.
The output of the detector is processed by an integrator.
The response of the detector over time is the chromato-
graph (Fig. 16).

The mass spectrometer separates ions from the gas
chromatograph by their charge to mass ratio (m/z) by using
an electric or magnetic field. Mass spectrometers usually
consist of an ion source, a mass analyzer and a detector.
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The ion source ionizes the sample gas usually with an
electron gun. The charged particles are accelerated with
an electric field and are steered by the mass analyzer on to
the detector by means of a varying electric or magnetic
field. The speed and deflection of the particle depends on its
mass an charge. When a charged particle comes near or
strikes the surface of the detector, a current is induced and
recorded. This current is typically amplified by an electron
multiplier or Faraday cup. The resulting ionic current plot
is the mass spectrum of the ions.

Limitations of Gas Chromatography–Mass Spectrome-
try. The main limitation of the GCMS is its extremely
high price. Mass spectrometers alone run 	$40 k.
However, a GCMS may be used for any time of gas
measurement.

The Warburg Apparatus

A much older method of oxygen analysis was pioneered by
German biochemist Otto Heinrich Warburg (45). The War-
burg apparatus was used for measuring cellular respira-
tion and fermentation. This method is based on Boyle’s law,
which relates the pressure and volume of a gas, and
Charle’s law, which relates the pressure and temperature
of a gas. Combining these laws yields the ideal gas
law (PV ¼ nRT, where P ¼ pressure, V ¼ volume, n ¼
number moles, R ¼ universal gas constant, T ¼ tempera-
ture). At a constant temperature and volume, any change
in the amount of gas can be measured as a change in
pressure. A typical Warburg apparatus consists of a
detachable flask, a waterbath, and a barometer. The sam-
ple is placed in a flask and immersed in a bath of water held
at a constant temperature. Pressure is measured periodi-
cally to determine the amount of gas produced or absorbed
by the sample. A variation of this device, used to measure
gas production in plants directly from the stem, is the
Scholander–Hemmel pressure bomb (46).

CONCLUDING REMARKS

There are three primary types of oxygen sensors available:
paramagnetic, electrochemical and spectrographic. Each
type of oxygen sensor has limitations and uses dependent
on their design, cost and operational environment. Other

available oxygen sensors include semiconductor sensors,
fluidic sensors, and electron capture oxygen sensors
(1). These devices are typically not used in medicine or
biology.
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OXYGEN SENSORS
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INTRODUCTION

This article reviews recent advances in the monitoring
of patient oxygenation. We summarize the transport of
oxygen from the atmosphere to the cell, and describe
monitors that function at four stages of the O2 transport
process. These four stages include respired gas, arterial
blood, tissue, and venous blood. History and recent
developments in pulse oximetry will be discussed. Con-
tinuous intraarterial blood-gas sensors will be described
and contrasted with other oxygen monitors. Finally, tissue
oxygen monitoring and mixed-venous oximetry are
discussed.

OXYGEN TRANSPORT IN THE HUMAN BODY

At rest, we consume	 1023 molecules of oxygen per second.
Our complex cardiopulmonary system has developed to
rapidly transport this large amount of oxygen from the
atmosphere to every cell in the body (Fig. 1).

The equation for arterial blood oxygen content (CaO2)
shows that 	 99% of the oxygen in arterial blood is in the
form of hemoglobin-bound oxygen:

CaO2 ¼ 1:38ðSaO2=100ÞðHbÞ þ 0:003 PaO2 (1)

where CaO2 is in units of milliliters per deciliter of blood
(also called vols%); SaO2 is the arterial hemoglobin satura-
tion in percent; Hb is the total hemoglobin concentration in
grams per deciliter; and PaO2 is the arterial oxygen tension
(partial pressure) in millimeters of mercury. Upon insert-
ing typical arterial values [SaO2 ¼ 100%, Hb ¼ 15 g�dL�1,
PaO2 ¼ 100 mmHg (13.33 kPa)], we find that normal CaO2

is 	 21 mL�dL�1. The amount of oxygen delivered to the
tissues in the arterial blood is then given by the cardiac
output (CO) times the CaO2 (neglecting the small dissolved
oxygen term):

DO2 ¼ 13:8ðCOÞðHbÞðSaO2=100Þ (2)

(The factor 1.38 becomes 13.8 because Hb is normally
measured in grams per deciliter, while CO is measured in
liters per minute. There are 10 dL in 1 L.)

Finally, the oxygen consumption by the tissues (VO2) is
determined by the difference between arterial oxygen
delivery and venous oxygen return:

VO2 ¼ 13:8ðHbÞðCOÞðSaO2 � SvO2Þ=100 (3)

This Fick equation can be solved for any of the four oxygen
variables involved.

If we substitute normal resting values into the equation,
we predict a resting VO2 of

VO2 ¼ 13:8 ð15 g � dL�1Þð5 L �min�1Þð99� 75Þ=100

¼ 248 mL �min�1
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During exercise or stress we can rapidly increase cardiac
output to at least 20 L�min�1, and decrease venous
saturation to 	 40%, yielding a VO2 of

VO2 ¼ 13:8 ð15 g � dL�1Þð20 L �min�1Þð99� 40Þ=100

¼ 2029 mL �min�1

The human ability to rapidly adjust cardiac output (CO)
and mixed-venous oxygen saturation (SvO2) can be used to
compensate for disease processes that affect other trans-
port variables, such as anemia (hemoglobin) or hypoxemia
(SaO2). For example, consider a severely anemic patient
with Hb value of 2.5 g�dL�1, who compensates by increas-
ing cardiac output to 15 L�min�1 and decreasing venous
saturation to 50%:

VO2 ¼ 13:8 ð2:5 g � dL�1Þð15 L �min�1Þð99� 50Þ=100

¼ 254 mL �min�1

This extremely anemic patient can thus maintain a normal
oxygen consumption by adaptations in CO and SvO2

that are milder than those we use during normal exercise.

OXYGEN IN THE ARTERIAL BLOOD: PULSE OXIMETRY

Physiologic Considerations

The normal relationship between SaO2 and PaO2 is the
familiar oxyhemoglobin dissociation curve, shown in
Fig. 2. Three convenient points on this curve to remember
are PaO2 ¼ 27 mmHg (3.60 kPa), SaO2 ¼ 50%; PaO2 ¼ 40
mmHg (5.33 kPa), SaO2 ¼ 75%; and PaO2 ¼ 60 mmHg
(8.00 kPa), SaO2 ¼ 90%. The curve will be shifted
toward the right by acidosis, hypercarbia, or increasing
2,3-DPG. At PaO2, values greater than 80 mmHg (10.66
kPa), SaO2 is almost 100% and thus becomes virtually
independent of PaO2. It is important to remember this fact

during SaO2 monitoring in the operating room, where
elevated inspired oxygen fraction (FIO2) values will yield
PaO2 values much > 80 mmHg (10.66 kPa) most of the
time.

A knowledge of the relationship between SaO2 and
PaO2 allows us to predict the physiologic limitations of
saturation monitoring by pulse oximetry. Specifically, the
pulse oximeter will give no indication of downward trends
in PaO2 during anesthesia at elevated FIO2 until PaO2

values < 80–90 mmHg (10.66–12.00 kPa) are reached. In
an animal study, intentional endobronchial intubations at
FIO2 values> 30% were not detected by the pulse oximeter
(1). This results from the fact that the PaO2 after endo-
bronchial intubation did not decrease below 	 80 mmHg
(10.66 kPa) when FIO2 was elevated.

Technology

Oximetry, a subset of spectrophotometry, determines the
concentrations of various hemoglobin species by measuring
the absorbances of light at multiple wavelengths. The
absorbance spectra of the four most common hemoglobin
species are shown in Fig. 3. The number of oximeter light
wavelengths used must be equal to or greater than the
number of hemoglobin species present in the sample. A
laboratory CO-oximeter, which uses four or more wave-
lengths, can measure the concentrations of reduced
hemoglobin, oxyhemoglobin, methemoglobin, and carbox-
yhemoglobin. If all four hemoglobin species are present in
significant concentrations, then an oximeter must have at
least four light wavelengths to determine the concentra-
tion of any of the four species.

The conventional pulse oximeter is a two-wavelength
oximeter that functions in vivo. Conventional pulse oxime-
try first determines the fluctuating or alternating current
(ac) component of the light absorbance signal. At each of its
two wavelengths the oximeter divides the ac signal by the
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Figure 1. Schematic of the oxygen transport
system. Arterial blood leaving the left ventricle
(right side of figure) has and oxygen content of 21
mL�dL�1, and the total oxygen delivery (DO2) is
roughly 1000 mL�min�1. At rest, 0.25 of this
oxygen delivery is consumed (VO2), leaving a
mixed venous saturation of 75%.



corresponding fixed or direct current (dc) absorbance com-
ponent, to obtain a pulse-added absorbance. It then calcu-
lates the ratio of the two pulse-added absorbances (one for
each wavelength), and this ratio R is related to arterial
hemoglobin saturation by a built-in calibration algorithm.
The resulting pulse oximeter saturation estimate is called
SpO2. The calibration curve of the pulse oximeter is empiri-
cal; that is, it is based on human volunteer experimental
data.

Sources of Error

Dyshemoglobins. As previously noted, the pulse
oximeter uses two wavelengths and can distinguish
only two hemoglobin species: reduced hemoglobin and

oxyhemoglobin. If either carboxyhemoglobin (COHb) or
methemoglobin (MetHb) is present, the pulse oximeter
effectively has fewer equations than unknowns, and it
cannot find any of the hemoglobin concentrations. It is
thus unclear a priori how the pulse oximeter will behave in
the presence of these dyshemoglobins.

Two animal experiments have characterized pulse
oximeter behavior during methemoglobinemia and
carboxyhemoglobinemia. In one of these, dogs were
exposed to carbon monoxide (220 ppm) over a 3–4 h period
(2). At a COHb level of 70% (meaning that 70% of the
animal’s hemoglobin was in the COHb form), the
SpO2 values were 	 90%, whereas the actual SaO2

was 30% (Fig. 4). The pulse oximeter thus ‘‘sees’’

OXYGEN SENSORS 211

Red Infrared

Methemoglobin

Oxyhemoglobin

Reduced
   hemoglobin

Carboxyhemoglobin

.01

.01

.01

.01

600 640 680 720 760 800 840 880 920 960 1000

E
xt

in
ct

io
n 

co
ef

fic
ie

nt

Hemoglobin extinction curves

Figure 3. Extinction coefficient (or light absorbance) versus
wavelength of light for four different hemoglobins. reduced Hb,
O2Hb, COHb, and MetHb. The two wavelengths used by most
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carboxyhemoglobin as if it were composed mostly of oxy-
hemoglobin.

In a similar animal experiment, increasing methe-
moglobin concentrations (up to 60%) produced SpO2

readings that gradually decreased to 	 85% (3). As these
animals were further desaturated by lowering the
FIO2 during methemoglobinemia, the pulse oximeter
SpO2 reading failed to track either functional or fractional
saturation. On the other hand, the presence of fetal
hemoglobin has little effect on pulse oximeter accuracy,
which is fortunate in the treatment of premature neo-
nates. There are conflicting anecdotal reports on the influ-
ence of sickle hemoglobin, and it is impossible to perform
volunteer hypoxia studies on patients with sickle-cell
disease.

As of this date, no commercially available pulse oxi-
meter can either measure dyshemoglobins or function
accurately in the presence of substantial levels of COHb
or MetHb. Masimo Inc. has very recently (March, 2005)
announced the development of a new Rainbow Technology
pulse oximeter that uses multiple light wavelengths
to measure COHb and SaO2 simultaneously. There
are as yet no published data regarding the success of
this approach, but it is a potentially important new
advancement.

Intravenous Dyes. As abnormal hemoglobin species
can adversely affect the accuracy of pulse oximetry, so can
intravenous dyes injected during surgery or critical care.
Two studies found that intravenous methylene blue
causes large, rapid decreases in displayed SpO2 without
changes in actual saturation, and that indocyanine green
causes smaller false decreases in SpO2 (4,5). Intravenous
fluorescein or indigo carmine appeared to have little
effect.

Reductions in Peripheral Pulsation; Ambient Light. Sev-
eral studies have examined the effects of low perfusion
upon SpO2 (6,7). In a clinical study of critically ill
patients during a wide range of hemodynamic conditions,
extremes in systemic vascular resistance were associated
with loss of pulse oximeter signal or decreased accuracy.
During reduced pulse amplitude, pulse oximeters may
become more sensitive to external light sources, such as
fluorescent room lights (8). Most modern pulse oximeters
effectively measure and correct for ambient light
intensity.

Motion Artifact. Patient motion, which causes a large
fluctuating absorbance signal, is a very challenging arti-
fact for pulse oximetry. Motion artifact rarely causes
great difficulty in the operating room, but in the recovery
room and intensive care unit it can make the pulse
oximeter virtually useless. Design engineers have tried
several approaches to this problem, beginning with
increasing the signal averaging time. Most current pulse
oximeters allow the user to select one of several time
averaging modes. However, improving motion perfor-
mance by simply increasing averaging time is potentially
dangerous—it can cause the instrument to miss signifi-

cant, but short-lived hypoxemic events, which are very
common in neonates.

Masimo, Inc. has developed a completely different
approach to the analysis of the oximeter light absorbance
signals, using adaptive digital filtering. This has led to
improved accuracy and reliability during motion artifact,
both in laboratory studies (9,10) and in the neonatal inten-
sive care unit (11). The new technology has spurred other
manufacturers (e.g., Nellcor, Philips, Datex-Ohmeda) to
improve their signal analysis methods, so that today’s
generation of pulse oximeters has much improved perfor-
mance during motion.

Venous Pulsations. Conventional pulse oximeter
design is predicated on the assumption that the
pulsatile component of tissue light absorbance is entirely
caused by arterial blood. However, the light absorbance of
venous blood can also have a pulsatile component, and
this may affect SpO2 values under some conditions (12).
Conventional pulse oximeters may read falsely low values
or may fail to give any reading in circumstances leading to
venous congestion. This can occur, for example, when
using an earlobe sensor on a patient who is undergoing
mechanical ventilation, or who is in the Trendelenberg
position.

Penumbra Effect. When a pulse oximeter sensor is not
properly positioned on the finger or earlobe, the light
traveling from the source to the detector may pass through
the tissues at only grazing incidence. This penumbra effect
reduces the signal/noise ratio, and may result in SpO2

values in the low 1990s in a normoxemic subject. More
importantly, a volunteer study has shown that in hypoxe-
mic subjects, the penumbra effect can cause SpO2 to either
overestimate or underestimate actual SaO2 values,
depending on the instrument used (13). A pulse oximeter
with a malpositioned sensor may therefore indicate that a
patient is only mildly hypoxemic when in fact he or she is
profoundly so.

OXYGEN IN THE ARTERIAL BLOOD: CONTINUOUS
INTRAARTERIAL PO2 MEASUREMENT

There have been a number of efforts to monitor intraarter-
ial oxygen tension directly and continuously, using minia-
turized sensors passed through arterial cannulas. The first
practical approach to this problem employed the Clark
electrode, the same oxygen electrode used in the conven-
tional laboratory blood-gas analyzer. Although miniatur-
ized Clark electrodes have been used in several clinical
studies, the technique never achieved popularity because
of problems with calibration drift and thrombogenicity
(14). More recently, the principle of fluorescence quenching
was used to develop fiberoptic ‘‘optodes’’ that can continu-
ously monitor pH, PaCO2, and PaO2 through a 20 gauge
radial artery cannula (Fig. 5).

Fluorescence quenching is a result of the ability of
oxygen (or other substances to be measured) to absorb
energy from the excited states of a fluorescent dye,
thus preventing this energy from being radiated as light.
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Lubbers and Opitz (15) developed the first fluorescence
quenching optode that simultaneously measured oxygen
and carbon dioxide tensions in gases or liquids. In the
1980s, optodes were successfully miniaturized for intraar-
terial use, and several studies were reported in both animal
and humans (16,17).

Clinical Studies

Several clinical studies suggested the usefulness of
intraarterial optodes in the operating room (18). The
scatter (random error) of optode oxygen tension values is
lowest at low oxygen tensions, a characteristic of these
sensors. The accuracy of the optode appeared to be within
the clinically acceptable range when 18-gauge arterial
cannulas were used. The optode can display complete
blood-gas data continuously at the patient’s bedside, with
a time response measured in seconds. Nevertheless, the
high costs of the disposable sensors (	 $300 each) and their
inconsistent reliability have caused the intraarterial
optodes to disappear from the clinical market. These
devices have other potential applications in tissues and
organs, which may be realized in the future. One manu-
facturer today is marketing an optode sensor for assess-
ment of the viability of tissue grafts.

OXYGEN IN TISSUE: TRANSCUTANEOUS OXYGEN

Physiologic Considerations

The transcutaneous oxygen (PtcO2) sensor is a Clark elec-
trode that measures oxygen diffusing through the surface
of the skin from dermal capillaries (Fig. 6). The sensor
must be heated to at least 43 8C (in adults) to facilitate
diffusion through the stratum corneum. Surface
heating also produces local hyperemia of the dermal capil-
laries, which tends to ‘‘arterialize’’ the blood and cause a
rightward shift in the oxyhemoglobin dissociation curve.
The effects above tend to increase PtcO2, and these are
counterbalanced by other effects that decrease it, namely

diffusion gradients and metabolic oxygen consumption by
the skin. In neonates, these competing effects nearly
cancel and PtcO2 is approximately equal to PaO2. In adults,
the stratum corneum is thicker and hence the PtcO2 is
usually lower than PaO2. The transcutaneous index,
PtcO2/PaO2, has average values of 1.0 in neonates, 0.9
in pediatric patients, 0.8 in adults, and 0.6–0.7 in the
elderly.

The most serious challenges with the interpretation of
PtcO2 values are their dependence upon cardiac output and
skin perfusion. Several studies have shown that the trans-
cutaneous index falls when the cardiac index decreases
below its normal range (19). Animal shock studies have
shown that PtcO2 decreases when either PaO2 or cardiac
index decreases, and that it closely follows trends in oxygen
delivery (i.e., the product of CO and CaO2). In other words,
PtcO2 monitors oxygen delivery to the tissues rather than
oxygen content of arterial blood.

Technical Problems

There are several practical problems associated with the
use of PtcO2 sensors. The transcutaneous electrode
must be gas calibrated before each application to the
skin, and then the sensor requires a 10–15 min warm-
up period. In children, the warm-up period is usually
shorter. The sensor membrane and electrolyte must be
replaced at least once a week. The heated PtcO2 electrode
can cause small skin burns, particularly at temperatures
of 44 8C or greater. Lower probe temperatures (43 or
43.5 8C) should be used on premature infants and neo-
nates, and the sensor location should be changed every 2–3
h. In adults with a sensor temperature of 44 8C, we have
used the same location for 6–8 h with no incidence of
burns.
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Figure 6. Schematic of transcutaneous PO2 sensor on skin
surface. Heat from sensor ‘‘melts’’ the diffusion barrier of the
stratum corneum layer, and ‘‘arterializes’’ the blood in the
dermal capillaries beneath.

Figure 5. An intraarterial fiber-optic optode sensor. The optode is
0.6 mm in diameter and fits easily through a 20 gauge radial artery
cannula, also shown.



Summary

Transcutaneous oxygen sensors provide continuous, non-
invasive monitoring of oxygen delivery to tissues. By con-
trast, pulse oximetry provides continuous monitoring of
arterial hemoglobin saturation. The dependence of PtcO2

on blood flow as well as PaO2 sometimes makes it difficult
to interpret changing values. If PtcO2 is normal or high, we
know that the tissues are well oxygenated. When PtcO2 is
low, we must determine whether this is the result of low
PaO2 or a decrease in skin perfusion.

OXYGEN IN VENOUS BLOOD: PULMONARY ARTERY
OXIMETRY

Physiology of Mixed-Venous Saturation

Oxygen saturation in venous blood is related to
venous oxygen content CvO2 by an equation similar to
equation 1:

CvO2 ¼ 1:38ðHbÞðSvO2Þ=100þ 0:003ðPvO2Þ (4)

The normal CvO2 value [with SvO2 ¼ 75%, PvO2 ¼ 40
mmHg (5.33 kPa)] is 15.6 mL�dL�1. If we solve equation 3
(the Fick equation) for the venous saturation (SvO2), we
obtain:

SvO2 ¼ SaO2 � VO2=½ð13:8ÞðHbÞðCOÞ� (5)

Equation 8 shows how SvO2 depends on the four oxygen
transport variables: SaO2, VO2, Hb, and CO.

When VO2 falls behind oxygen demand, lactic acidosis
will result, eventually leading to death if the problem is

not corrected. When this begins to occur in disease
(e.g., anemia), the patient’s body will try to maintain
normal VO2 using the same two compensatory mechanisms
described above during exercise: increasing CO and/or
decreasing SvO2. In the case of anemia, we saw that
such compensation can maintain normal VO2 values
even at hemoglobin levels < 3 g�dL�1. Thus, a decrease
in SvO2 indicates that a patient is using oxygen reserves to
compensate for a supply–demand imbalance. Decreasing
oxygen supply may result from low CO (shock), low
hemoglobin (anemia), abnormal hemoglobin (carboxyhe-
moglobinemia), or low PaO2 (hypoxemia). On the
other hand, increasing oxygen demand can result
from fever, malignant hyperthermia, thyrotoxicosis, or
shivering.

The aforementioned are possible clinical causes of a
decrease in SvO2. There are also conditions that can
increase SvO2 above its normal range of 68–77%. High
SvO2 values can result from decreased tissue uptake of
oxygen, peripheral arteriovenous shunting, and inap-
propriate increases in CO. Clinical conditions that
produce elevated SvO2 values include sepsis, Paget’s
disease of bone, excessive use of inotropes, cyanide poison-
ing, and hypothermia. A wedged pulmonary artery cathe-
ter will also cause a high SvO2 reading, but this is a
measurement artifact. This can actually be a useful arti-
fact, since it warns the clinician of an inadvertently
wedged catheter.

Technical Considerations

Pulmonary artery SvO2 catheters use the technology of
reflectance spectrophotometry; that is, they measure the
color of the blood in a manner similar to pulse oximetry.
The SvO2 catheters use fiberoptic bundles to transmit and
receive light from the catheter tip. Light-emitting diodes
provide monochromatic light sources at two or three wave-
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Figure 7. Effect of oxygen consumption (VO2)
upon mixed venous saturation (SvO2). After
weaning from cardiopulmonary bypass, the
SvO2 reaches a normal value of 75%, but then
falls to 55%. Measured VO2 at this time is 564
mL�min�1, or twice normal resting value. Patient
noted to be shivering. Administration of muscle
relaxant stops shivering, restores VO2 to normal
(207 mL�min�1), and SvO2 also returns to normal
values.
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lengths. (Currently, the Edwards system uses two wave-
lengths, while the Abbott instrument employs three.) A
theoretical advantage of a three wavelength system is
that its measurements should not depend on the total
hemoglobin level (20). Another problem common to all
SvO2 catheters is the so-called wall artifact, whereby
reflection from a vessel wall can produce a signal that is
interpreted as an SvO2 of 85–90%. This problem has been
reduced by the addition of digital filtering to the processor,
which effectively edits out sudden step increases in SvO2.
However, a persistently high value of SvO2 may alert the
user that the catheter is in the wedged condition, as noted
above.

Applications and Limitations

When interpreting continuous SvO2 versus time tracings
in the operating room and intensive care unit, we must
always consider equation 5, the Fick equation solved
for SvO2. When SvO2 changes, we should ask which
term(s) in equation 5 are responsible. In the operating
room, the terms most likely to change significantly are
cardiac output (CO) and hemoglobin (Hb). During general
anesthesia with mechanical ventilation, SaO2 and
VO2 are usually constant, with the exception that VO2

will decrease during hypothermia. On the other hand, this
is not the case in the intensive care unit. Patients in
respiratory failure will have varying degrees of arterial
desaturation (low SaO2). Note that SvO2 is directly related
to SaO2; if SaO2 decreases by 20% and nothing else
changes, then SvO2 will decrease by 20%. Critical care
unit patients may also have frequent changes in VO2,
which can be increased by agitation, shivering, coughing,
fever, pain, seizures, defecation, or eating, to name just a
few (Fig. 7).

Continuous SvO2 is a valuable adjunct in the treatment
of ventilator-dependent patients. As positive end-expira-
tory pressure (PEEP) is slowly increased to improve oxy-
genation, SaO2 will usually increase, but eventually the
cardiac output will begin to decrease as venous return is
compromised. At this point, oxygen delivery to tissue
may begin to decrease (and SvO2 begins to decrease)
even though SaO2 is still increasing. SvO2 is a reflection
of oxygen delivery in this situation, and can thus provide a
means to optimize positive end-expiratory pressure
without the need of serial blood gases and CO measure-
ments.

In summary, continuous SvO2 monitoring is a valuable
technology for the operating room and the critical care unit.
It reflects the overall health and functional state of the
oxygen transport system. To realize the most benefit from
this monitor, it is essential to thoroughly understand the
physiology of SvO2 and how it relates to the other oxygen
transport variables.

CONCLUSIONS

Monitoring of oxygen in the respired gases and arterial
blood is the standard of care during all anesthetics today.

None of us would consider administering general anesthe-
sia without both an FiO2 monitor and a pulse oximeter.
New advances in pulse oximetry will make these instru-
ments more reliable in moving or poorly perfused patients,
but they will still be subject to the fundamental limitations
of saturation monitoring. Further developments will
include pulse oximeters that can function in the presence
of COHb and MetHb. In the near future, noninvasive
monitors of oxygenation in specific organs and tissues
(heart, brain) will become available. Finally, mixed venous
oxygen saturation indicates how much is ‘‘left over’’ at the
end of the oxygen transport process, which gives an indica-
tion of the status of the transport system and the degree to
which reserves are being used.
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INTRODUCTION

The primary function of a cardiac pacemaker is for the
treatment of bradyarrhythmias, when the heart beat stops
or responds too slowly. The clinical condition can be inter-
mittent or permanent. If permanent, the pacemaker will
control the heart continuously. If temporary, the pace-
maker will respond only when necessary, avoiding compe-
tition with the heart’s own natural response. As these
devices are battery-powered, allowing the pacemaker to
pace only when necessary also conserves pacemaker
energy, extending its lifetime and reducing the frequency
of replacement surgery.

Since their clinical introduction in the late 1950s and
early 1960s, pacemakers have significantly improved the
ability of many patients to lead normal lives. They also save
lives by preventing the heart from suddenly stopping. The
small size and long life of pacemakers allow patients to
forget that they have one implanted in their chest. The first
pacemakers were simple devices designed primarily to
keep patients alive. Modern pacemakers respond to
patients’ needs and can regulate pacing function to enable
the heart to optimize cardiac output and blood flow.

CLINICAL USE OF PACEMAKERS

The clinical problem with bradyarrhythmias is often asso-
ciated with sick sinus syndrome. The heart’s own natural
pacing function originates from the sinus node in the right
atrium. The rate of impulse formation at the sinus node is
controlled by nerves feeding the node. Impulses arriving
via the vagal nerve act to slow the heart down, as part of the
body’s parasympathetic response. When a higher heart
rate is needed, the vagal nerve impulse rate to the sinus
node is slowed down and the sinus node impulse rate
increases.

Impulses propagating through the heart tissue are
created via a series of action potential changes. Action
potential changes can be triggered either naturally from
one of the heart’s pacing cells or by contact with a
neighboring cell, causing the outside of the cell to produce
a negative voltage with respect to the inside of the
cell. These voltage changes are in the order of only
90 mV, but as we will see, an external voltage from a
pacemaker has often to be several volts before depolariza-
tion is initiated.

Without pacemaker control, patients with bradyar-
rhythmias suffer from dizziness and can collapse without

warning and, hence, risk injuring themselves. Heart
pauses of the order of 10 s will cause unconsciousness.
Most patients who collapse will recover their normal heart
rhythm. They can then subsequently be examined clini-
cally, and, if necessary, a pacemaker can be implanted to
prevent recurrence of a further collapse. Sometimes the
heart will stop and not recovers its normal pumping func-
tion and the patient will die, but usually there will have
been preceding warning events allowing a pacemaker to be
fitted to prevent death.

Many good texts exist that explain the clinical back-
ground to cardiac pacing, and these texts should be con-
sulted (1–3). This text is primarily a description of the
medical device itself.

Practical cardiac pacing started in the 1950s with the
first clinical device, which was external to the body and
required connection to a main power supply. This device
was followed by an implantable pacemaker developed by
Elmquist and surgically implanted by Senning in Sweden
(4). The device only lasted a short time before failing, but it
did show the potential for implanted pacemakers. This
work was followed by Greatbatch and Chardack in the
United States (5,6), first in an animal and then in a patient
two years later. An interesting early review of this period
has been given by Elmqvist (7). These first pacemakers
were very simple devices and paced only at a fixed rate,
taking no account of the heart’s natural rhythm. Although
this approach was less than ideal, it did provide the
necessary spur for both clinical expectations and technical
and scientific developments by research bioengineers and
industry.

The next major technical development allowed pace-
makers to pace on demand, rather than only at a fixed
rate. Other pacing functions developed, including pace-
makers that could pace more than one heart chamber,
and pacemakers that could change their response rate
as a function of patient physiological requirements. Three-
or four- chamber pacing was an extension of basic pacing.
Pacing functions have also been included in implantable
defibrillators. More complicated pacing algorithms have
been developed for controlling tachyarrhythmias, includ-
ing ventricular tachycardia and rhythms that can deterio-
rate to ventricular fibrillation.

With the evolution of smaller devices and leads, their
use in pediatrics has grown, including for children with
congenital heart problems. Devices as thin as 6 mm are
available. Reduction in size has also aided the move from
epicardial to endocardial fixation of the lead. When pace-
makers are implanted in children, special consideration
has to be given to the type of device as children are usually
active, the lead length as children continue to grow, and
lead fixation as future lead replacement must be consid-
ered.

No doubt exists that, with continuing experience,
pacing techniques and pacemaker devices will continue
to evolve.
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PHYSIOLOGICAL FUNCTION

Understanding the physiological function of a pacemaker
is more important than knowing the technical details of
the pacemaker. The main functional characteristics are
the ones that are important for the physician or cardiol-
ogist who will want to know how the device will operate
when implanted in a patient. A series of clinical questions
exist. The first question asks where you want the device to
sense the heart’s rhythm, in the ventricle, the most com-
mon location, in the atrium, or in both. The second ques-
tion asks in which chamber or chambers you would like
the pacemaker to pace. This location is usually the ven-
tricle, but can be the atrium or both. The third question
relates to how you want the device to work when it
encounters natural heartbeats. It can either be inhibited,
which is by far the most common approach, or it can be
triggered to enhance the natural beat. It is also possible to
switch off the device’s ability to sense the heart’s natural
rhythm, but is rarely done as there could then be competi-
tion between the pacemaker output and the heart’s nat-
ural rhythm.

The answers to these three questions provide the first
three codes given to any pacemaker. This code is an inter-
national code developed by the Inter-Society Commission
on Heart Disease (ICHD) (8). It was subsequently
expanded to a five-code system by the North American
Society of Pacing and Electrophysiology (NASPE) and the
British Pacing and Electrophysiology Group (BPEG)
(9,10). The first version of the NASPE/BPEG codes allowed
for programmability and communication, but as they
became universal functions, the latest version of the codes
simplified the codes in the fourth and fifth letter positions
for use with rate modulation and multisite pacing only.
These codes are used throughout the world. A summary of
the coding is given in Table 1.

It is useful to give a few examples to illustrate how the
codes are used. VVI pacemakers, which are in common use,
allow the pacemaker to sense natural heartbeats in the
ventricle (V), and, if they are absent, to pace in the ventricle
(V), ensuring that the pacemaker inhibits (I) its output if a
natural beat is detected. DDD pacemakers can sense in
both the atrium and the ventricle (D), and, if required, pace
in the atrium, ventricle, or both (D), with inhibiting and
triggering (D). With programming techniques, the pace-
maker’s mode can be changed after the device is implanted,
and so a manufacturer may list a very large number of
modes for some pacemakers.

The codes in Table 1 also show the fourth and fifth
letters. The fourth tells the user if the device has an
internal function for modulating its pacing rate, known

as a rate responsive (R) mode. If no code is quoted in the
fourth position, it can be assumed that the device is not rate
responsive. The fifth letter is for multisite pacing and is
used if at least two atrial pacing sites or two ventricular
pacing sites exist.

TEMPORARY EXTERNAL PACEMAKERS

This review primarily concerns implantable pacemakers,
but the role of temporary external pacemakers must not be
forgotten. These devices provide essential support after
some cardiac surgery and after some myocardial infarc-
tions, allowing time for the recovery of the heart’s own
pacing function. The way these devices function is very
similar to implantable pacemakers, but they are generally
simpler and provide the clinician with access to controls
such as for pacing rate and pacing voltage. The pacing
leads do not have the tip features required for permanent
fixation, and the connector to the temporary pacemaker is
simpler. Also, the leads are bipolar with two electrode
contacts.

CLINICAL IMPLANTATION

Briefly, pacemakers are implanted most commonly at one
of three sites (Fig. 1). Implantation is undertaken by a
surgeon or cardiologist using an aseptic technique. The
pacemaker pulse generator and leads are delivered in
sterile packages with clear use-by dates. Venous insertion
of the lead allows it to be pushed through the right atrium
and tricuspid valve, and into the right ventricle, where the
electrode can be positioned in the apex where it is less
likely to move or displace in comparison with other possible
positions. If an atrial lead exists, it is positioned in the right
atrium. Good contact with the atrial wall is harder to
achieve, and active fixation such as with a screw contact
can be used, in comparison with ventricular apex passive
fixation.

Patients must be followed up at regular intervals to
ensure that the device is working correctly, that its output
pulse characteristics are appropriate, and that the end-of-
life of the internal battery is estimated. This follow-up
interval may be over a period of months initially, and then
annually, with more frequent follow-up visits toward the
end of the device’s life.

Most countries have national registration schemes,
which enables information on specific patients to be
obtained if, for example, a patient develops a problem while
away from home. If, however, this information is not
available, the device type can be recognized by a unique
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Table 1. International Pacemaker Codes

1 2 3 4 5

Chamber sensed Chamber paced Response Rate modulation Multisite pacing
O ¼ none O ¼ none O ¼ none O ¼ none O ¼ none
A ¼ atrium A ¼ atrium I ¼ inhibited R ¼ rate modulation A ¼ artium
V ¼ ventricle V ¼ ventricle T ¼ triggered V ¼ ventricle
D ¼ AþV D ¼ AþV D ¼ AþV

The following letters are used sequentially in 5 positions.



radiopaque code that can be obtained by X ray. There has
been discussion on whether such codes could be retrieved
by a standard external interrogating device without the
need for an X ray, but no such device is as yet universally
available for all pacemakers.

Another goal of pacemaker registration is to provide
useful data on the range of device lifetimes for each pace-
maker type and information on sudden pacemaker failures,
which enables clinical staff to plan any necessary replace-
ment, and manufactures to act when it appears that fail-
ures are not random and may relate to their manufacturing
process. This advance has enabled manufacturers to with-
draw faulty or potentially faulty devices from the market-
place and correct production faults.

MARKET

Pacemakers have made a remarkable impact on clinical
medicine. Over half a million new patients worldwide
receive a pacemaker each year (11). In addition, approxi-
mately 100,000 patients worldwide receive a replacement
pacemaker (11). Most implants are in the United States.
When implants are related to the population size,
the countries with the greatest new implant rates are
Germany, the United States, and Belgium, with between
approximately 700 and 800 implants per million popula-
tion. Many countries with poor economies have very low
implant rates. Within Europe, the implant rates are gen-
erally high, with, for example, the United Kingdom falling
towards the bottom end of the implant rate, at approxi-
mately 300 per million population (12), where there are
approximately 25,000 implants per year, and, of these, 75%
are for new implants and 25% for replacements (12).

FEATURES

Clinically, the most important pacemaker features relate
to the device code, discussed above. Next in importance for
both the clinician and patient is likely to be pacemaker size
and lifetime. As a guide, example ranges of pacemaker
features are included in Table 2. With continuous devel-
opments, these should be taken only as a guide. The shape
and size of some pulse generators are shown in Fig. 2.

For a health-care system, the cost of devices is impor-
tant. Costs vary significantly in different countries and also
relate to the numbers purchased, so no specific figures can
be given. It is, however, interesting to note the current
relative costs of different types of devices. For guidance,
approximate costs relative to a standard ventricular
demand pacemaker type VVI are shown in Fig. 3, where
the cost of the VVI pulse generator is given as unity. As the
proportion of different types used will change, so will the
relative costs.

The use of the unique radiopaque code for each pulse
generator type is useful when a patient is referred to a
medical center away from home, allowing that center to
determine the pacemaker pulse generator being used.
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Table 2. Example Ranges of Pulse Generator Features

Volume 6–20 ml
Length/Width 30–60 mm
Depth 6–14 mm
Mass 13–50 g
Battery 0.8–2 Ah
Life 5–14 years
Sense threshold 0.1–15 mV
Refractory period 100–800 ms
Lower pulse rate approximately 20/min
Upper pulse rate approximately 185/min
Pulse amplitude 0–10 V
Pulse width 0.1–2 ms

Figure 1. The location of normal pulse generator implantation
sites.

Figure 2. Illustration of some pacemaker shapes and sizes.



A unipolar device has only one electrode directly in
contact with the heart. In this case, the electrode is at
the distal end of the lead. To complete the pacing circuit,
another electrode contact is required, and this is on the
pacemaker case with current flowing via the muscle in
contact with the case electrode to the heart. Bipolar elec-
trodes are also common. Here, both electrode contacts are
on the lead, one at the tip and another several centimeters
away. The second electrode makes contact with the ven-
tricular wall simply by lying against the wall with the tip
firmly located at the apex of the ventricle.

PACEMAKER COMPONENTS

A pacemaker refers to all components necessary for a
complete clinical pacing device. At least two components
will always exist, the pulse generator and the lead (Fig. 4).
More than one lead any exist, such as for dual-chamber
pacing, in both the atrium and ventricle. Unusual pulse
generator and lead combinations may require an adaptor,
but extra components should be avoided whenever possi-
ble. Extra components add to the areas where failure might
occur.

When a pacemaker has been implanted or is, subse-
quently, to be checked, external devices will be required.
An ECG recorder will confirm correct pacing, and some
pacemakers generate impulses that can be visualized on an
ECG recorder for relaying pacing information. In addition,
a magnet or other technique may be used to put the pace-
maker into various test modes, which is now commonly
achieved with a programmer that communicates with the
pacemaker via an electromagnetic wand using communi-

cation technology with coded sequences to prevent external
interference such as from a radio telephone accidentally
reprogramming the pacemaker. As well as controlling the
pacing functions, the programmer can interrogate the
pacemaker about the frequency of pacing, provided, of
course, these features are available. Telemetry may also
be available, where intracardiac waveforms can be relayed
as they occur and selected pacing episodes can be recovered
from the pacemaker memory.

Further useful technical information can be obtained
from the books by Schaldach (13) and Webster (14).

PULSE GENERATOR

When pulse generators were first used in the early 1960s,
they were simple devices with a battery power supply and a
circuit to produce a regular pulse rate with a defined pulse
voltage and pulse width output. Modern pulse generators
are much more complex, with sensing and output control.
Special electronic circuitry has been developed, often with
sophisticated microprocessor control. Battery technology
has also developed significantly. A block diagram of a
complete pulse generator is shown in Fig. 5. Each major
part is now described.

Power Supply

The first battery power supplies were made up from sepa-
rate zinc-mercury cells. They could often be seen through
the casing before implantation, after removal, or on the X
ray. The voltage of these cells quickly fell to approximately
1.35 V, which was held until the cell reached the end of its
life. Unfortunately, these cells could power the early pace-
makers for only about two years.

These batteries encouraged the search for other power
sources, including, for a short time, nuclear power, but safety
concerns discouraged these developments. Rechargeable
batteries, where the recharging energy was transmitted to
the pulse generator via an external coil, were also employed,
and had in fact been used in the first clinical pacemaker.
However, reliability and frequency of charging inhibited
their use.

Fortunately, a solution was found in the form of lithium-
iodide cells. Their use in pacemakers was pioneered by
Greatbatch (15) and introduced into clinical use in 1971.
The cell has an initial open circuit voltage of 2.8 V, which
falls slowly with use until its end of life is approached,
when the voltage fall is more rapid. Although other types of
lithium cells have been researched, they have not replaced
the lithium-iodide cell for pacemakers. Some pacemakers
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Figure 5. Block diagram of a complete pulse generator.



can now function for ten years, and, for low demand
situations, 14 years can be achieved.

Ventricular and Atrial Sensing

All pacemakers sense natural cardiac impulses, which is
achieved very reliably. However, the sensing circuitry
needs to be able to differentiate between impulses coming
from the heart and those due to external interference. The
possibility of interference cannot be neglected, especially
as the cardiac impulse is, at most, only a few tens of
millivolts. In addition, in unipolar pacing, the sensing
circuitry cannot differentiate between signals coming from
the electrode at the end of the lead or the electrode on the
pulse generator case, which is described more fully under
leads below. It is not always possible to detect heart
impulses reliably during periods of excessive interference,
and in these cases, the device needs to be programmed to
respond in a clearly defined way, such as by initiating fixed-
rate pacing.

Pulse Interval Generator

At the heart of the pacemaker is the interval generator. As
with other pulse generator functions, this is achieved with
electronic circuitry or microprocessor control that gener-
ates the pacing interval measured in seconds or pacing rate
measured in beats per minute. Without any means to
detect patient activity or the need for a higher heart rate,
this interval is fixed, other than for programmed changes
that can be made at the clinic. The interval generator is
connected to the sensing circuitry so that output from the
interval generator can be synchronized or inhibited. Inter-
actions for a VVI pulse generator are illustrated in Fig. 6. If
a natural heartbeat is sensed, the pacemaker will time its
pulse interval from that beat. If, however, the beat occurs
in the refractory period set in the pacemaker, it will not
respond to the beat, and the pulse interval timing will not
be altered. For devices that can pace in both the atria and
ventricle, such as a DDD device, the interval between atrial
and ventricular pacing, known as the AV interval, will be
set to optimize heart pumping function (Fig. 7).

Interval Modulator

The interval modulator, if it is available, simply attempts
to change the response of the interval generator to that

required by the patient. Electronic modulation of the inter-
val is easy to achieve, and this function will usually be seen
as part of the interval generator. However, determining
how to modulate is difficult, and it requires a sensor to
detect the patient’s need for a higher or lower heart rate,
usually in response to patient activity, whether determined
directly or indirectly via physiological functions.

Activity Sensor

Many different sensors have been used. Some have been
more successful than others. Changes in blood oxygen
levels, through oxygen partial pressure or saturation
levels, suggest the need for a higher heart rate when these
levels fall, but this technique requires a sensor with con-
tinuous blood contact that will continue to work over many
years, a difficult specification to achieve. Increased respira-
tion rates also suggest the need for a higher rate. To detect
respiration, some devices used a special lead to detect
respiratory movement or electrical impedance changes
but were not always successful. Special leads with inbuilt
sensors add to the complexity of the pacemaker. Respira-
tion can now be monitored using electrical impedance
changes from a standard lead.

Other successful techniques used the intracardiac elec-
trogram obtained from the sensing electrode or activity
sensing from an inbuilt accelerometer. With careful ana-
lysis of the electrogram, it is possible to obtain a measure of
the repolarization interval, which is known to change
systematically with heart rate changes and, for this appli-
cation, has been shown to shorten even without any
increase in paced heart rate when the need for a higher
rate is physiologically required. The use of a motion sensor
using a piezoelectric sensor has been successful and is most
widely applied because the technology is simple. The sen-
sor can be built into the pulse generator housing with
better reliability than for techniques requiring additional
patient contacts. Movement of the sensor produces an
output voltage proportional to acceleration. Algorithms
have then been developed to relate changes in sensed
activity to changes in pacing interval. They can also, to
some extent, be programmed to individual patients. One
drawback is that the sensor senses movement of the pace-
maker that can be in a patient, for example, driving a car
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the pacemaker.



where an increase in heart rate may not be appropriate.
Improvements to deal with such situations are under con-
tinuous development, as is research into different sensor
techniques.

Without doubt, rate-responsive pacemakers have made
a great contribution, and patients welcome the ability of
the pacemaker to adapt to their needs, even if the pace-
maker response is not physiologically perfect (12).

Lead Connector

Leads and pulse generators are provided separately, which
gives greater flexibility in their use and enables different
lead lengths and lead types to be selected. However, a
connector is then needed. Ideally, this connector should
be able to connect any appropriate lead to any pulse gen-
erator, and international standards have gone a long way
to achieving this. For single-chamber pacemakers, the
connector takes one lead that can be either for a unipolar
or bipolar lead with one or two electrode contacts.

It is important for the connector to make a good elec-
trical contact, while preventing any body fluids penetrat-
ing into the pulse generator, which in the past, have caused
pacemakers to fail. Connectors allow the electrical contact
to be made easily and provide seals between leads and the
pulse generator.

Case

The primary function of the case is to protect the inner
electronics from mechanical damage and from penetration
of blood or other fluids. It is essential for the case to be
biocompatible so that the patient does not attempt to reject
the pulse generator as a foreign body. Titanium has been a
successful material.

For unipolar devices, the case must contain an elec-
trode, which acts as the reference for the lead electrode.
The sensed voltage is that between the case and the lead
electrode. Also, when pacing, the stimulation voltage
appears between the case and lead electrode. To minimize
the possibility of muscle stimulation at the case electrode,
this electrode has a large surface area, so reducing the
current density in comparison with that at the lead elec-
trode. Also, the output pulse is positive at the case electrode
with respect to the negative voltage at the pacing electrode,
which confers preference to stimulation at the negative site
in the heart.

Telemetry Function and Programming

For programming and telemetry functions, the pacemaker
needs to be able to communicate with an external device,
usually with coded signals using electromagnetic transmis-
sion between the pacemaker and a wand of the program-
ming unit. These devices use standard techniques, with
only the coding being specific to pacemakers.

Computer Algorithms

Pulse generators usually can be seen as small micropro-
cessor devices. As such they contain computer code or
computer algorithms to control their function, delivering
advantages to the patient and clinician, as the pacemaker’s

mode of operation can be changed, and also to the manu-
facturer, as it is easier to develop new and improved
devices. However, reliable software is notoriously difficult
to develop and test. Manufacturers have discovered, to
their cost-unusual errors in their software only after
devices have been implanted, necessitating a recall of
devices not yet implanted and careful follow-up of patients
with devices already implanted. High quality software
development is taken seriously by the manufacturers
and cannot be stressed enough.

LEAD

The lead has four main features. It needs a connector to
connect it to the pulse generator, a long flexible wire, a
biocompatible sheath over the wire, and at least one elec-
trode to make contact with the heart. Table 3 provides
illustrative ranges of lead features.

Connector

The connector needs to be compatible with that on the
pulse generator. As with the pulse generator, there should
be no ingress of fluid, this time into the wire. Also, as the
wire can move with each heartbeat, the construction needs
to ensure that no extra stress exists on the lead wire near
the connector.

Lead Wire

The most important characteristic of the lead wire is that is
has to be flexible. Normal wire easily fractures when bent
repeatedly. A pacing lead wire has to move with each
heartbeat, which averages approximately 100,000 move-
ments each day. Good flexibility is achieved by using a
spiral construction. All wires have some impedance, which
is taken into account by the pulse generator output.

Insulated Lead Sheath

The sheath covering the lead wire also needs to be flexible
and must not become brittle with age. The sheath material
must be biocompatible so as not to be rejected by the body.
Materials used are silicone rubber or polyurethane.

Electrode

The design of the electrode is very important. In particular,
the fixation, contact area, and contact material are
essential features. Illustrative examples of basic features
of lead-tip electrodes are shown in Fig. 8. Unipolar elec-
trode leads have a single-electrode contact at the tip.
Bipolar electrode leads have two contacts, one at the tip
and the other a few centimeters distant from the tip.

When the lead is implanted and a suitable electrode site
found, the electrode needs to stay in position, which is
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Table 3. Example Ranges of Lead Features

Length 20–120 cm
Diameter 1.2–3.5 mm
Tip diameter 0.7–3.3 mm



achieved by mechanical features at the tip of the lead,
which can be, for example, tines or a helical electrode
construction. With time, tissue will grow over the tip
holding it in place. One problem is that this fixation can
become so good that the lead can be difficult to remove if a
problem occurs and it needs to be replaced. Electrodes
positioned in the ventricular apex are easy to locate and
also tend to stay in position easily, and hence require only
passive fixation, such as with tines at the end of the lead.
Other tip locations may require active fixation such as with
a screw tip.

The electrode area needs to be high enough to ensure
good electrical contact. The greater the contact area, the
lower the contact impedance, which in turn reduces the
electrode-tissue interface impedance and ensures that
most of the pulse generator voltage appears at the cardiac
tissue.

As with any electrode, the electrode contact material is
important. The aim in selecting the material is to reduce
polarization effects. Many electrode-coating materials
have been studied, including steroid-eluting electrodes to
reduce inflammation. Changes in electrode polarization
are the cause of the increase in stimulation voltage in
the days and early months after implantation, to be sub-
sequently followed by a lowering of the effect and also of the
required stimulation voltage.

STIMULATION THRESHOLDS

Stimulation success is a function of both pulse amplitude
and pulse width. A minimum voltage and energy is required.
The voltage has to be greater than that required to initiate
the approximate 90 mV change in action potential. How-
ever, because of polarization and other effects, the voltage
required is usually in the order of several volts and can
reach 10 V soon after implantation. After a few months, this
voltage will have reduced to the level of a few volts.

The initial research on stimulation pulse energy was
with stimulating nerves, but the results obtained have
been shown generally to hold when stimulating or pacing
cardiac tissue. The energy used should be the minimum
possible to induce stimulation reliably, which is controlled
by varying the pulse width. Early work on nerve stimula-
tion showed that no matter how wide the pulse width was,
a minimum pulse voltage existed, called the rheobase
voltage. At about twice this voltage, with a lower pulse
width, the minimum energy required is found. If the pulse
width is reduced further, the greater voltage required
results in increased energy requirements to induce pacing.
The pulse width for lowest energy is called the chronaxie
time, shown in Fig. 9.

As the pulse energy is only to initiate cardiac depolar-
ization, and not for providing pumping energy, the energy
levels required are low and on the order of only a few
microjoules (16).

PROBLEMS IN USE

Interference

Interference is a well-understood problem. Muscle interfer-
ence at the case electrode in a unipolar system can be a
problem in active people, especially when the pulse generator
is implanted beside the pectoral muscles. If this particular
problem is anticipated, a bipolar system can be used.

Threshold Voltage Changes

Threshold voltages do change. If the pacing voltage is set
too high, energy will be wasted, reducing the lifetime of the
device. If set too low, changes in threshold voltage may
result in the pacing voltage being below the pacing thresh-
old. These factors have to be balanced. Some devices auto-
mate the selection of an appropriate voltage output.

Early Failure

Pacemakers are complex devices, and like all devices they
can fail. Failure is not a common problem, but because
pacemakers are implanted and are life supporting, failure
can have fatal consequences. Reporting of individual pro-
blems is essential, allowing manufacturers and national
health bodies to identify a common problem early and, if
necessary, withdraw stocks before they are used in new
patients and take action to review patients who already
have the device implanted.

SPECIAL DEVICES

This review has concentrated on the main use of pace-
makers for treatment of bradyarrhythmias. Other options
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Figure 8. Illustrative example of pacing electrodes.

Pacing
pulse
voltage

Pacing
pulse
energy

Pulse width

Figure 9. Pulse energy as a function of pulse width.



are used, but these options are based on the standard
pacing approaches.

Implantable defibrillators can have an additional pacing
function so that if the heart stops rather than developing
ventricular fibrillation, pacing can be initiated. The pacing
technology is exactly the same as for pacemakers described
above, except that the electrode system will be different.

Devices are used for control of tachyarrhythmias. These
devices, rather than using the regular pacing interval,
usually use a series of pacing intervals at different rates
to terminate the arrhythmia.

Some patients in heart failure were, in the past, often
assumed to be untreatable unless by heart transplantation.
Much can now be done for these patients, including pacing
in all four cardiac chambers, which maximizes the pump-
ing function of the heart by pacing the left as well as the
right heart chambers, and pacing the atria and ventricles
with an appropriate atrio-ventricular delay. This solution
requires complex and multiple leads, and as these leads are
used in sick patients, success is not always assured. Many
of these patients may also require a defibrillation function.

FUTURE

Cardiac pacing had a small beginning but has grown at a
steady rate each decade. With an aging population, the
need for pacing will continue to grow. The development and
production of pacemakers will remain a major medical
device industry.

Of those devices currently available, increased use of
physiological or rate responsive devices is likely as clinical
studies prove their clinical value to patients, especially
those who are active.

Technical advances will, to some extent, be dependent
on the production of improved batteries, and then the
decision will be either to make them smaller, last longer,
or power more microprocessor technology. Improved elec-
trode design to reduce energy requirements could also
make a significant impact in reducing pacing pulse energy,
and hence overall energy requirements. Improvements in
setting the optimum AV delay will help many patients and,
in particular, children who are active. Increased ability to
store intracardiac data for review will ensure more
research into effective use of pacing.

Pacing will continue as an essential therapeutic tech-
nique, saving lives and bringing some normality to patients
with abnormal physiological heart rate control.
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INTRODUCTION

In 2000, some 171 million people worldwide had diabetes.
By 2030, a conservative forecast suggests that this number
will increase to 366 million attaining epidemic proportions
as the prevalence increases from 2.8 to 4.4% in all age
groups (1) due to, primarily, a relative increase in devel-
oping countries (2).

Diabetes is a group of heterogeneous chronic dis-
orders characterized by hyperglycemia due to relative
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or absolute insulin deficiency. Two major categories of
diabetes are recognized according to aetiology and clinical
presentation, type 1 diabetes and type 2 diabetes. More
than 90% cases are accounted for by type 2 diabetes.
Regional and ethnic differences in diabetes incidence
and prevalence exist.

Type 1 diabetes is one of the most common chronic
childhood disease in developed nations (3), but occurs at
all ages. Type 1 diabetes is caused by autoimmune destruc-
tion of pancreatic islet beta-cells resulting in the absolute
loss of insulin production. Treatment demands the admin-
istration of exogenous insulin. Type 1 diabetes is associated
with a high rate of complications normally occurring at
young ages placing a considerable burden on the individual
and the society.

Type 2 diabetes is caused by insulin resistance and
relative insulin deficiency, both of which are normally
present at the diagnosis of the disease. Environmental
and polygenic factors contribute to these abnormalities
(4), but specific reasons for their development are not
known. A considerable number of subjects with type 2
diabetes progresses to insulin dependency.

The persistent hyperglycemia in diabetes is associated
with long-term complications and dysfunction of various
organs, especially the eyes, kidneys, nerves, heart, and
blood vessels. The Diabetes Control and Complications
Trial (DCCT) (5) and the United Kingdom Prospective
Diabetes Study (UKPDS) (6) demonstrated that tight gly-
caemic control reduces the risk of long-term complications
of type 1 and type 2 diabetes reducing the cost to the
healthcare system (7). There is no threshold for the rela-
tionship between blood glucose, that is, glycosylated hemo-
globin (HbA1C) and reduced risk. This indicates that
glucose levels in subjects with type 1 or 2 diabetes should
be as close as possible to those observed in healthy subjects.
However, tight glucose control is associated with an
increased risk of hypoglycemia (8), which acts as a limiting
factor to the effective diabetes management.

In health, insulin is secreted by the pancreas in a highly
controlled fashion to maintain the plasma glucose concen-
tration within a narrow physiological range. In type 1
diabetes, insulin is delivered exogenously to mimic the
basal and postprandial insulin needs. The standard ther-
apy is based on multiple insulin injections using a combi-
nation of short- and long-acting insulin analogs supported
by blood glucose self-monitoring (9). Treatment by the
continuous subcutaneous insulin infusion (CSII), that is,
using insulin pumps, is on the rise (10).

The present review is limited to the artificial electro-
mechanical endocrine pancreas, which has the potential
to revolutionize diabetes management. The artificial pan-
creas replaces the glucose sensing and insulin delivery by
beta-cells and is therefore sometimes called an ‘‘artificial
beta-cell’’. It consists of three components, a glucose
monitor to measure continuously glucose concentration,
a titrating algorithm to compute the amount of insulin to
be delivered, and an insulin pump to deliver the insulin.
Only few prototypes have been developed and tested in a
controlled clinical environment. Further progress
depends on advancements of continuous glucose monitor-
ing (11).

HISTORICAL BACKGROUND

The hormone insulin was discovered by Banting and Best
in 1921. The first patient was treated a year later in 1922.

The first reported continuous ex vivo glucose measure-
ment in humans was by Weller et al. in 1960 (12). In 1964,
Kadish (13) was first to use continuous real-time glucose
monitoring in a subject with diabetes to close the loop. The
system employed an intravenous (iv) infusion of insulin
and glucose, which could be switched on or off, denoted as
an ‘‘on–off system’’. At that time, no suitable computational
means were available.

In 1974, two groups developed a true ‘‘artificial endo-
crine pancreas’’. Albisser et al. (14,15) in Toronto and
Pfeiffer et al. (16) in Ulm combined continuous glucose
monitors with algorithms implemented on a microcompu-
ter to automate iv delivery of insulin and glucose. The first
commercial device, the Biostator (17) (Life Science Instru-
ments, Miles, Elkhart, IN) was put into production in 1977
thanks to the determination by Clemens. The golden age of
the Biostator was between late 1970s and early 1980s. It is
still used for research purposes.

The last two decades have witnessed a considerable
technological progress. Between 1999 and 2005, five con-
tinuous or semicontinuous monitors have received regula-
tory approval in the United States or Europe and further
are under development (18). Since the introduction of
continuous subcutaneous insulin infusion (CSII) (19), insu-
lin pumps have been miniaturized and their reliability
improved (20). Advanced titrating algorithms have been
developed.

PHYSIOLOGICAL CONSIDERATIONS

Pancreas

The pancreas has digestive and hormonal functions. It is
divided into the endocrine tissues secreting hormones
insulin, glucagons, and somatostatin, and the exocrine
tissues secreting digestive enzymes.

The endocrine tissues consist of many small clusters of
cells called islets of Langerhans. Humans have roughly
1 million islets. Three major cell types are located in islets.
Alpha-cells secrete the hormone glucagon. Beta-cells
produce insulin and are the most abundant of the islet
cells. Delta-cells secrete the hormone somatostatin.

Endogenous Insulin Secretion

Pancreatic beta-cells secrete insulin by sensing the levels
of nutrients, such as glucose and certain amino acids. The
beta-cells therefore integrate the sensing and secreting
functions and are efficient in maintaining glucose home-
ostasis.

Four different phases of insulin secretion can be identi-
fied (21). Basal insulin secretion represents insulin
released in the postabsorptive state. The cephalic phase
of insulin secretion is evoked by the sight, smell, and taste
of food before its digestion or absorption and is mediated by
pancreatic innervations. The early-phase relates to the
first 0–30 min postmeal insulin secretion, whereas the
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late-phase relates to the secretion between 60 and 120 min.
During all phases, insulin is secreted in a pulsatile fashion
with rapid pulses occurring every 8–15 min superimposed
on slower, ultradian oscillations occurring every 80–
120 min.

Insulin secretion is induced by other energetic sub-
strates besides glucose, such as amino acids and drugs.
Incretin hormones, such as glucagon-like peptide-1 (GLP–1)
and to a lesser extent, glucose-dependent insulinotropic
polypeptide (GIP), are responsible, in part, for the higher
insulin secretory response after oral compared to the intra-
venous glucose administration.

COMPONENTS

The artificial pancreas consists of three components, a
glucose monitor to measure glucose concentration, an
algorithm to decide the amount of insulin to be delivered,
and a device delivering insulin. This is a minimum setup.
Some argue that a safe system should include a device for
the delivery of glucose but all existing prototypes, with the
exception of the Biostator, avoid the delivery of glucose.

The glucose monitor could be an implantable or extra-
corporeal device and based on a minimally or noninvasive
technology (22). Generally, the implantable sensors are
projected to have several months to years lifetime whereas
the nonimplantable devices have, at present, lifetime of
one-half of a day to several days.

Similarly, the insulin pump can be implanted or extra-
corporeal. The implantable pump normally delivers insulin
intraperitoneally whereas the extracorporeal insulin pump
delivers insulin subcutaneously.

The control algorithm can be implemented on a separate
device or on the same platform as the insulin pump. The
communication between the devices can be achieved using
wire or wireless technologies. The latter are becoming
prevalent for the transfer of data from insulin pumps onto
diabetes management systems. Integrated systems exist
which allow wireless transfer of data between glucose
meters and insulin pumps such as the ‘‘all-in-one’’ CozMore
Insulin Technology System (Smiths Medical MD, Inc. MN).

TYPES OF ARTIFICIAL PANCREAS

Meal Time Insulin Delivery

Artificial pancreas can handle meal delivery in different
ways. In a ‘‘fully closed-loop’’ setting, the artificial pan-
creas delivers insulin without information about the time
or size of the meal. Insulin is administered purely by
evaluating the glucose excursions and the system works
autonomously.

Alternatively, the artificial pancreas is provided with
information about the time and size of the meal. The
controller generates an advice, in an open-loop manner,
on prandial insulin bolus. This can be termed ‘‘closed–loop
with meal announcement’’ or ‘‘semiclosed-loop’’ control.

Other ways exist to handle the meal-related insulin
delivery, but most systems adopt a fully closed-loop or
semiclosed-loop setting.

Body Interface

Depending on body interface, three major types of artificial
pancreas are recognized, (i) the subcutaneous (sc) sensing
and sc delivery (sc–sc) system, (ii) the iv sensing and
intraperitoneal (ip) delivery (iv–ip) system, and (iii) the
iv glucose sensing and iv insulin delivery (iv–iv) system.
The approaches differ in their invasiveness and associated
kinetic delays (11).

Subcutaneous: Subcutaneous Body Interface

As a minimally invasive solution, the sc–sc approach has
the potential to achieve a widespread application. How-
ever, it is unlikely to be compatible with a fully closed-loop
system due to considerable delays disallowing effective
compensation of large disturbances, such as meals.

The overall delay from the time of insulin delivery to the
peak of its detectable glucose lowering effect is 100 min
(11). This consists of a 50 min delay due to insulin absorp-
tion with short-acting insulin analogs (23), 30 min and
more due to insulin action (24), 10 min due to interstitial
glucose kinetics (25), and 10–30 min due to the transport
time for ex vivo based monitoring system, such as those
based on the microdialysis technique (26).

It is likely that users of the sc–sc approach will have to
enter nutritional information to assist in the delivery of the
prandial insulin dose. Most present prototypes adopt the
sc–sc approach.

Intravenous: Intraperitoneal Body Interface

The iv–ip can benefit from existing intraperitoneal insulin
pumps. The delays in the system are about 70 min, which
comprises a 40 min time-to-peak of plasma insulin follow-
ing intraperitoneal administration and a 30 min delay due
to insulin action (11). Additionally, a delay due to kinetic
properties of the glucose sensor applies, such as a 16 min
kinetic and transport delay introduced by the long-term
sensor system (27). It is unclear whether a fully closed-loop
system can be developed under such circumstances.

The drawback of the iv–ip route is considerable inva-
siveness and relative inexperience with intraperitoneal
compared to subcutaneous insulin pumps. Only > 1000
intraperitoneal pumps have been implanted so far (28)
compared to > 200,000 subcutaneous pump users (29).
Intraperitoneal insulin can be delivered by an implantable
insulin pump Minimed 2007 (28) or via an indwelling
intraperitoneal catheter such as DiaPort by Disetronic.

Intravenous: Intravenous Body Interface

The iv–iv approach was the first to have been investigated.
It is embodied by the Biostator device. At present, the iv–iv
approach is usable at special situations, such as in critically
ill patients, surgical operations, or for research investiga-
tions. The drawback of the approach is its invasiveness
requiring vascular access for both glucose monitoring and
insulin delivery and is associated with a high risk of com-
plications arising from, for example, biocompatibility issues.

The benefit of the approach is that the kinetic delays,
� 30 min due to the delay in insulin action, are minimized
enabling the development of a fully closed-loop system.
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PROTOTYPES

Biostator

Introduced in 1977, the Glucose-Controlled Insulin Infu-
sion System (GCIIS), trademark name Biostator, is a mod-
ular, computerized, feedback control system for control of
blood glucose concentrations (17), see Fig. 1. The Biostator
is an example of an iv–iv system working in the fully closed-
loop mode.

The Biostator was developed to normalise glucose in
acute metabolic disturbances such as during diabetic
ketoacidosis. However, its primary use has been in
research investigating insulin sensitivity by the method
of the glucose clamp and assessing insulin requirements
and associated inter and intrasubject variability in sub-
jects with type 1 diabetes and other conditions.

The rapid on-line glucose analyzer uses whole blood
utilising a glucose oxidase sensor in the measurement
process. The analyzer demonstrated both short- and
long-range stability based on a two-point calibration.

The nonlinear proportional-derivative controller uses
a five-point moving average smoothing and titrates insu-
lin or dextrose intravenous infusion using a multichannel
peristaltic infusion system to achieve user-defined glucose
concentration. A printer records, on a minute-by-minute
basis, the glucose value measured, the insulin and/or
dextrose infusion rates, and the cumulative total of the
insulin infused. A serial RS232 link allows these data
to be downloaded to an external computer. The system
response is < 90 s including transport of blood from the
patient.

Although a pioneering device, the Biostator suffers from
serious limitations. It needs constant technician’s super-
vision. It discards continuously venous blood at a rate of
50 mL per 24 h. The control algorithm is oversimplistic.
The original insulin titrating algorithm was linked to the
rate of glucose change by Albisser et al. (14) with modifica-
tions, for example, by Botz (30), Marliss et al. (31), and
Kraegen et al. (32) to reduce postprandial hyperglycemia
and hyperinsulinemia. The algorithms require individua-
lization by assigning values to constants. No formal adap-
tive approach was used to support the assignment, which is
based on heuristics. These and similar algorithms were
reviewed by Broekhuyse et al. (33), who concluded that
none of the algorithms was superior and that further work
was required to achieved normalization of the glucose
concentration.

Over 200 devices have been sold worldwide. The Bios-
tator contributed to the development and acceptance of the
present gold standard in the diabetes management by
multiple daily injections. At present, it is used for research
purposes to evaluate diabetes drugs and technologies. The
number of functioning prototypes counts in tens as spare
parts run out. The Glucostator (mtb GmbH, Lonsee, Ger-
many) is a CE-marked device recently marketed to replace
the aging Biostator devices.

Shichiri’s Group

Professor Shichiri and co-workers, Kumamoto, Japan, has
developed as early as in 1975, a prototype of an iv–iv
artificial endocrine pancreas (34) made later into a compact
bedside version, STG-22 (Nikkiso Co. Ltd., Japan) (35) with
a similar properties to the Biostator. The device is still
marketed. STG-22 uses a glucose sensor for continuous
glucose monitoring by combining the immobilised glucose
oxidase membrane glucose enzyme sensor measuring
hydrogen peroxide.

Following on, the group developed a prototype wearable
artificial pancreas using the sc–sc route with the regular
(36,37) and short acting insulin (38), and the sc–ip route
(39). The latest versions use a microdialysis-type (40) or a
ferrocene-mediated needle-type (39) glucose sensor working
over a period of 7 days without any in vivo calibration (i.e.,
without using blood glucose measurement to calibrate the
glucose sensor) followed by 14 days with one point calibra-
tion (41).

The results of the performance of their closed-loop sys-
tem are even more impressive. With a fully closed sc–sc
route using short acting insulin Lispro, the group claimed
to have achieved ‘‘perfect’’ normalization of blood glucose
over 24 h (38,42).

These results are surprising given that the control
algorithm was a simple, nonadaptive PD controller in
the form

IIRðtÞ ¼ KPGðtÞ þ KD
dGðtÞ

dt
þ KC

where IIR(t) is insulin infusion rate, G(t) is the monitored
glucose concentration, and KP, KD, and KC are constants,
which are dependent on the type of insulin delivery,
subcutaneous versus intravenous, and also on the type of
insulin, regular versus short-acting insulin lispro (38,43).
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Figure 1. Biostator is the first commercial artificial endocrine
pancreas. (Courtesy of Dr. Freckmann, Institute for Diabetes
Technology, Ulm, Germany.)



These enviable groundbreaking results, however, failed
to be confirmed by other groups. The achievements of the
group are summarized in an edited monograph (34).

Minimed: Medtronic

The Continuous Glucose Monitoring System (CGMS; Med-
tronic MiniMed, Northridge CA) (44) is the first commer-
cial continuous glucose monitor. Approved in 1999, CGMS
adopts a Holter-style monitoring to store up to 3-day data
for retrospective analysis.

The CGMS employs an electrochemical sensor inserted
into the subcutaneous tissue adopting the hydrogen per-
oxide-based enzyme electrode (45), which provides signal
every 10 s. Calibration is achieved using self-monitoring of
blood glucose. The new ‘‘gold’’ sensor introduced in Novem-
ber 2002 is more accurate than the original sensor [the
mean absolute deviation 0.83 vs 1.11 mmol�L�1 (46)].

Employing the CGMS sensor, an external physiologic
insulin delivery (ePID) has been developed by Minimed–
Medronic. The system uses a PID controller (47), which
was designed to reproduce the first phase insulin secretion
by linking insulin administration to the rate of change in
glucose concentration (the proportional component of the
controller) and the second phase by linking insulin admin-
istration to the difference between the ambient and target
glucose (the integrative component of the controller).

First studies with a fully closed loop were executed in
dogs (48). The example presented in (49) shows peak post-
meal glucose of 15 mmol�L�1 with the set point reached in
11 h indicating a suboptimal performance of a fully closed
loop with the sc–sc approach. The adaptation of the PID
controller was achieved by assigning the proportional gain
KP a value resulting in a normal daily insulin dose of the
dog at euglycemia (48).

An evaluation of the ePID system in six subjects
with type 1 diabetes > 27.5 h resulted in preprandial
and postprandial (2 h) glucose levels at 5.8 � 1.2 and
9.8 � 1.6 mmol�L�1 (mean � SD) (50). Morning glucose
after overnight control was 6.8 � 1.0 mmol�L�1.

Roche Diagnostics

The sc–sc closed-loop prototype with meal announcement
(51,52) developed by Roche adopted the subcutaneous con-
tinuous glucose monitor (SCGM1; Roche Diagnostics
GmbH, Manheim, Germany), which has been designed
to monitor glucose in the subcutaneous interstitial fluid
for up to 4–5 days (53).

SCGM1 is based on the microdialysis technique with an
ex vivo glucose measurement. The sensor produces a signal
every second. This is reduced to one glucose measurement
every 5 min. Calibration is required once every 24 h
(26,53). SCGM1 has a low flow rate (0.3 mL�min�1),
achieves a 100% recovery of the subcutaneous glucose in
the dialysate, but has a 30 min technical lag. In vitro
performance is excellent with a mean absolute difference
of 0.2–3.8% in 10 sensor units (53).

An ‘‘empirical algorithm’’ (51) was develop to titrate
sc insulin. A set of rules, derived from clinical observa-
tions, determine the insulin bolus administered every
10 min.

The closed-loop system with meal announcement was
tested in 12 well-controlled (HbA1C< 8.5%) subjects with
type 1 diabetes (51). Control lasted over 32 h and included
the digestion of breakfast, lunch, dinner, and a snack. The
target glucose concentration for the algorithm was
6.7 mmol�L�1. Prandial bolus was calculated from the
carbohydrate content of the meal.

The algorithm achieved a near-target monitored glucose
concentration (6.9 vs. 6.2 mmol�L�1; mean, algorithm vs.
self-directed therapy) and reduced the number of hypogly-
cemia interventions from 3.2 to 1.1 per day per subject.
During the algorithm therapy, 60% of SCGM1 values were
within the 5–8.3 mmol�L�1 range compared to 45% with
the self-directed therapy.

Adicol Project

The project Advanced Insulin Infusion using a Control
Loop (Adicol) (54) was an EC funded project that completed
at the end of 2002. The Adicol’s sc–sc closed loop with meal
announcement consisted of a minimally invasive subcuta-
neous glucose system, a handheld PocketPC computer, and
an insulin pump (Disetronic D-Tron) delivering subcuta-
neously insulin lispro, see Fig. 2.

As continuous sensor was developed in parallel with the
control algorithm and was not sufficiently stable, through-
out the Adicol project, the intravenous glucose measure-
ment was used, delayed by 30 min to simulate the lag
associated with sc glucose sampling.

Adicol adopted an adaptive nonlinear model predictive
controller (MPC) (55), which included a model based on a
two compartment representation of glucose kinetics (24)
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Figure 2. Components used by the Adicol’s biomechanical
artificial pancreas. Top left corner shows the microperfusion
probe connected to the glucose monitor, which includes
microfluidics components, Bluetooth communication, and the
sensor. The handheld iPAQ PocketPC maintains wireless
communication with the other two components, runs the MPC
controller. Disetronic D-Tron insulin pump is equipment with a
special sleeve visible on the left hand side of the pump which
converts the Bluetooth radiofrequency signal to an infrared signal
accepted by the pump (reprinted with permission from (54)).



extended by submodels representing the absorption of
short acting insulin lispro, the insulin kinetics, the renal
clearance of glucose, and the gut absorption. The MPC
approach was combined with an adaptive Bayesian
technique to individualize the glucoregulatory model to
represent the inter- and intrasubject variability. The
individualization was integrated within the control algo-
rithm and was executed at each 15 min control cycle.

The largest clinical study performed in the Adicol pro-
ject assessed the efficacy of the MPC controller with 30 min
delayed glucose sampling > 26 h in 11 subjects with type 1
diabetes. Glucose was normalized from 1400 to 1800. Din-
ner followed with an individually determined prandial
bolus at 1800, and control by the MPC from 1930 to
2200 the following day.

One hypoglycemia event (touchdown at 3.3 mmol�L�1) due
to the MPC control was recorded. The highest glucose concen-
tration was 13.3 mmol�L�1 following breakfast; 84% of glucose
measurements were between 3.5 and 9.5 mmol�L�1 (56).

Following the completion of the Adicol project, a visco-
metric sensor (57) was tested with the MPC algorithm. Five
subjects with type 1 diabetes treated by CSII were studied
for 24 h (58). No hypoglycemia event (< 3.3 mmol�L�1) due
to the MPC control was observed. Overall, 87% sensor
values were between 3.5 and 9.5 mmol�L�1. Outside the
3 h postmeal periods, 74% of sensor measurements were in
the range 3.5–7.5 mmol�L�1.

Institute for Diabetes Technology, Ulm

Building on foundations laid by Professor Pfeiffer in the
early 1970s, the work in Ulm continues (59).

The group used the amperometric–enzymatic approach
in combination with the microdialysis technique. The con-
tinuous flow method uses a slow continuous flow through
the tubing achieving nearly a 100% recovery with a 30 min
lag (59). The comparative method does not require calibra-
tion (60). Saline with glucose (5.5 mmol�L�1) is pumped
through the probe in a stop-flow mode. During the stop
mode, a nearly 100% equilibrium between the interstitial
plasma glucose and the perfusate is achieved. In the flow
mode, the dialysate is pumped rapidly to the sensor cham-
ber. The technique facilitates sensor internal calibration
for each measuring cycle and yields five glucose measure-
ments per hour.

The group developed and tested an sc–sc closed-loop
approach with meal announcement (61,62), see Fig. 3.

The algorithm uses the basal insulin need, determined
from an individual insulin need, and a postprandial insulin
need, expressed as an insulin/carbohydrate ratio. A model
exploits these values and predicts future glucose excur-
sions. The algorithm was tested in eight subjects with type
1 diabetes over a period of 24 h. The average glucose value
was 7.8 � 0.7 mmol�L�1 (mean � SD). The postprandial
increases were at 2.9 � 1.3 mmol�L�1 with largest excur-
sions recorded after breakfast. One hypoglycemia
(< 3.3 mmol�L�1) was observed (62).

EVADIAC Group

Exploiting the progress made by the French group on
implantable pumps ‘‘Evaluation dans le Diabete du Traite-

ment par Implants Actifs’’ (EVADIAC), the work by Renard
et al. is at the forefront of the fully closed-loop iv–ip
approach. The group has developed the implantable phy-
siologic insulin delivery (iPID) system, which uses a long-
term sensor system (LTSS) (63,64).

Long-term sensor system, an intravenous enzymatic
oxygen-based sensor developed by Medtronic MiniMed
(Northridge CA), is implanted by direct jugular access in
the superior vena cava. It is connected by a subcutaneous
lead to an insulin pump delivering insulin intraperitone-
ally and implanted in the abdominal wall, see Fig. 4. The
pump implements a PD controller similar to that used by
the ePID system.

The system has been investigated in subjects with type 1
diabetes with collected data per sensor of � 280 days (65).
Most investigations with LTSS have adopted the open-loop
approach. The fully closed-loop system was tested > 48 h
reducing % time spent at < 3.9 mmol�L�1 from 18 to 6%,
and % time spent at > 13.3 mmol�L�1 from 17 to 2%. The
addition of insulin bolus at meal time, all glucose values
were inside the range 3.9–13.3 mmol�L�1.
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Figure 3. The system V4-IDT from the ULM group. The system
uses a glucose monitor based on microdialysis integrated with a
portable computer and an H-Tron pump, Disetronic. (Courtesy of
Dr. Freckmann, Institute for Diabetes Technology, Ulm,
Germany.)

Figure 4. Scheme of human implantation of the Long-Term
Sensor System (LTSS, Medtronic-MiniMed), a prototype of
artificial pancreas. (Courtesy of Dr. Renard, Lapeyronie
Hospital, Montpellier, France.)



Recently, the iPID system was evaluated in four
elderly lean subjects with type 1 diabetes over 48 h (66).
During the second 24 h control period following empiri-
cal tuning of the algorithm, 4 and 7% of time was spent
< 4.4 mmol�L�1 in the postprandial (0–2 h) and outside
meal conditions, respectively, 12 and 32% was spent in the
region 4.4–6.7 mmol�L�1, 63 and 60% was spent in
the region 6.7–13.3 mmol�L�1, and 20 and 2% was spent
> 13.3 mmol�L�1.

CLINICAL STUDIES

Clinical studies performed with prototypes of an artificial
pancreas in subjects with type 1 diabetes are summarized
in Table 1. All experiments were performed in hospital
environment. No prototype has yet been studied in home
settings.

Table 1 excludes numerous experiments carried out
with the Biostator as the invasiveness and the setup
adopted by the device does not permit development into
a routinely used system.

Numerous experiments have been carried out in pan-
createctomized dogs especially in the early phases of pro-
totype development. This includes the ePID system (48),
but some approaches such as that adopted by the Adicol
project, did not use testing on animal models, but adopted
testing on a simulation environment (82).

INDICATIONS

Artificial pancreas has the potential to be used in various
disease conditions. For subjects with type 1 diabetes, the
system offers ‘‘cure’’ especially if implemented as a fully
closed-loop iv–ip system. Realistically, first prototypes for
home setting are expected to adopt the sc-sc route with
meal announcement and thus participation of the subjects
with type 1 diabetes in the disease management process is
required. Fail-safe procedures are needed for such a
setup.

An increasing proportion of subjects with type 2 dia-
betes is treated by insulin. It has been reported that nearly
50% of subjects with type 2 diabetes require insulin treat-
ment at some stage of their disease. The artificial pancreas
could provide a solution for a subgroup of subjects with type
2 diabetes, but this has to be justified by a cost-benefit
analysis.

The sc–sc route may require a continuing close subject
involvement in the disease management. This would
restrict the treatment group to those well motivated,
who generally have good glucose control. The greatest
treatment benefit would be for those with poor glucose
control, but other aspects, such as psychological factors
might impair or even prevent the system deployment.

A recent study in adult critically ill subjects revealed
that glucose control < 6.1 mmol�L�1 is associated with
reduced mortality by 43%, overall inhospital mortality
by 34%, newly developed kidney failure requiring dialysis
by 41%, bacteremia by 46%, the number of red blood cell
transfusions by 50%, and critical illness polyneuropathy by
44% (83). Although still awaiting confirmation by another

prospective study, the results indicate that artificial pan-
creas for critically ill is likely to bring about major improve-
ments in therapeutic outcomes. Whether these results
apply to a broader category of inpatients be it a general
ward or pediatric population is yet to be determined. It is
also unclear what is the most appropriate setup of a
‘‘hospital-based’’ artificial pancreas.

COST

The cost of the artificial pancreas can only be inferred from
the cost of existing technology. The cost of the Biostator
was � $70,000 prohibiting its wider use.

Insulin pumps cost from $5,000 to 6,000. The monthly
cost of pump treatment is� $100. The CGMS monitor costs
� $4,000 and the single-use 3 day sensors cost $50 each. It
is likely that the sc-sc artificial pancreas will be at least as
expensive as the combined cost of the insulin pump and the
glucose monitor.

The cost needs to be set against the total cost of diabetes
which, in developed countries such as in the United States
or the United Kingdom, is 10% of the total health care
budget (84). Most of the direct expenditure is on treating
diabetes complications, which could be delayed or pre-
vented with tight glucose control.

OUTLOOK

Present technology has made considerable advances
toward a truly personal wearable treatment system. The
lack of availability of a glucose monitor with adequate
properties appears to hinder further progress and the
development of a commercially viable system. The algo-
rithms need to be improved and subjected to rigorous
clinical testing.

With regard to the existing glucose monitors, it is pos-
sible that their potential has not been fully exploited. The
regulatory-driven research and development to achieve an
equivalence between finger-prick glucose measurements
and values provided by continuous glucose monitors in the
interstitial fluid hinders the engagement of the industry
and the academia in the development and testing of closed-
loop systems.

In the first instance, the artificial pancreas is most likely
to find its wider use in the supervised hospital environ-
ment, such as at the intensive care units. The application
in home settings will most likely be gradual starting with a
supervised system (by the treated subjects) and increasing
its autonomous function following on from wider experi-
ence.

The regulatory bodies will play an important role in the
introduction of the artificial pancreas into the clinical
practice. Until recently, the perception of closed-loop sys-
tems was not overly positive by the regulatory authorities.
Artificial pancreas with its potential to ‘‘cure’’ diabetes, but
also to lead to life-threatening complications, if malfunc-
tioned, will have to pave the way to a new generation of
closed-loop home-based biomedical devices if it is ever to
succeed.
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Table 1. Clinical Studies with sc–sc or iv–ip Closed-Loop Control in Subjects with Type 1 Diabetesa

N
Duration of

Control, h
Sensing–

Infusion Sensor Insulin Algorithm
Control

Interval, min
Type of
Control Performance References

6 72 sc–sc needle-type
Ref. 37

regular PDb 1c f–cld M-value (67) 15 � 4; mean glucose 6.1 �
0.5 mmol�L�1; Mage (68) 73 � 14 mg�dL�1

37

5 5 sc–sc needle-type
Ref. 69

regular PDb 1c f–cl postprandial glucose (1.5 h) 10.6 � 0.9 mmol�L�1;
late postprandial glucose (5 h) 2.8 � 0.4 mmol�L�1;

38,70

5 5 sc–sc needle-type
Ref. 71

lispro PDb 1c f–cl no hypoglycemia (< 2.8 mmol�L�1);
postprandial glucose (1 h) 8.5 � 0.5 mmol�L�1;

38,72

5 24 sc–sc needle-type
Ref. 73

regular PDb 1c f–cl hypoglycemia observed; glucose between peak
(b’fast postprandial) 12.5 � 1.0 mmol�L�1 and nadir

(before dinner) 2.7 � 0.3 mmol�L�1

38,74

5 24 sc–sc needle-type
Ref. 75

lispro PDb 1c f–cl no hypoglycemia; Near normal control 38,76

9 8 iv–sc offlined lispro MPC 15 cl–mae fno hypoglycemia (< 3.3 mmol�L�1);
h6.1 �0.6 mmol�L�1

77

6 8 simulatedg

sc–sc
offlined lispro MPC 15 cl–ma fno hypoglycemia (< 3.3 mmol�L�1);

h6.6 � 0.8 mmol�L�1
78,79

6 14 simulatedg

sc–sc
offlined lispro MPC 15 cl–ma fno hypoglycemia (< 3.0 mmol�L�1);

preprandial 7.0 �
1.1 mmol�L�1; i6.3 � 1.6 mmol�L�1

80

11 26.5 simulatedg

sc–sc
offlined lispro MPC 15 cl–ma 1 hypoglycemia (< 3.3 mmol�L�1); 84%

glucose values between 3.5 and 9.5 mmol�L�1
56

5 24 sc–sc viscometric Ref. 57 lispro MPC 15 cl–ma no hypoglycemia (< 3.3. mmol�L�1);
87% sensor values between

3.5 and 9.5 mmol�L�1

58

6 27.5 sc–sc CGMS/Guardi an
Refs. 44,81

lispro PID 1–5c f–cl hypoglycemia not reported;
preprandial glucose 5.8 � 1.2 mmol�L�1;

postprandial glucose (2 h) 9.8 � 1.6 mmol�L�1

50

4 48 iv–ip LTSS Refs. 63,64 U400 PID 1–5c f–cl hypoglycemia not reported; 84% glucose values
between 4.4 and 13.3 mmol�L�1

66

12 32 sc–sc SCGM1 Ref. 53 lispro empirical 10 cl–ma 1.1 hypoglycemia per day per subject;
56% glucose values between 5.0 and 8.3 mmol�L�1

51

12 7 sc–sc comparative microdialysis
Ref. 60

lispro MPC 12 cl–ma mean glucose 8.0 � 2.3 mmol�L�1;
postprandial glucose increase 3.0 � 1.6 mmol�L�1

61

8 24 sc–sc comparative microdialysis
Ref. 60

lispro MPC 12 (day) 36
(night)

cl–ma one hypoglycemia
(< 3.3 mmol�L�1) mean glucose 7.8 � 0.7 mmol�L�1;

postprandial glucose increase 2.9 � 1.3 mmol�L�1

59,62

aAdapted from (11).
bProportional-derivative controller.
cNot reported, an estimate from plot(s).
dBeckman Glucose Analyzer 2.
ef–cl: fully closed–loop; cl–ma: closed-loop with meal announcement.
fNumber of hypoglycemias due to the controller.
gIV glucose measurements delayed by 30 min.
hMean � SD in the last two hours of control.
iOver 4 hours following meal.

2
3
1
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INTRODUCTION

The primary task of the peripheral vasculature (PV) is to
supply the organs and extremities with blood, which deli-
vers oxygen and nutrients, and to remove metabolic waste
products. In addition, peripheral perfusion provides the
basis of local immune response, such as wound healing and
inflammation, and furthermore plays an important role in
the regulation of body temperature. To adequately serve its
many purposes, blood flow in the PV needs to be under
constant tight regulation, both on a systemic level through
nervous and hormonal control, as well as by local factors,
such as metabolic tissue demand and hydrodynamic para-
meters. As a matter of fact, the body does not retain
sufficient blood volume to fill the entire vascular space,
and only� 25% of the capillary bed is in use during resting
state. The importance of microvascular control is clearly
illustrated by the disastrous effects of uncontrolled blood
pooling in the extremities, such as occurring during certain
types of shock.

Peripheral vascular disease (PVD) is the general name
for a host of pathologic conditions of disturbed PV function.

Peripheral vascular disease includes occlusive diseases of
the arteries and the veins. An example is peripheral arter-
ial occlusive disease (PAOD), which is the result of a
buildup of plaque on the inside of the arterial walls, inhi-
biting proper blood supply to the organs. Symptoms include
pain and cramping in extremities, as well as fatigue;
ultimately, PAOD threatens limb vitality. The PAOD is
often indicative of atherosclerosis of the heart and brain,
and is therefore associated with an increased risk of myo-
cardial infarction or cerebrovascular accident (stroke).

Venous occlusive disease is the forming of blood clots in
the veins, usually in the legs. Clots pose a risk of breaking
free and traveling toward the lungs, where they can cause
pulmonary embolism. In the legs, thromboses interfere
with the functioning of the venous valves, causing blood
pooling in the leg (postthrombotic syndrome) that leads to
swelling and pain.

Other causes of disturbances in peripheral perfusion
include pathologies of the autoregulation of the microvas-
culature, such as in Reynaud’s disease or as a result of
diabetes.

To monitor vascular function, and to diagnose and
monitor PVD, it is important to be able to measure
and evaluate basic vascular parameters, such as arterial
and venous blood flow, arterial blood pressure, and
vascular compliance.

Many peripheral vascular parameters can be assessed
with invasive or minimally invasive procedures. Examples
are the use of arterial catheters for blood pressure
monitoring and the use of contrast agents in vascular
X ray imaging for the detection of blood clots. Although
they are sensitive and accurate, invasive methods tend to
be more cumbersome to use, and they generally bear a
greater risk of adverse effects compared to noninvasive
techniques. These factors, in combination with their
usually higher cost, limit the use of invasive techniques
as screening tools. Another drawback is their restricted
use in clinical research because of ethical considerations.
Although many of the drawbacks of invasive techniques
are overcome by noninvasive methods, the latter typically
are more challenging because they are indirect measures,
that is, they rely on external measurements to deduce
internal physiologic parameters. Noninvasive techniques
often make use of physical and physiologic models, and one
has to be mindful of imperfections in the measurements
and the models, and their impact on the accuracy of results.
Noninvasive methods therefore require careful validation
and comparison to accepted, direct measures, which is the
reason why these methods typically undergo long develop-
ment cycles.

Even though the genesis of many noninvasive techniques
reaches back as far as the late nineteenth century, it was the
technological advances of the second half of the twentieth
century in such fields as micromechanics, microelectronics,
and computing technology that led to the development of
practical implementations. The field of noninvasive vascu-
lar measurements has undergone a developmental explo-
sion over the last two decades, and it is still very much a field
of ongoing research and development.

This article describes the most important and most
frequently used methods for noninvasive assessment of
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the PV; with the exception of ultrasound techniques, these
are not imaging-based modalities. The first part of this
article, gives a background and introduction for each of
these measuring techniques, followed by a technical
description of the underlying measuring principles and
technical implementation. Each section closes with exam-
ples of clinical applications and commercially available
systems. The second part of the article briefly discusses
applications of modern imaging methods in cardiovascular
evaluation. Even though some of these methods are not
strictly noninvasive because they require use of radioactive
markers or contrast agents, the description is meant to
provide the reader with a perspective of methods that are
currently available or under development.

NONIMAGING METHODS

Arterial Blood Pressure Measurement

Arterial blood pressure (BP) is one of the most important
cardiovascular parameters. Long-term monitoring of BP is
used for the detection and management of chronic hyper-
tension, which is a known major risk factor for heart
disease. In this case, it is appropriate to obtain the instan-
taneous BP at certain intervals, such as days, weeks, or
months, because of the slow progression of the disease.

In an acute care situation, such as during surgery or in
intensive care, continuous BP measurements are desired to
monitor heart function of the patients. The following sec-
tions describe the most important techniques.

Instantaneous BP Measurements

The most widely used approach is the auscultatory method,
or method of Korotkoff, a Russian military physician, who
developed the measurement in 1905. A pressure cuff is
inflated to � 30 mmHg (3.99 k Pa) above systolic pressure
on the upper extremity. While subsequently deflating the
cuff at a rate of � 2 (0.26)–3 mmHg (0.39 kPa) (1), the
operator uses a stethoscope to listen to arterial sounds that
indicate the points at which cuff pressure equals the sys-
tolic and diastolic pressure. The first is indicated by
appearance of a ‘‘tapping’’ sound, while the latter is iden-
tified by the change from a muffled to vanishing sound.

A second widespread BP measurement technique is
the oscillatory method. Here, the cuff contains a pressure
sensor that is capable of measuring cuff pressure oscil-
lations induced by the arterial pulse. The cuff is first
inflated to achieve arterial occlusion, and then deflated
at rate similar to that for the auscultatory method. During
deflation, the sensor registers the onset of oscillations
followed by a steady amplitude increase, which reaches
maximum when the cuff pressure equals the mean ABP.
Beyond that, oscillations subside and eventually vanish.
Systolic and diastolic pressure are given by the cuff pres-
sure values at which the oscillatory signal amplitude is 55
and 85% of the maximum amplitude, respectively. These
objective criteria, based on population studies, make this
method superior to the auscultatory method, which relies
on the subjective judgment of changes in sounds. Oscilla-
tory measurements are typically used in automated BP
monitors.

Continuous BP Monitoring

Currently, the standard of care for obtaining continuous
central blood pressure is the insertion of a Swan–Ganz
catheter into the pulmonary artery. The device has to be
placed by a trained surgeon, and its use is restricted to the
intensive care unit. In addition, besides bearing the risk of
serious complications, the procedure is costly. There is
clearly a need for noninvasive continuous blood pressure
monitoring methods, which could be more widely applied,
and which would reduce the patient risk. In the following,
we describe two such techniques, the vascular unloading
method of Peňáz, and arterial tonometry, both of which
have been developed into commercial products.

Vascular Unloading. Many noninvasive BP measure-
ments rely on vascular unloading (i.e., the application of
distributed external pressure to the exterior of a limb to
counter the internal pressure of the blood vessels). Typi-
cally, this is achieved with an inflatable pressure cuff
under manual or automated control. Because tissue can
be assumed essentially incompressible, the applied pres-
sure is transmitted onto the underlying vessels, where it
results in altered transmural (i.e., external minus internal)
pressure. If the external pressure Pext exceeds the internal
pressure Pint, the vessel collapses. For the case Pext ¼ Pint

the vessel is said to be unloaded (1).
In 1973, Czech physiologist Jan Peňáz proposed a non-

invasive continuous BP monitoring method based on the
vascular unloading principle (2). The approach, which
was first realized by Wesseling in 1985, employs a servo-
controlled finger pressure cuff with integrated photo-
plethysmography (see below) to measure digital arterial
volume changes (3). The device uses a feedback mechanism
to counter volume changes in the digital arteries through
constant adjustment of cuff pressure, hence establishing a
pressure balance that keeps the arteries in a permanently
unloaded state. The applied cuff pressure serves as a
measure of the internal arterial pressure. The cuff pres-
sure is controlled with a bandwidth of at least 40 Hz to
allow adequate reaction to the pulse wave (4). The method
was commercialized in the late 1980s under the name
Finapres. The instrument has a portable front end, which
is worn on the wrist and contains an electropneumatic
pressure valve, the cuff, and the PPG sensor. This part
connects to a desktop unit containing the control, air
pressure system, and data display–output. Two successor
products are now available, one of which is a completely
portable system.

One problem of this method is that the digital BP can
significantly differ from brachial artery pressure (BAP) in
shape, because of distortions due to pulse wave reflections,
as well as in amplitude because of flow resistance in the
small arteries. The former effect is corrected by introducing
a digital filter that equalizes pressure wave distortions.
The second problem is addressed by introducing a cor-
rection factor and calibrating the pressure with an inde-
pendent return-to-flow BP measurement. It has been
demonstrated that the achievable BP accuracy lies well
within the American Association for Medical Instrumenta-
tion (AAMI) standards (5).
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Applanation Tonometry. First conceived and implemen-
ted by Pressman and Newgard in the early 1960s, appla-
nation tonometry (AT) measures the pulse pressure wave
of a superficial artery with an externally applied transdu-
cer (6). The method requires the artery to be supported by
an underlying rigid (i.e., bone) structure. Therefore, the
method has been applied mainly to the temporal and the
radial arteries; the last one being by far the most frequently
employed measurement site. Figure 1a shows the general
principle of the method. A pressure transducer is placed
over the artery, and appropriate pressure is applied so as to
partially flatten, or applanate, the artery. This ensures
that the vessel wall does not exert any elastic forces
perpendicular to the sensor face; therefore the sensor
receives only internal arterial pressure changes caused
by the arterial pulse. To obtain an accurate measurement
it is crucial that the transducer is precisely centered over
the artery, and that it is has stable support with respect to
the surrounding tissue.

The original design used a single transducer that con-
sisted of a rod of 2.5 mm2 cross-sectional area, which was
pressed against the artery, and which transmitted arterial
pressure to a strain gauge above it. This early design
suffered from practical difficulties in establishing and
maintaining adequate sensor position. In addition, Drze-
wiecki has shown that for accurate pressure readings, the
transducer area needs to be small compared to artery
diameter (ideally, < 1 mm wide), a requirement that early
designs did not meet (1).

The development of miniaturized pressure sensor
arrays in the late 1970s has alleviated these difficulties,
leading to the development of commercial AT instruments
by Colin Medical Instruments Corp., San Antonio, TX.
These sensor arrays use piezoresistive elements, which
essentially are membranes of doped silicon (Si) that show
a change in electrical resistance when subjected to

mechanical stress. Piezoresistivity is a quantum mechan-
ical effect rooted in the dependence of charge carrier moti-
lity on mechanical changes in the crystal structure.
Pressure-induced resistance changes in a monocrytalline
semiconductor are substantially greater than in other
available strain gauges. This sensitivity together with
the possibility of using semiconductor fabrication techni-
ques to create miniaturized structures makes piezoresis-
tive elements ideal candidates for AT applications. The
change in resistance is measured with a Wheatstone
bridge (e.g., pictured in Fig. 2), which, together with sui-
table amplification, can be integrated on the same chip as
the sensing element. While piezoresistance shows linear
change with strain, the devices are strongly influenced by
ambient temperature. Therefore, appropriate compensa-
tion measures have to be taken.

Figure 1b shows the schematic of a modern AT pressure
sensor. Thirty-one piezoeresistive elements form the
4.1 	 10 mm large sensor array, which is created from a
monolithic Si substrate. After placing the sensor roughly
over the artery, the signal from each element is measured
to determine whether the transducer is appropriately
centered with respect to the vessel. If necessary, its lateral
position is automatically adjusted with a micromotor drive.
The sensor contact pressure is pneumatically adjusted
to achieve appropriate artery applanation. To provide
probe stability suitable for long-term studies, the device
is strapped to the wrist together with a brace that
immobilizes the hand in a slightly overextended position
so as to achieve better artery exposure to the sensor
field.

Because AT can accurately measure the pulse wave
shape, not its absolute amplitude, the AT signal is cali-
brated with a separate oscillatory BP measurement on the
ipsilateral arm. Calibration is performed automatically at
predetermined intervals.
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Figure 1. Applanation tonometry prin-
ciple. (a) Single-element transducer. (b)
Sensor array with pneumatic contact
pressure control.
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In addition to fully automated long-term monitoring
devices, simpler single-element transducers are offered
for clinical and research applications (PulsePen by Dia-
Tecne, Milan, Italy and SPT-301 by Millar Instruments,
Inc., Houston, TX).

Plethysmography

Plethysmography (derived from the Greek words for
‘‘inflating’’ and ‘‘recording’’) is the general name of an
investigative method that measures volume change of
the body, or a part of it, in response to physiologic stimula-
tion or activity. Specifically, it allows measuring dynamics
of blood flow to/from the extremities for the diagnosis of
peripheral vascular diseases.

Different approaches have been conceived to measure
volume change of a limb, the earliest of which, reaching
back to the end of the nineteenth century, were based on
measuring the volume displacement in a water filled
vessel in which the limb was sealed in (7,8). Even though
accurate in principle, the method suffers from practical
limitations associated with the need to create a satisfac-
tory watertight seal; it has therefore largely been sup-
planted by other approaches. The most important methods
currently used are strain gauge PG, impedance PG, and
photo PG. The working principles and applications of
each of these methods will be described in the following
sections.

Strain Gauge Plethysmography. Introduced by Whitney
in 1953 (9), strain gauge plethysmography (SPG) measures
changes in limb circumference to deduce volume variations
caused by blood flow activity. The strain gauge is a stretch-
able device whose electrical resistance depends on its
length; for SPG, it is fitted under tension in a loop around
the limb of interest. Pulsatile and venous blood volume
changes induce stretching/relaxing of the gauge, which is
translated into a measurable resistance variation. Mea-
surement interpretation is based on the premise that the
local circumference variation is representative of the over-
all change in limb volume.

Whitney introduced a strain gauge consisting of flexible
tubing of length l made from silastic, a silicone-based
elastomer, filled with mercury. Stretching of the tubing
increases the length and decreases the cross-sectional area
a of the mercury-filled space, leading to an increase in its
resistance R according to

R ¼ rm
l2

v
(1)

where rm denotes mercury’s resistivity (96 mV cm), and v
is the mercury volume, v ¼ l a. Differentiation of Eq. 1.
shows that the gauge’s change in resistance is proportional
to its length variation (10):

DR

R
¼ 2

Dl

l
(2)

Whitney’s original strain gauge design is still the most
commonly used in SPG. Because of typical gauge dimen-
sions and mercury’s resistivity, the devices have rather
small resistance values, in the range of 0.5–5 V.

The measured limb is often approximated as a cylinder
of radius r, circumference C, length L, and volume V. By
expressing the cylinder volume in terms of its circumfer-
ence, V ¼ C2L/(4p), and then differentiating V with respect
to C, it is shown that the fractional volume change is
proportional to relative variations in circumference:

dV

V
¼ 2

dC

C
(3)

Because changes in C are measured by the strain gauge
according to Eq. 1, the arm circumference is proportional
to the tubing length, and so the following relationship
holds:

DV

V
¼ DR

R
(4)

Whitney used a Wheatstone bridge, a measurement
circuit of inherently great sensitivity, to detect changes
in gauge resistance. In this configuration, shown in Fig. 2a,
three resistors of known value together with the strain
gauge form a network, which is connected to a voltage
source and a sensitive voltmeter in such a manner that
zero voltage is detected when R1/R2 ¼ R3/R. In this case,
the bridge is said to be balanced. Changes in strain, and
therefore R, cause the circuit to become unbalanced, and
a nonzero voltage develops between points B and D
according to

VBD

VAC
¼ R2

R1 þ R2
� R

R3 þ R
(5)

One disadvantage of the circuit is its nonlinear vol-
tage response with respect to variations in R. For small
changes, however, these nonlinearities remain small, and
negligible errors are introduced by assuming a linear
relationship.

A more significant shortcoming of the Wheatstone setup
is that the measurement is influenced by the voltage drop
across the lead resistance; especially for small values of R,
such as those encountered in SPG applications, this can be
a significant source of error. Therefore, modern SPG
instruments use a so-called four-wire configuration, which
excludes influences of lead resistance entirely. Figure 2b
shows the concept. An electronic source is connected to
the strain gauge with two excitation leads of resistance
Rex1, Rex2, sending a constant current I through the strain
gauge. Two probing leads with resistances Rpr1, Rpr2

connect the device to an instrumentation amplifier of high
impedance Ramp
 Rpr1, Rpr2, which measures the voltage
drop VSG ¼ I 	 R across the strain gauge. Because VSG is
independent of Rex1 and Rex2, and there is negligible
voltage drop across Rpr1 and Rpr2, lead resistances do
not influence the measurement of R.

Recently, a new type of plethysmography strain gauge
has been introduced, which measures circumference var-
iations in a special band that is worn around the limb of
interest. The band, which has a flexible zigzag structure to
allow longitudinal stretching, supports a nonstretching
nylon loop, whose ends are connected to an electro-
mechanical length transducer. Changes in circumference
are thus translated into translational motion, which the
transducer measures on an inductive basis, with 5 mm
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accuracy (11). In evaluation studies, the new design per-
formed comparable to traditional strain gauge designs
(12).

Impedance Plethysmography. Electrical conductivity
measurements on the human body for the evaluation of
cardiac parameters were performed as early as the 1930s
and 1940s. Nyboer is widely credited with the development
of Impedance Plethysmography (IPG) for the measurement
of blood flow to organs, and its introduction into clinical
use (13–15).

The frequency-dependent, complex electrical impe-
dance Z(f) of tissue is determined by the resistance of
the inter- and intracellular spaces, as well as the capaci-
tance across cell membranes and tissue boundaries. The
IPG measurements are performed at a single frequency in
the 50–100 kHz range, and only the impedance magnitude
Z (not the phase information) is measured. Therefore, Z
can be obtained by applying Ohms law

Z ¼ V̂

Î
(6)

where V̂ and Î denote voltage and current amplitude
values, respectively.

In the mentioned frequency range, the resistivity of
different tissues varies by about a factor of 100, from
� 1.6 V�m for blood to � 170 V�m for bone. Tissue can
be considered a linear, approximately isotropic, piecewise
electrically homogeneous volume conductor. Some organs,
however, notably the brain, heart and skeletal muscles,
show highly anisotropic conductivity (16).

Figure 3 shows a schematic for a typical four-electrode
IPG setup. Two electrodes are used to inject a defined
current into the body part under investigation, and two
separate electrodes between the injection points measure
the voltage drop that develops across the section of interest.
The impedance magnitude Z is obtained, via Eq. 6, from the
known current amplitude and the measured voltage ampli-
tude. The four-electrode arrangement is used to eliminate
the influence of the high skin impedance (Zs1 ¼ Zs4), which
is � 2–10 times greater than that of the underlying body

tissue (17). If the same two electrodes were used to inject
the current as well as to pick up the voltage drop, the skin
resistance would account for most of the signal and distort
the information sought.

The current source generates a sinusoidal output in
the described frequency range and maintains a constant
amplitude of typically 1 mA. This provides sufficient signal
noise ratio (SNR) to detect physiologic activity of interest
but is� 50 times below the pain threshold for the employed
frequency range, and therefore well below potentially
hazardous levels.

The voltage difference between the pick-up electrodes is
measured with an instrumentation amplifier, whose input
impedance is much greater than that of skin or underlying
tissue. Therefore, the influence of skin impedance can be
neglected, and the measurement yields the voltage drop
caused by the tissue of interest. The output of the instru-
mentation amplifier is a sinusoidal voltage with amplitude
proportional to the impedance of interest. The signal needs to
be demodulated, that is, stripped of its carrier frequency, to
determine the instantaneous amplitude value. This is done
with a synchronous rectifier followed by a low pass filter, a
technique also known as synchronous, lock-in, or homodyne
detection. Figure 3 shows a possible analog circuit implemen-
tation; a discriminator, or zero-crossing detector, actuates a
switch that, synchronously with the modulation frequency,
alternately connects the buffered or inverted measured sig-
nal to a low pass filter. If phase delays over transmission lines
can be neglected, this will generate a noninverted signal
during one-half of a wave, say the positive half, and an
inverted signal during the negative half wave. As a result,
the carrier frequency is rectified. The low pass filter averages
the signal to remove ripple and generates a signal propor-
tional to the carrier frequency amplitude. Inspection shows
that frequencies other than the carrier frequency (and its odd
harmonics) will produce zero output.

Increasingly, the measured voltage is digitized by an
analog-to-digital converter, and demodulation is achieved
by a microprocessor through digital signal processing.

The measured impedance is composed of a large direct
current (DC), component onto which a small (0.1–1%)
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Figure 3. Four-lead tissue impe-
dance measurement; the configu-
ration mitigates influence of skin
resistance (A1, instrumentation
amplifier). Synchronous detection
removes carrier signal.
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time-varying component is superimposed. The former is
the constant impedance of the immobile tissue compo-
nents, such as bone, fat, and muscle, and the latter repre-
sents impedance variations induced by volume changes in
the fluid tissue components:most significantly, blood
volume fluctuations in the vascular component. To obtain
a quantitative relationship between measured impedance
variations DZ and the change in blood volume, a simple
electrical tissue equivalent may be considered, consisting
of two separate, parallel-connected volume conductors of
equal length L. One of these represents the immobile tissue
components of impedance Z0. The other is assigned resis-
tivity r and a variable cross-sectional area A, thereby
modeling impedance changes caused by variations in its
volume V according to the relationship

Zv ¼ r
L

A
¼ r

L2

V
(7)

Here Zv denotes the variable compartment’s impedance,
which is generally much greater than that of the immobile
constituents. Therefore, the parallel impedance of both
conductors can be approximated Z � Z0 � Zv. To obtain
a functional relationship between the measured changes
in impedance DZ and variations in blood volume DV, Eq. 7
is solved for V and differentiated with respect to Z. Making
use of Z � Z0 and dZ � �dZv yields

DV ¼ � rL2

Z2
0

DZv (8)

The IPG measurements do not allow independent deter-
mination of Z0 and Zv; however, the dc component of the
IPG signal serves as a good approximation to Z0, while the
ac part closely reflects changes in Zv. Low pass filtering of
the IPG signal extracts the slowly varying dc components.
Electronic subtraction of the dc part from the original
signal leaves a residual that reflects physiologic impedance
variations. The ac/dc separation can be implemented with
analog circuitry. Alternatively, digital signal processing
may be employed for this task. Digital methods help alle-
viate some of the shortcomings of analog circuits, especially
the occurrence of slow signal drifts. In addition, software-
based signal conditioning affords easy adjusting of proces-
sing characteristics, such as the frequency response, to
specific applications.

Air Plethysmography. Air plethysmography (APG),
also referred to as pneumoplethysmography, uses infla-
table pressure cuffs with integrated pressure sensors to
sense limb volume changes. The cuff is inflated to a
preselected volume, at which it has snug fit, but at which
interference with blood flow is minimal. Limb volume
changes due to arterial pulsations, or in response to
occlusion maneuvers with a separate cuff, cause changes
in the measurement cuff internal pressure, which the
transducer translates into electrical signals. The volume
change is given by

DV ¼ V
DP

P
(9)

The APG measurements can be calibrated with a blad-
der that is inserted between the limb and the cuff, which is
filled with a defined amount of water. Because temperature
changes influence air pressure inside the cuff, and it needs
to be worn for a few minutes after inflation before starting
the measurement, so the air volume can reach thermal
equilibrium.

Photoplethysmography. Optical spectroscopic investi-
gations of human tissue and blood reach back as far as the
late nineteenth and early twentieth century, and Hertz-
man is widely credited with introducing photoplethysmo-
graphy (PPG) in 1937 (18). The PPG estimates tissue
volume changes based on variations in the light intensity
transmitted or reflected by tissue.

Light transport in tissue is governed by two principle
interaction processes; elastic scattering, that is, the ran-
dom redirection of photons by the microscopic interfaces of
the cellular and subcellular structures; second, photoelec-
tric absorption by molecules. The scattering power of tissue
is much greater (at least tenfold, depending on wavelength)
than is the absorption, and the combination of both inter-
actions cause strong dampening of the propagating light
intensity, which decays exponentially with increasing dis-
tance from the illumination point. The greatest penetra-
tion depth is achieved for wavelengths in the 700–1000 nm
range, where the combined absorption of hemoglobin (Hb)
and other molecules show a broad minimum. Figure 4
shows the absorption spectra of Hb in its oxygenated
(HbO2) and reduced, or deoxygenated, forms.

The PPG measurements in transmission are only fea-
sible only for tissue thickness of up to a few centimeters.
For thicker structures, the detectable light signal is too
faint to produce a satisfactory SNR. Transmission mode
measurements are typically performed on digits and the
earlobes.

Whenever tissue is illuminated, a large fraction of the
light is backscattered and exits the tissue in the vicinity of
the illumination point. Backreflected photons that are
detected at a distance from the light source are likely to
have descended into the tissue and probed deeper lying
structures (Fig. 5). As a general rule, the probing depth
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equals about half the source-detector separation distance.
The separation represents a tradeoff between probing
volume and SNR; typical values are on the order of a
few millimeters to a few centimeters. Reflection-geometry
PPG can be applied to any site of the body.

Originally, incandescent light sources were used for
PPG. These have been replaced with light emitting diodes
(LED), owing to the latter devices’ superior lifetime, more
efficient operation (less heat produced), and desirable spec-
tral properties. The LED technology has vastly evolved
over the last 20 years, with a wide range of wavelengths—
from the near-infrared (NIR) to the ultraviolet (UV) —and
optical power of up to a tens of milliwatts currently avail-
able. These devices have a fairly narrow emission band-
width, � 20–30 nm, which allows spectroscopic evaluation
of the tissue. The light-emitting diode (LEDs) are operated
in forward biased mode, and the produced light intensity is
proportional to the conducted current, which typically is on
the order of tens of milliamps. Because in this configura-
tion, the device essentially presents a short circuit to any
voltage greater than its forward drop VLED (typically 1–
2 V), some form of current control or limiting circuitry is

required. In the simplest case, this is a current-limiting
resistor Rlim in series with the diode (Fig. 6a). The value of
Rlim is chosen so that ILED ¼ (Vcc � VLED)/Rlim is sufficient
to drive the LED, typically on the order of tens of milli-
amps, but does not exceed the maximum permissible value.
Depending on the voltage source, this results in adequate
output stability. Often, there is a requirement to modulate
or adjust the diode output intensity. In this case, an active
current source is better suited to drive the LED. Figure 6b
shows the example of a voltage-controlled current source
with a boost field effect transistor. Here, the light output is
linearly dependent on the input voltage from zero to max-
imum current; the latter is determined by LEDs thermal
damage threshold.

Either phototransistors (PT) or photodiodes (PD) are
used as light sensors for PPG. Both are semiconductor
devices with an optically exposed pn junction. Photons
are absorbed in the semiconductor material, where they
create free charges through internal photoelectric effect.
The charges are separated by the junction potential, giving
rise to a photocurrent Ip proportional to the illumination
intensity. While a PD has no internal gain mechanism and
requires external circuitry to create a suitable signal, the
PT (like any transistor) achieves internal current ampli-
fication hFE, typically by a factor of � 100. Figure 7a
shows how a load resistor is used to convert the PT output
current to voltage that is approximately proportional to
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Figure 5. Schematic of the probed
tissue volume in PPG reflection
geometry.  
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Figure 6. LED drive circuits. (a) Simple current limiting resistor.
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the incident light according to

VL ¼ ICERL ¼ hFEIpRL (10)

hFE unavoidably depends on a number of factors including
Ip and VCE, thus introducing a nonlinear circuit response.
In addition, the PT response tends to be temperature
sensitive. The light sensitivity of a PT is limited by its
dark current, that is, the output at zero illumination, and
the associated noise. The largest measurable amount of
light is determined by PT saturation, that is, when VL

approaches Vcc. The device’s dynamic range, that is, the
ratio between the largest and the smallest detectable
signal is on the order of three-to-four orders of magnitude.

Figure 7b shows the use of a PD with photoamplifier.
The operational amplifier is configured as a current-to-
voltage converter and produces an output voltage

Vo ¼ IpRf (11)

Capacitor Cf is required to reduce circuit instabilities.
Even though compared to (a) this circuit is more costly and
bulky because of the greater number of components
involved, it has considerable advantages in terms of tem-
perature stability, dynamic range, and linearity. The PD
current varies linearly with illumination intensity over
seven-to-nine orders of magnitude. The circuit’s dynamic
range is determined by the amplifier’s electronic noise and
its saturation, respectively, and is on the order of four
decades. Proper choice of R determines the circuit’s
working range; values in the 10–100 MV range are not
uncommon.

It is clear from considering the strong light scattering in
tissue that the PPG signal contains volume-integrated
information. Many models of light propagation in tissue
based on photon transport theory have been developed that
are capable of computing realistic light distributions even
in inhomogeneous tissues, such as the finger (19). How-
ever, it is, difficult, if not impossible, to exactly identify the
sampled PPG volume because this depends critically on the
encountered optical properties as well as the boundary
conditions given by the exact probe placement, digit size
and geometry, and so. These factors vary between indivi-
duals, and even on the same subject are difficult to quantify
or even to reproduce. Therefore, PPG methods do generally
not employ a model-based approach, and the origin of the
PPG signal as well as its physiologic interpretation has
been an area of active research (20–23).

The PPG signals are analyzed based on their temporal
signatures, and how those relate to known physiology and
empirical observations. The detected light intensity has a
static, or dc component, as well as a time-varying ac part.
The former is the consequence of light interacting with
static tissues, such as skin, bone, and muscle, while the
latter is caused by vascular activity. Different signal com-
ponents allow extraction of specific anatomical and phy-
siological information. For example, the signal component
showing cardiac pulsation, also called the digital volume
pulse (DVP), can be assumed to primarily originate in the
arterial bed, a premise on which pulse oximetry, by far the
most widely used PPG application, is based. This method
obtains two PPG signals simultaneously at two wave-

lengths that are spectrally located on either side of the
isosbestic point. The ratio of the DVP peak amplitudes for
each wavelength, normalized by their respective dc com-
ponents, allows assessment of quantitative arterial oxygen
saturation.

A number of other applications of the DVP signal have
been proposed or are under investigation. For example, the
DVP waveform is known to be related to the arterial blood
pressure (ABP) pulse. Using empirically determined trans-
fer functions, it is possible to derive the ABP pulse from
PPG measurements (24).

Another potential use of arterial PPG is the assessment
of arterial occlusive disease (AOD). It is known that the
arterial pulse form carries information about mechanical
properties of the peripheral arteries, and PPG has been
investigated as a means to noninvasively assess arterial
stiffness. To better discriminate features in the PPG signal
shape, the second derivative of the signal is analyzed
(second-derivative plethysmography, SDPTG) (23).

The PPG is furthermore used for noninvasive periph-
eral BP monitoring in the vascular unloading technique.

Continuous Wave Doppler Ultrasound

Doppler ultrasound (US) methods are capable of measur-
ing blood flow velocity and direction by detecting the
Doppler shift in the ultrasound frequency that is reflected
by the moving red blood cells. The acoustic Doppler effect is
the change in frequency of a sound wave that an observer
perceives who is in relative motion with respect to the
sound source. The amount of shift Df in the US Doppler
signal is given by (25)

D f ¼ 2 f0vbcosQ

c
(12)

where f0 is the US frequency, vb is the red blood cell
velocity, Q is the angle between the directions of US wave
propagation and blood flow, and c is the speed of sound in
tissue. Equation 12 demonstrates a linear relationship
between blood flow and US Doppler shift. It is also seen
that the shift vanishes if the transducer is perpendicular to
the vessel because there is no blood velocity component in
the direction of wave propagation. The algebraic sign of the
shift depends on the flow direction (toward/away from)
with respect to the transducer and is hence influenced
by angle Q. A factor of two appears in Eq. 12 because
the Doppler effect takes place twice; the first occurs when
the red blood cell perceives a shift in the incoming US wave,
and the second shift taks place when this frequency is
backreflected toward the transducer. Using typical values
for the quantities in Eq. 12 (f0 ¼ 5 MHz, vb ¼ 50 cm�s�1,
Q ¼ 458) yield frequency shifts of 2.3 kHz, which falls
within the audible range (25).

Because the shift is added to the US frequency, electro-
nic signal processing is used to remove the high frequency
carrier wave. Analog demodulation has been used for this
purpose; by mixing, that is, multiplying, the measured
frequency with the original US frequency and low pass
filtering the result, the carrier wave is removed, and audio-
range shift frequencies are extracted. In so-called quad-
rature detection, this demodulation process yields two
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separate signals, one for flow components toward the
detector, and one for flow away from it. Modern instru-
ments typically employ digital signal processing, such as
fast Fourier transformation (FFT), to accomplish this.

Continuous wave (CW) Doppler refers to the fact that
the measurement is performed with a constant, nonmodu-
lated US wave (i.e., infinite sine-wave). This technology
does not create echo pulses, and hence does not allow any
form of depth-profiling or imaging. Its advantages are its
simplified technology, and that it is not restricted to a
limited depth or blood velocity. Because the signal is
generated continuously, CW transducers require two sepa-
rate crystals, one for sound generation, and one for detec-
tion. The two elements are separated by a small distance
and are inclined toward each other. The distance and angle
between the elements determine the overlap of their
respective characteristics, and thus determine the sensi-
tive volume. All blood flow velocity components within this
volume contribute to the Doppler signal.

In the simplest case, the measured frequency shift is
made audible through amplification and a loudspeaker,
and the operator judges blood velocity from the pitch of the
tone (higher pitch ¼ faster blood movement). These
devices are used in cuff-based arterial pressure measure-
ments, to detect the onset of pulsation. They also permit
qualitative assessment of arterial stenosis and venous
thrombosis. More sophisticated instruments display the
changing frequency content of the signal as a waveform
(velocity spectral display). Doppler spectra are a powerful
tool for the assessment of local blood flow in the major
vessels, especially when combined with anatomical US
images (Duplex imaging, see section on imaging methods).

Peripheral Vascular Measurements

The following is a description of peripheral vascular mea-
sures that can be derived with the nonimaging techniques
described in the preceding sections.

Assessment Of Peripheral Arterial Occlusive Disease.
Peripheral arterial occlusive disease (PAOD) is among
the most common peripheral arterial diseases (26), with
a reported prevalence as high as 29% (27). The PAOD is
usually caused by atherosclerosis, which is characterized
by plaque buildup on the inner-vessel wall, leading to
congestion, and hence increased blood flow resistance. Risk
factors for PAOD are highly correlated with those for
coronary artery disease, and include hypertension, smok-
ing, diabetes, hyperlipidemia, age, and male sex (27–29). A
symptom of PAOD is intermittent claudication, that is, the
experience of fatigue, pain, and cramping of the legs during
exertion, which subsides after rest. Ischemic pain at rest,
gangrene, and ulceration frequently occur in advanced
stages of the disease (29,30).

Ankle Brachial Index Test. The Ankle Brachial Index
(ABI) is a simple and reliable indicator of PAOD (31), with a
detection sensitivity of 90% and specificity of 98% for
stenoses of >50% in a major leg artery (27,29). The ABI
for each leg is obtained by dividing the higher of the
posterior and anterior tibial artery systolic pressures for

that leg by the greater of the left- and right-brachial artery
systolic pressures. In normal individuals both systolic
values should be nearly equal, and ABIs of 1.0–1.1 are
considered normal. In PAOD, the increased peripheral
arterial resistance of the occluded vessels causes a drop
in blood pressure, thus diminishing the ABI. Because of
measurement uncertainties, ABI values of < 0.9 generally
are considered indicative of PAOD (27,29). Table 1 shows a
scheme for staging of disease severity according to ABI
values, as recommended by the Society of Interventional
Radiology (SIR) (32).

The ABI test is performed with the patient in a supine
position, and inflatable pressure cuffs are used to occlude
the extremities in the aforementioned locations. The sys-
tolic pressure is determined by deflating the cuff and
noting the pressure at which pulse sounds reappear. The
audio signal from a CW Doppler instrument is used to
determine the onset of arterial pulse sounds. Although the
test can be performed manually with a sphygmoman-
ometer, there are dedicated vascular lab instruments that
automatically control the pressure cuff, register the pres-
sure values, and calculate the ABI. Such instruments are
commercially available, for example, from BioMedix,MN,
Hokanson, WA, and Parks Medical Electronics, OR.

The primary limitation of the ABI test is that arterial
calcifications, such as are common in diabetics, can resist
cuff pressure thus causing elevated pressure readings. In
those patients, the toe pressure as determined by PPG or
SPG may be used because the smaller digital arteries do not
develop calcifications (29). The normal toe systolic pressure
(TSP) ranges from 90 mmHg to 100 mmHg, or 80% to 90%
brachial pressure. The TSP < 30 mmHg (3.99 kPa) is indi-
cative of critical ischemia (33). Also, pulse volume recordings
(PVR, see below) are not affected by calcifications (26).

Segmental Systolic Pressure. Segmental Systolic Pres-
sure (SSP) testing is an extension of the ABI method,
wherein the arterial systolic pressure is measured at multi-
ple points on the leg, and the respective ratios are formed
with the higher of the brachial systolic readings. As is the
case for ABI testing, a low ratio for a leg segment indicates
occlusion proximal to the segment. By comparing pressures
in adjacent segments, and with the contralateral side, SSP
measurements offer a way to locate pressure drops and
thus roughly localize occlusions. Typically, three to four
cuffs are placed on each leg; one or two on the thigh, one
below the knee, and one at the ankle.

The SSP technique suffers from the same limitation as
does the ABI test, that is, it produces falsely elevated
readings for calcified arteries. Again, TSP and PVR are
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Table 1. Ankle-Brachial Index (ABI) staging after ()

AB Ratio Range Stage

1.0–1.1 Normal
< 1.0 Abnormal, possibly asymptomatic
0.5–0.9 Claudication
0.3–0.5 Claudication, rest pain, severe

occlusive disease
< 0.2 Ischemia, gangrenes



advised for patients where calcifications might be expected
because of known predisposition (e.g., diabetics), or unu-
sual high ABI (> 1.5) (26).

Pulse Volume Recording/Pulse Wave Analysis. Pulse
volume recording (PVR), a plethysmographic measure-
ment, is usually combined with the ABI or SSP test. Either
the pressure cuffs used in these measurements are
equipped with a pressure sensor so they are suitable for
recordind volume changes due to arterial pulsation, or
additional strain gauge sensors are used to obtain segmen-
tal volume pulsation. In addition to the leg positions,
sensors may be located on the feet, and PPG sensors
may be applied to toes. Multiple waveforms are recorded
to obtain a representative measurement; for example, the
Society for Vascular Ultrasound (SVU) recommends a
minimum of three pulse recordings (34). The recorded
pulse amplitudes reflect the local arterial pressure, and
the mean amplitude, obtained by integrating the pulse, is a
measure of the pulse volume. The pulsatility index, the
ratio of pulse amplitude over mean pulse volume serves as
an index for PAOD, with low values indicating disease (26).

Besides its amplitude and area, the pulse contour can be
evaluated for indications of PAOD in a method referred to as
pulse wave analysis (PWA). The normal pulse has a steep
(anacrotic) rise toward the systolic peak, and a slower
downward slope, representing the flow following the end
of the heart’s left ventricular contraction. The falling slope is
interrupted by a short valley (the dicrotic notch), which is
caused by the closing of the aortic valve. The details of the
pulse shape are the result of the superposition of the incom-
ing arterial pulse and backward-traveling reflections from
arterial branchings and from the resistance caused by the
small arterioles, as well as from atherosclerotic vessels (35).
The pulse shape distal to occlusions tends to be damped and
more rounded, and loses the dicrotic wave. Combined SSP
and PVR recording has been reported over 90% accurate for
predicting the level and extent of PAD (26).

Recently, PWA has increasingly been used to infer
central, that is, aortic, arterial parameters from peripheral
arterial measures, typically obtained from tonometric mea-
sures on the radial artery. These methods, which are
commercialized for example by Atcor Medical, Australia
and Hypertension Diagnostics, Inc, MN, rely on analytic
modeling of transfer functions that describe the shaping of
the pulse from the aorta to the periphery. These analytical
functions are typically based on models mimicking the
mechanical properties of the arterial tree by equivalent
circuits (so-called Windkessel models) representing vascu-
lar resistances, capacitances, and inductances (36–38).
From the derived aortic waveform, parameters are
extracted that indicate pathologic states, such as hyperten-
sion and central arterial stiffness. One example is the
augmentation index, the pressure difference in the first
and second systolic peak in the aorta (39,40).

Pulse wave velocity (PWV) depends on arterial stiffness,
which is known to correlate with increased cardiovascular
risks. The PWV is established by measuring pulse waves on
more than one site simultaneously, and dividing their
respective separation difference from the heart by the time
difference between the arrivals of comparable wave form

features. Peripheral PWV measurements on toes and fin-
gers have been conducted with PPG (41).

It was recently shown that arterial stiffness assessed
from PWA and PVA on multisite peripheral tonometric
recording correlates with endothelial function. The latter
was assessed by US measurements of brachial arterial
diameter changes in response to a reactive hyperemia
maneuver (42). There is increasing clinical evidence that
PWA can serve as a diagnostic tool for hypertension and as
a cardiac disease predictor (43).

CW Doppler Assessment. Velocity spectral waveform
CW Doppler is useful for assessing peripheral arterial
stenoses. The Doppler waveform obtained from a normal
artery shows a triphasic shape; there is a strong systolic
peak, followed by a short period of low amplitude reversed
flow, reversing again to a small anterograde value during
mid-diastole. Measuring at a stenosis location shows a
waveform of increased velocity and bi- or monophasic
behavior. Measurements distal to stenosis appear mono-
phasic and dampened (26,33).

Venous Congestion Plethysmography. The described PG
methods are most valuable for the assessment of peripheral
vascular blood flow parameters for the diagnosis of per-
ipheral vascular diseases (PVD). Venous congestion PG
(VCP), also called venous occlusion PG (VOP), allows the
measurement of a variety of important vascular para-
meters including arterial blood flow (Qa), venous outflow
(Qvo), venous pressure (Pv), venous capacitance (Cv),
venous compliance (C), and microvascular filtration. In
VCP, a pressure cuff is rapidly inflated on the limb under
investigation to a pressure, typically between 10 (1.33
kPa) and 50 mmHg (6.66 kPa), sufficient to cause venous
occlusion, but below the diastolic pressure so that arterial
flow is not affected. Blocking the venous return in this
fashion causes blood pooling in the tissue distal to the cuff,
an effect that can be quantified by measuring volume
swelling over time with PG. Figure 8 sketches a typical
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Figure 8. Schematic of typical VCP response curve. (1),
asymptotic arterial blood flow; (2), asymptotic venous outflow;
(3), swelling due to filtration; (4), effect of venous blood pooling
only, obtained by subtracting the filtration component (3); Cv,
venous capacitance.



volume response curve. Upon cuff inflation, an exponential
increase in volume is observed, which is caused by the
filling of postcapillary compliance vessels, and for which
the time constant is� 15 s in healthy individuals (44). The
initial rate of swelling (indicated by asymptote 1),
expressed in (mL�min�1), is a measure of the arterial blood
flow. When the venous pressure reaches the cuff pressure,
blood can again flow out, and the relative volume increase
reaches a plateau, which equals Cv. If Cv is measured for
different occlusion pressure values, the slope of the Cv

versus pressure curve yields C (in mL�mmHg�1 	 10�2).
Upon cuff release, the VCP curve shows fast exponential
decay (on the orders of seconds), whose initial rate (indi-
cated by asymptote 2) is a measure for Qvo (45,46). With
rising venous pressure an increase in fluid leakage, or
filtration, takes place from the veins into the interstitial
space, leading to additional tissue volume increase. There-
fore, the PG response shows a second slow exponential
component with a time constant on the order of 800 s
(asymptote 3), from which can be deduced the capillary
filtration capacity CFC (11).

Another application of VCP is the noninvasive diagnosis
of deep vein thrombosis (DVT). The presence of venous
blood clots impacts on venous capacitance and outflow
characteristics. It has been shown that the combined mea-
surement of Cv and Qvo may serve as a diagnostic discri-
minator for the presence of DVT (45). A computerized SPG
instrument is available (Venometer, Amtec Medical Ltd,
Antrim, Northern Ireland), which performs a fully auto-
mated VCP measurement and data analysis for the detec-
tion of DVT (47).

Laser Doppler Flowmetry

Laser Doppler flowmetry (LDF) is a relatively young
method of assessing the perfusion of the superficial micro-
vasculature. It is based on the fact that when light enters
tissue it is scattered by the moving red blood cells (RBC) in
the superficial vessels (see PPG illustration in Fig. 5), and
as a result the backscattered light experiences a frequency
(Doppler) shift. For an individual scattering event, the
shift magnitude can be described exactly; it depends on
the photon scattering angle and the RBCs velocity, and it is
furthermore related to the angular orientation of blood flow
with respect the path directions of the photon before and
after the scattering event. In actual tissue measurements,
it is impossible to discern individual scattering events, and
the obtained signals reflect stochastic distributions of scat-
tering angles and RBC flow directions and velocities pre-
sent in the interrogated volume.

In its simplest form, an LDF measurement is obtained
by punctual illumination of the tissue of interest with a
laser source, and by detecting the light that is backscat-
tered at (or close to) the illumination site with a photo-
detector, typically a photodiode. The laser is a highly
coherent light source, that is, its radiation has a very
narrow spectral bandwidth. The spectrum of the backscat-
tered light is broadened because it contains light at Dop-
pler frequencies corresponding to all scattering angles and
RBC motions occurring in the illuminated volume. Because
of typical flow speeds encountered in vessels, the maximum

Doppler shifts encountered are on the order of 20 kHz,
which corresponds to a relative frequency variation of
� 10�10. Frequency changes this small can be detected
because the shifted light components interfere with the
unscattered portion of the light, causing a ‘‘beat signal’’ at
the Doppler frequency. This frequency, which falls roughly
in the audio range, is extracted from the photodetector
signal and further processed. The small amount of fre-
quency shift induced by cell motion is the reason that
spectrally narrow, high quality laser sources (e.g., HeNe
gas lasers or single-mode laser diodes) are required for LDF
measurements.

The basic restriction of LDF is its limited penetration
depth. The method relies on interference, an effect that
requires photon coherence. Multiple scattering, however,
such as experienced by photons in biological tissues,
strongly disturbs coherence. For typical tissues, coherence
is lost after a few millimeters of tissue. The sensitive
volume of single-point LDF measurements is therefore
on the order of 1 mm3.

Single-point LDF measurements are usually performed
with a fiberoptic probe, which consist of one transmitting
fiber and one adjacent receiving fiber. Typical distances
between these are from a few tenths of a millimeter to
> 2 mm. According to light propagation theory (see section
on PPG), farther separations result in deeper probing
depths, however, because of coherence loss, the SNR
decreases exponentially with increasing distance, limiting
the maximum usable separation.

The use of a probe makes a contact-based single-point
measurement very convenient. Fiber-based probe have
been developed that implement several receivers at differ-
ent distances from the source (48). This allows a degree of
depth discrimination of the measured signals, within the
aforementioned limits.

The LDF signal is analyzed by calculation the frequency
power spectrum of the measured detector signal, usually
after band-pass filtering to exclude low frequency artifacts
and high frequency noise. From this the so-called flux or
perfusion value—a quantity proportional to the number of
RBCs and their root-mean-squared velocity, stated in arbi-
trary units—is obtained. It has been shown that the flux is
proportional to the width the measured Doppler power
spectrum, normalized to optical power fluctuations in
the setup (49).

Laser Doppler imaging (LDI) is an extension of the LDF
technique that allows the instantaneous interrogation of
extended tissue areas up to tens of centimeters on each
side. Two approaches exist. In one implementation, the
laser beam is scanned across the desired field of view, and a
photodetector registers the signal that is backreflected at
each scanning step. In another technology, the field of view
is broadly illuminated with one expanded laser beam, and a
fast CMOS camera is used to measure the intensity fluc-
tuations in each pixel, thus creating an image. This second
approach, while currently in a stage of relative infancy,
shows the potential for faster frame rates than the scan-
ning imagers, and it has the advantage of avoiding
mechanical components, such as optical scanners (50).

The LDF/LDI applications include the assessment of
burn wounds, skin flaps, and peripheral vascular perfusion
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problems, such as in Raynaud’s disease or diabetes. The
vascular response to heating (51) and the evaluation of
carpal tunnel syndrome also have been studied (52).

IMAGING METHODS

This section provides an overview of existing medical
imaging methods, and how they relate to vascular assess-
ment. Included here are imaging modalities that involve
the use of contrast agents or of radioactive markers, even
though these methods are not considered noninvasive in
the strictest sense of the word.

Ultrasound Imaging

Structural US imaging, especially when combined with
Doppler US methods, is at present the most important
imaging technique employed in the detection of PVD.

Improvements in ultrasound imaging technology and
data analysis methods have brought about a state in which
ultrasonic images can, in some circumstances, provide a
level of anatomical detail comparable to that obtained in
structural X-ray CT images or MRIs (53,54). At the same
time, dynamic ultrasound imaging modalities can readily
produce images of dynamic properties of macroscopic blood
vessels (55,56). The physical phenomenon underlying all
the blood-flow-sensitive types of ultrasound imaging is the
Doppler effect, wherein the frequency of detected ultra-
sonic energy is different from that of the source, owing to
the interactions of the energy with moving fluid and blood
cells as it propagates through tissue. Several different
varieties have become clinically important.

The earliest, most basic version of dynamic ultrasound
imaging is referred to as color flow imaging (CFI) or color
Doppler flow imaging (CDFI). Here, the false color value
assigned to each image pixel is a function of the average
frequency shift in that pixel, and the resulting image
usually is superimposed upon a coregistered anatomic
image to facilitate its interpretation. Interpretation of a
CDFI image is complicated by, among other factors, the
dependence of the frequency shift on the angle between the
transducer and the blood vessels in its field of view. In
addition, signal/noise level considerations make it difficult
to measure low but clinically interesting flow rates. Many
of these drawbacks were significantly ameliorated by a
subsequently developed imaging modality known as either
power flow imaging (PFI) or power Doppler imaging (PDI)
(57). The key distinction between PDI and CDFI is that the
former uses only the amplitude, or power, of ultrasonic
energy reflected from erythrocytes as its image-forming
information; in consequence, the entire contents of a vessel
lumen have a nearly uniform appearance in the resulting
displayed image (58).

The greatest value of Doppler imaging lies in the detec-
tion and assessment of stenoses of the larger arteries, as
well as in the detection of DVT.

An increasingly employed approach to enhancing ultra-
sound images, at the cost of making the technique mini-
mally invasive, is by introducing a contrast agent. The
relevant contrast agents are microbubbles, which are
microscopic, hollow, gas-filled polymer shells that remain

confined in the vascular space and strongly scatter ultra-
sonic energy (59). It has been found that use of microbub-
bles permits a novel type of Doppler-shift-based ultrasound
imaging, called contrast harmonic imaging (CHI). The
incident ultrasound can, under the correct conditions, itself
induce oscillatory motions by the microbubbles, which then
return reflections to the transducer at not only the original
ultrasonic frequency, but also at its second and higher
harmonics. While these signals are not high in amplitude,
bandpass filtering produces a high SNR, with the passed
signal basically originating exclusively from the vascular
compartment of tissue (60). The resulting images can have
substantially lower levels of ‘‘clutter’’ arising from nonvas-
cular tissue, in comparison to standard CDFI or PDI
methods.

Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) is certainly the most
versatile of the imaging modalities, and give the user the
ability to study and quantify the vasculature at different
levels. That is, depending on the details of the measure-
ment, the resulting image may principally confer informa-
tion about bulk blood flow (i.e., rates and volumes of blood
transport in macroscopic arteries and veins), or about
perfusion (i.e., amount of blood delivered to capillary beds
within a defined time interval). The methods commonly
employed to perform each of these functions are given the
names magnetic resonance angiography (MRA) and perfu-
sion MRI, respectively. As is the case for the other types of
imaging treated here, each can be performed either with or
without administration of exogenous contrast agents, that
is, in either a noninvasive or a minimally invasive manner
(61,62).

Magnetic Resonance Angiography. The MRA methods
fall into two broad categories. The basic physical principle
for one is flow-related enhancement (FRE), in which the
pulse sequence employed has the effect of saturating the
spins of 1H nuclei in the nonmoving portion of the selected
slice (63,64). Blood flow that has a large component of
motion perpendicular to that slice remains significantly
less saturated. Consequently, more intense MR signals
arise from the blood than from the stationary tissues,
and the contents of blood vessels are enhanced in the
resulting image. Subtraction of a static image obtained
near the start of the data collection sequence permits even
greater enhancement of the blood vessel contents. A draw-
back of this approach is that vessels that lie within the
selected slice, with the direction of blood flow basically
parallel to it, do not experience the same enhancement.

A phase contrast mechanism is the basic physical prin-
ciple for the second category of MRA techniques (65,66).
Position-selective phase shifts are induced in 1H nuclei of
the selected slice via the sequential imposition of at least
two transverse gradients that sum to a constant value
across the slice. The effect is to induce zero net phase shifts
among nuclei that were stationary during the gradient
sequence, but a nonzero, velocity-dependent net phase
shift on those that were in motion. The net phase shifts
associated with the flowing blood are revealed in the
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resulting image, again, especially following subtraction of
an image derived from data collected before the phase
contrast procedure.

Perfusion MRI. Early developments in this field neces-
sarily involved injection of a MR contrast agent that has
the effect of inducing a sharp transient drop in signal
detected as the contrast bolus passes through the selected
slice (67). As with many dynamic MRI techniques, the
bulk of the published work is geared toward studies of
the brain, where, provided that the blood–brain barrier is
intact, the method’s implicit assumption that the contrast
agent remains exclusively within the vascular space
usually is justified. A sufficiently rapid pulse sequence
allows the operator to generate curves of signal intensity
vs. time, and from these one can deduce physiological para-
meters of interest, such as the cerebral blood flow (CBF),
cerebral blood volume (CBV), and mean transit time (MTT)
(67,68).

The minimally invasive approach described in the
preceding paragraph remains the most common clinically
applied type of perfusion MRI. A noninvasive alternative
would have advantages in terms of permissible frequency
of use, and would be of particular value in situations
where pathology or injury has disrupted the blood–brain
barrier. It also would make it possible to obtain perfusion
images of other parts of the body than just the brain.
Such an alternative exists, in the form of a set of methods
known collectively as arterial spin labeling (ASL) (67)
or arterial spin tagging (69). The common feature of all
these techniques is that the water component of the
blood is itself used as a contrast agent, by applying a field
gradient that inverts the spins of 1H nuclei of arterial
blood before they enter the slice selected for imaging.
The signal change induced by this process is smaller
than that resulting from injection of a contrast agent,
however, so that requirements for high SNRs are more
exacting, and subtraction of a control image a more neces-
sary step.

An increasingly popular and important functional MRI
technique is blood-oxygen-level-dependent (BOLD) imaging
(67,70). This type of imaging produces spatial maps deter-
mined by temporal fluctuations in the concentration of deox-
ygenated hemoglobin, which serves as an endogenous,
intravascular, paramagnetic contrast agent. The physiologi-
cal importance of BOLD images is that they reveal spatial
patterns of tissue metabolism, and especially of neuronal
activity of the brain. However, careful examination of the
BOLD signal indicates that it depends, in a complex way, on
many vascular and non-vascular tissue parameters (67,71).
As such, it is not (yet) a readily interpretable method for
specifically studying peripheral vasculature.

Fast X Ray Computed Tomography

As data acquisition speeds, and consequently repetition
rates, for X ray computed tomography (CT) imaging have
increased over the last couple of decades, previously
unthinkable dynamic imaging applications have become
a reality. The most direct approach taken along these lines
is to rapidly acquire sequences of images of a slice or

volume of interest and then examine and interpret, at
any desired level of mathematical sophistication, temporal
variations in the appearance of tissue structures in the
images. Of course this approach is well suited to studying
only organs whose functionality entails changes in shape or
volume, such as the heart and lungs, and these have been
the subject of many fast CT studies.

The functioning of many other organs, such as the
kidneys (72), is related to the flow of blood and/or locally
formed fluids, but does not involve gross changes in size or
shape. In these cases it is necessary to introduce one or
more boluses of X ray contrast agents, and to use fast CT to
monitor their transit (73). While these methods violate the
strict definition of noninvasive procedure, we include them
in this synopsis out of consideration of the fact that the
health risks associated with the contrast agents ordinarily
are minor in relation to those imposed by the ionizing
radiation that forms the CT images. For quantitation of
regional blood flow and other dynamic vascular para-
meters, these techniques invariably employ some version
of indicator dilution theory (73).

Indicator Dilution Approach

In one clinically important example, it has been found that
the detected X ray CT signal changes in a quantifiable
manner following inhalation of a gas mixture containing
appreciable levels of nonradioactive isotopes of xenon (typi-
cally 33% Xe and 67% O2, or 30% Xe, 60% O2, 10% air) (75–
77). A variety of techniques based on this phenomenon, and
referred to as stable xenon-enhanced CT or sXe–CT, were
subsequently developed. The common feature is inhalation
of a Xe-enriched gas mixture followed by repetitive scan-
ning to monitor the wash-in and/or wash-out of the Xe-
affected signal (75). However, while negative side effects
are uncommon, they are known to occur (77). Conse-
quently, the sXe/CT technique is applied almost exclusively
to cerebral vascular imaging studies, in cases where there
is a diagnosed injury or pathology (75).

Qualitatively similar approaches, known collectively as
perfusion CT, that are based on monitoring the time course
of passage of an injected bolus of an iodinated contrast
agent, also have been developed (74,78,79). Of course, these
are even more invasive than the approaches based on
inhalation an inert gas. Conflicting assertions (80) have
been made regarding which of two approaches, injection or
inhalation based, give superior results.

Positron Emission Tomography with 15O

Strictly speaking, all forms of positron emission tomogra-
phy (PET) imaging (as do all other nuclear medicine pro-
cedures) violate the formal definition of noninvasive
measurements. The 2.1 min half-life of the isotope 15O,
which is brief relative to those of the other commonly used
positron emitters, makes 15O-labeled water a useful indi-
cator of blood flow in dynamic PET measurements (81,82).
Of course, as a practical matter radioisotope imaging
methods cannot be used on a large scale for research or
for clinical screening purposes. Medical literature on 15O-
PET-based vascular studies, understandably, also focuses

246 PERIPHERAL VASCULAR NONINVASIVE MEASUREMENTS



almost exclusively on studies of circulation in the brain, in
subjects with diagnosed vascular pathologies such as arter-
iovenous malformations (81).

Temporal-Spectral Imaging

A new area of investigation and technology develop-
ment involving assessment of blood delivery to the per-
iphery includes the use of optical array measurements
combined with image formation and analysis capabilities.
The basic concept, referred to as temporal-spectral imaging
(TSI) (83), considers the functional interactions between
peripheral tissues and their blood supply, and the added
information that is attainable from a time series of volu-
metric images of tissue, where the latter are reconstructed
from optical measurements of the hemoglobin signal. The
information content of the measurement comprises three
elements: first, expected differential response properties
of tissues as a consequence of their varying blood supply
and responses to internal and external stimuli; second,
added information available from analysis of a time
series, such as measures of rates, time delays, frequency
content, and so on; third, further information available
from a spatial deconvolution of diffusely scattered optical
signals arising from deep tissue structures, to provide a
volumetric image. In combination, the method provides
for the assignment of multiple characteristics to each
tissue type, and these can serve to distinguish one tissue
from another, and healthy from diseased tissues. Because
the supporting technology can be made compact, it is
feasible to consider performing the optical array measure-
ments on multiple sites of the body simultaneously in
order to identify regional redistribution of blood, as can
occur, for example, in response to shock.

The TSI approach builds upon an expanding investiga-
tive field known as diffuse optical tomography (DOT),
which was first introduced late 1980s (84–88), and later
extended to explore time-varying states (89,90). The DOT

technology, unlike laser Doppler techniques, is suitable
for exploring deep tissue structures and, similar to PPG,
employs near-IR optical sources to assess the hemoglobin
signal. In the backreflection mode, penetration depths of
3–4 cm are possible, depending on the tissue type. In the
transmission mode, greater penetration is possible, includ-
ing up to 12 cm of breast tissue and 6–8 cm in the forearm.
For larger structures, for example, involving the lower
extremities, full transmission measurements are not fea-
sible, although off-axis measures partially inscribing the
structure can be made.

The DOT measurements are made using an array of
optical emitters and detectors that measure the light field
reemitted from tissue over a relatively broad area. Mea-
surements encompassing many tens of square centimeters
of tissue surface, with interrogation of subsurface struc-
tures to the depths indicated above, are achievable. In
practice, the DOT technique can be applied to explore
the full volume of a breast, or partial volumes of the head,
limbs or portions of the torso.

An example of the DOT approach extended to include TSI
is presented below. First, however, it is useful to appreciate
how DOT is accomplished. Figure 9 shows a schematic of the
measurement strategy applied to time-series DOT. Being a
tomographic technique, The DOT employs a multisource,
multidetector measurement covering a relative wide area
of tissue. Although light migrating in tissue is randomly
scattered, predictions can be made as to the volume distribu-
tion of paths taken by photons propagating between any one
source and detector. These take the shape of a fuzzy banana,
and are conceptually similar to the linear trajectories taken
by X rays as applied to CT imaging. Collectively, an array
measurement can be processed to produce a cross-sectional or
volumetric image which, when measured over time, produces
a time series of images.

The TSI extends the time-series DOT technique in
two ways. First, as noted, it recognizes that a wealth of
differential information is available due to the significant
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Figure 9. Temporal Spectral Imaging principle.
(a) A NIR light source (S1) illuminates the target
of interest in a specific location, and the reflected
and transmitted light is measured at several
locations (D1–D4). The source moves on to the
next location (S2), and the measurement is
repeated (b). After one full scan, a tomographic
image can be reconstructed (c). Steps (a–c) are
repeated to obtain successive image frames that
show target dynamics, such as local changes in
blood volume and oxygenation.



variations in vascular density among the different tissue
types, and in their responses to stimuli. Second, it also
recognizes that for any given tissue, multiple response
characteristics can be defined that serve to discriminate,
as noted, one tissue type from another, or healthy from
diseased. An example of this discriminatory capability is
the following.

Shown in Fig. 10 is the response to partial cuff occlu-
sion, applied to the arm in order to induce venous engor-
gement as recorded from a representative site about the
forearm. Also shown is an enhanced response to a similar
maneuver when the forearm was warmed by a thermal

blanket prior to the measurement. We interpret the
enhanced response as evidence of a decrease in local
peripheral vascular resistance due to vasodilatation.
Using the response curve shown in Fig. 10, it is possible
to identify where similar behavior is seen in the corre-
sponding cross-sectional image time series. This is shown
in Fig. 11, together with an MR map of the forearm for
comparison to anatomy. Regions of high correlation to
the response curve are seen in many areas, with dis-
tinctively lower correlation occurring in regions that cor-
respond to the ulna and radius, a finding consistent with
known differences between soft tissue and interosseous
hemodynamics (see overlay in e).

Additional discriminatory information about the con-
sidered stimulus can be gleaned from other analyses of
the image time series. Motivating the approach taken is
knowledge that any measure of bulk tissue properties is
actually a composite of multiple overlapping features
due to known differences, for example, in vascular compli-
ance attributable to the principal elements of the vascular
tree (i.e., arteries, veins and microvessels). Separation of the
individual components comprising the whole is attainable
using a class of methods known as blind source separation
techniques.

Data in Figure 12 is an example of use of these meth-
ods, applied to four consecutive mild inflation–deflation
cycles of the type illustrated in Fig. 10. The dark curve
corresponds to the first principal component (PC) and
accounts for � 80% of the signal variance. The light curve
is the second PC, accounting for � 10% of total variance.
Inspection reveals that the time courses of the two functions
differ, and that they change from one application of mild
occlusion to another. In the case of the first PC, it is seen
that Hboxy levels increase promptly upon inflation. Also
seen is that the magnitude of this response increases
modestly following the second challenge. We interpret
this to represent blood volume changes in the venous
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Figure 10. Time course of computed average oxyhemoglobin
response to two cycles of mild venous occlusion in the forearm.
Dark curve, no heat applied; light curve, with heat. [Reprinted
with permission from R.L. Barbour et al., Functional imaging of
vascular bed by dynamic optical tomography. Proceedings of SPIE,
vol. 5369, in Physiology, Function, and Structure from Medical
Images, 2004.]

Figure 11. (a) MR cross-section of
arm. (b) Cross-correlation (CC) map
between (dark) model function in
Fig. 10 with Hb image time series.
(c) Overlay of a and b. (d and e),
Time dependence of CC at
indicated locations. (1) Radial
artery, (2) radius, (3) interosseous
artery, (4) ulna, (5) ulnar artery.
[Reprinted with permission from
R.L. Barbour et al., Functional
imaging of vascular bed by
dynamic optical tomography.
Proceedings of SPIE, vol. 5369, in
Physiology, Function, and Structure
from Medical Images, 2004.]



tree, as these distend most easily relative to the other
elements of the vascular tree. The response seen in the
second PC is more complex. Early on in the inflation cycle,
a decline is observed, followed by an accelerated increase
relative to the first PC, with proportionally greater
responses upon subsequent challenges. It is believed
this signal originates primarily from the microvascular
bed. The initial decline in Hboxy is consistent with blood
pooling, allowing for greater oxygen extraction. Following
this, dilation occurs, perhaps in response to a buildup of
local metabolic factors. The finding that the rate and
extent of change in this signal increases in subsequent
challenges suggests that insufficient time had elapsed
between cycles to allow for complete washout of tissue
factors. Support of this assignment is given in Fig. 13.
In Fig. 13a it is seen that the signal associated with
the first PC is mainly seen in the periphery (red regions),
roughly in agreement with the location of near-surface
veins. In contrast the signal associated with the second
PC in Fig. 13b is found mainly in the ventral aspect

of the forearm, which is dominated by well-perfused
muscle.

Development of DOT technology is proceeding at a brisk
pace, with new system designs being reported on a regular
basis (91). As depicted here, TSI can be explored using
time-series DOT. This, however, is not the only modality by
which optical measures of peripheral vascular dynamics
can be studied. Judging from advances made with photo-
acoustics (92), this approach may also prove useful (93,94).
Additionally, the method could be extended further, to
include use of injectable fluorescent probes or other forms
of optical contrast media (95).

SUMMARY

Knowledge about the physiological and pathological
state of the peripheral vasculature is extremely useful
in the detection and staging of PVD, which occur with
high prevalence and are associated with significant mor-
bidity and mortality rates. Noninvasive measurements of
those parameters are desirable because they can be
performed more easily, are more cost effective, and are
better suited for use as general screening tools than are
invasive techniques. Volume-integrated dynamic flow
measures can be obtained with a variety of available
plethysmography methods. Measuring the flow response
to occlusion maneuvers allows extraction of vessel flow
and compliance values. In addition, plethysmography
allows pulse volume recording in different locations on
the extremities, and the interpretation of pulse wave
contours and velocities permits drawing of inferences
regarding peripheral, and even central, arterial health.
Ultrasound methods, both structural and Doppler flow
measurements, are valuable tools for diagnosing ste-
noses and thromboses. Laser Doppler flowmetry is a
relatively new method for investigating the superficial
microvessels.

Several imaging modalities are available for the assess-
ment of blood flow and the vasculature. Most of these rely
on contrast agents, and therefore can not strictly be
considered noninvasive. The degree of invasiveness, how-
ever, seems small enough to justify their mentioning in
the context of this article. Besides the conventional ima-
ging methods, which include X ray CT, various MRI
methods, and PET, the new noninvasive imaging techni-
que of temporal spectral imaging, and in particular its
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Figure 13. (a) Amplitude map of first
principal component (PC) of total Hb
(82% of total variance). (b) Amplitude
map of second PC of total Hb (10%
of total variance). [Reprinted with
permission from R.L. Barbour et al.,
Functional imaging of vascular bed by
dynamic optical tomography. Proceed-
ings of SPIE, vol. 5369, in Physiology,
Function, and Structure from Medical
Images, 2004.]

Figure 12. First (light curve) and second (dark curve) principal
component (PC) of oxyhemoglobin signal computed for reconstructed
image time series for four consecutive cuff inflation cycles.
[Reprinted with permission from R.L. Barbour et al., Functional
imaging of vascular bed by dynamic optical tomography. Proc-
eedings of SPIE, vol. 5369, in Physiology, Function, and Structure
from Medical Images, 2004.]



implementation through diffuse optical tomography is
introduced.
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INTRODUCTION

What is Phantom?

Radiation has both particle and electromagnetic wave
nature. Radiation carries energy; hence, upon striking
the human body, radiation deposits the energy in the
human tissue. This interaction consequently can damage
the tissue by causing strand breaks in genetic molecules
called deoxyribonucleic acid (DNA) in nucleus of living cells.
Such damages are considered a major cause of cancers.

Radiation, such as X rays, (g rays, electrons (or b-
particles), helium ions (or a-particles), and neutrons were

discovered in late nineteenth century to early twentieth
century. Since that time scientists and engineers invented
and developed beneficial applications of radiation by taking
advantages of the penetrating and damaging power of the
radiation. Medical uses are the most noticeable applica-
tions of radiation. Radiation is used to diagnose and cure
human illness.

Radiologists use X rays and other particulate radiation
in hospitals and clinics to diagnose disease through ima-
ging diseased sites. Radiation oncologists use X rays, elec-
trons, and other forms of radiation available in radiation
oncology centers to cure cancer.

While radiation is useful, careless use of radiation
can lead to harmful effects on the health of people.
Therefore, it is quite important to carefully evaluate
the distribution of radiation energy absorbed by human
tissue (or dose) during the radiological procedures. If
the potential radiation damage is not well understood,
clinical uses of new radiation sources without careful
and thorough evaluation must be avoided. Placement of
radiation measurement instrumentation in the human
body is not easy, thus hampering precise dose measure-
ments. Therefore, radiation scientists developed simu-
lated human bodies or organs, herein called phantoms, to
evaluate actual radiation doses. The phantoms are used
to estimate radiation dose and transmission (or atten-
uation) of radiation in the human body for radiological
studies.

Phantom materials for radiology should mimic the
radiological characteristics of tissues. The homogeneity
of radiological characteristics over the phantom is very
important. Often the shape of the phantom should mimic
the shape of a human body or a part of the body. Hence, the
material should be easily made into various shapes and it
should be easy to machine the material. The materials
should maintain the mechanical integrity and the radiolo-
gical characteristics for a long time.

Historical Background

To simulate radiation transport processes in human body,
scientists developed phantoms made of tissue mimicking
materials. The phantom should be made of material that
absorbs and scatter radiation in the same way as the real
tissue. Spires showed that the phantom material should
have the same density as tissue and contain the same
number of electrons per gram (1).

Water was the first material to be used as a tissue
substitute in radiation measurements by Kienbock (2).
Baumeister introduced wax in 1923 (3). The first formu-
lated solid, called Siemen’s Wax, composed of paraffin wax
and magnesium oxide as a corrective filter, was reported by
Ott in 1937 (4). Several similar wax-based products were
subsequently introduced in Europe and North America,
including MixD (5), Harris Wax (6), and M3 (7). Many
phantoms comprised of either simple stacked sheets or
more complex body-like structures have been constructed
from these latter materials.

Plastics and rubbers have found an increasing appli-
cation in the specialty of tissue simulation. From the
polyethylene-based Markite (8) stemmed the conducting
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plastics of Shonka et al. (9) and polyurethane systems of
Griffith et al. (10). The last three products have been used
in the manufacture of elaborate anthropomorphic body
phantoms with airways, simulated lungs, and embedded
skeletons. An important elementally equivalent liquid
system was introduced by Rossi and Failla (8). A mixture
of water, glycerol, urea, and sucrose was used to match an
approximate formula for soft tissue. This mixture was
simplified by Goodman (11) and extended to more complex
elemental formulas (12). Of the tissue substitutes intro-
duced before 1970, only a handful had radiation absorp-
tion and scattering characteristics within � 5% of those
of the corresponding real tissues over extended energy
range, and these included most of the above-mentioned
phantom materials. The most important of them was
water. Fortunately, it was readily available and cheap.
An extensive program of research and development
was initiated at St. Bartholomew’s Hospital in London
in 1970. Over 160 tissue substitutes were formulated,
simulating a wide range of body tissues. Liquid, gel, solid,
and particulate systems were produced for use with
photon and particulate radiations (13–16). Other groups
also developed tissue equivalent materials. Herman
et al. used polyethylene to develop water-equivalent
material, as well as fat and muscle materials in 1980s
(17–19). Homolka et al. used polymer powders together
with suitable additives to adjust photon attenuation
(20,21). They created adipose, muscle, bone, and water
equivalent materials, which simulate radiological char-
acteristics of tissues for low energy photons, that is,
energy < 100 keV for diagnostic X rays. Latest work
includes development of tissue equivalent materials for
pediatric radiology by Bloch et al. (22). Suess et al. manu-
factured a phantom material based on polyurethane resin
for low contrast resolution measurements of computed
tomography (CT) scanners (23). Iwashita used polyur-
ethane resin mixed with CaCO3 to create cortical and
cancellous bones (24). Burmeister et al. made brain tissue
equivalent conducting plastic for low-energy neutron
applications (25).

Physics Background

Medical Radiation. Radiologists and radiation oncolo-
gists use radiation in several forms for diagnostics and
therapy. The most common radiation is photons, which can
be produced by X-ray generators and linear accelerators or
are emitted by radioactive source. The photon energy used
for medical applications ranges from 10 keV to 20 MeV.
Electrons are another common form of radiation for med-
ical uses. Positively charged electron or positrons are used
for diagnostic purpose with positron emission tomography
(PET) scanners. Heavier particles are also employed for
therapeutic radiology. Protons, alpha particles, pi-mesons,
neutrons, and heavy charged particles, such as carbons-
ions were used in the past or are being introduced into
clinic.

Interaction of Radiation with Matter. Photons interact
with matter in three main physical processes: photoelectric
absorption, Compton scattering, and pair production.

Depending on the photon energy, one of three interactions
play major role. Electrons in the energy range of interest
collide with electrons in atoms–molecules of the material.
Electrostatic force is the major interaction mechanism.
Protons and heavy charged particles go through electro-
dynamic interactions similar to electrons. Neutrons do not
carry electric charge; hence, those interact mostly with the
nucleus of atoms.

Photon interaction probability is represented by the
attenuation coefficient, which is the loss rate of photon
particles per unit length from the original photon flight
path. Electron scattering is quantified by stopping power,
which represents electron energy loss rate per unit path.
Energy absorption of radiation in tissue is considered per
unit mass of tissue. The unit of radiation dose is joules per
kilogram (J/kg) or gray (Gy). Mass attenuation coefficient
and mass stopping power are often used to describe
the effectiveness of material to attenuate photons and
electrons.

Radiological Equivalence of Material to Tissue. Ideally, a
phantom material should have the same mass attenuation
coefficient for photons and the same mass stopping power
for electrons as the tissue it simulates. If the phantom can
have the same atomic composition as tissue, those para-
meters of the phantom are the same as those of tissue.
However, making the atomic composition of phantom
exactly the same as tissue is not easily achievable. Hence,
as a guideline of tissue equivalent material, physicists
expect that the material has a similar mass density, effec-
tive atomic number, and electron density as the real tissue.
The reasoning for this approach is the following. As men-
tioned before, photons interact with matter through three
physical mechanisms. The magnitude of the photoelectric
interaction is approximately proportional to a certain
power of the atomic number of the atom. The concept of
the effective atomic number is introduced to present how
close a material is to another material for photons in the
energy range in which the photoelectric effect dominates
as the main interaction process. Such energy range is
generally < 100 keV. The Compton interaction and pair-
production are essentially proportional to the number of
electrons in the material. Electron stopping power is also
proportional to the number of electrons since electrons
directly interact with electrons in the material. Hence,
the electron density of the material is another important
parameter to represent the radiological characteristics of
each material.

Outline

There is concern about the materials used to manufac-
ture phantoms for radiology applications. The next section
gives extensive discussion on the materials mainly devel-
oped by White, Constantinou, and there co-workers. More
detailed discussion can be found in an ICRU report (26)
and relevant references by those authors. The third section
presents how those materials are used for radiation dosi-
metry, radiation therapy, and diagnostic radiology. The
discussion on applications will be limited to photons and
electrons, since most medical applications utilize those
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particles. The last section is devoted to speculative discus-
sion on what types of phantom material will be developed
in the near future.

PHANTOM MATERIALS: SIMULATED TISSUES
AND CRITICAL TISSUE ELEMENTS

The tissue substitutes produced before 1970 were designed
to simulate predominantly muscle, bone, lung, and fat. The
sources of reliable data on elemental composition and mass
densities of real tissues were limited. The main sources
included the reports of Woodard (27), giving the elemental
composition of cortical bone, and a report by the Interna-
tional Commission on Radiological Units and Measure-
ments (28), giving the elemental composition of striated
muscle and compact bone (femur). Unfortunately, there
was a disagreement between the above sources on the
composition of bone, which made bone simulation work
more difficult.

The publication of the Reference Man data by the
International Commission on Radiological Protection
(ICRP) (29) in 1975 and the improvement in available
equipment and technology enabled the formulation of new
tissue substitutes for 15 different tissues that are
described here. The Reference Man publication included
tabulations of the concentrations of 51 elements in 81
organs, tissues, and tissue components. It also included
the mass densities and the ratio of water/fat/protein con-
tents in each one of them. Based on the above information,
White and Constantinou developed substitutes for the
following categories of tissues and body organs:

1. Principal soft tissues, namely, muscle, blood, adipose
tissue, and skin. Adipose tissues are defined by ICRP
as composed of 70% fat, 15% water, and 15% protein
by mass.

2. Principal skeletal tissues, namely, cortical bone,
inner bone, and red marrow. Yellow marrow is very
close to adipose tissue and was not included. The
formula given by Woodard (27) was adopted as more
correct. This reference gives 55.8% Ca plus P, 12.5%
water, 25.2% protein, and 6.5% sugar by mass for
cortical bone.

3. Body organs, namely brain, kidneys, liver, lung, and
thyroid. The elemental data for these organs were
obtained from the ICRP Reference Man document.

4. Average tissues, which included average breast, total
soft tissue, and total skeleton. The latter two formu-
las were derived from the ICRP source, while the
formulas for average breast were based on 50% fat
and 50% water by mass (13). Other formulas for
average breast described in the literature (14,30)
are based on 25% fat-75% muscle, 50% fat-50% mus-
cle, and 75% fat - 25% muscle, referring to young,
middle-aged, and older breast, respectively.

The percentage by mass for the elements H, C, N, O,
Na, Mg, P, S, Cl, K, and Ca in each real tissue is given
in Table 1 with information on mass densities and addi-
tional elements when appropriate. New tissue substi-
tutes presented in this section were formulated so that,
whenever possible, they have exactly the same elemental
composition and mass density as the corresponding real
tissue. In most of the solid substitutes where epoxy resin
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Table 1. Elemental Compositions of the Principal Organs and Tissues, healthy adulta

Elemental Composition (percentage by mass)

Tissue H C N O Na Mg P S Cl K Ca
Other
Elements

Mass Density,
kg�m�3

Principal soft tissues
Adipose tissue 11.2 51.7 1.3 35.5 0.1 0.1 0.1 970
Blood 10.2 11.0 3.3 74.5 0.1 0.1 0.2 0.3 0.2 Fe(0.1) 1060
Muscle 10.2 14.3 3.4 71.0 0.1 0.2 0.3 0.1 0.4 1050
Skin 10.0 20.4 4.2 64.5 0.2 0.1 0.2 0.3 0.1 1090

Principal skeletal tissues
Cortical bone 3.4 15.5 4.2 43.5 0.1 0.2 10.3 0.3 22.5 1920
Inner bone (Spongiosa) 8.5 40.4 2.8 36.7 0.1 0.1 3.4 0.2 0.2 0.1 7.4 Fe(0.1) 1180
Red marrow 10.5 41.4 3.4 43.9 0.1 0.2 0.2 0.2 Fe(0.1) 1030

Body organs
Brain 10.7 14.5 2.2 71.2 0.2 0.4 0.2 0.3 0.3 1040
Kidney 10.3 13.2 3.0 72.4 0.2 0.2 0.2 0.2 0.2 0.1 1050
Liver 10.2 13.9 3.0 71.6 0.2 0.3 0.3 0.2 0.3 1040
Lung 10.3 10.5 3.1 74.9 0.2 0.2 0.3 0.3 0.2 260
Thyroid 10.4 11.9 2.4 74.5 0.2 0.1 0.1 0.2 0.1 I(0.1) 1050

Average tissues
Breast (whole) 11.5 38.7 49.8 960

Average soft tissue (male) 10.5 25.6 2.7 60.2 0.1 0.2 0.3 0.2 0.2 1030

Skelton (sacrum) (whole) 7.4 30.2 3.7 43.8 0.1 4.5 0.2 0.1 0.1 9.8 Fe(0.1) 1290

aSee Ref. 31



systems, acrylics, or polyethylene were used as major
components, a partial replacement of oxygen by carbon
and vice versa had to be accepted. For this reason, an
effort was made to determine which of the elements pre-
sent in various tissues play a critical role in the energy
deposition process when interacting with various radia-
tion modalities. During this evaluation, basic interaction
data have been calculated for photons and electrons from
10 keV up to 100 MeV, protons from 1 up to 1000 MeV, and
neutrons from 100 eV up to 30 MeV. Detailed accounts of
the computations are given in the literature (13,14,32)
and only a summary is given here.

When a photon beam interacts with a tissue, photon
energy absorption scattering depends primarily on the
atomic number Z of the constituents and the electrons/
kilogram of the tissue. Since hydrogen has double the
electron density of other elements, hydrogen and the high
Z constituents of a tissue are the critical elements. Con-
sequently, their percentage by mass in the substitute must
match that of a real tissue as accurately as possible. In
order to evaluate the accuracy with which a substitute
material simulated the corresponding real tissue, the
mass attenuation coefficients (m/r) and energy absorption
coefficients (men/r) were calculated at 33 energy points
between 10 keV and 100 MeV, using the mixture rule:

m=r ¼
X

i

wiðm=rÞi

where wi is the proportion by mass of the ith element having
a coefficient (m/r)i.

The irradiation of tissues with beams of charged
particles, such as electrons and protons, leads to energy
deposition through collisional and radiative processes.
Collisional interactions of incident particles with the
electrons of the target material are the major cause of
energy loss for electrons < 500 keV and protons < 1000
MeV. Radiative (bremsstrahlung) losses become impor-
tant for higher energies. In order to evaluate the new
tissue substitutes for electron and proton interactions,
the collision stopping powers (s/r)coll and the radiative
stopping powers (s/r)rad were calculated for both substi-
tutes and the corresponding real tissues, and comparison
was made between the total stopping powers (s/r)tot of
the substitutes and those of the corresponding real tis-
sues. A phantom material was accepted as a useful sub-
stitute only if its radiation characteristics were within
� 5% of those of the real tissue that it was designed to
simulate.

In the case of tissues being irradiated with neutrons
(10 eV–50 MeV), hydrogen was found to be the most criti-
cal element for all energies. Nitrogen was found to be
the second most important element of neutron energies
< 5 MeV. This is due to the significance of the elastic
scattering of neutrons with hydrogen nuclei at higher
neutron energies 1H(n, n)1H and the contribution of the
capture process 1H(n, g)2H and 14N(n, p)14O at the low and
thermal neutron energies. Oxygen and carbon play a great
role than nitrogen above 10 MeV. For neutron energies
up to 14 MeV, the interactions with hydrogen account for
70–90% of the total dose in soft tissue (33,34). In view of

the above finding, efforts were made to match the hydro-
gen, oxygen, carbon, and nitrogen contents of all the
substitutes to those of the real tissues as accurately as
possible.

The relative proportion of carbon and oxygen in tissue
was found to be less critical in the attenuation and energy
absorption from neutrons and high energy protons. Trace
elements, with concentrations of < 0.5% by mass, were
found to play no significant role in the absorption of
energy from fast neutrons, high energy protons, and
X rays > 100 keV. Detailed calculation and tabulation
of the above-mentioned radiation interaction quantities
for all the real tissues and their substitute material are
available in the literature (13,14,30,35).

FORMULATION PROCEDURES

Three main methods were applied in the formulation of the
tissue substitutes described in this article, namely, the
elemental equivalence method, the basic data method,
and the effective atomic number method. The following
criteria formed the basis of the tissue simulation studies.

Criteria for Tissue Equivalence

Two materials will absorb and scatter any type of radiation
in the same way, only if the following quantities are
identical between them: (1) photon mass attenuation and
mass absorption coefficients, (2) electron mass stopping
powers and mass angular scattering powers, (3) mass
stopping powers for heavy charged particles and heavy
ions, (4) neutron interaction cross-sections and kerma
factors, and (5) the mass densities of the two materials
must be the same. A brief description of the formulation
methods is now presented.

Method of Elemental Equivalence

Based on the above criteria, it is obvious that only material
with the same elemental constituents and in the same
proportion by mass as the corresponding real tissue can
be termed tissue equivalent for all radiation modalities. A
number of such materials were formulated, particularly in
the liquid and gel phase (14,15,30,36). If a substitute is
elementally correct and has the correct bulk density, the
only source of error in the absorbed dose calculations from
measurements in the phantom material will be phase
differences due to differences in chemical binding. Such
errors are difficult to evaluate because of lack of extensive
data, but they have been found small and rather insignif-
icant in conventional radiation dosimetry.

The method of elemental equivalence was first applied
by Rossi and Failla (8) who tried to reproduce an approx-
imate formula for soft tissue (C5H40O16N)n. They formu-
lated a mixture of water–glycerol–urea and sucrose, which
had the formula C5H37.6O18N0.97, but their publication did
not explain how they arrived at their formulation. Frigerio
et al. (37) used water as base material and then selected
compound that could be dissolved in it in such proportions
as to satisfy the CHNO molar ratio. They considered each
compound as the sum of two components one of which
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was water; for example, glycerol C3H2(H2O)3 can be
written as C3H8O3. Using this approach, they produced
a liquid system with elemental composition almost iden-
tical to that of muscle tissue.

The method of elemental equivalence was applied later
with minor modifications (14,30), and as a result > 35
tissue equivalent liquids and gels were formulated. The
following constraints were used during this work.

1. Once a base material was selected, the additives
should be chosen from a library of compounds that
are neither toxic nor corrosive, explosive, volatile, or
carcinogenic.

2. The number of components should be kept to a
minimum.

3. The proportion by mass of each constituents of a
tissue substitute should be within 0.5% of that of
the real tissue, except for hydrogen for which the
agreement should be within 0.1%.

The basic steps followed in the formulation of elemen-
tally correct tissue substitutes have been reported in the
references cited.

Basic Data Method

The second most accurate method of formulating tissue
substitutes is the basic data method, which matches basic
interaction data, for example, mass attenuation coeffi-
cients for photoelectric and Compton scattering, and mass
stopping powers of the tissue substitutes to those for the
body tissue over the required energy interval. This method
was used by White (13,38) to formulate a large group of
solid and liquid tissue substitutes for use with photons and
electrons. The mathematical procedures developed enable
two-component tissue substitutes (base material þ filter)
to be formulated for a given base material, with the most
appropriate filler being selected from a library of com-
pounds. Any degree of matching accuracy (e.g., 1% between
m/r values) can be specified. Recently, Homolka et al. (21)
developed a computer program, which minimizes the dif-
ference between the linear attenuation coefficients of a
phantom material and a tissue by considering the energy
dependence of the attenuation coefficient. The program
optimizes the components of base materials, such as poly-
styrene, polypropylene, and high density polyethylene
together with admixtures of TiO2, MgO, CaCO2, and gra-
phite. They showed that the measured Hounsfield number
of the water equivalent phantom material agrees with
those of water within eight Hounsfield units for X ray
energy from 80 to 140 kV.

Effective Atomic Number Method

An indirect method of simulation is based on effective
atomic number, Ẑ, which may be used to characterize a
partial mass attenuation coefficient (t/r, se/r, k/r, etc.) for a
given group of elements and specified photon energy. The
fundamental assumption for this method is that materials
with the same value of the product of electron density and
Zx, where x is the Z exponent derived for a given partial
interaction process, as a reference material shows the same

photon and electron interaction characteristics as the
reference material. A formulation technique similar to
the basic data method can be derived, that is, the selection
of an appropriate filler for a specific base material and the
establishment of the relative proportions to achieve a
specified degree of matching accuracy of the electron den-
sity and the effective atomic number between two materi-
als. Accounts of this method were given by White et al. (39)
and Geske (40).

MATERIALS AND METHOD OF MANUFACTURE OF THE
NEW TISSUE SUBSTITUTES

Phantom materials currently in use can be grouped in-to
four types depending on the base material. White et al.
mainly developed epoxy-resin-based material (13,14,16,
38,41,42). Hermann et al. used polyethylene-based tech-
nique. 17Homolka’s group made phantoms based on fine-
polymer powers, such as polyethylene, polypropylene,
polystyrene orpolyurethane (20). Suess, Iwashitaand others
used polyurethane resin (23,24). Since one of the current
authors is very familiar with the epoxy-resin-based method
and other methods use similar manufacturing techniques
except the base material, more space is devoted to discussing
the epoxy-resin-based phantom in this section than other
methods.

Epoxy Resin-Based Method

Materials. The base materials used by White and
Constantinou for the manufacturing of solid-phantom
materials included four epoxy resin systems designated
CB1, CB2, CB3, and CB4, respectively. The epoxy resin
systems consist of a viscous resin and a lower viscosity
liquid hardener (Diluents). The two are mixed in such
proportions by mass as determined by the chemical reac-
tion occurring during the curing process. The constitutes
and elemental compositions of the epoxy-resin systems
used in the manufacture of the new tissue substitutes were
described in detail (14,38). These resin systems are rich in
hydrogen (7.9–11.3% by mass) and nitrogen (1.60–65.62%
by mass), but they are rather low in oxygen (13.15–20.57%
by mass), compared to what is needed to match the oxygen
content of the real tissue. As a result, in most solid sub-
stitutes, part of the oxygen needed was replaced by carbon,
but an effort was made to have the sum of (CþO) in the
substitute equal to that in the real tissue. Following the
addition of the necessary powdered filler, low density
(� 200 kg�m3) phenolic microspheres (PMS) are also added
in small precalculated quantities to make the bulk density
of the mixture match that of real tissues. In the case of lung
substitutes, the addition of a foaming agent (DC1107) in
quantities of 1% by mass or less leads to sample with bulk
densities as low as 200 kg�m�3 (43).

In the case of liquid substitutes, water was selected as
the base material because it is an important component of
real tissues and it is readily available. Various organic and
inorganic compounds can be dissolved in it, in proportions
necessary to satisfy the requirements for both the main
elements C, H, N, O and the trace elements, such as Na,
Mg, P, S, Co, K, and Ca.
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The use of gelatin facilitated the formulation of many
gel substitutes useful for short-term applications. For
the production of elementally equivalent material, gela-
tin is preferred to other gelling agents such as agar (37)
and Laponite used in the production of thyrotrophic gels
(44), because it has an elemental composition very close
to that of protein. Since real tissues are composed of
varying proportions of water, carbohydrates, protein,
and fat, it is easier to formulate elementally correct
gel substitutes with it. By adding trace quantities of
bacteriostatic agent (e.g., sodium azide) and sealing
them into polyethylene base, gels can be preserved for
longer periods.

Mixing Procedures. The manufacture of a solid sub-
stitute starts by adding first the appropriate quantity of
the resin into a Pyrex reaction vessel followed by the lower
viscosity hardener–diluent. The powder fillers are then
added in order of decreasing mass density. Following a
short manual mix, a ground glass lid is attached to the
reaction vessel. This lid has one central and two periph-
eral glands (openings). A twin-bladed rotor is passed
through the central gland and connected to an electric
stirrer. One of the peripheral gland openings is connected
to a vacuum pump while the third is used to control the air
pressure inside the mixing vessel. During mixing, the
system is evacuated to approximately 1.3 Pa (10�2

mmHg). The trapped air escapes as the rotor blades break
the resulting foam. After � 20 min of stirring under
reduced pressure, a homogeneous, air-free mix is
obtained. The vacuum is then released and the mix is
carefully poured into waxed metal, silicon, rubber, or
Teflon molds. A more detailed description is found in
the references listed above.

When mixing lung substitutes, no vacuum is applied.
The components are mixed thoroughly under atmospheric
pressure and then a liquid foaming agent is added (acti-
vator DC1107) and quickly stirred into the mix. The foam-
ing action starts in � 30 s and the mixture must be poured
in the mold to foam to the required mass density. The
resulting bulk density depends on the volume of the
activator added. For example, 170 kg mass of foaming
agent will result in a lung substitute with a density of
� 250 kg�m�3.

The manufacture of water-based liquid and gel substi-
tutes is relatively easy. The required quantity of distilled
water is used and the inorganic compound necessary for
the introduction of trace elements are stirred into solution
one by one, ensuring that each is completely dissolved,
before adding the next, thus avoiding the formation of
intermediate precipitates. Urea, commonly used to satisfy
the nitrogen requirements, is dissolved next, followed by
any other organic liquid components. If a gel substitute is
required, the water with the dissolved trace elements is
heated up to � 80 8C before adding and dissolving the
necessary quantity of gelatin. Once a clear uniform solu-
tion is obtained, it is left to cool to almost room temperature
before the remaining components and the bacteriostatic
agent are added. The mixture is usually added into poly-
ethylene bags, heat sealed to inhibit water loss, and left to
gel before use.

Polyethylene-Based Method

This method uses polyethylene powder and inorganic
admixtures, CaCO3 and MgO, in powdered form (17,18).
The polyethylene powder has a melting point of 105 8C and
density of 0.917 g�cm�3. A processing temperature is 200–
240 8C. Dry mixing of the polyethylene powder and inor-
ganic powder is performed in a long Plexiglas drum rotated
on a lath, with internal Plexiglas shelves providing mixing.
The mixture was then poured on iron plates that carried
quadratic iron frames. Plastic plates are formed during
melting at 180 8C. Homogeneous and smooth plastics are
obtained with inorganic admixtures of up to 10 % of the
total mass. Machining is easy to make different thickness
of plates. For making thinner foils, a milling machine was
provided with a vacuum fixing device.

Polymer Powder-Based Method

Homolka and Nowotny discusses the manufacturing tech-
nique of polymer powder-based phantom in a publication
(20). The base materials for this method are polymer
powders made of polyethylene (PE), polypropylene (PP),
polystyrene (PS), and polyurethane (PU). All powders
are particles of sizes much < 100 mm. Typical additives
were CaCO3, MgO, TiO2, calcium hydroxyapatite (bone
mineral), and high purity graphite. These additives are
available in a suitable grain size< 100mm. A base material
is mixed with additives using a ball mill. The material then
is sintered in an evacuated vessel at temperature above the
melting point of the polymers. The melting temperature
(softening temperature) of PE, PP, and PS are 107, 165, and
88 8C, respectively. To remove any air or other gases, a
pressure of� 1 Pa was applied during the sintering process.

Polyurethane-Based Method

Polyurethane consists of a chain of organic units joined by
urethane links. It can be made in a variety of textures and
hardness by varying the particular monomers and adding
other substances. It is most commonly used to produce
foam rubber. Suess and Kalendar manufactured tissue
equivalent phantom materials using low density polyur-
ethane-resin (23). The resin has a high viscosity, leading to
a homogeneous mixing of fillers. The stirring of the resin,
hardening, and additives are done under vacuum condi-
tions. Air bubbles are removed at pressures < 100 Pa. The
ingredients are dehumidified since different degrees of
humidity interfere with the polymerization and causes
variations in the cured resin density. The temperature of
the base materials aremaintained at20 8C beforemixing and
at40 8Cduringcuring.Thedensityof thematerial ismodified
by adding small amounts of low density phenolic micro-
spheres and high density poly(tetrafluorethylene) powder.

Quality Control

Quality control is necessary in order to maintain the
quality of the manufactured substitutes. Two simple and
effective types of investigations are usually performed,
namely, mass density measurements and radiographic
imaging. Casing or machining rigid solids into cubes or
cylinders and measuring their mass and volume directly
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provides mass density data with an error of � 0.5%. Den-
sity bottles are useful for mass density determinations of
liquids and gels.

The use of X rays in the 20–50 keV energy range and
computed tomography scans are simple and sensitive
methods for homogeneity test on the tissue substitutes.
With radiographic techniques, the smallest detectable size
of high atomic number particulate fillers or trapped air
pockets are � 100 mm. The high contract resolution of CT
scanners is limited to � 0.6 mm, but the ability of the
scanners to show low contrast differences can help in
detecting unacceptably nonuniform macroscopic areas in
the samples. Optical transmission microscopy of thin sam-
ple scan offers more sophisticated uniformity testing if a
high degree of homogeneity is required

The uniformity of the manufactured solid substitutes
may be tested by mass density determinations, multiple
slice CT scanning, and conventional radiographic techni-
ques as discussed above. The mass densities at different
point in a well made sample were found to be within
�0.5% of the average value, except for lung substitutes,
which show a density variation of up to�3% of the average
value.

CLASSIFICATION AND TESTING OF THE NEW TISSUE
SUBSTITUTES

The available tissue substitutes were classified according
to the magnitude of the discrepancy between their radia-
tion characteristics and the radiation characteristics of the
corresponding real tissues. A muscle substitute, for exam-
ple, with mass attenuation and mass energy absorption
coefficients within 5% of the same coefficient for real
muscle, is considered as Class A substitute for photon
interactions. If the discrepancy is between 5 and 20%,
the substitute is called Class B material and if the error
exceeds 20%, the substitute is termed Class C. In addition,
material with discrepancy within 1% are called tissue
equivalent and classified as A�. A tissue substitute that
is not elementally correct could be Class A for one radiation
modality, but may be Class B or even Class C for another.
Table 2 shows some of the recommended tissue substitutes
and their components by mass, while Table 3 shows their
classification for photon, electron, proton, and neutron
interactions. The best results are obtained with Class A�

materials, which are elementally correct and have mass
densities within �1% of the real tissue densities. The
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Table 2. Tissue Substitutes

Tissue Substitutes Description Kg�m�3 References

Adipose Tissue
AP/SF1 Flexible solid based on Epoxy CB3 with fillers of glucose, polyethylene, and phenolic

microspheres; a four-component formula is available for trace elements
920 14

AP6 Rigid solid using low exotherm Epoxy CB4; fillers are Teflon, polyethylene,
and phenolic microspheres

920 40

AP/LS Water-based substitutes containing urea, propanol, and phospheoric acid;
a four-component formula is available for trace elements

920 14

RF1 Polyethylene-based solid, fat equivalent 930 18
Blood

BL/L2 Water-based substitutes containing urea, ethylene glycol, and acetic acid;
trace elements are available (five components)

1060 14

Muscle
A150 Polymer-based (electrically conducting) substitute comprising polyethylene,

nylon, carbon, and calcium fluoride
1120 9, 47

Griffith urethane Polyurethane-based material having calcium carbonate as filler 1120 10
MS/SR4 Rigid solid using Epoxy CB4 and fillers urea, polyethylene, and phenolic

microspheres; five-component formula for trace elements are available
1060 14

MS20 Rigid end-product made up of Epoxy CB2 and fillers magnesium oxide, polyethylene,
and phenolic microspheres

1000 40

Figerio liquid Water-based substitute containing urea, ethylene glycol, and glycerol; a
six-component formula for trace elements is available

1080 12

MS/L1 Water-based substitute containing urea, ethylene glycol, urea, and acetic acid;
a six-component formula for trace elements is available

1070 14, 30

Water H2O 1000 2
MS/G1 A water–gelatin gel containing ethanol and, if required, a six-component formulation

for trace elements
1060 14,30

MS/G2 As MS/G1, but urea and propanol replace ethanol. 1050 14,30
RM1 Polyethylene-based solid. 1030 18

Cortical bone
B110 A polymer-based electrically conducting, material made up of nylon, polyethylene,

carbon, and calcium fluoride
1790 48

HB/SR4 Rigid end-product comprising Epoxy CB2, urea, calcium oxide, calcium hydrogen
orthophosphate, magnesium sulfate, and sodium sulfate

1670 14

SB3 Rigid end-product comprising Epoxy CB2 and calcium carbonate 1790 42
Witt liquid Saturated solution of dipotassium hydrogen orthophosphate in water 1720 49
BTES Polymer-based material made up of Araldite GY6010, Jeffamine T403, silicon dioxide,

and calcium carbonate
1400 22



two-part code used indicates the type of tissue being
simulated; for example, MS is muscle and BRN is brain,
and whether the end product is solid flexible (SF), solid
rigid (SR), liquid (L), and so on. Table 4 shows the ele-
mental composition of the recommended substitutes.

As an example for agreement of photon interaction
parameters between real tissue and a tissue mimicking
material, the mass absorption coefficients for adult adipose
tissue and AP6 for photon energies ranging from 10 keV to
10 MeV were calculated. The adult adipose tissue data

were obtained from an ICRU report (31). The book compiles
photon, electron, proton, and neutron data for body tissues.
The AP6 data were calculated using the atomic composi-
tion given in Table 3 and the photon interaction data
compiled in a NIST report (45). Figure 1 shows an excellent
agreement of the interaction parameter between two
materials. Table 3 indicates that AP6 is Class A material
of the adipose tissue for the entire photon energy range.

Several experiments were carried out to verify the
accuracy with which the various substitutes simulate
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Inner bone
IB/SR1 Epoxy resin-based (CB2) solid having filers of calcium orthophosphate, polyethylene,

and sodium nitrate
1150 14

IB7 Rigid solid based on Epoxy CB4; fillers are calcium carbonate polyethylene,
and phenolic microspheres

1120 40

IB/L1 Water-based substitute comprising dipotassium hydrogen orthophosphate, sodium
nitrate, phosphoric acid, urea, and ethylene glycol

1140 14

Red marrow
RM/SR4 Rigid solid using Epoxy CB4 and fillers of ammonium nitrate, polyethylene, and

phenolic microspheres; a five-component formula for trace elements is available
1030 14

RM/L3 Water-based substitute containing urea and glycerol; a five-component formula for
trace elements is available

1040 14

RM/G1 A water–gelatin gel containing glucose; trace elements may be added using a
four-component formulation

1070 14

Brain
BRN/SR2 Epoxy resin-based (CB2) solid using fillers of acrylics and polyethylene; formula

(five-components) for trace element is available
1040 14

BRN/L6 Water-based substitute containing urea, ethanol, and glycerol; a four-component
formula for trace elements is available

1040 14, 30

A181 Polyethylene-based solid 25

Kidney
KD/L1 Water-based substitute containing sodium chloride, dipotassium hydrogen ortho-

phosphate, urea, and ethylene glycol
1050 14, 30

Liver
LV/L1 Water-based substitute containing sodium chloride, dipotassium hydrogen sulfate,

sodium chloride, urea, ethanol, and glycol
1060 14, 30

Lung
LN/SB4 Foamed rigid epoxy (CB4) system; fillers include urea, polyethylene and the foaming

agent DC1107; a five-component formula is available for trace elements
300 14

LN10/75 Foamed rigid epoxy (CV2) system; fillers include polyethylene, magnesium oxide,
phenolic, microspheres, surfactant DC200/50, and the foaming agent DC1107

310 42

LTES Epoxy resin-based system; fillers include phenolic microspheres, surfactant, and
foaming agent DC1107,

300 22

Thyroid
TH/L2 Water-based substitute containing urea, ethylene glycol, and acetic acid; a three-

component formula for trace elements is available
1080 14, 30

Average breast
BR12 Rigid solid using low exotherm Epoxy CB4; fillers are calcium carbonate, polyethylene,

and phenolic microspheres
970 40

AV.BR/L2 Water-based substitute containing ethanol and pentanediol 960 14
Total soft tissue

TST/L3 Water-based substitute containing urea, ethanol, and ethylene glycol;
a five-component formula is available for trace elements

1040 14

Total skeleton
TSK/SF3 Flexible solid-based on Epoxy CB3; fillers include calcium hydrogen orthophosphate,

calcium orthophosphate, and acrylics; a three-component formula is available for
trace elements

1360 14

TSK/L1 Water-based substitute containing diammoonium hydrogen orthophosphate, dipotassium
hydrogen orthophosphate, and glucose

1360 14

Table 2. (Continued)

Tissue Substitutes Description Kg�m�3 References



the corresponding real tissues. In one such series of experi-
ments, thin-walled cells with 10 	 10 cm2 cross section
were filled with real tissues and immersed in to appro-
priate tissue equivalent liquid to displace equal volume of
that liquid. Central axis depth doses and beam profiles
were then measured in the liquid behind the cells and the
results compared with those obtained in the liquid alone.
The material used or the construction of the cells was solid
muscle substitute for the comparison with human muscle,
beef stake, and pork, Brain substitute was used for the
comparison with human brain. Co-60 g source was used for
the irradiation experiments. In no case did the readings at

the depth differ by > 1% in each comparison. Similar tests
were made with a 160 MeV synchrocyclotron proton beam
and a neutron beam with average energy of 7.5 MeV
(14,46). The results with the substitutes in place were
generally within 0.5% of the readings for real tissues. In
another series of tests, the relationship between the
attenuation coefficients and the Hounsfield units mea-
sured with a computed tomography (CT) scanner was
established first using 120 kVp X rays, and then the CT
numbers were measured for a range of the new tissue
substitutes. The attenuation coefficients derived from
the measured CT number of each material was compared
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Table 3. Classification of Tissue Substitute

Classification

Photons Electrons Protons Neutrons

Tissue being
simulated Substitute Phase

10–99
keV

100 keV–
100 MeV

10 keV–
100 MeV

1–1000
MeV

1–99
keV

100 keV–
30 MeV

Adipose
tissue

AP/SF1 Solid B A A�(A) A A� A

AP6 Solid A A A B C C
AP/L2 Liquid C B A(B) A A� A
AP/RF1 Solid A

Blood BL/L2 Liquid A A A�(a) A� A� A�

Muscle A150 Solid C B B B A B
Griffith

urethane
Solid B B B B B B

MS/SR4 Solid C B B B A B
MS20 Solid A A A B B B
Figerio liquid Liquid A� A� A� A� A� A�

MS/L1 Liquid A� A� A� A� A� A�

Water Liquid A A(A�) A� A B B
MS/G1 Gel A A� A� A� A� A�

MS/G2 Gel A A� A� A� A� A�

MS/RM1 Solid A
Cortical bone B110 Solid A� A A B B B

HB/SR4 Solid B A A B C C
SB3 Solid A A A A C B
Witt liquid Liquid A(B) A A A C C
BTES Solid A� A�

Inner bone IB/SR1 Solid B B B B A B
IB7 Solid A B(A) A(B) A B C
IB/L1 Liquid B A(B) A A A� A

Red marrow RM/SR4 Solid C B(A) A(B) A A� A
RM/L3 Liquid C B A(B) B A� B
RM/G1 Gel C B A(B) B A� B

Brain BRN/SR2 Solid C B B B A B
BRN/L6 Liquid A� A� A� A� A� A�

A181 Solid A A
Kidney KD/L1 Liquid A A� A� A� A� A�

Liver LV/L1 Liquid A� A� A� A� A A�

Lung LN/SB4 Solid C B B B A B
LN1 Solid A A A B C C
LN10 Solid A B(A) A(B) B A B
LTES Solid A� A�

Thyroid TH/L2 Liquid A(B) A�(B) A� A� A� A�

Average breast BR12 Solid A A A B C C
AV.BR/L2 Liquid A� A� A� A� A� A�

Total soft tissue TST/L3 Liquid A� A� A� A� A� A�

Total skeleton TSK/SF3 Solid A A A A A B
TSK/L1 Liquid B A�(B) A�(B) A B B
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Table 4. Elemental Compositions of the Tissue Substitute

Elemental Composition (percentage by weight)

Tissue Substitutes H C N O Na Mg P S Cl K Ca
Other

Elements

Adipose tissue
AP/SF1 11.96 75.50 0.80 11.11 0.05 0.02 0.07 0.45 0.03 0.02
AP6 8.36 69.14 2.36 16.94 0.14 F(3.07)
AP/L2 12.12 29.29 0.80 57.40 0.05 0.002 0.18 0.12 0.08 0.002
AP/RF1 14.11 84.07 0.92 0.30 0.60

Blood
BL/L2 10.01 9.82 2.91 76.37 0.18 0.002 0.20 0.27 0.14 0.004

Muscle
A150 10.10 77.60 3.50 5.20 1.80 F(1.70)

Griffith urethane 9.00 60.20 2.80 26.60 1.72 Sn(0.01)
MS/SR4 9.50 70.28 3.48 15.55 0.08/ 0.02 0.18 0.50 0.12 0.30 0.01
MS20 8.12 58.35 1.78 18.64 13.03 0.09 0.39 0.01
Figerio liquid 10.20 12.30 3.50 72.89 0.07 0.02 0.20 0.32 0.08 0.39 0.01
MS/L1 10.20 12.30 3.50 72.90 0.07 0.02 0.20 0.32 0.09 0.39 0.01
Water 11.19 88.81
MS/G1 10.20 12.51 3.50 73.00 0.07 0.02 0.20 0.09 0.39 0.01
MS/G2 10.35 12.31 3.50 73.04 0.07 0.02 0.20 0.09 0.39 0.01
MS/RM1 12.24 73.36 6.37 6.03 2.00

Cortical bone
B110 3.70 37.10 3.20 4.80 26.29 F(24.39)
HB/SR4 4.45 29.09 3.88 31.93 0.06 0.21 10.00 0.32 0.06 19.99
SB3 3.10 31.26 0.99 37.57 0.05 27.03
Witt liquid 4.70 56.80 10.90 27.90
BTES 4.0 37.8 1.5 35.3 0.1 9.4 Si(11.9)

Inner bone
IB/SR1 8.73 63.19 2.36 17.83 0.06 2.62 0.12 5.09
IB7 6.86 59.01 2.08 24.12 0.12 7.81
IB/L1 8.65 17.27 2.58 60.83 0.06 2.49 4.99

Red marrow
RM/SR4 10.08 73.57 2.16 13.77 0.01 0.003 0.03 0.14 0.11 0.15
RM/L3 10.17 12.77 2.22 74.24 0.08 0.03 0.15 0.17 0.17
RM/G1 10.20 9.38 2.36 78.18 0.08 0.03 0.15 0.17 0.17

Brain
BRN/SR2 10.69 72.33 1.28 14.59 0.18 0.01 0.36 0.06 0.30 0.01
BRN/L6 10.68 15.14 1.29 71.67 0.18 0.34 0.17 0.23 0.30
A181 10.7 80.3 2.2 3.3 1.8 F(1.7)

Kidney
KD/L1 10.40 11.35 2.74 74.50 0.18 0.19 0.28 0.25

Liver
LV/L1 10.18 14.40 2.83 71.80 0.11 0.24 0.18 0.29

Lung
LN/SB4 9.70 70.26 2.80 16.30 0.17 0.01 0.12 0.22 0.11 0.19 0.01 Si(0.50)
LN1 6.00 51.44 4.29 30.72 Al(7.55)
LN10 8.38 60.40 1.68 17.28 11.4 0.15 Si(0.84)
LTES 7.0 57.4 2.1 22.4 9.3 1.7 9.1

Thyroid
TH/L2 10.01 13.58 2.20 73.52 0.22 0.08 0.14 0.19 I(0.06)

Average Breast
BR12 8.68 69.95 2.37 17.91 0.14 0.95
AV.BR/L2 11.79 37.86 50.41

Total soft tissue
TST/L3 10.46 23.33 2.59 62.54 0.11 0.01 0.13 0.20 0.13 0.20 0.02

Total skeleton
TSK/SF3 7.16 45.50 3.08 26.12 0.31 0.12 7.02 0.16 0.47 0.15 10.03
TSK/L1 7.45 4.64 2.94 66.93 0.32 7.00 0.13 10.15



to the calculated m value of each material. The measured m

values were generally within 2% of the computed ones (14).

APPLICATIONS: RADIATION DOSIMETRY

Radiation exposure is equal to the number of electric
charges liberated by interaction of photons with air. The
gold standard for exposure measurement is a free-air
chamber. The chamber size must be large enough to stop
photons and associated secondary electrons. Since the size
could be very large for practical uses, physicists developed
small cylindrical chambers called thimble chambers by
making the chamber wall with air-equivalent material
(47–49). Graphite, Bakelite (C43H38O7), or mixture of those
is commonly used as the wall material. These have a
smaller effective atomic number than that of air; but, it
is accepted because the central electrode of the ionization
chamber is usually made of aluminum, whose atomic
number, 13, is much larger than air (or 7.67).

Radiation dose absorbed in tissue is the most important
physical parameter for therapeutic applications of radia-
tion. It can cause fatal effects on a person or may fail to kill
the malignant cells of a patient unless the delivered dose is
carefully monitored. The mail instrument for dose mea-
surement is the ionization chamber. The most common
ionization chambers for dose measurement are cylindrical
with an outer diameter of � 1 cm and a length of air cavity
of � 2 cm. When the ionization chamber is used in a solid
phantom or water, some corrections are needed to estimate
the dose in the medium because of differences in materials
of air, the chamber wall, and the phantom material (50).

Absorbed dose in real patients can be measured by
placing radiation detectors on or inside the patient during
treatment. Thermoluminescent detector (TLD), a solid-
state detector, is a well-established instrument for the in

vivo dose measurements. The TLD is made of thermolu-
minescent material, which absorbs radiation energy. The
electric charges created in the material can be measured by
heating the chip after irradiation and used to estimate the
absorbed dose. In addition to the thermoluminescent char-
acteristics, TLD should be radiologically equivalent to
tissue. The common TLD material is lithium fluoride
(LiF) with some impurities such as Magnesium (Mg) or
Titanium (Ti) to improve the property. The effective atomic
number is kept close to the tissue, or 8.2, for LiF TLD to
minimize the fluence disturbance due to a foreign material
placed in tissue. Since the TLD material is not identical to
tissue, the response to radiation is different for that of
tissue. A great concern exists when absorbed dose for low
energy photons, or energies < 100 keV, must be measured
because the radiation response is very different from the
tissue in this energy range (47).

APPLICATIONS: RADIATION THERAPY

Accurate prediction of radiation dose delivered to patients
is the most important step to generate effective radiother-
apy treatment strategies. Medical physicists, who are
responsible for physical aspects of the treatment planning,
have to establish the physical data necessary for radio-
therapy before anyone can be treated and even during
actual treatment. For given radiation sources, medical
physicists have to know how much radiation energy or
dose is absorbed at any point in the patient’s body. Gen-
erally, computers are used to predict the dose distribution.
The computer can calculate doses using radiation source
specific physical data incorporated in the software. The
necessary data vary according to the calculation model
used by the computer program. In general the absolute
dose at any point or at any depth in the human body and
the relative dose in the entire body are needed.

Medical physicists have developed many physics con-
cepts since radiation sources were introduced into the
clinic. For radiotherapy using electron accelerators, med-
ical physicists introduced three important concepts: output
factor, depth dose, and beam profile (48,49). The output
factor is the radiation dose at a specific depth along the
central beam axis or at a reference point for a given
standard field size, (e.g., 10 	 10 cm). The depth dose gives
the dose to a point at a given depth as a fraction of the dose
at the reference point along the central beam axis. The
beam profile shows the variation of dose along a line on a
plane perpendicular to the central beam axis.

Physical models of the radiation source and human body
are not perfect. Dose calculations in a real human body are
difficult because of the variation in shape and tissue
densities. Consequently, necessary data must be mea-
sured. The measurements are generally performed in a
uniform and large medium, such as a water phantom.

Tissue Equivalent Phantom

Water. Water is a favorite medium for dose measure-
ments for several reasons. Water is nearly tissue equiva-
lent and inexpensive (or readily available). Furthermore, a
radiation detector can be scanned through in water for dose
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Figure 1. Comparison of mass attenuation coefficient for adult
adipose tissue and tissue-mimicking material AP6.



measurements at points spaced very closely. One should
remember, however, that the equivalence of water to tissue
depends on the photon energy and the tissue to which
water is compared. Mass attenuation coefficients of water,
muscle, and adipose tissue were evaluated for photons in
the energy range between 1 keV and 20 MeV. The ratios of
water to muscle and water to adipose tissue are plotted in
Fig. 2. The mass attenuation coefficients of water are 1 %
larger than those of muscle and adipose tissue for energies
> 0.1 MeV. However, in the energy range between 0.01 and
0.1 MeV the mass attenuation coefficients of water are
smaller as much as 1.5% with those of muscle and adipose
tissue.

Solid Phantom. Liquid water is cumbersome to use in a
high electric voltage environment such as in an accelerator
room. Hence, medical physicists manufactured water-
equivalent solid phantoms. There are a few solid phantom
materials currently available commercially. The list of
products is given in Table 5. Poly (methyl methacrylate)

or acrylic is sold under names of Lucite, Plexiglas, or
Perspex. Polystyrene has usually clear color and it is
common phantom material for physics quality assurance
programs because of relatively low price. Physicists dis-
covered that PMMA and polystyrene leads to as much as
5% error when those are used for the absolute dose mea-
surements of electron beams. Hence, an epoxy resin-based
solid water material was developed as a substitute for
water (16). It was made to simulate radiological character-
istics of water more accurately than PMMA and polystyr-
ene. Both mass attenuation coefficients and electron
stopping powers of the solid water agree with those of
water within 1% for the energy range between 10 keV
and 100 MeV (51).

The new generation of solid water is being manufac-
tured by Gammex-RMI (Middleton, WI). The phantoms are
available in slabs of various sizes and thickness as seen in
Fig. 3. Plastic Water was developed by CIRS (Computer-
ized Imaging Reference Systems Inc., Norfolk, VA). It is a
variation of the solid water. It is flexible. It was shown that
measured outputs of electron beams in the Plastic Water
agree with water within 0.5% for energy ranging from 4 to
20 MeV (52). Med-Tec, Inc. (Orange City, IA) is manufac-
turing what they call Virtual Water, which has the same
chemical composition and density as solid water, but the
manufacturing process is different. Hermann et al. devel-
oped polyethylene-based water-equivalent solid material
(17). The material is manufactured by PTW (Freiburg,
Germany) and it is sold as White Water or RW3. It contains
titanium oxide as additive.

The dose at a depth (5 or 7 cm for photon beams and the
depth of dose maximum for electron beams) in solid phan-
toms was measured with ionization chambers for various
photon and electron energies. The results were compared
with the dose measured in water. Figure 4 shows the ratio
of measured doses in a solid phantom and water for plastic
water (PW), white water (RW-3), solid water (SW-451 and
SW-457), and virtual water (VW) (52,53). The horizontal
axis of the figure indicates the photon energy. The larger
the ionization ratio, the higher the photon energy. The
beam energy ranges from Co-60 g ray (1.25 MeV) to 24 MV.
The solid water and virtual water show the best agreement
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Figure 2. The ratio of mass attenuation coefficients between
water and muscle or adipose tissue versus photon energy.

Table 5. Elemental Compositions of Common Water-Equivalent Phantom Materials

Elemental Composition (percentage by mass)

Tissue H B C N O Mg Al Cl Ca
Other

Elements
Mass Density,

kg�m�3 Zeff

N,
e�kg�1 	 1026

PMMAa

(Acrylic)
Lucite, Plexiglas,

Perspex
8.0 60.0 32.0 1170 6.24 3.25

Polystyrene 7.7 92.3 1060 5.69 3.24
Solid water

457
GAMMEX-RMI 8.1 67.2 2.4 19.9 0.1 2.3 1042 8.06 3.34

Virtual water MEDTEC 8.1 67.2 2.4 19.9 0.1 2.3 1070 8.06 3.48
Plastic water CIRS 7.4 2.26 46.7 1.56 33.52 6.88 1.4 0.24 1030 7.92 3.336
White water

RW3
PTW 7.61 91.38 0.14 Ti(0.78) 1045 5.71 3.383

Polymer gel MGS 10.42 10.45 2.44 76.68 1050 7.37 3.49
Water 11.19 88.81 1000 7.42 3.343

aPoly (methyl methacrylate ¼ PMMA.)



among the evaluated materials. The results for electron
beams are given in Fig. 5, where the horizontal axis
indicates the effective energy, which is an approximation
of the beam energy. The solid water and virtual water also
show a good agreement for the entire electron energy.

Gel Phantom. A relatively new development is taking
place on a tissue-equivalent material in gel form. The new
material can record the radiation dose without additional
instrument inserted in the phantom. The phantom can be
made large enough to simulate the human body. Among
many variations of gel phantoms, the most promising is
polymer gel manufactured by MGS Research Inc. (Guilford,
CT) (54). Originally it was made of acrylamide, N, N0-
methylenebisacrylamide (bis), agarose, and water. The
chemical composition was optimized over years. Currently,

the polymer gel is sold as BANG3 with 80% water, 14% of
gelatin, and 6% of methacrylic acid by mass. A typical
atomic composition of the polymer gel as well as the mass
density, the effective atomic number, and the electron
density are given in Table 5. The effective atomic number
and the electron density of the polymer gel agree with those
of water very well. The polymer gel produces highly linked
polymers when it is irradiated. The structural change
causes a change in color and mass density. The recorded
dose distribution can be indirectly read by measuring the
photon attenuation of both visible light and X ray. The
polymerization also causes a change in the magnetic prop-
erty of the gel. The most popular method is currently to
scan the irradiated phantom with a magnetic resonance
imaging (MRI) scanner. It takes advantage of the change
in the spin–spin relaxation rate, which increases with
increasing absorbed dose.

Differing from more traditional dose measurement
tools, polymer gel dosimeter enables medical physicists
to obtain full three-dimensional (3D) dose distributions
in a geometrically consistent way. Polymer gel phantom
was used to measure 3D dose distributions of advanced
radiotherapy treatment such as those for intensity modu-
lated radiation therapy (IMRT) (55) and Gamma Knife
stereotactic radiosurgery (56). Figure 6 shows an MRI
image taken after the polymer gel was irradiated with a
Gamma Knife system (Elekta AB, Stockholm, Sweden).
The blighter color indicates higher dose.

Geometric Phantom

With the advent of rapid development of highly conformal
radiation therapy, modern radiation therapy requires high
geometrical precision of radiation delivery. At the same
time, the complexity of treatment planning software has
substantially increased. This has urged medical physicists
to test the geometrical precision of the treatment planning
software (57). Special phantoms are being manufactured to
assure the quality of geometry created by the software.
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Figure 3. Solid water phantom manufactured by GAMMEX-RMI
(Middleton, WI).
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Figure 4. The ratio of measured output in solid phantom and
water for photon beams.
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Here we discuss two of those phantoms currently on
market.

Lucy 3D Precision Phantom. Lucy phantom was devel-
oped by Toronto Sunny Brook Regional Cancer Center and
Sandstrom Trade and Technology, Inc. (Ontario, Canada)
(58). The acrylic phantom of a shape of head (Fig. 7) is used
to test the image quality of CT, MRI, and X ray imaging
modalities, which are used for stereotactic radiation ther-
apy. It can verify imaging errors, image distortions, and
the geometrical accuracy of treatment planning system. It
serves also as routine machine QA equipment.

Quasar Phantom. Another Canadian company, Modus
Medical Device, Inc. (Ontario, Canada), developed phan-
toms to verify geometrical accuracy generated by radiation
therapy treatment planning software (59). The phantoms
are made of Lucite, cedar, and polystyrene. One of those,
Quasar body phantom, can be used to test the accuracy of
the digitally reconstructed radiography (DRR) images.
DRR images are generated from a number of axial images
taken by a CT scanner and the DRR images are compared
with the images taken with an electronic portal imaging
system or with radiographic port films before treatment to
verify the patient position accuracy. Quasar beam geome-
try MLC phantom shown in Fig. 8 can verify the geome-
trical display accuracy of leaf position and the size of the
multileaf collimator, which have replaced traditional
blocks to define radiation fields.

Humanoid Phantom

Complex high precision radiation delivery techniques,
such as IMRT and stereotactic radiation therapy, demand
ever increasing accuracy of dose delivery in geometry close
to the human body. Body phantoms such as Rando and
Alderson were introduced many years ago. Those were
used to predict to radiation exposure to humans during
radiation therapy and diagnostic radiology procedures.
The Rando phantom manufactured by the Phantom
Laboratory (Salem, NY) is shown in Fig. 9. The body
phantom is sliced into many 5 cm thick slabs. Radiographic
films can be inserted between the slabs for dose measure-
ments. The slabs can also hold TLD chips for absolute dose
measurements. The phantom is made of soft-tissue equiva-
lent material, which is manufactured with proprietary
urethane formulation. The phantom uses natural human
skeletons. Lungs and breast closely mimic the real tissues.

Recently, many phantoms which simulate a part of body
were developed, for example, Gammex-RMI, Phantom
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Figure 6. Dose distribution images obtained by polymer gel
dosimeter for Gamma Knife irradiation.

Figure 7. Lucy 3D precision phantom from the Sandstrom Trade
and Technology Inc. (Ontario, Canada).

Figure 8. Quasar beam geometry MLC phantom from Modus
Medical Devices, Inc. (Ontario, Canada).



Laboratory, CIRS (60), and so on. Many of those phantoms
are made to measure dose inside the phantom for verifica-
tion of radiation therapy treatment. There are phantoms in
various shapes for IMRT QA. Those phantoms can accom-
modate ionization chambers, radiographic films, and TLDs
for dose measurements. Those may have special inserts
for nonsoft tissue materials, such as lung and bone. The
shapes of the phantoms are torso, head, thorax, pelvis,
and neck.

DIAGNOSTIC IMAGING

X Rays

X rays are used to take images of parts of the body for
diagnostic purposes (61). The oldest and most commonly
used X ray imaging modality is X ray radiography. Images
can be recorded on radiographic films. Recently, digital
recording has become more common since the digital tech-
nique requires no wet-film processing and allows radiolo-
gists to manipulate and store the images more easily than
hard-copy films.

Medical physicists use phantoms to test the quality of
images. Some of common phantoms are dual-energy X ray
absorptiometry phantom, anatomical phantoms (62), digi-
tal subtraction angiography (DSA) phantom, contrast
detail phantom, and dental image QA phantoms.

Fluoroscopy

A regular X ray device can take static images of patients. A
fluoroscopic unit, consisting of an X-ray tube, a camera, an
image intensifier, and a TV monitor, can record images of
moving parts of the body and of objects placed inside the
body. This method of recording images is called fluoro-
scopy. Interventional radiologists use fluoroscopy to moni-
tor the location of very thin wires and catheters going
through blood vessels as those are being inserted during
a procedure. Phantoms are an important instrument to
assure the quality of fluoroscopy images. There are fluoro-

scopic phantoms, such as cardiovascular fluoroscopic
benchmark phantom, fluoroscopy accreditation phantom,
and test phantom.

Mammography

Mammography is a major diagnostic modality to detect
breast cancer. The tumor size is often very small, that is,
submillimeter diameter. Though small, early discovery of
such small tumors is very important and can lead to better
therapy outcomes, that is, higher cure rates and longer
survival. Hence, the quality of X ray equipment used for
mammography is a key for the success of this imaging
modality and its performance is tightly controlled by fed-
eral and local governments. Consequently, medical physi-
cists developed many phantoms to evaluate the imaging
quality of mammography devices accurately and effi-
ciently. Several phantoms are used, known as QA phan-
tom, accreditation phantom, high contrast resolution
phantom, contrast detail phantom, digital stereotactic
breast biopsy accreditation phantom, phototimer consis-
tency test tool, and collimator assessment test tool. A
tissue-equivalent phantom manufactured by CIRS (Nor-
folk, VA) is shown in Fig. 10. The phantom is 4.5 cm thick
and simulates the shape of a breast during the imaging. It
is made of CIRS resin material mimicking the breast
tissue. Objects with varying size within the phantom
simulate calcifications, fibrous tissue in ducts, and tumor
masses.

Computed Tomography

Computed tomography scanning systems were developed
in the 1970s and rapidly deployed into clinics into the
1980s. Currently, this imaging modality is commonly used
for diagnosis and radiation therapy in clinic and hospitals.
Compute tomography provides patient’s anatomy on
planes transverse to body axis (from head to toe). The
plane images called axial slices are taken every 0.05–1 cm.
Depending on the axial length of the scan, the number of
slices can vary from 20 to 200. Computed tomography
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Figure 9. Rando phantom manufactured by the Phantom
Laboratory (Salem, NY).

Figure 10. Tissue-equivalent mammography phantom from
CIRS (Norfolk, VA).



enables radiologists to visualize the location of disease in
3D, leading to potentially more accurate diagnosis. Medical
physicists use phantoms to estimate dose to patients during
CT scan, to test the precision of scanning geometry, and
verify the quality of CT images. Such phantoms are the
bone mineral analysis phantom, spiral/helical CT phan-
tom, CT dose phantom, orthopedic calibration phantom,
spine phantom, electron density phantom, and CT perfor-
mance phantom.

Each picture element (pixel) of a CT image is repre-
sented by a CT number (or Hounsfield units). The CT
number for water is 0, while the CT numbers in the lung
are below -200 and those in the bones are � 200. Since the
CT number is found to depend on the electron density,
among other parameters, it can be used to identify the
material type and the distribution of the tissue inhomo-
geneities, which is very useful in radiation therapy treat-
ment planning. One electron density phantom, developed
in order to establish the relationship of CT number and
tissue electron densities, is made of solid water and has
cylindrical shape with a radial size of pelvis and 6 cm
thickness. Small cylindrical inserts mimicking different
tissues are plugged into the phantom. When it is CT
scanned, the measured CT numbers of those materials
can be plotted against the predetermined electron densities
and the resulting data are used in treatment planning
computer. This electron density CT phantom, which is
now commercially available, shown in Fig. 11, was
designed by Constantinou (63) and manufactured by
GAMMEX-RMI (Middleton, WI). Available insert materi-
als are lung (LN-300 and LN-450), adipose (AP6), breast,
CT solid water, CB3 resin, brain, liver (LV1), inner bone,
bone (B200, CB2-30% mineral, CB2-50% mineral), cortical
bone (SB3), Titanium simulating Titanium implants for
hip replacements, and true water.

NUCLEAR MEDICINE

For nuclear medicine procedures, radioactive compound
composed from Technetium, Iodine, Fluorine, etc. is
injected into blood stream (64). The material is carried
to a potential disease site by blood and stays there. Radio-
active material emits photons or positively charged elec-
trons called positrons. Since photons can easily escape the
patient body, the photons can be detected by a photon
detecting device. The photons are used to form images.
Positron emission tomography (PET) uses positron emit-
ting radioactive material. When a positron interacts with
an electron in the body, both particles are converted into
photons. The PET is more advanced nuclear medicine
procedure and can generate 3D distributions of radioactive
material. Phantoms are used for quality assurance of
nuclear medicine systems. A NEMA (National Electrical
Manufacturers Association) scatter phantom manufac-
tured by CIRS Inc. (Norfolk, VA) is a circular polystyrene
cylinder. Radioactive material with known activity is deliv-
ered to line source insert tubes. The image of the phantom
is taken to test scatter fraction and count losses.

FUTURE

Tissue-equivalent materials for solid phantoms are well
developed. There may be a need of incremental improve-
ment in phantom materials possibly for lower price and
more accurate representation of tissue types. Furthermore,
phantom materials are needed for newer radiation types
such as heavy ions. As new therapy and imaging modalities
will be put into practice, new phantoms will be developed
for efficient and accurate testing of those new tools. Modern
radiology utilizes not only ionizing radiation such as
photons, electrons, and heavy particles, but also electro-
magnetic radiation (or EM-waves) and ultrasound. Phan-
tom materials exist for testing ultrasound devices and MRI
scanners. This is an active area for development. For
example, D’Souza recently developed a phantom used for
quality testing of ultrasound, MRI, and CT (65). Readers
interested in those phantoms should consult with the
phantom manufactures, such as GAMMEX-RMI (Middle-
ton, WI), CIRS, Inc. (Norfolk, VA) and Fluke/Cardinal
Health (Cleveland, OH).

Here, the focus is on two aspects of interest for future
development. It may be necessary to develop more biolo-
gically tissue equivalent phantom materials. Such materi-
als simulate not only the radiological characteristics of
radiation modalities, but also it can closely simulate the
radiation effects on the tissues in realistic geometry. Bio-
medical engineers and scientists are vigorously working on
artificial tissue, potentially replacing the real tissue. Such
material could be also used as phantom material. Readers
should refer to a comprehensive review on the current state
of art in tissue engineering authored by Lanza et al. (66).

Computer modeling of human body is an active field of
research and development. Noticeable example is the
Visual Human Project sponsored by National Library of
Medicine, NLM (67). Whole bodies of male and female
cadavers were scanned with CT and MRI. The datasets
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Figure 11. Electron density phantom RMI 467 from GAMMEX-
RMI (Middleton, WI).



are available for anyone who is interested in the informa-
tion through licensing with NLM and with minimal cost.
The datasets for the male consist of 12 bits axial MRI
images of the head and neck and up to 1871 axial CT slices
of the whole body. The female data set is 5000 axial CT
images, with which one can reconstruct 3D images with
0.33 � 0.33 � 0.33 mm cubic voxels. The data can be used
to construct human body model for quality assurance of
radiological systems, in particular, for testing the radia-
tion therapy treatment planning system. In addition to
real geometry, the data contain the detailed information
of tissue heterogeneities in human body. Such data are
indispensable for accurate assessment of new radiological
technologies.

BIBLIOGRAPHY

1. Spires FW. Materials for depth dose measurement. Br J Radiol
1943;16:90.

2. Kienbock R. On the quantimetric method. Arch Roentgen Ray
1906;1:17.

3. Baumeister L. Roentgen ray measurements. Acta Radiol
1923;2:418.

4. Ott P. Zur Rontgenstrahlenbehandlung oberblachlich gelager-
ter Tumoren. Strahlentherapie 1937;59:189.

5. Jones DEA, Raine HC. Bri J Radiol 1949;22.
6. Harris JH, et al. The development of a chest phantom for

radiologic technology. Radiology 1956;67:805.
7. Markus B. The concept of tissue equivalence and several

water-like phantom substances for energies of 10 KeV to
100 MeV as well as fast electrons. Strahlentherapie 1956;
101:111–131.

8. Rossi HH, Failla G. Tissue equivalent ionization chamber.
Nucleonics 1956;14:32.

9. Shonka FR, Rose JE, Failla G. Conducting plastic equivalent
to tissue, air and polystyrene. Prog Nucl Energy 1958;12:184.

10. Griffith RV, Anderson AL, Dean PN. Further realistic torso
phantom development. University of California Research
Laboratory, UCRL-50007-76-1; 1976.

11. Goodman LJ. A modified tissue equivalent liquid. Health Phys
1969;16:763.

12. Frigerio NA, Sampson MJ. Tissue equivalent phantoms for
standard man and muscle. Argonne National Laboratory,
Argonne, IL. ANL-7635; 1969.

13. White DR. The formulation of substitute materials with
predetermined characteristics of radiation absorption and
scattering. Ph.D. dissertation University of London, London;
1974.

14. Constantinou C. Tissue substitutes for particulate radiations
and their use in radiation dosimetry and radiotherapy. Ph.D.
dissertation, University of London, 1978.

15. White DR, Constantinou C. Prog Med Radiat Phys 1982;1:133.
16. Constantinou C, Attix FH, Paliwal BR. A solid water phantom

material for radiotherapy x-ray and gamma-ray beam calibra-
tions. Med Phys 1982;9:436–441.

17. Hermann KP, Geworski L, Muth M, Harder D. Polyethylene-
based water-equivalent phantom material for x-ray dosimetry
at tube voltages from 10 to 100 kV. Phys Med Biol 1985;30:
1195–1200.

18. Hermann KP, et al. Muscle- and fat-equivalent polyethylene-
based phantom materials for x-ray dosimetry at tube voltages
below 100 kV. Phys Med Biol 1986;31:1041–1046.

19. Kalender WA, Suess C. A new calibration phantom for quan-
titative computed tomography. Med Phys 1987;14:863–886.

20. Homolka P, Nowotny R. Production of phantom materials
using polymer powder sintering under vacuum. Phys Med
Biol 2002;47:N47–52.

21. Homolka P, Gahleitner A, Prokop M, Nowotny R. Optimiza-
tion of the composition of phantom materials for computed
tomography. Phys Med Biol 2002;47:2907–2916.

22. Jones AK, Hintenlang DE, Bolch WE. Tissue-equivalent mate-
rials for construction of tomographic dosimetry phantoms in
pediatric radiology. Med Phys 2003;30:2072–2081.

23. Suess C, Kalender WA, Coman JM. New low-contrast resolu-
tion phantoms for computed tomography. Med Phys 1999;26:
296–302.

24. Iwashita Y. Basic study of the measurement of bone mineral
content of cortical and cancellous bone of the mandible by
computed tomography. Dentomaxillofac Radiol. 2000;29:209–
215.

25. Burmeister J, et al. A conducting plastic simulating brain
tissue. Med Phys 2000;27:2560–2564.

26. ICRU. Tissue substitutes in radiation dosimetry and measure-
ment. International Commission on Radiological Units and
Measurements, Bethesda, MD, ICRU Report 44; 1989.

27. Woodard HQ. The elementary composition of human cortical
bone. Health Phys 1962;8:513–517.

28. ICRU. Physical Aspects of Irradiation. International Commis-
sion on Radiological Units and Measurements, Bethesda, MD,
Report 10b; 1964.

29. ICRP. Reference man: anatomical, physiological and meta-
bolic characteristics. International Commission on Radiologi-
cal Protection, Stockholm, Sweden, ICRP Publication 23;
1975.

30. Constantinou C. Phantom materials for radiation dosimetry. I.
Liquids and gels. Br J Radiol, 1982;55:217–224.

31. ICRU. Photon, electron, proton and neutron interaction data
for body tissues, International Commission on Radiological
Units and Measurements, Bethesda, (MD): ICRU Report 46;
1992.

32. White DR, Fitzgerald M. Calculated attenuation and energy
absorption coefficients for ICRP Reference Man (1975) organs
and tissues. Health Phys 1977;33:73–81.

33. Bewley DK. Pre-therapeutic experiments with the fast neu-
tron beam from the Medical Research Council cyclotron. II.
Physical aspects of the fast neutron beam. Br J Radiol 1963;
36:81–88.

34. Jones TD. Distributions for the design of dosimetric experi-
ments in a tissue equivalent medium. Health Phys 1974;27:
87–96.

35. White DR. Phantom materials for photons and electrons.
Hospital Physicists Association, London, S. Rep. Ser. No. 20;
1977.

36. Frigerio NA, Coley RF, Sampson MJ. Depth dose determina-
tions. I. Tissue-equivalent liquids for standard man and
muscle. Phys Med Biol 1972;17:792–802.

37. Frigerio NA. Neutron penetration during neutron capture
therapy. Phys Med Biol 1962;6:541–549.

38. White DR. The formulation of tissue substitute materials
using basic interaction data. Phys Med Biol 1977;22:889–899.

39. White DR. An analysis of the Z-dependence of photon and
electron interactions. Phys Med Biol 1977;22:219–228.

40. Geske G. The concept of effective density of phantom materials
for electron dosimetry and a simple method of their measure-
ment. Radiobiol Radiother 1975;16:671–676.

41. White DR, Martin RJ, Darlison R. Epoxy resin based tissue
substitutes. Br J Radiol 1977;50:814–821.

42. White DR. Tissue substitutes in experimental radiation phy-
sics. Med Phys 1978;5:467–479.

43. White DR, Constantinou C, Martin RJ. Foamed epoxy resin-
based lung substitutes. Br J Radiol 1986;59:787–790.

268 PHANTOM MATERIALS IN RADIOLOGY



44. White DR, Speller RD, Taylor PM. Evaluating performance
characteristics in computed tomography. Br J Radiol 1981;54:
221.

45. Hubbell JH, Seltzer SM. Tables of x-ray mass attenuation
coefficients and mass energy-absorption coefficients 1 keV to
20 MeV for elements Z ¼ 1 to 92 and 48 additional substances
of dosimetric interest. National Institute of Standards and
Technology, Gaithersburg, (MD): NISTIR 5632; 1995.

46. Constantinou C, et al. Physical measurements with a high-
energy proton beam using liquid and solid tissue substitutes.
Phys Med Biol 1980;25:489–499.

47. Attix FH. Introduction to Radiological Physics and Radiation
Dosimetry. New York: Wiley-Interscience; 1986.

48. Johns HE, Cunningham JR. The Physics of Radiology. 4th ed.
Springfield (IL): Charles C. Thomas Publisher; 1983.

49. Kahn FM. The Physics of Radiation Therapy. 2nd ed. Balti-
more: Williams&Wilkins; 1994.

50. AAPM, A protocol for the determination of absorbed dose
from high-energy photon and electron beams. Med Phys
1983;10:741–771.

51. Thomadsen B, Constantinou C, Ho A. Evaluation of water-
equivalent plastics as phantom material for electron-beam
dosimetry. Med Phys 1995;22:291–296.

52. Tello VM, Tailor RC, Hanson WF. How water equivalent
are water-equivalent solid materials for output calibration
of photon and electron beams? Med Phys 1995;22:1177–
1189.

53. Liu L, Prasad SC, Bassano DA. Evaluation of two water-
equivalent phantom materials for output calibration of photon
and electron beams. Med Dosim 2003;28:267–269.

54. Maryanski MJ, Gore JC, Kennan RP, Schulz RJ. NMR relaxa-
tion enhancement in gels polymerized and cross-linked by
ionizing radiation: a new approach to 3D dosimetry by MRI.
Magn Reson Imaging 1993;11:253–258.

55. Low DA, et al. Evaluation of polymer gels and MRI as a 3-D
dosimeter for intensity- modulated radiation therapy. Med
Phys 1999;26:1542–1551.

56. Scheib SG, Gianolini S. Three-dimensional dose verification
using BANG gel: a clinical example. J Neurosurg 2002;97:582–
587.

57. Fraass B, et al. American Association of Physicists in Medicine
Radiation Therapy Committee Task Group 53: quality assur-
ance for clinical radiotherapy treatment planning Med Phys
1998;25:1773–1829,.

58. Ramani R, Ketko MG, O’Brien PF, Schwartz ML. A QA
phantom for dynamic stereotactic radiosurgery: quantitative
measurements. Med Phys 1995;22:1343–1346.

59. Craig T, Brochu D, Van Dyk J. A quality assurance phantom
for three-dimensional radiation treatment planning. Int J
Radiat Oncol Biol Phys 1999;44:955–966.

60. CIRS. Phantoms, Compurerized Imaging Reference Systems,
Inc., Norfolk, (VA); 2005.

61. Curry TS, Dowdey JE, Murry RCJ. Chirstensen’s Physics of
Diagnostic Radiology. 4th ed. Philadelphia: Lea&Febiger;
1990.

62. Constantinou C, Cameron J, DeWerd L, Liss M. Development
of radiographic chest phantoms. Med Phys 1986;13:917–921.

63. Constantinou C, Harrington JC, DeWerd LA. An electron
density calibration phantom for CT-based treatment planning
computers. Med Phys 1992;19:325–327.

64. Sorenson JA, Phelps ME. Physics in Nuclear Medicine. 2nd ed.
Philadelphia: W.B.Saunders; 1987.

65. D’Souza WD, et al. Tissue mimicking materials for a multi-
imaging modality prostate phantom. Med Phys 2001;28:688–
700.

66. Lanza R, Langer R, Chick W. Principles of Tissue Engineering.
New York: Academic Press; 1997.

67. NLM. The Visible Human Project. [Online]. Available at
http://www.nlm.nih.gov/research/visible/visible_human.html.
Accessed 2003 Sept 11.

See also COBALT 60 UNITS FOR RADIOTHERAPY; RADIATION DOSE PLANNING,
COMPUTER-AIDED; RADIATION DOSIMETRY, THREE-DIMENSIONAL.

PHARMACOKINETICS AND
PHARMACODYNAMICS

PAOLO VICINI

University of Washington
Seattle, Washington

INTRODUCTION

Drug discovery and development is among the most
resource intensive private or public ventures. The Pharma-
ceutical Research and Manufacturers Association (PhRMA)
reported that in 2001, pharmaceutical companies spent
� $30.5 billion in R&D, 36% of which was allocated to
preclinical functions (1). Given the expense and risk asso-
ciated with clinical trials, it makes eminent sense to exploit
the power of computer models to explore possible scenario of,
say, a given dosing regimen or inclusion–exclusion criteria
before the trial is actually run. If anything, this goes along
the lines of what is already commonly done in the aerospace
industry, for example. Thus, computer simulation is a rela-
tively inexpensive way to run plausible scenarios in silico
and try and select the best course of action before investing
time and resources in a (sequence of) clinical trial(s). Ideally,
this approach would integrate information from multiple
sources, suchas invitroexperimentsandpreclinicaldatabases,
and that is where the difficulties specific to this field start.

System analysis (in the engineering sense) is at the
foundation of computer simulation. A rigorous quantifica-
tion of the phenomena being simulated is necessary for this
technology to be applicable. Against this background, the
quantitative study of drugs and their behavior in humans
and animals has been characterized as pharmacometrics,
the unambiguous quantitation (via data analysis or mod-
eling) of pharmacology (drug action and biodistribution). In
a very concrete sense, pharmacometrics is the quantitative
study of exposure-response (2), or the systematic relation-
ship between drug dosage (or exposure to an agent) and
drug effect (or the consequences of agent exposure on the
organism). Historically, there have been two main areas of
focus of pharmacometrics (3). Pharmacokinetics (PK) is the
study of drug biodistribution, or more specifically of absorp-
tion, distribution, metabolism, and elimination of xenobio-
tics; it is often characterized as ‘‘what the body does to the
drug’’. Pharmacodynamics (PD) is concerned with the
effect of drugs, which can be construed both in terms of
efficacy and toxicity. This aspect is often characterized as
‘‘what the drug does to the body’’.

It has to be kept in mind that both pharmacokinetic
and pharmacodynamic systems are ‘‘dynamic’’ systems, in
the sense that they can be modeled using differential
equations (thus, to an engineer, this distinction may seem
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a bit unusual). In addition, a third aspect of drug action
will be discussed, disease progression, in the rest of this
article.

The joint study of the biodistribution and the efficacy of
a compound, or a class of compounds, is termed PK-PD, to
signify the inclusion of both aspects. While the PK sub-
system is a map from the dosing regimen to the subsequent
time course of drug concentration in plasma, the PD sub-
system is a map from the concentration magnitudes
attained in plasma to the drug effect. This paradigm natu-
rally postulates that the time course in plasma is a med-
iator for the ultimate drug effect, that is, that there is a
causal relationship between the plasma time course and
the effect time course. As seen later, this causal relation-
ship does not exclude the presence of intermediate steps
between the plasma and effect time courses (e.g., receptor
binding and delayed signaling pathways).

Both PK and PD are amenable to quantitative modeling
(Fig. 1). In fact, there is a growing realization that the
engineering principles of system analysis, convolution, and
identification have always been (sometimes implicitly) an
integral part of the study of new drugs, and that realization
is now giving rise to strategies that aim at accelerating
drug development through computer simulation of expected
drug biodistribution and efficacy time courses. Interest-
ingly, the intrinsic complexity of PK-PD systems has some-
times motivated the applications of generalizations of
standard technology, (e.g., the convolution integral) (4),

through sophisticated methodological contributions that
have yet to impact the engineering mainstream. Lastly,
the PK-PD model is currently viewed as a perfectly adequate
approach not only to process, but to extract new, quantita-
tive information from noisy measurements. As such, the
model can be construed as a probe, or a measurement tool or
medical instrument in its own right, with its own built-in
confidence limits and design limitations (5).

Pharmacokinetics: What Shapes the Concentration–Time
Curve?

The first application of mathematical models to biology is
usually attributed to Teorell (6) and led to the develop-
ment of the class of compartmental models whose usage is
now so widespread. Teorell’s work was conducted on
exogenous substances, xenobiotics (e.g., drugs). Model-
based analysis of exogenous substances is somewhat
simpler than endogenous compounds (e.g., glucose, insu-
lin and other hormones, where autoregulation is crucial to
understanding), since endogenous fluxes that may be
exquisitely sensitive to changes in circulating concentra-
tions are absent.

Teorell’s original motivation survives in modern PK-PD
modeling. The PK model is typically a useful mathematical
simplification of the underlying physicochemical and
physiological processes. It is usually a lumped parameter,
compartmental model, and describes the absorption,
distribution, metabolism, and elimination (ADME) of a
drug from the body (7). A practical review of simple
PK models can be found, for example, in Ref. 8. As an
example, the distribution of a drug in the plasma space
following an intravenous injection may be well described by
a monoexponential decay:

cðtÞ ¼ C0e�at (1)

where c(t) is the drug concentration at time t, C0 is the
concentration at time 0 and a is the decay rate. As it
is straightforward to verify, this functional form of c(t) is
the solution to a first-order ordinary linear differential
equation, or a single compartment model:

q
� ðtÞ ¼ �kelqðtÞ þDdðtÞ

qð0Þ ¼ 0

cðtÞ ¼ qðtÞ
V

(2)

where q(t) is the amount of drug in the plasma space, D is
the injected dose, d(t) is the Dirac delta, and V is the drug’s
volume of distribution. It can be easily verified that

C0 ¼
D

V
a ¼ kel

so that the elimination rate of the drug is equal to the decay
rate of the concentration–time curve. An important phar-
macokinetic parameter is the drug’s clearance, or the
volume cleared per unit time, which for the model above
can be expressed as:

CL ¼ kelV
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Figure 1. This figure briefly summarizes the functional pathways
that exist from dosing (exposure) to outcome through drug bio-
distribution (pharmacokinetics) and drug effect (pharmacodyna-
mics). it is not unusual to find a disconnect between the resolution
available in the dynamic measurements and the actual clinical
outcome. Also, while the convolution operator can be used to map
the dosing regimen d(t) to the concentration-time profile c(t) and
then to the effect e(t), this is not necessarily true when going from
the dynamic behavior to clinical measurements, which are often
lower resolution and/or discrete.



Another common pharmacokinetic parameter is the area
under the concentration curve:

AUC ¼
Z1

0

cðtÞdt ¼ D

CL

The AUC is probably the most common measure of expo-
sure in pharmacokinetics, since it summarizes dosing and
systematic information. The model in equation 2 could be
extended to accommodate first-order absorption, for exam-
ple, to model the plasma appearance of an oral or intra-
muscular dose as opposed to an intravenous dose:

q
�
1ðtÞ ¼ �kaq1ðtÞ þDdðtÞ

q
�
2ðtÞ ¼ þkaq1ðtÞ � kelq2ðtÞ

q1ð0Þ ¼ q2ð0Þ ¼ 0 ð3Þ

cðtÞ ¼
q2ðtÞ

V

where ka is the absorption rate constant (again in units of
inverse time), and q1(t) and q2(t) are the amounts in the
absorption compartment and in the plasma compartment,
respectively. It can be easily verified that this model also
describes the convolution of a single-exponential absorp-
tion forcing function with the single exponential impulse
response of the plasma space.

For the simple single compartmental model (eq. 2), the
pharmacokinetic parameters can be readily estimated from
the data (9), and the assumption of a mechanistic model
does not affect their values. In other words, both compart-
mental (model-dependent) and noncompartmental (data-
dependent) analyses provide the same result. However,
this relatively straightforward interpretation of the eigen-
values of the system matrix in relation to the observed rate
of decay is correct only for single-compartment systems
such as this one. In the case when the drug diffuses in two
compartments (e.g., a plasma and extravascular compart-
ment), then its time course is described by a sum of two
exponential functions:

cðtÞ ¼ A1e�at þ A2e�bt (4)

but the corresponding ordinary linear differential equation
is

q
�
1ðtÞ ¼ �ðk10 þ k12Þq1ðtÞ þ k21q2ðtÞ þDdðtÞ

q
�
2ðtÞ ¼ þk12q1ðtÞ � k21q2ðtÞ

q1ð0Þ ¼ q2ð0Þ ¼ 0

cðtÞ ¼ q1ðtÞ
V

(5)

where the parameters are the same as before, except that
now q1(t) and q2(t) are the amount of drug in the plasma
and extraplasma compartments, respectively, k10 is the
rate constant (in units of inverse time) at which the drug
leaves the system, and k12 and k21 are the rate constants
at which the drug is transported out of the plasma and
extraplasma compartments, respectively. One can rela-
tively easily estimate the a and b parameters describing
the observed rates of decay (one slow and the other fast)
of concentration; however, the algebraic relationship

between those and the fractional rate constants that
mechanistically describe plasma-extraplasma exchange is
not trivial. The complexity of these expressions increases
with increasing number of compartments (10) and rapidly
grows to be daunting. The limitations of noncompart-
mental and compartmental analysis of pharmacokinetic
data have been discussed elsewhere, so we will not cover
them here (20). There are other sources of complexity in
pharmacokinetics and drug metabolism, which turn into
more complex expressions for the model equations
required to describe the drug’s fate. For example, the
underlying compartmental model may be not linear in
the kinetics. This could happen, for example, when the
fractional rate of disappearance changes with the drug
level and goes from zero order at high concentrations to
first order at low concentrations, as it happens for
phenytoin (11) or ethanol (12):

q
� ðtÞ ¼ � Vm

Km þ qðtÞqðtÞ þDdðtÞ

qð0Þ ¼ 0

cðtÞ ¼ qðtÞ
V

(6)

where the elimination rate is not constant, rather it
exhibits a saturative behavior that resembles the classic
Michaelis–Menten expression from enzyme kinetics. In
this case, the principle of superposition does not hold and
the concentration–time curve cannot be expressed in
algebraic (closed) form, and the time course is not
exponential, except at values of q(t) that are much smaller
than Km. There are many other types of pharmacokinetic
nonlinearities, of which this is just an example. This is
why most modern PK analyses directly use the differential
equations when building a PK model.

Excellent historical reviews of the properties of com-
partmental models, especially with reference to tracer
kinetics, can be found in Refs. 13–16. More modern view-
points are available in Refs. 17,18. Perspectives from drug
development are available in Refs. 7,19. A succinct and
practical review of compartmental and noncompartmental
methods can be found in Ref. 8. Lastly, as we mentioned, a
comparison of the strengths and weaknesses of compart-
mental and noncompartmental approaches has been car-
ried out in Ref. 20.

A PK model can be used to make informed predictions
about localized drug distribution and dose availability to
the target organ, especially with physiologically based
pharmacokinetic (PBPK) and toxicokinetic (PBTK) models.
An important application has always been to individualize
dosing (21,22) and improve therapeutic drug monitoring
(23,24), often by borrowing approaches from process engi-
neering and automatic control theory (25,26). Physiologi-
cally based models of pharmacokinetics are becoming an
integral part of many drug development programs (27),
mainly because they provide a mechanistic way to scale
dosing regimens between species and between protocols.
This affords (at least in theory) a seamless integration
between the preclinical (in vitro and in vivo, animal stu-
dies) and clinical (in vivo, human studies) aspects of a drug
development program. Animal to human scaling is of
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increasing importance in several areas of pharmacother-
apy (28) and has a long and illustrious history, from the
early work by Dedrick and co-workers on methotrexate (29)
to a more general application (30,31) to modern experi-
ences (32) motivated by first time in man (FTIM) dose
finding (33,34). The approach is, however, not without its
critics (35), mainly due to the lack of statistical evaluation
that often accompanies the scaling. It is noteworthy that
between-species scaling of body mass (36,37) and metabolic
rate (38) has been and is currently an object of investigation
outside drug development, and mechanistic findings about
the origin of allometric scaling (39) have lent scientific
support to the empiricism of techniques used in drug
development (40,41).

Now is a good time to note that, most often, these
projections are accompanied by some statistical evaluation.
From the very beginnings of PK-PD, the realization that
one needed to account both for variation between subjects
(due to underlying biological reasons, e.g., genetic poly-
morphisms and environmental factors) and variation
within subject (due, e.g., to intrinsic measurement error
associated with the quantification of concentration time
courses and efficacy levels) was particularly acute. Stati-
stical considerations have thus always been a part of PK-
PD. The role of population analysis, or the explicit model-
ing of variability sources, in the analysis of clinical trial
data is discussed in more detail later. As far as other
examples, statistical applications to PK-PD have proven
useful in aiding the estimation of rates of disease progres-
sion (42,43), determining individually tailored dosing
schemes (23,44) and resolving models too complex to
identify without prior information (45). As mentioned
later, a common framework often exploited in PK-PD
has to do with the incorporation of population-level infor-
mation (e.g., statistical distributions of model parameters)
together with individual-specific information (limited
concentration–time samples, e.g.).

Pharmacodynamics: The Mechanistic Link Between Drug
Exposure and Effect

The PD models (46–49) can link drug effect (characterized
by clinical outcomes or intermediate pharmacological
response markers) with a PK model (50), through biophase
distribution, biosensor process and biosignal flux (51).
Formally, the simplest PD model is the so-called Emax

model, where effect plateaus at high concentrations:

eðtÞ ¼ EmaxcðtÞ
EC50 þ cðtÞ (7)

where Emax is maximal effect, and EC50 is the effective
plasma concentration at which effect e(t) is half-maximal.
This model is sometimes modified to account for sigmoidal
effect shapes by adding an exponent that varies from � 1
to around 2:

eðtÞ ¼ EmaxcHðtÞ
ECH

50 þ cHðtÞ
(8)

Often, the driver of pharmacological effect is not plasma
concentration c(t), but some concentration remote from
plasma and delayed with respect to plasma. This repre-

sentation is similar to the one used to represent delayed
effect of glucose regulatory hormones such as insulin (52).
The delayed effect site concentration is them modeled
using the differential equation:

ceðtÞ ¼ keo½cðtÞ � ceðtÞ� (9)

whereas the PD model now contains effect site concentra-
tion, not plasma concentration:

eðtÞ ¼ EmaxceðtÞ
EC50 þ ceðtÞ

(10)

and the interpretation of the parameters is the same as
before except that they are defined with reference to effect
site concentration as opposed to plasma concentration.
Other classes of models are the so-called indirect response
models, where the drug modulates either production or
degradation of the effect (response) variable. These models
are particularly appealing due to their mechanistic
interpretation, and have been proposed in Refs. (53) and
(54), reviewed in Ref. (55), and applied in many settings,
including pharmacogenomics (56).

In many ways, the PD aspect of drug development is
more challenging than the PK aspects, for many different
reasons. First of all, the process of gathering data to inform
about the PD of a drug is more challenging. Moreover, PD
measurements may be less sensitive than it would be
desirable (pain levels, which are both categorical and sub-
jective, are a good example). Lastly, the mechanism of
action of the drug may not be entirely known, and thus
the best choice of measurements for the PD time course
may be open to debate. How should the effect of a certain
drug be quantified? If the drug is a painkiller, are pain
levels sufficient, or would the levels of certain chemical(s)
in the brain provide a more sensitive and specific correlate
of efficacy? These and other questions become very rele-
vant, for example, when drugs are studied that exert their
effect in traditionally inaccessible locations (e.g., the brain)
(57).

This is the ‘‘best biomarker question’’, as it relates to the
now classical classification of biomarkers, surrogate end-
points and clinical endpoints (58). Basically, while a bio-
marker is any quantitative measure of a biological process
(concentration levels, pain scores, test results and the like),
a surrogate endpoint is a biomarker that substitutes for a
clinical endpoint (e.g., survival or remission). In other
words, surrogate endpoints, when unambiguously defined,
are predictive of clinical endpoints, with the added advan-
tage of being easier to measure and usually being char-
acterized by a more favorable time frame (59). In the
United States, the Food and Drug Administration (FDA)
now allows the possibility of accelerated approval based on
surrogate endpoints, provided certain conditions are met
(60). Against this framework, it makes eminent sense for
the PK-PD model to be focused on a relevant biomarker (or
surrogate endpoint) as soon as possible in the drug devel-
opment process. Often, the earlier in the process, the less
influence the choice of biomarker will have. In other words,
when the selection of lead compounds is just starting, proof
of concept may be all that is needed, but the closer one gets
to the clinical trial stage, the more crucial an appropriate
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choice of surrogate endpoint will be. Another way to think
about this is the establishment of a causal link between
therapeutic regimen and outcome. Where these concepts
come together is in the (relatively novel) idea of disease
progression, and how it can be monitored.

Disease Progression: How to Know Whether the Drug
is Working

Recently, the contention has been made that an integral
part of the understanding of PK and PD cannot prescind
from, say, the background signal that is present when the
drug is administered. In other words, not all patients will
be subjected to therapy at the same point in time, or at the
same stage in their individual progression from early to
late disease stages. There is thus a growing realization that
the therapeutic intervention is made against a constantly
changing background of disease state, and that the out-
come of the therapy may depend on the particular disease
state at a given moment in time. Disease progression
modeling (61) is thus the point of contact between PK
and PD and the mechanistic modeling of physiology and
pathophysiology that is advocated, e.g., by the Physiome
Project (62,63), recently taken over by the International
Union of Physiological Sciences’ Physiome and Bioengi-
neering Committee (64).

Interesting applications are starting to emerge. For
example, Ref. 65 has shown that the rate of increase of
bloodstream glucose concentration in Type 2 diabetic
patients is � 0.84 mmol�L�1�year�1 (with a sizable varia-
tion between patients of 143%), thus providing a quanti-
tative handle on the expected deteriorating trend of overall
glycemic levels in this population of patients (together with
a measure of its expected patient-to-patient variability). In
Alzheimer’s disease, another study (66) has demonstrated
a natural rate of disease progression of 6.17 ADASC
units�year�1 (where ADASC is the cognitive component
of the Alzheimer disease assessment scale). A word of
caution: As often done in this area of application, the
models are informed on available data. In other words,
the model parameters are quantified (estimated) based on
available measurements for the drug PK and PD. This
poses the challenge of developing models that are not too
detailed nor too simplistic, but that can be reasonably well
informed by the data at hand. Clearly, a detailed mechan-
istic model of the disease system requires substantial
detail, but a balance needs to be struck between detail
and availability of independently gathered data. Visuali-
zation approaches are a recent addition to the arsenal of
the drug development expert (67). This kind of mechanistic
pharmacodynamics is being applied more and more often to
a variety of areas: A good example of rapid development
comes from anticancer agents (68), where applications of
integrated, mechanistic PK-PD models that take into
account the drug mechanism of action are starting to
become more and more frequent (69).

Population Variation: Adding Statistical Variation to PK, PD
and Disease Models

In drug development, it is of utmost interest to determine
the extent of variation of PK-PD and disease progression

among members of a population. Basically, this implies
determining the statistics of the biomarkers of interest in
a population of patients, not just in an individual, and
provide these measures together with some degree of
confidence. This requirement connects well with analogous
epidemiological population studies (often not model-
based). The estimation of variability coupled with the
evaluation of the relative role of its sources (covariates),
for example, demographics, anthropometric variables or
genetic polymorphisms, is tackled by the discipline of
population kinetics, mainly due to the pioneering work
of Lewis Sheiner and Stuart Beal at UCSF (70,71). Often
called also population PK-PD, it makes use of two-level
hierarchical models characterized by nested variability
sources, where the models’ individual parameter values
are not deterministic, but unknown: They instead arise
from population statistical distributions (biological variation,
or BSV, between subject variability). On top of this source of
variability, measurementnoiseand other uncertainty sources
are added (RUV, residual unknown variation) to the concen-
tration or effect signals (Fig. 2). The pharmaco-statistical
models that integrate BSV and RUV are often described in
statistical journals as nonlinear mixed effects models.

An example that builds on those we have already pre-
sented earlier may suffice here to clarify the fundamental
concept of mixed effects models. Let us extend the model
just described for intravenous injection (eq. 2) to the situa-
tion when the concentration measurements are affected by
noise:

q
� ðtÞ ¼ �kelqðtÞ þDdðtÞ

qð0Þ ¼ 0

cðtÞ ¼ qðtÞ
V
þeðtÞ

(11)

where the parameters are the same as in equation 2,
except that now e(t) is a normally distributed measure-
ment error with mean zero and variance s2, that is
e(t)2N[0, s2]. If data about c(t) are available and have
been gathered in a single individual, the model para-
meters kel and V (assuming D is known) can then be
fitted to the data using weighted (9) or extended (72)
least squares or some other variation of maximum
likelihood, and thus individualized estimates (with
confidence intervals) can be obtained (often the measure-
ment error variance s2 is not known but it can also be
estimated). This can be done even if only a single subject
data are available, provided that the sampling is
performed (at an absolute minimum) at three or more
time points (since the model has two unknown structural
parameters, kel and V, plus s2).

The nonlinear mixed-effects modeling approach is an
extension of what we have just seen. It takes the viewpoint
that the single subject estimates are realizations of an
underlying population density for the model parameters.
As such, the individual values of kel and V simply become
realizations (samples) of this underlying density. For
example, the assumption could be made that they are
both distributed lognormally: in which case, log(kel)2N(mkel,
v2

kel) and log(V)2N(mn, v
2
n), where the m denote expected

logarithmic values and the v2 denote population variances.

PHARMACOKINETICS AND PHARMACODYNAMICS 273



The assumption is implicitly made here that kel and V are
uncorrelated (which may or may not be the case). In the
nonlinear mixed-effects model procedure, the moments of
the statistical distributions of model parameters become
the new unknowns, and thus mk01, v2

k01 and mn, v2
n

are estimated by optimizing approximations of the maxi-
mum likelihood objective function expressed for the whole
population of data. The value of s2 in the population (a
composite value of the measurement error variance across
subjects) can also be estimated, as before. The five distribu-
tion parameters are the fixed effects of the population
(since they do not change between subject), while the
individual values attained by the parameters kel and V
in separate individuals are random effects, since every
subject has a different value (hence, the mixed-effects
parlance). The approach requires data on more than
one subject, ideally on many more subjects than there
are fixed effects (the caveat is that it is easier to estimate
expected values than it is to estimate variances or covar-
iances, and the data needs consequently grow). Note also

that, if kel and V are both lognormal, clearance CL is not
lognormal: which statistical model to choose for which
parameter will depend on the available information. The
main advantage of population kinetics is that, since it is
estimating distributional parameters (moments), it can
use relatively sparse and/or noisy data at the individual
level, provided that there is a large number of population
data (in other words, there can be few data for each
subject, as long as there are many subjects).

This framework is quite general and powerful, and allows
for modeling of complex events (e.g., adherence, or patient
compliance to dosing recommendations) (73). Tutorials on
this modeling approach can be found in papers (74–76),
review articles (70,61,77,78), and textbooks (79). Software
is also available, both for population (Aarons, 1999) and
individual (Charles and Duffull, 2001) PK-PD analysis.

Mixed-effects models are used both to solve the forward
problem (simulation of putative drug dosing scenarios)
and the inverse problem (estimation of BSV and RUV
statistics conditional on PK-PD models and clinical
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Figure 2. Nested uncertainty in pharmacokinetics. Panel A shows the true, but unknown, time
course over 24 time units of a hypothetical drug administered orally to a single experimental subject.
The true, but unknown, time course is a smooth function of time. Panel B shows the same smooth
function sampled at discrete time points, which in practice may correspond to as many blood draws.
Measurement uncertainty (currently termed RUV, residual unknown variability) is now
superimposed to the true, but unknown time course in Panel A. Panel C shows the true, but
unknown, time course over 24 time units of a hypothetical drug administered orally to several
experimental subjects. Clearly, no time course is the same, since each subject will have a different
absorption and elimination rate, together with a different volume of distribution. The time courses
in Panel C are the result of BSV (between subject variability). Lastly, Panel D shows the same
smooth functions in Panel c sampled at discrete time points. The RUV is again superimposed to the
true, but unknown time courses, but this time the data spread is due to both BSV and RUV, and
distinguishing between BSV and RUV requires a model of the system. See text for details.



measurements). Which one is of interest depends on what
is available and what the intent of the study is. If the
intent is to analyze data and determine the underlying
distribution of PK-PD and disease parameters, then one
has an inverse, or estimation, problem (80). If the intent,
on the other hand, is to explore possible dosing or
recruitment scenarios, then this is a direct, or simulation,
problem (81). As mentioned, mixed-effects models can be
applied to sparse and noisy data, as often happens in
therapeutic monitoring in the clinical setting (a situation
that occurs both in drug development and in applied clinical
research). Their use is so widespread that the FDA recently
issued one of its guidances for industry to deal with their use
for population pharmacokinetic analysis (82). Interestingly,
a very similar framework is also applied to evolutionary
genetics, in the study of ‘‘function-valued traits’’ (also called
‘‘infinite-dimensional characters’’). The idea is to use mixed
models to link genetic information to traits that are not
constant, rather are functions of time (83–85). It is impor-
tant to model population genetics both for polymorphisms of
drug-metabolizing enzymes affecting ADME and for poly-
morphisms affecting the dynamics of response.

A Role for Modeling and Simulation

In summary, the overall goal of integrated PK-PD math-
ematical models is a better understanding of therapeutic
intervention: Their contribution are often reflected in im-
proved clinical trials designs. While evidence of the impact
of modeling and simulation of PK-PD on the drug devel-
opment process is often anectodal, many reviews of PK-PD
in drug development have recently appeared (86–89),
together with compelling examples of subsequent drug
development acceleration (90,91).

While the fundamental algorithmic steps of computer
simulation, especially Monte Carlo simulation, are well
known, they require some adaptation to be used within
the field of pharmacokinetics and pharmacodynamics and
in the context of drug development (Fig. 3) A good practices
document was issued in 1999 following a workshop held by
the Center for Drug Development Science (92). The crafting
of this document has contributed to clarifying the steps and
tools necessary for carrying out a simulation experiment
within the context of drug development. In particular, the
report clarifies that simulation in drug development has an
untapped potential which extends well beyond the pharma-
cokinetic aspect and into the pharmacodynamic and clinical
domains (92).

Nowadays, pharmacometric technology (93) is used in
industry and academia as a way to support and strengthen
R&D. As an example, low signal/noise ratio routine clinical
data obtained with sparse sampling may often be analyzed
with pharmacometric techniques to determine whether a
compound is metabolized differently because of phenotypic
differences arising from genetic makeup, ethnicity, gender,
age group (young, elderly), or concomitant medications
causing drug–drug interactions (94). The role of this tech-
nology can only increase. A recently issued FDA report that
focuses on the recent decrease in applications for novel
therapies submitted to the agency is clear in this regard:
‘‘The concept of model-based drug development, in which

pharmaco-statistical models of drug efficacy and safety are
developed from preclinical and available clinical data,
offers an important approach to improving drug deve-
lopment knowledge management and development deci-
sion making. Model-based drug development involves
building mathematical and statistical characterizations
of the time course of the disease and drug using available
clinical data to design and validate the model. The relation-
ship between drug dose, plasma concentration, biophase
concentration (pharmacokinetics), and drug effect or side-
effects (pharmacodynamics) is characterized, and relevant
patient covariates are included in the model. Systematic
application of this concept to drug development has the
potential to significantly improve it’’ (95).

In summary, modern-day drug development displays a
need for information integration at the whole-system, cel-
lular, and genomic level (96) similar to that found in
integrative physiology (97) and comparative biology
(98,99). As mentioned earlier, simulation of clinical trials
is a burgeoning discipline well-founded upon engineering
and statistics (81): examples have appeared in clinical
pharmacology (100,101) and pharmacoeconomics (102).
Drug candidate selection is another application, possibly
through PK models of varying complexity (103) and high
throughput screening coupled with PK (104). Next, inte-
grated models allow to link genomic information with
disease biomarkers and phenotypes, such as in the Luo-
Rudy model of cardiac excitation (105).

As a concluding remark, progress in the development of
plausible, successful, and powerful data analysis methods
has already had a substantial payoff, and can be substan-
tially accelerated by encouraging multidisciplinary, multi-
institutional collaboration bringing together investigators
at multiple facilities and providing the infrastructure to
support their research, thus allowing the timely and cost-
effective expansion of new technologies. The need is more
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and more often voiced for increased training of quantitative
scientists in biologic research as well as in statistical
methods and modeling to ensure that there will be an
adequate workforce to meet future research needs (106).
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INTRODUCTION

Mechanical heart action is accompanied by audible noise
phenomena, which are easy to perceive when the ear is
placed next to a person’s chest wall. These cardiovascular
sounds can be designated as being weak in comparison
with other physiological sounds, such as speech, stomach
and intestine rumbling, and even respiration noises. In
fact, the latter can be heard at a certain distance from the
subject, which is not true for heart noises (provided one
overlooks cases of artificial heart valves). The frequency
content of heart sounds is situated between 20 and 1000 Hz,
the lower limit being set by the ability of human hearing;
Mechanical valve prostheses may largely exceed the upper
limit. Examination of cardiovascular sounds for diagnostic
purposes through the human hearing sense, that is, aus-
cultation, has been commonly practiced for a long time (1–5).
The only technology involved is the stethoscope, establish-
ing a closed air compartment between a part of the person’s
chest surface and the physician’s ear orifice. This investiga-
tion method, however, being completely psychophysical and
thus subjective, has proved its benefit and continues to be an
important tool in cardiovascular diagnosis.

Phonocardiography (PCG) may simply be defined as
the method for obtaining recordings of cardiovascular
sound, that is, the phenomena perceivable by auscultation.
The origins of the method are strongly anchored in aus-
cultation. The recordings of sounds are evaluated, on paper
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or computer screen, possibly in the presence of other
synchronous signals (e.g., the electrocardiogram) (ECG),
partly psychophysically with another human sense, the
eye, in examining waveform patterns and their relation
with the other signals. Phonocardiographic signals are
examined with respect to the occurrence of pathological
patterns, relative intensities and intensity variations, tim-
ing and duration of events. Evidently more objective eva-
luation can be performed ranging from simple accurate
timing of phenomena to advanced waveform analysis and
comparing recorded results with waveforms from data
banks. The importance of auscultation can be explained
by the simplicity of the technique and by the strong abil-
ities of the ear with respect to pattern recognition in
acoustic phenomena. For obtaining equivalent information
with phonocardiography, a single recording fails to be
sufficient: A set of frequency filtered signals, each of them
emphasizing gradually higher frequency components (by
using high pass or band-pass filters), is needed. In this way,
visual inspection of sound phenomena in different fre-
quency ranges, adapted by a compensating amplification
for the intensity falloff of heart sounds toward higher
frequencies, is made possible, thus rendering the method
equivalent with hearing performance: pattern recognition
abilities and increasing sensitivity toward higher frequen-
cies (within the above mentioned frequency range).

Laennec (1781–1826) was the first to listen to the
sounds of the heart, not only directly with his ear to the
chest, he also invented the stethoscope and provided the
basis of contemporary auscultation. As physiological
knowledge increased through the following decades, faulty
interpretations of heart sounds were progressively elimi-
nated. The first transduction of heart sounds was made by
Hürthle (1895), who connected a microphone to a frog
nerve-muscle preparation. Einthoven (1907) was the first
to record phonocardiograms with the aid of a carbon micro-
phone and a string galvanometer (6). Different investiga-
tors were involved in the development of filters to achieve a
separation of frequency phenomena, as the vacuum tube,
and thus electronic amplification became available. The
evolution of PCG is strongly coupled with auscultatory
findings and the development was predominantly driven
by clinicians. A result of this situation is that a large
variety of apparatus has been designed, mostly according
to the specific needs of a clinic or the scientific interests of a
medical researcher. During the 1960s, the necessity for
standardization was strongly felt. Standardization com-
mittees made valuable proposals (7–9) but the impact on
clinical phonocardiographic apparatus design was limited.

During the 1970s and the beginning of the 1980s, fun-
damental research on physical aspects of recording, gen-
esis, and transmission of heart sound was performed (10–
12) which, together with clinical investigations, improved
the understanding of the heart sound phenomena. At the
same time, ultrasonic methods for heart investigation
became available and gradually improved. Doppler and
echocardiography provided information closer related to
heart action in terms of heart valve and wall movement,
and blood velocity. Moreover, obtaining high quality
recordings of heart sound with a high signal-to-noise ratio
is difficult. Hampering elements are the inevitable pre-

sence of noise (background noise, respiration noise, muscle
tremors, stomach rumbling), nonoptimal recording sites,
weak sounds (obese patients), and so on. Thus interest in
PCG gradually decreased.

In describing the state of the art, PCG is usually com-
pared with ECG, the electrical counterpart, also a nonin-
vasive method. The ECG, being a simple recording of
electrical potential differences, was easily standardized,
thus independent of apparatus design and completely
quantitative with the millivolt scale on its ordinate axis.
Phonocardiography has not reached the same level of
standardization, remains apparatus dependent, and thus
semiquantitative. Nowadays Doppler echocardiography
and cardiac imaging techniques largely exceed the possi-
bilities of PCG and make it redundant for clinical diag-
nosis. Whereas auscultation of cardiac sounds continues to
be of use in clinical diagnosis, PCG is now primarily used
for teaching and training purposes and for research. As a
diagnostic method, conventional PCG has historical value.
Nevertheless, the electronic stethoscope (combined with
PC and software), as a modern concept for PCG, may gain
importance for clinical purposes.

The generation of sounds is one of the many observable
mechanical effects caused by heart action: contraction and
relaxation of cardiac muscle, pressure rising and falling in
the heart cavities, valve opening and closure, blood flowing
and discontinuation of flow. Figure 1 shows a schematic
representation of typical cardiac variables: the ECG, the
logic states of the heart valves, low and high frequency
phonocardiograms, a recording of a vessel pulse (carotid
artery), and of the heart apex pulse (apexcardiogram). The
heart cycle is divided into specific intervals according to the
valve states of the left heart. The left ventricular systole is
composed of the isovolumic contraction and the ejection
period; The left ventricular diastole covers the isovolumic
relaxation and the left ventricular filling (successively, the
rapid filling, the slow filling, and the atrial contraction). A
similar figure could be given for the right heart; Valve
phenomena are approximately synchronous with those of
the left heart. Small time shifts are typical: Mitral valve
closure precedes tricuspid closure and aortic valve closure
precedes pulmonary closure. The low frequency PCG
shows the four normal heart sounds (I, II, III, and IV);
In the high frequency, trace III and IV have disappeared
and splitting is visible in I and in II. In the next sections
details are given on the physiological significance, the
physical aspects and recording methods, processing and
physical modeling of heart sounds. Special attention is
given to the electronic stethoscope.

HEART SOUNDS AND MURMURS

The sounds of the normal heart can be represented by a
simple onomatopoeic simulation: ‘‘. . .lubb-dup. . .’’ (1–5).
Two sounds can clearly be identified, the first being more
dull than the second. A heart sound or a heart sound
component is defined as a single audible event preceded
and followed by a pause. As such, ‘‘splitting of a sound’’
occurs as one can clearly distinguish two components
separated by a small pause. The closest splitting that
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can be appreciated is �20–30 ms. Similar guidelines are
followed for the identification of phonocardiographic
recordings: A sound is a complex of succeeding positive
and negative deflections alternating with respect to the
baseline, preceded and followed by a pause. A sound is said
to be split if a small pause between the components can be
perceived. At this point, the effect of frequency filtering
may be important: Splitting, being invisible on a low
frequency recording, may become recognizable on a high
frequency recording (Fig. 1). Summarizing, we can state

that in clinical PCG primarily the envelope of the recorded
signal is regarded, not the actual waveform as, for example,
in ECG, blood pressure, and velocity recordings. As spec-
tral performance of phonocardiography may exceed the
possibilities of human hearing inaudible low frequency
phenomena can be recorded; They are also indicated as
‘‘(inaudible) sounds’’.

Acoustic phenomena originated by the heart are classi-
fied into two categories: heart sounds and heart murmurs
(1–5,10–12). Although the distinction between them is not
strict, one can state that heart sounds have a more tran-
sient, musical character (cf. the touching of a string) and a
short duration (Fig. 1), whereas most murmurs have a
predominantly noisy character and generally (but not
always) a longer duration (e.g., a ‘‘blowing’’ murmur, a
‘‘rumbling’’ murmur) (Fig. 2). It is also believed that the
genesis of both types is different: Heart sounds are indi-
cated as types of resonant phenomena of cardiac structures
and blood as a consequence of one or more sudden events in
the cardiohemic system (such as valve closure), and most
heart murmurs are said to be originated by blood flow
turbulence. Many aspects of the problem of the genesis
of these phenomena are still being discussed, including the
relative importance of the valves and of the cardiohemic
system in the generation of heart sounds (valvular theory
versus cardiohemic theory).

Four normal heart sounds can be described (Fig. 1): I, II,
III, and IV (also indicated as S1, S2, S3, S4). The two
having the largest intensity, that is, the first (I, S1) and
the second (II, S2) sound, are initially related to valve
closure. The third (III, S3) and the fourth (IV, S4) sound,
appearing extremely weak and dull and observable only in
a restricted group of people, are not related to valve effects.
The so-called closing sounds (I and II) are not originated by
the coaptation of the valve leaflets (as the slamming of a
door). On the contrary, it is most probably a matter of
resonant-like interaction between two cardiohemic com-
partments suddenly separated by an elastic interface (the
closed valve leaflets) interrupting blood flow: Vibration is
generated at the site of the valve with a main direction
perpendicular to the valve orifice plane and dependent on
the rapid development of a pressure difference over the
closed valve. In the case of the first sound, this phenom-
enon is combined with the effect of a sudden contraction of
cardiac ventricular muscle. Pathologies of the cardiohemic
system can affect the normal sounds with respect to inten-
sity, frequency content, timing of components (splitting) (1).

The first heart sound (I) occurs following the closing of
the mitral valve and of the tricuspid valve, during the
isovolumic contraction period, and, furthermore, during
the opening of the aortic valve and the beginning of ejec-
tion. In a medium or high frequency recording, a splitting
of the first sound may be observed. Components related to
the closing of the mitral valve (Ia, M1), the closing of the
tricuspid valve (Ib, T1) and the opening of the aortic valve
may be observed. There is a direct relation between the
intensity of I and the heart contractility, expressed in the
slope of ventricular pressure rising; with high cardiac
output (exercise, emotional stress, etc.) sound I is
enhanced. The duration of the PR-interval (electrical con-
duction time from the physiological pacemaker in the right
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Figure 1. The ECG, PCG (low and high filtered), carotid pulse,
apexcardiogram, and logic states (high ¼ open) of left heart valves,
mitral and aortic valve, and right heart valves, tricuspid and
pulmonary valve. Left heart mechanical intervals are indicated
by vertical lines: isovolumic contraction (1), ejection (2), isovolumic
relaxation (3), and filling (4) (rapid filling, slow filling, atrial
contraction). The low frequency PCG shows the four normal
heart sounds (I, II, III, and IV); In the high frequency trace III
and IV have disappeared and splitting is visible in I [Ia and Ib (and
even a small Ic due to ejection)] and in II [IIA (aortic valve) and IIP
(pulmonary valve)]. Systolic intervals LVEP (on carotid curve) and
Q-IIA (on ECG and PCG) are indicated.



atrium to the ventricles) is a determining factor: The
shorter the time between the atrial and ventricular con-
traction and, consequently, the larger the distance between
the mitral valve leaflets, the larger the intensity of the first
sound appears. With a long PR-interval mitral valve leaf-
lets have evolved from wide open during atrial contraction
to a state of partially open to almost closed when ventri-
cular contraction starts; the result is a weak first sound.
Cardiovascular pathologies can have an effect on timing
and intensities of the first heart sound components. Wide
splitting is observed in right bundle branch block, tricuspid
stenosis, and atrial septal defect due to a delayed tricuspid
component (Ib). In left bundle branch block Ia and Ib can
coincide resulting in a single sound I. A diminished sound I
is found in cases of diminished contractility (myocardial
infarction, cardiomyopathy, heart failure), in left bundle
branch block, mitral regurgitation and aortic stenosis; An
intensified sound I is found in mitral stenosis with mobile
valve leaflets and in atrial septal defect.

The second sound (II) is associated with the closure of
the aortic valve and, following, the closure of the pulmon-
ary valve. Splitting of the sound in an aortic (IIA, A2) and a
pulmonary (IIP, P2) component is often observed. Splitting
increases during inspiration as a consequence of increased
difference in duration of left and right ventricular systole
caused by increased right and decreased left ventricular
filling; both components may fuse together at the end of
expiration. Paradoxical splitting (the pulmonary compo-
nent preceding the aortic one) is pathological. The pulmon-
ary component normally has a lower intensity; an
increased intensity with respect to the aortic component
is generally abnormal. There is a direct relation between
the intensity and the frequency of II and the slope of
ventricular pressure falling during isovolumic relaxation.
Stiffening of the valve leaflets results in a reduction of II. A
higher valve radius or a lowered blood viscosity gives rise to
an increased second sound. Cardiovascular pathologies can
have an effect on timing and intensities of the second heart

sound components. Wide splitting of sound II can be due to
delayed pulmonary valve closure or advanced aortic valve
closure. Delayed pulmonary valve closure can be caused by
right bundle branch block, pulmonary stenosis, pulmonary
hypertension, atrial septal defect; advanced aortic valve
closure can result from mitral regurgitation and ventricu-
lar septal defect. Paradoxical splitting of sound II can be
due to delayed aortic valve closure or advanced pulmonary
valve closure. Delayed aortic valve closure can be caused by
left bundle branch block, aortic stenosis and arteriosclero-
tic heart disease. Advanced pulmonary valve closure can be
caused by tricuspid regurgitation and advanced right ven-
tricular activation. IIA, respectively, IIP, can be absent in
severe aortic, respectively, pulmonary, valve stenosis. IIA
is decreased in aortic regurgitation and in pathologically
diminished left ventricular performance.

The third sound (III) occurs during the rapid passive
filling period of the ventricle. It is believed that III is
initiated by the sudden deceleration of blood flow when
the ventricle reaches its limit of distensability, causing
vibrations of the ventricular wall. It can often be heard
in normal children and adolescents, but can also be regis-
tered in adults (although not heard) in the low frequency
channel. It is a weak and low pitched (low frequency)
sound. Disappearance of III is a result of aging as a con-
sequence of increasing myocardial mass having a damping
effect on vibrations. High filling rate or altered physical
properties of the ventricle may cause an increased third
sound. If III reappears with aging (beyond the age of 40
years) it is pathological in most cases. A pathological sound
III is found in mitral regurgitation, aortic stenosis,
ischemic heart disease.

The fourth sound (IV) coincides with the atrial contrac-
tion and thus the originated increased blood flow through
the mitral valve with consequences as mentioned for the
third sound. It is seldom heard in normal cases, sometimes
in older people, but is registered more often in the low
frequency channel. The sound is increased in cases of
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Figure 2. Examples of pathological
sounds and murmurs. (1). A systolic
murmur (ejection murmur, crescendo,
decrescendo) as a consequence of
aortic valve stenosis preceded by a
clearaorticejectionclick (EC). (2).Mid-
systolic click (C) as a consequence of
mitral valve prolapse followed by a
systolic murmur due to mitral valve
regurgitation.



augmented ventricular filling or reduced ventricular dis-
tensability. A pathological sound IV is found in mitral
regurgitation, aortic stenosis, hypertensive cardiovascular
disease, and ischemic heart disease.

Besides these four sounds, some pathological heart
sounds may be present (Fig. 2). Among the systolic sounds
there is the ejection sound and the nonejection systolic
click. The ejection sound can be found in different patho-
logical conditions such as congenital aortic or pulmonary
valvular stenosis where opening of the cusps is restricted.
A nonejection systolic click may be associated with a sudden
mitral valve prolapse into the left atrium. An opening snap,
a diastolic sound, may occur at the time of the opening of the
mitral valve, for example, in cases with valve stenosis.

Heart murmurs are assumed to be caused by different
mechanisms as compared to heart sounds. In fact, most
murmurs result from turbulence in blood flow and occur as
random signals. In normal blood vessels at normal velocity
values blood flow is laminar, that is, in layers, and no
turbulence is observed. In a normal resting human, there
may be turbulent flow only in the vicinity of the aortic and
pulmonary valves. As flow turbulence, a phenomenon that
is generally irregular and random, is associated with pres-
sure turbulence and, consequently, vessel wall vibration,
acoustic phenomena may be observed. For flow in a smooth
straight tube, the value of the Reynolds number, a dimen-
sionless hydrodynamic parameter, determines the occur-
rence of turbulence. This number is proportional to the flow
velocity and the tube diameter, and inversely proportional
to the viscosity of the fluid. If this number exceeds a
threshold value, laminar flow becomes turbulent. Accord-
ing to this theory, so-called innocent murmurs can be
explained: They are produced if cardiac output is raised
or when blood viscosity is lowered; they are generally early
or midsystolic, have a short duration, and coincide with
maximum ventricular outflow. Turbulence and thus inten-
sity of the murmur increase with flow velocity. Pathological
murmurs may be originated at normal flow rate through a
restricted or irregular valve opening (e.g., in cases of valve
stenosis) or by an abnormal flow direction caused by an
insufficient (leaking) valve or a communication between
the left and the right heart. As such systolic, diastolic, or
even continuous murmurs may be observed. Systolic ejec-
tion murmurs occur in aortic and in pulmonary stenosis
(valvular or non-valvular), diastolic filling murmurs in
mitral and tricuspid stenosis. Aortic and pulmonary regur-
gitation cause diastolic murmurs; mitral and tricuspid
regurgitation cause systolic murmurs. A systolic murmur
and a diastolic murmur can be observed in ventricular
septal defect. Continuous murmurs occur in patent ductus
arteriosus (a connection between pulmonary artery and
aorta). Musical murmurs occur as deterministic signals
and are caused by harmonic vibration of structures (such
as a valve leaflet, ruptured chordae tendinae, malfunction-
ing prosthetic valve) in the absence of flow turbulence;
these are seldom observed.

The location of the chest wall where a specific sound or
murmur is best observed (in comparison with the other
phenomena) may help in discriminating the source of the
sound or the murmur (1). These locations are dependent,
not only on the distance to the source, but also on the

vibration direction. Sounds or murmurs with an aortic
valve origin are preferably investigated at the second
intercostal space right of the sternum and those of pul-
monary origin left of the sternum. The right ventricular
area corresponds with the lower part of the sternum at the
fourth intercostal space level, the left ventricular area
between the sternum and the apex point of the heart (at
the fifth intercostal space level). Furthermore, specific
physiological maneuvers influencing cardiac hemody-
namics may be used for obtaining better evaluation of
heart sounds and murmurs.

In conclusion, the existence, timing, location at the chest
wall, duration, relative intensity and intensity pattern,
and frequency content of murmurs and/or pathological
sound complexes form the basis of auscultatory, and/or
phonocardiographic diagnosis of cardiac disease.

FUNDAMENTAL ASPECTS OF HEART VIBRATIONS

Mechanical heart action can be indicated by a set of time
signals, which can be measured by invasive means: Most
important variables are blood pressure in heart cavities
and in blood vessels, myocardial and vessel wall tension,
ventricular volume, blood flow velocity, heart wall defor-
mation, and movement. At the chest surface only kinematic
information is available: the movement of the chest surface
as a result of mechanical heart action. As, in general, the
movement of a material point can be indicated by a vector
and as this vector appears to differ at various chest wall
sites, one can state that mechanical information available
at the chest wall is described by a spatiotemporal vector
function. As far as the effect of the heart is concerned the
movement is defined with respect to an equilibrium posi-
tion; thus one can speak of a vibratory phenomenon. This
movement of the chest surface, surrounded with air, gives
rise to acoustic pressure in air; the latter is generally so
weak that nothing can be perceived by hearing at a dis-
tance from the chest wall (except for artificial valve cases).
Only if closed air cavities are used is a sound effect obser-
vable by the ear: The closed cavity (such as the stethoscope)
prevents dispersion of acoustic energy and thus attenua-
tion of acoustic pressure. It is out of the spatiotemporal
kinematic vector function that phonocardiography takes a
sample in order to evaluate cardiac activity.

As there is a vector function involved, three components
should be taken into account. In practice, only the compo-
nent perpendicular to the chest surface is measured and
the two tangential components are disregarded. A kine-
matic function may be represented by different time repre-
sentations, for example, displacement (m), velocity (m/s),
acceleration (m/s2), or even higher time derivatives (m/sn,
n representing the order of time derivative). Fundamen-
tally, each representation contains identical information as
they are all connected by a simple mathematical operation,
that is, time derivation, but for visual inspection or time
signal processing they reveal different vibratory patterns.
Speaking in terms of the frequency domain, time deriva-
tion implies multiplication of the amplitude of an harmonic
with its frequency: Time derivation is thus an operation of
emphasizing higher frequencies in the signal with respect
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to the lower ones. According to linear system theory, a
similar effect is obtained with high pass filtering, the effect
of filtering being described by the Nth time derivative of the
signal in the attenuation band (i.e., for frequencies well
below the cutoff frequency). The number N represents the
order of the filter and determines the slope in the attenua-
tion band of the amplitude characteristic (N 	 20 dB/dec-
ade). High pass filtering, order N, is theoretically identical
with the corresponding low pass filtering of the Nth time
derivative of the signal.

In biomedical signal processing, it is relatively uncom-
mon to consider different time representations. From aus-
cultation, we learned that in case of PCG it is rather
beneficial. In a chest wall displacement curve, no sounds
can be perceived, for example, at the site of the apex of the
heart one can measure the apexcardiogram (Fig. 1), which
is essentially a recording of the displacement of the skin
surface and the ordinate axis could have a millimeter scale.
Nevertheless, at the site of the apex sounds can be recorded
if time derivation or high pass filtering is applied. In
practice, transients corresponding to heart sounds become
clearly visible in the acceleration recording. The ear cannot
sense displacements such as the apexcardiogram; this can
simply be explained if one regards the ear’s sensitivity
curve. In the range below < 1000 Hz, the sensitivity
increases with increasing frequency, equivalent with the
effect of high pass filtering.

The kinematic effect of heart action at the chest surface
is not completely covered by phonocardiography. Histori-
cally, the frequency spectrum is divided into two parts: the
low frequency part (up to 20 Hz) is handled under the title
mechanocardiography and the second part beyond 20 Hz
under PCG. The reason of separation lies in the nature of
auscultation (frequencies beyond 20 Hz, according to hear-
ing performance) and, additionally, palpation (frequencies
< 20 Hz, according to tactile sensitivity). According to this,
displacement recording belong to the domain of mechan-
ocardiography, which studies arterial and venous pulse
tracings, and the apexcardiogram. The carotid pulse
(Fig. 1) is a recording of skin surface displacement at
the site of the neck where the carotid artery pulsation is
best palpated. The curve reflects local volume changes, and
consequently pressure changes in the artery at the mea-
surement site. It thus reflects changes in aortic pressure
after a time delay determined by the propagation time of
the blood pressure wave (10–50 ms). The beginning of the
upstroke of the graph corresponds to the opening of the
aortic valve and the dicrotic notch corresponds to its clos-
ing. As such, the left ventricular ejection period (LVEP) can
be derived. The apexcardiogram (Fig. 1) is a recording of
skin surface displacement of the chest wall at the site of the
heart apex; in this case there is no propagation delay. The
abrupt rise of the graph corresponds to the isovolumic
contraction, the fall with the isovolumic relaxation. The
minimum point occurs at the time of opening of the mitral
valve. These displacement curves have been used for iden-
tifying heart sounds.

Chest wall kinematics are not exclusively caused by
heart action. The most important movement in a resting
human is originated by the respiration act. Two phenomena
should be mentioned: a low frequency event corresponding

with the breathing movement itself, and having its funda-
mental frequency at the breathing rhythm (�0.2–0.4 Hz),
and a high frequency phenomenon corresponding to
breathing noises, ‘‘lung sounds’’, due to the turbulent air
stream in airways and lungs. The latter may cause great
disturbances in high frequency heart sound recording. To
these effects one can add the result of stomach and intestine
motility and, moreover, environment noise picked up by
the chest wall. From the standpoint of PCG, these effects
are merely disturbing and thus to be minimized.

In PCG, one discriminates between heart sounds and
murmurs (based on auscultation). It has already been
indicated that the source types are different as well as
the acoustic impressions they provoke. From the stand-
point of signal analysis heart sounds correspond better
with transients originated by a sudden impact, whereas
murmurs, except for the musical types, have a random
character. In fact, if one considers a set of subsequent heart
cycles, one may find that heart sounds are more coherent
compared to murmurs. For example, averaging of sounds of
subsequent heart cycles with respect to an appropriate
time reference gives a meaningful result, but the same
fails for murmurs as a consequence of their random char-
acter.

Conventional heart sound recording is executed at the
chest wall. Some exceptions are worth mentioning. Intra-
cardiac phono signals are obtained from cardiac blood
pressure curves during catheterization. If a catheter-tip
pressure transducer with sufficient bandwidth is used,
intracardiac sound recordings can be obtained by submit-
ting the pressure signal to high pass filtering or time
derivation. It is also possible to get closer to the heart in
a noninvasive way by measuring pressure or kinematics in
the esophagus. In this way, the posterior part of the heart,
lying close to the esophagus, is better investigated.

RECORDING OF HEART SOUNDS

In auscultation, the physician uses a stethoscope as a more
practical alternative for putting the ear in close contact to
the chest wall. Recording of heart sounds is a problem of
vibration measurement (13), more specifically on soft tis-
sue. It implies the need of a sensor, appropriate amplifica-
tion and filtering, storage and visualization on paper
(14,15), or by using information technology. The useful
bandwidth is �20–1000 Hz. The sensor needs to be a
vibration transducer (vibration pickup), in this case also
called a heart sound microphone; an alternative is a stetho-
scope provided with a microphone: the electronic stetho-
scope. Except for the sensor, virtual instrumentation
technology can be used in the measuring chain: This
implies a PC with a data acquisition card and signal
processing software (such as Labview).

The Transducer

In a normal situation the chest wall vibrates only sur-
rounded with air, which exerts an extremely low loading
effect. Consequently, force at the surface may be neglected
and only the kinematic variable is important. This ceases
to be true when a transducer is connected to the chest wall,
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exerting a significant loading effect. This loading influence
is described by the mechanical impedance of the pickup
(force/velocity) or by the dynamic mass (force/acceleration).
The loading effect is also dependent on the chest wall tissue
properties; chest wall mechanical impedance is determined
by tissue elasticity, damping, and mass. In general, heart
sound microphones provoke a large and difficult to quantify
loading effect on the chest wall, so that in no case the
standard unloaded vibration is recorded. The same is not
true in electrocardiography, for example, where the appa-
ratus is designed with a sufficiently high input impedance
to record the unaffected electrical potential at the electrode
site. The latter is hard to achieve in phonocardiography
(16).

Heart sound transducers can be divided into two types:
the absolute pickup and the relative pickup. The absolute
pickup measures the vibration at the site of application,
averaged over the area of application. In general, these are
contact pickups that are rigidly connected to the chest wall;
the measuring area is thus identical to the contact area.
These types are similar to the ones used for industrial
measurements on mechanical structures or in seismogra-
phy. The relative pickup measures the vibration averaged
over a certain area with respect to a reference area; it is
thus a kind of differential pickup. Air-coupled pickups are
differential pickups. Essentially they consist of an air-filled
cavity, generally with a circular shape, the edge of the
cavity rigidly and air-tight-connected to the chest wall. It is
thus the difference of the displacement under the cavity
(the measuring area) and the displacement under the edge
of the cavity (the reference area) giving rise to an acoustic
air pressure within the cavity that is measured. The elec-
tronic stethoscope can be considered as a relative pickup.
Figure 3 shows the principles.

With the contact vibration pickup the average kine-
matics of the measuring area in the loaded situation is
recorded. The most generally applied transducing principle
is the seismic type: A seismic mass is connected via a

spring-damping system to the contact mass coupled with
the vibrating surface (Fig. 4). The relative displacement
between the seismic mass and the contact mass is mea-
sured with the aid of a mechanoelectric transducing device.
The latter can be a piezoelectric crystal that generates an
electrical charge proportional to its deformation (Fig. 5);
The complete device behaves as an accelerometer for fre-
quencies (f) below its acceleration resonance frequency (f1);
it measures displacement above f1. Measuring acceleration
is generally the normal function. The acceleration charge
sensitivity sQ (charge per acceleration unit, pC/m�s�2) is
thus

sQ ¼ B=ð2pf1Þ2 ð1Þ

for f < f1. The parameter B stands for a mechanoelectric
transducing efficiency and depends on the crystal type and
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Figure 3. A schematical representation of heart vibration
pickups: left, the relative type; right, the absolute type; above,
the pickup positioned at the vibrating chest wall; below, the
corresponding areas relating the pickup with the chest wall.
The absolute pickup measures the kinematics xt at its contact
area At. The relative pickup, presented as an air cavity with a
pressure-sensing device at the top of the cavity (black part),
measures the difference between the kinematics under the
cavity xtM, that is, of the measuring area AtM, and the one
under the edge of the cavity xtR, that is, the reference area AtR.

Figure 4. The seismic system, the mechanical model for a contact
pickup (i.e., an accelerometer). The system is attached to the
vibrating surface (F, x) with its contact mass M2; The seismic
mass M1 is coupled to the contact mass via a stiffness S and a
damping D. The displacement y between the contact and the
seismic mass represents the measuring value.

Figure 5. A schematic representation of two types of
phonocardiographic contact pickups: at left, the heavy, and at
right, the low weight type. The mechanoelectric transducing
device (here presented as a bilaminar bending crystal) is built
in to measure the displacement between the seismic mass and the
material in contact with the vibrating surface. The black parts
indicate elastic material. The heavy type (possibly held by hand at
the massive case, representing the seismic mass) makes contact
with the chest wall via a coin-shaped disk connected to the crystal
by an extension rod. For the low weight type, the case makes
contact with the vibrating surface and all remaining parts
(including the seismic mass attached to the crystal) are at the
inside. Note: The heavy type is mentioned because of its historical
value.



on its mounting; f1 is a construction parameter determined
by the seismic mass and the stiffness incorporated between
the seismic and the contact mass. The complete amplitude
frequency characteristic corresponds with a low pass
second-order filter, with f1 also representing the cutoff
frequency (Fig. 6), thus determining the measuring band-
width and the sensitivity. Evidently other then piezoelec-
tric elements can be used for measuring displacement:
piezoresistance, variable capacitance (both of them need-
ing a polarization voltage), electret elements, and so on.

The loading influence of the pickup can be presented by
its dynamic mass. In comparing contact pickups with
different masses with an ultralow weight type (Fig. 7) it
was found that distortion and attenuation is caused by the
mass (16): Beyond 100 Hz, the amplitude ratio (loaded
compared to unloaded) approximates a value (AL):

AL ¼Mt=ðMt þM1Þ ð2Þ

with Mt ¼ a d3
t , a ¼ 280 kg/m3 (typical); M1 is the loading

mass (of the pickup), Mt is the thorax wall output mass, and
dt is the contact diameter. According to this formula, a 10-g
pickup with a 20 mm diameter would result in an attenua-
tion to 18% of the original unloaded amplitude. For quan-
titative purposes, ultralow weight pickups can thus be
recommended. It must also be emphasized that not the
weight per se, but the weight divided by the third power of
the contact diameter is the parameter to be minimized
(according to Eq. 2).

In the case of the air-coupled vibration pickup (17), the
average kinematics of the measuring area (under the
cavity) with respect to the reference area (under the edge
of the cavity) in the loaded situation is recorded (Fig. 3). Air
pressure in the cavity as a result of the relative displace-
ment of the chest wall is registered with a built-in sensor
measuring acoustic pressure (a microphone). The move-
ment of the membrane of this microphone is transformed
into an electrical signal, for example, by the moving coil
principle (dynamic type) and variable capacitance (con-
denser type with a polarizing voltage, electret type). As
such, the measuring characteristics of the air-coupled
pickup are determined by the dimensions of the air cavity
and by the features of the included microphone. If the
microphone membrane is rather stiff as compared with
air and the height (l) of the cavity small as compared with
the wavelength of heart vibrations in air, the pressure
(p) generated at the site of the membrane is simply pro-
portional to the relative displacement of the chest wall
(xtMR ¼ xtM � xtR):

p ¼ ð c2=lÞ xtMR ð3Þ
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Figure 6. The acceleration amplitude frequency characteristic of
a seismic pickup (double logarithmic scale). Curves presented can
be obtained using the same mechanoelectric transducing device,
but with a different mechanical layout of the seismic system. The
oblique broken line represents a sensitivity limit for the specific
mechanoelectric transducing device. The characteristic of a
seismic system corresponds with a second-order low pass filter.
The resonant frequency f1 determines the bandwidth (flat part),
but also the sensitivity (Eq. 1). Two different types are shown; the
low resonant frequency f11 can be found in heavy
phonocardiographic pickups; the high one, f12, in low weight
types. For the latter, the effect of damping is shown: Curve 2b
corresponds to a higher damping in the system, as can be seen by
the decreased height of the resonance peak.

Figure 7. Amplitude frequency characteristic of the loading effect
caused by the coupling of a rigid element to the soft tissue of the
chest wall (as e.g., a contact pickup) (drawing for a 10 g, 20 mm
diameter element). Attenuation is about constant beyond 100 Hz
(Eq. 2).



where r is the air density (kg/m3) and c is the wave
propagation velocity in air (m/s). The loading effect under
the cavity is given by a stiffness term (StM, N/m) and

StM ¼ d2
tMrc2=ð4lÞ ð4Þ

where dtM is the diameter of the measuring area. At the
reference area, the pickup exerts a mass loading; the
combined loading effect is hard to describe.

For calibration of a phonocardiographic pickup one can
use a vibrator, a reference accelerometer having an ideal
frequency response, and two amplifiers (Fig. 8). The con-
tact pickup to be tested should be rigidly attached to the
reference pickup. In case of an air-coupled pickup, one has
to investigate the differential and the common mode char-
acteristics, the first one with the housing fixed, a displace-
ment being generated at the input of the cavity (e.g.,
airtight sealed with an elastic membrane), and the second
one with the complete microphone fixed at the rigid vibra-
tion table (the relative displacement between inner and
edge of the cavity being zero). For an ideal relative pickup,
the common mode term should be zero; In practice, it is to
be small with respect to the differential sensitivity.
Mechanical impedance of a pickup can similarly be mea-
sured by applying a force transducer combined with the
reference accelerometer (an impedance head). It should be
emphasized that in this way only the properties of the
pickup can be obtained, but no information is acquired on
the ultimate distortion effect due to the loading of the chest
wall, as this is also dependent on the tissue parameters.
This effect can only be measured in situ, that is, on the
patient themself; the procedure is rather complicated.

In conclusion, accurate quantitative recording of the
unloaded chest wall vibration is extremely difficult. Indus-
trial accelerometers (equivalent to the described contact
types) show the same disadvantages with respect to load-
ing on the soft tissue of the chest wall. Moreover, as a rule
they are less sensitive and have an unnecessary broad
bandwidth. Some noncontact methods have been reported,
but only for infraphonocardiographic frequencies.

Preamplification and Signal Preprocessing

Without going into details regarding electronics, we must
emphasize the importance of the preamplifier, as this part
of the recording unit, in combination with the pickup,
determines the electronic noise level of the apparatus. It
is adequate to resume possible disturbing influences at this
point. First, there are the physiological vibrations gener-
ated by organs other than the heart. Respiration sounds
may be the most inconvenient disturbances, especially
with patients suffering from lung disease. Recording in
an expired resting state can thus be advised. Furthermore
there are environmental vibrations; Air-transmitted
noises, especially the higher frequencies at which cardiac
vibration intensity is weak, can be very inconvenient.
Therefore, the air-coupled pickup should be attached in
an airtight manner to the chest wall. This does not solve
the problem completely, as environmental noises seem to
be picked up by the chest wall and, in this way, transmitted
to the pickup (air-coupled as well as contact type). Theore-
tically, these disturbing vibrations can be minimized, but
for a given apparatus electronic noise cannot be affected
and thus sets a limit to noise diminishing and determines a
threshold under which no heart sound or murmur can be
recognized.

Besides the noise level, the frequency characteristic of
the preamplifier connected to the pickup should be
regarded. For example, in the case of a piezoelectric pickup,
its electrical output property is capacitive and one must
bear in mind that the combination of this capacitance with
the input resistance of a voltage preamplifier gives rise to a
first-order high pass effect. To avoid this problem, charge
or current amplifiers can be used. Whereas the charge
amplifier measures acceleration, the current amplifier
measures its time derivative.

Whether or not signals are digitized after preamplifica-
tion, a high pass filtering (or band-pass filtering) process is
necessary (18,19). High pass filtering and appropriate
amplification (analogue or digital) of the filter channels
compensate for the fact that visual inspection of a single
recorded phonocardiogram (even when optimally chosen)
does not reveal the same amount of information as gained
from the acoustical impression during auscultation.
Furthermore, the amplification has to compensate for
the decreasing amplitude of heart vibrations at increasing
frequencies. Conventionally, a set of about four high pass
filters are used, each characterized by a gradually increas-
ing cutoff frequency and/or increasing slope in the attenua-
tion band. For example, Maass Weber high pass filters are
used with a common cutoff frequency of 1 kHz and slopes
of 20, 30, 40, and 60 dB/octave (EEC, see the section
Hardware and Software). Generally, filter sets have been
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Figure 8. Calibration of heart vibration pickups. The pickup to be
tested is compared with a reference accelerometer (RA): left, the
contact pickup; right, the relative pickup. The contact pickup is
rigidly connected with the reference accelerometer, mounted on a
vibrator (left). For the relative pickup two measurements can be
performed (right, vibrator not displayed). In a first test, the
differential characteristic is determined (right, above): With the
housing fixed, a movement is generated at the orifice of the cavity,
which is closed airtight with (e.g., an elastic membrane). In a
second test the common mode sensitivity is determined, the pickup
fixed at a stiff plate. An ideal relative pickup features zero common
mode sensitivity.



determined qualitatively by applying a range of subsequent
filters and recording a set of normal subjects and patients
with different heart diseases: A filter providing information
also perceivable in another one was eliminated from the set.
Furthermore, filtering must permit discrimination between
phenomena having a different physiological or pathological
origin. Clear splitting between slightly asynchronous phe-
nomena (or minimal overlapping) is thus desired for vibra-
tions having similar frequency content. Now discrimination
between phenomena having a different frequency content in
adjacent filter channels is expected. The chosen set is not
uniquely optimal: It depends on the preceding elements in
the measuring chain (the vibration pickup, including its
loading effect, and the preamplifier). As such, a filter set
chosen for a contact pickup is not evidently optimal for an
air-coupled type.

Different transducers, the mostly unknown distortion
effect due to loading and different filter sets, might seem
remarkable to physicists and engineers from the viewpoint
of measuring quality. Nevertheless, for (semiquantitative)
phonocardiography the use of filtering with adaptable
amplification compensates in some degree for microphone,
loading, and preamplification characteristics. For example,
attenuation due to loading in a specific frequency band may
be partly compensated by increased amplification of the
corresponding channel.

Storage and Visualization

In older apparatus intended for recording of ECG, PCG,
and pulses, a paper recorder (strip chart recorder) was
included. The first was an analog type [as the galvano-
metric pen writer, having a limited bandwidth (�100 Hz),
but equipped with special techniques for recording high
frequency sounds], and later it was a digital type as the
thermal array recorder. The latter, also available as a
general purpose paper recorder, functions completely digi-
tally: It sets a dot at the point corresponding to the instan-
taneous value of the signal to be recorded: No moving
mechanical parts are present except for the paper drive.
The recording technique is characterized by a sampling
and a writing frequency. The latter may be lower than the
first: During the writing interval all points between the
maximum and the minimum value of the signal samples
are dotted. As such, the recording is a subsequence of
vertical lines: For visual inspection of the overall vibration
pattern no information is lost.

Furthermore, data can be handled by common informa-
tion technology: a (portable) personal computer with appro-
priate data-acquisition possibilities, virtual instrument
software for signal conditioning and processing, visualiza-
tion, archiving, and hard copy generation.

PROCESSING OF HEART SOUNDS AND PHYSICAL
MODELING

Physical modeling aims at the localization of a specific
sound source in the heart and, by analyzing the externally
recorded vibration signals, at the quantification of the
constitutive properties of the cardiac structures involved
(e.g., stiffness of a valve leaflet, myocardial contractility)

and of the driving forces, which set these structures into
vibration. The physical situation is extremely complicated.
The vibration source is situated within the cardiac struc-
tures (having viscoelastic properties) containing and driv-
ing blood (a viscous fluid). The transmission medium, the
tissues between the heart and the chest wall, is viscoelastic
and inhomogeneous.

Transmission in such a viscoelastic medium implies
compression and shear waves, which both contribute to
the vibrations at the chest wall (20). It is not simply a
problem of acoustic pressure as in a perfect fluid. Distortion
due to transmission seems obvious. In order to study
transmission and to relate chest wall vibrations to proper-
ties of cardiac structures and hemodynamic variables,
advanced signal processing techniques are used. A broad
review is given by Durand et al. (21).

As the chest wall vibratory phenomenon is represented
by a spatiotemporal kinematic function, it can principally
be approached in two ways: by sampling in time, as a set of
images of chest wall movement, or by sampling in space by
a set of time signals obtained with multisite recording.
Multisite heart sound recording implies a large set of
pickups (preferably light weight, thus inducing minimal
loading). In this way, spatial distribution of vibration
waveforms on the chest wall can be derived. Based on
the results of such a method a physical model for heart
sound genesis has been presented that can analytically be
solved in a viscoelastic medium: a sphere vibrating along
the axis of the valve orifice (20). This mechanical dipole
model agrees to the idea of sound generation as a resonant-
like vibration of the closed elastic valve leaflets and the
surrounding blood mass. With this model a typical inver-
sion of vibration waveforms on the chest wall could be
explained: The phase reversal is expressed most for the
second sound, according to the anatomical position and
direction of the aortic orifice. The model has been used to
calculate source functions (the inverse problem). Spatial
parameters on vibration waveforms have been formulated
(22–25).

Physical modeling aims at the quantification of the
constitutive properties of cardiac structures (e.g., of the
valve leaflets) and the driving forces (e.g., blood pressure).
For example, with respect to the second sound, the aortic
valve was modeled as a circular elastic membrane, it was
allowed to vibrate in interaction with the surrounding
blood mass, with as a driving force the slope of the devel-
opment of the transvalvular pressure difference during
isovolumic relaxation (11,26). Typical characteristics of
IIA and IIP could thus be explained. For example, the
reduction of amplitude and frequency shift (toward higher
frequencies) as a consequence of valve stiffening, the
diminishing of amplitude in patients with poor ventricu-
lar performance (characterized by a slow pressure drop in
the ventricle during the isovolumic relaxation), and the
augmentation of amplitude in cases of anemia (implying
reduced blood viscosity and thus reduced damping in the
resonant system). In another model, the ventricle is mod-
eled as a finite thick-walled cylinder and the amplitude
spectra of computed vibration waveforms contain infor-
mation concerning the active elastic state of muscular
fibers that is dependent on cardiac contractility (27).
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Transmission of vibrations by comparing vibrations at the
epicardial surface and at the chest wall has been studied
(21). Esophageal PCG proved to be beneficial for recording
vibrations originated at the mitral valve (28). The disap-
pearance of the third sound with aging was explained with
the ventricle modeled as a viscoelastic oscillating system
with increasing mass during growth (29). Spectral ana-
lysis of the pulmonary component of the second sound
reveals information on the pressure in the pulmonary
artery (30).

Frequency content and timing of heart vibrations is of
major importance; Time–frequency analysis of signals is
thus performed. Classical Fourier analysis uses harmonic
signals (sine and cosine waves) as basic signals. The
frequencies of the harmonics are multiples of the funda-
mental frequency and the signal can be composed by
summing the sine and cosine waves multiplied with the
Fourier coefficients. Sine waves have an infinite duration
and the method is thus beneficial for periodic functions. A
phonocardiogram can be considered as a periodic function,
but it is composed of a number of phenomena shifted in
time with specific frequency content (heart sound compo-
nents and murmurs). When applying classical Fourier
analysis, information on timing is lost. Thus Fourier
analysis has to be performed on shorter time intervals
(by dividing the heart cycle into subsequent small inter-
vals) resulting in time and frequency information. To
minimize errors resulting from calculating in these small
intervals, mathematical techniques have to be applied.
Wavelet analysis calculates wavelet coefficients based on
transient-like irregular signals with limited duration,
called wavelets. Wavelets are derived from a mother
wavelet and obtained by scaling in time (subsequently
with a factor 2) and by shifting in time. As in Fourier
analysis, the signal can be composed by summing shifted
and scaled wavelets multiplied with their wavelet coeffi-
cients. The waveform of the mother wavelet can be chosen.
As scaling in time corresponds to frequency, this method
also gives time and frequency information, but it performs
better for analyzing signals of a nonstationary nature,
such as heart sounds and murmurs. Sudden changes or
discontinuities in the signal can better be identified and
located in time. A large number of studies has been
executed with respect to time–frequency analysis of heart
sounds and murmurs and different calculation methods
have been compared (21). Spectral analysis of heart mur-
murs appeared to be useful to estimate transvalvular
pressure difference in patients with aortic valve stenosis
(31,32). Spectral analysis was used to monitor the condi-
tion of bioprosthetic valves and mechanical valve pros-
theses (33,34). Wavelet transform (35) and a nonlinear
transient chirp signal modeling approach (36) were used
to detect the aortic and the pulmonary component of the
second sound. The matching pursuit method was used to
identify the mitral and the tricuspid component in the
first sound (37). A tailored wavelet analysis has been used
to automatically detect the third heart sound (38). Time–
frequency analysis was applied for classification of heart
murmurs produced by bioprosthetic valves (39), for study-
ing the first heart sound (40), and for automated detection
of heart sounds (41).

THE ELECTRONIC STETHOSCOPE

Clinical interest in PCG in its classical form has been
decreasing during the last decade, but there seems to be
an increasing interest in heart sound recording with the
aid of electronic stethoscopes (1), combined with informa-
tion technology allowing easy data-acquisition, visualiza-
tion, data handling and parameter extraction, playback,
telemedicine applications, waveform recognition, and diag-
nosis with the aid of databanks. Also, virtual instrumenta-
tion technology (such as Labview) is used for heart sound
acquisition and processing.

The modern acoustic stethoscope comprises a binaural
headset and a chest piece connected by elastic tubing (1).
The headset is composed of ear tubes and ear tips; the chest
piece can consist of a bell and a diaphragm part. The ear
tips should fit in the ear orifice, preventing air leakage,
with the tube properly aligned to the hearing canal, that is
slightly directed forward. The tube connecting the headset
and the chest piece should not be to long to restrict
attenuation of acoustic pressure, especially of higher fre-
quencies, generated at the chest piece. With the diaphragm
part provided with a stiff membrane (diameter �4 cm),
applied firmly to the skin, the high frequency sounds are
better observed. With the bell part of the chest piece,
applied with low pressure to the skin (enough to prevent
air leaks between skin and bell edge) low frequency vibra-
tions are best picked up. The bell diameter should be large
enough to span an intercostal space (�2.5 cm for adults).
Firm application of the bell makes the skin act as a
membrane thus diminishing its low frequency perfor-
mance. Some stethoscopes have only one part with a spe-
cially mounted membrane, which can function in the ‘‘bell
mode’’ or in the ‘‘membrane mode’’ by altering applied
pressure for the purposes cited above. As such, in the
application of the stethoscope, frequency filtering (as in
phonocardiography) is performed by using a specific shape
and mechanical coupling to the chest wall.

The electronic stethoscope (e-stethoscope) combines the
simplicity of the acoustic stethoscope with the benefits of
electronics and information technology. Essentially, the e-
stethoscope is an acoustical type provided with a built-in
microphone; as such, it can be indicated as an air coupled
vibration pick-up. In its simplest form, sounds are trans-
mitted to the ears by tubing as in the acoustical one. The
more advanced type has the microphone built within the
chest piece, with adjustable amplification and filtering,
mode control with easy switching between bell and dia-
phragm modes, generation of processed sound by minia-
ture speakers to the air tips, cable or wireless connection to
a personal computer for further processing. Adjustment of
stethoscope performance can be executed during ausculta-
tion. Most stethoscopes are intended for observation (and
recording) of heart sounds and murmurs, and for lung and
airway sounds as well. A special type, the esophageal
stethoscope, can be used for monitoring heart and lung
sounds during anesthesia (42).

User-friendly software is available for diagnostic and for
training purposes. Recorded signals can be printed, visua-
lized, adapted by digital filtering and scaling, improved by
elimination of artifacts and disturbances, and combined
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with synchronously recorded ECG. Processed sounds can
be reproduced and played back with speakers with a
sufficient bandwidth (in the low frequency range down
to 20 Hz). Spectral analysis is also possible: Frequency
content as a function of time can be displayed. Automated
cardiac auscultation and interpretation can be useful in
supporting diagnosis (43–45). Sounds recorded by a local
general physician can be sent via internet to the cardiol-
ogist for accurate diagnosis (46).

Educational benefits are obvious. Heart sounds
recorded with the e-stethoscope or obtained from a data-
bank can be visually observed and listened to. CD–ROMs
with a collection of typical heart sounds and murmurs are
available for training purposes. Multimedia tools were
found to contribute to the improvement of quality of phy-
sical examination skills (47,48).

HARDWARE AND SOFTWARE

In this paragraph, some practical details are given with
respect to available hard and software. A conventional form
of a phonocardiograph (heart sound transducer, amplifier
and filters, audio, output connectable to recorder, also fit for
lung sound recording) can be obtained from EEC (http://
www.eeconnet.com). ADInstruments provides a heart
sound pickup (http://www.adinstruments.com). Colin
(http://www.colin-mt.jp/eng) provides a phonocardiograph
together with ECG and noninvasive blood pressure mea-
surement for noninvasive assessment of arteriosclerosis.
Electronic stethoscopes can be purchased at Cardionics
(http://www.cardionics.com), 3M (Litttmann) (http://www.
3M.com/product/index.jhtml), Meditron (http://www.medi-
tron.no/products/stethoscope), Philips (http://www.medi-
cal.philips.com/main/products/), EEC (http://www.eeco
nnet.com). Software supporting the physician in the evalua-
tion of heart sounds recorded with an electronic stethoscope
is provided by Zargis (http://www.zargis.com), Stetho-
graphics (http://www.stethographics.com/index. html). Soft-
ware intended for training in heart sound auscultation
(heart sounds recorded with an electronic stethoscope or
from data banks) can be obtained from Biosignetics (http://
www.bsignetics.com), Zargis (http://www.zargis.com), Car-
dionics (http://www.cardionics.com).

EVALUATION

Evaluation of heart sounds and murmurs remains an impor-
tant method in the diagnosis of abnormalities of cardiac
structures. Conventional PCG, however, essentially the gra-
phic recording of sounds for visual inspection, has lost inter-
est as a result of a number of reasons. First, the vibration
signals are complex and thus difficult to interpret; they are
characterized by a broad frequency range and, as such,
different time representations present specific information
(low and high frequencies). Obtaining high quality recordings
having a high signal-to-noise ratio is difficult. Genesis and
transmission of vibrations is difficult to describe and insuffi-
ciently known. A variety of waveforms are observable at the
chest surface; Multisite recording and mapping are useful
with respect to the solving of the genesis and transmission

problem but are difficult to execute and result in a large
amount of data to be analyzed. The recording technique is not
standardized; The ordinate axis of a phonocardiographic
waveform does not have a physical unit as, for example,
the millivolt in electrocardiography. The latter is due to
the different transducer types, unquantified loading effect
of the transducer on the chest wall, different frequency filter
concepts. Thus, the method remains bound to a specific
recording method and is semiquantitative. No guidelines
for universal use have been developed and proposed to the
clinical users. The most important reason evidently is found
in the availability of technologies like echocardiography,
Doppler, and cardiac imaging techniques, which provide
more direct and accurate information concerning heart func-
tioning. The latter, however, have the disadvantages of being
costly and restricted to hospitals. Nevertheless, knowledge of
heart sounds and murmurs has been greatly increased with
the PCG technique and research is still going on. Signal
analysis, more specifically time–frequency analysis, has pro-
ven to be very useful in the identification and classification of
heart sound components and murmurs and their relation to
cardiac structures and hemodynamic variables.

Conventional PCG has lost interest. Nevertheless, the
historical value of the method has to be stressed. Ausculta-
tion, being simple, cheap, and not restricted to the hospital
environment, held its position as a diagnostic tool for the
general physician and for the cardiologist as well. How-
ever, this technique requires adequate training. Recording
and processing of heart sounds remain beneficial for train-
ing and for supporting diagnosis. Electronic stethoscopes
coupled to a laptop with suitable software and connected to
the internet for automated or remote diagnosis by a spe-
cialist may grow in importance in the coming years.
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INTRODUCTION

Photography is widely used in many areas of medicine for
the documentation and treatment of diseases. Photography
involves making pictures by capturing light reflected from
objects onto a sensitive medium (e.g., film or the more
recent technique of light-sensitive chips from a digital
camera). In ophthalmology, the transparency of the living
eye allows photographs to image diseases as far back as the
retina. In dermatology, traditional methods of photogra-
phy are used to document and track skin lesions. Every
type of medical imaging comes with its own technical
challenges. The medical photographer plays a vital part
in promoting and supporting quality healthcare by provid-
ing services in photography. Furthermore, imaging has
served as an important research tool. Photomicrography
involves taking images in the laboratory of tissue or culture
specimens in both the gross and cell level. The goals of
photography, in general, may include characterizing the
basic anatomy and physiology of the body, understanding
changes caused by aging or disease, and discovering dis-
ease mechanisms.

OPHTHALMIC PHOTOGRAPHY

Photographing the living eye poses some challenging
issues despite its transparency. The eye is sensitive to
light and can easily be bleached after a certain number
of flashes and intensity. The human retina is also designed
for capturing light rather than reflecting it. Images may
result in poor contrast and may affect the performance of
diagnostic procedures. The main absorbing pigments in the
eye are blood, hemoglobin, photo pigments, macular pig-
ments, and water. Moreover, research has shown that
many sight-threatening diseases are embedded deep in
the retina, where conventional tools of photography cannot
be used (1,2). Fortunately, specialized instruments and
image enhancement processes have been developed to
obtain better images (Fig. 1).

The Fundus Camera

The instrument widely used by ophthalmologists to view
the posterior segment of the eye is the fundus camera. The
fundus is photographed using a white light source to
provide high resolution images at the micron range. Fun-
dus photography can also create stereographics images
that provide depth. These qualities make fundus photo-
graphy the established standard for clinical studies of

macular diseases. Newer models now take digital images
and can be directly stored to a computer database.

Many fundus camera models are currently available in
the United States: the German Zeiss, the Topcon fundus
camera, the Olympus fundus camera, and the Nikon
fundus camera. In choosing an instrument, one should
compare the engineering and more importantly, the photo
quality. Some instruments will be more expensive than its
competitors, but takes excellent photographs while others
have a wider view and good quality images (3) (Fig. 2).

General Methodology

A full-time photographer is specialized to operate the
equipment in a clinic. While gaining technical skills, the
photographer is often familiar with the clinical pathology
of the fundus. This is advantageous to the ophthalmologist
in situations where photos need to be interpreted. In
operating a fundus camera, there are some general guide-
lines to follow (3):

1. The pupil of the patient must be dilated. Dilation of
the pupil may take 20–30 min. An 8 mm diameter
pupil is ideal, but even a pupil much smaller may be
acceptable.

2. The eyepiece must be carefully focused to avoid get-
ting out-of-focus photographs. Young children will
have accommodation problems and may pose extra
attention. The settings should be checked before each
set of photographs on the patient is taken.

3. Check the shutter speed for the proper electronic
flash synchronization. Shutter speeds in the range
of 1/30 to 1/60 of a second can be used.

4. Take an identification photograph of the patient’s
name, date photographed, and other pertinent infor-
mation. Properly labeling photos will avoid confusion
later.
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Figure 1. Cross-section of the eye. The transparency of the eye
permits the ability to receive light from the external world. Light
enters the cornea and goes through the iris and the lens until it
reaches the retina. The macula contains many rods and cones and
is the area of greatest visual acuity.



5. When the patient is comfortably seated at the instru-
ment with their chin on the chin rest and their
forehead against the headrest, instruct the patient
to look at the fixation device.

6. After properly focusing the filament of the
viewing lamp, look through the eyepiece and
bring the retinal vessels into focus. Release the
shutter.
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Figure 2. The optical pathway of the fundus camera. Light generated from either the viewing lamp
(V) or the electronic flash (F) (A) is projected through a set of filters and onto a round mirror (B). This
mirror reflects the light up into a series of lenses that focus the light. A mask on the uppermost lens
shapes the light into a doughnut. The doughnut shaped light is reflected onto a round mirror with a
central aperture (C), exits the camera through the objective lens, and proceeds into the eye through
the cornea. When the illuminating light is seen from the side, one can appreciate the complexity and
precision of the optical scheme (D). Assuming that both the illumination system and the image are
properly aligned and focused, the retinal image exits the cornea through the central, unilluminated
portion of the doughnut (E). The light continues through the central aperture of the previously
described mirror, through the astigmatic correction device and the diopter compensation lenses, and
then back to the single lens reflex camera system. (From Saine PJ, Taylor ME, Ophthalmic
Photography (2nd ed.), Butterworth-Heinemann, 2002 with permission.)



Stereo Fundus Photos

Fundus photos in stereo pair give a perception of depth that
greatly improves reading performance. For example, a
stereo photo can document blurred disk margins, optic
nervehead cupping, and the degree of retinal elevation
from conditions (e.g., serous or solid detachments). When
evaluating patients with age-related macular degeneration
(AMD), graders can view the elevation of drusen under the
retina much more effectively.

The most popular method of taking stereo photographs
was the cornea-induced parallax method, advocated by
Bedell (4). To take the stereo pair, the first photograph
is taken through the temporal side of the pupil and the
second through the nasal side. A lateral shift of 3.5 mm is
recommended for optimum stereopsis, but any lateral shift
will create a stereo photograph. The photographer aligns
and focuses the camera through the center of the pupil,
then uses the joystick to move the camera slightly to the
right, takes an image, and then slightly to the left, and
takes the second image. The translation of the camera
sideways changes the angle of view. The amount of camera
shift can vary from image pair to image pair, making
apparent depth a variable. Attachments are available for
some cameras that allow the photographer to shift the
camera through a consistent distance. Specialized cameras
are commercially available to take stereo-pair fundus
photos simultaneously, though the resolution is reduced.

Digital Imaging

Until recently, fundus photos were developed in film and
the photographer had to wait hours or even days to see the
results. The resolution was limited by the grain size of the
film. Today, fundus cameras take digital photos that can be
evaluated instantaneously and stored digitally. A typical
image is in 24-bit, red, green, and blue (RGB), true color
with a resolution size of 2000 	 2000 pixels. A digital
imaging system ensures that the original quality of the
image is preserved and will produce flawless duplication.

Images can be stored in a number of different formats,
but with digital files comes the requirement for an effi-
cient digital storage system. Tagged image file format
(TIFF) images are not compressed, and therefore require
large storage spaces. Recent advances in computer engi-
neering have provided large storage in affordable costs.
Nevertheless, it has been shown by Lee (5) that joint
photographic experts group (JPEG) formats allow for
varying degrees of image compression without compro-
mising the resolution of fundus photos necessary for
image analysis. In image compression, images are applied
to a lossy algorithm, which permit the image to be recon-
structed based on partial data. The result is not an exact
restoration of the image, but is sufficient for diagnostic
purposes.

In the evaluation of clinical AMD, Lee reported that
TIFF images and low compression (30:1) JPEG images
were virtually indistinguishable (5). Digital images of
AMD patients were analyzed in software for drusen iden-
tification and quantification. Drusen detection in the con-
ventional stereo fundus slides using a manual protocol was
highly comparable to the digital format (Figure 3).

Clinical Evaluation of AMD in Fundus Photos

The fundus camera has been routinely employed for diag-
nostic purposes (e.g., the clinical study of patients with
AMD) (6,7), which is the leading cause of blindness in the
developed world (8). The natural history of AMD is hall-
marked by a subretinal pathology known as drusen (9–
17). The identification and measurement of drusen are
central to clinical studies of early AMD. The current
standard of grading AMD is through manual viewing of
stereographic fundus slides on a light box. However, this
method involves time-consuming analysis of drusen size,
number, area, and morphology in several subcategories
(18).

Despite the movement to digital fundus imaging, a
digital and automated method of quantification of macu-
lar pathology in AMD has yet to gain widespread use.
Computer-assisted image analysis offers the potential for
greater accuracy, objectivity, and reproducibility, but
designing algorithms for that purpose is nontrivial. Many
methods have been attempted in the last two decades with
unsatisfactory results (19–25).

One major obstacle stems from the clinical appearance
of the normal macula, which is a composite of complex light
reflections from and absorption by multiple layers of the
retina and associated structures. The application of seg-
menting any pathology superimposed on the macula in an
automated fashion is a difficult task by the nonuniform
reflectance of the normal macular background. For exam-
ple, absorption by luteal pigment in the central macula
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Figure 3. Fundus image of an AMD patient. The fundus camera
is used to photograph the retina. The macula corresponds to an
area of the retina 5–6 mm in diameter, centered on the fovea.
Drusen are the white deposits surrounding the fovea that are
characteristic of AMD, a sight-threatening disease. The retina has
many layers, including the retinal pigment epithelium (RPE) and
the choroid. Drusen are usually found embedded below the RPE
layer.



(fovea and parafovea) contributes to the darker central
appearance. The nerve fiber layer, conversely, is highly
reflectant. It is thickest in the arcuate bundles along the
arcades and thinnest at the central fovea. This makes the
arcade regions relatively brighter, hence also contributes
to the macula appearing darker centrally (26). Therefore,
simply choosing a global threshold would not be equally
effective in segmenting or identifying drusen in the darker
central regions as it would in the relatively brighter
regions in the periphery, and vice versa.

Shin et al. (19) used adaptive thresholding techniques
to handle the nonuniform macular background reflec-
tance. They divided the image into separate windows of
variable sizes. Within each window, a local histogram was
applied to check for skewness, and to determine if drusen
was present. However, the method was often misleading if
either a large area of background or a large drusen domi-
nated the region, which resulted in an incorrect threshold.
Moreover, windows containing vessels would sometimes be
incorrectly interpreted in the bimodal distribution. Thus,
operator supervision and some postprocessing steps were
added.

Shin’s method was improved by Rapantzikos et al. (20),
which used morphological operators (e.g., kurtosis and
skewness) to predict whether drusen was present in the
local window. Their idea gave better results, but was not
infallible as a completely automated system of drusen
segmentation. For example, many different combinations
of image features (drusen and background) can yield the
same histogram.

An alternative method was presented by Smith et al.
(27,28) that aims to level the macular background reflec-
tance, which can change significantly over distances of
50–100 mm. In previous methods, inadequate segmenta-
tion centrally and overinclusive segmentation in the per-
ipheral macula was an indication that the background
variability of the macula had not been resolved.

Smith found that the background reflectance of a nor-
mal fundus image could be modeled geometrically (29–31).
It has been shown that a partial normal background con-
taining drusen provided enough information to model the
entire background by a elliptical contour graph (27,32).
After leveling the nonhomogeneity of the background
reflectance, they overcame the challenges posed in purely
histogram-based methods of other researchers. A combined
automated histogram technique and the analytic model for
macular background presented a completely automatic
method of drusen measurement.

Their algorithm is briefly explained. First, an initial
correction of the large-scale variation in brightness found
in most fundus photographs was applied. This is achieved
by calculating a Gaussian blur of the image and subtract-
ing it from the original image in each of the three RGB color
channels. Further processing was carried out in this pre-
processed image. The main idea was to level the back-
ground such that the reflectance was uniform over the
entire macula. They proposed a multizone math model to
reconstruct the macula. Each zone divided the macula into
different annular and grid-like regions. The pixel gray
levels were used as input for fitting into the custom soft-
ware employing least-squares methods. After the geo-

metric model of the macula was created, it was
subtracted from the original image to obtain a leveled
image. The process was automatically iterated until a
sufficient leveling has been achieved. In other words, the
range of gray levels in the image is minimized to an
acceptable level.

The drusen, which is superimposed on the image,
appears brighter than the regular intensity of the back-
ground. The final threshold was obtained by applying a
histogram analysis approach to the final leveled image
(33). An optimal threshold defined the separation of back-
ground areas from drusen areas.

Smith’s technique has been validated successfully with
the current standard of fundus photo grading by stereo pair
viewing in the central 1000 and middle 3000 mm diameter
subfields (28). One advantage of automation is portability
of the software to use at other institutions. The work to
create an automated algorithm will provide a useful, cost-
effective tool in clinical trials of AMD.

Despite the advances in automated quantification of
drusen, some obstacles still remain. Drusen identification
may be confounded by other objects present in the image. A
computer ultimately must be taught how to differentiate
drusen from other lesions (e.g., as retinal pigment epithe-
lial hypopigmentation, exudates, and scars). Implementa-
tion with neural networks or morphological criteria may
prove effective in eliciting unique features in the lesions.
For now, some cases may still require supervision in digital
automated segmentation (Fig. 4).

SCANNING LASER OPHTHALMOSCOPE

Photography is often associated with taking a white light
source to obtain an image. However, monochromatic
sources of light at a specific wavelength are available
with the scanning laser ophthalmoscope (SLO). Origin-
ally used as a research tool, it is increasingly favored
with other clinical imaging standards now. Moreover,
pupil dilation is unnecessary, and light levels are dim
during acquisition (34). The reflectance and absorbance
spectra of the structures of interest can be seen. For
example, the SLO provides better penetration and give
views of the choroids layer. By the same token, things of
less interest on the retina (e.g., drusen) will not be seen
(26).

In autofluorescence (AF) imaging, a 488 nm laser source
with a 500 nm barrier filter is used (26). This light source
reveals structures that intrinsically fluoresce, primarily
due to lipofuscin and its main fluorophore, A2E (35,36).
Focal changes in AF or the changes in their spatial dis-
tribution are means of studying the health of the RPE.
Previous studies have been made on correlations of change
in AF distribution with pathological features (35,37–41).
Focally increased AF (FIAF) refers to increased fluores-
cence in an area with respect to the rest of the background.
This is abnormally high in patients with Stargardt disease
and may be a marker for RPE disease in ARMD. In actual
RPE death, as in geographic atrophy, there is focally
decreased AF (FDAF), seen as a blackened area in the
AF image (26).
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TELEMEDICINE

As the average age of populations in developed countries
continue to rise, the number of elderly people needing an
eye exam will boom. In less populated areas, an ophthal-
mologist may not be readily accessible. In the United
States, less than one-half of the diabetic population
received an annual eye examination (42). One of the goals
of telemedicine is to bridge the gap between places where
patients can be evaluated and where service is rendered.
An examination usually involves taking the patient’s fun-
dus photos. With the advent of telemedicine and digital
photography, the patient and doctor do not even have to be
in the same room. Data can be efficiently and securely
transferred across different institutions.

Telemedicine Framework

The goal of telemedicine is to establish a screening system
with the ability to reach out to millions of unexamined
patients for primary prevention. The following guidelines
can be used to set up a generalized framework for teleme-
dicine. We will use an ophthalmology setting as an example:

First, a patient will come into a primary care office to
have their retina imaged. The camera itself should be
operator-friendly, one that is easy to use by either a doctor’s
assistant or a technician. The disease to be screened should
have identifiable pathology on the image. Examples would

be diabetic retinopathy or AMD. The fundus photograph is
then sent electronically to a reading center, which can be
established at a far away university or hospital. Photos
should be in a compressed digital format (e.g., JPEG).

In a paper by Sivagnanavel et al. (43), it was suggested
that custom software for detecting AMD could be used at
two different institutions. A grader at each institution
independently ran the software and performed drusen
quantification successfully, thus demonstrating portability
and potential for automated software examinations. The
results of the grading with software are comparable to
grading manually by stereo-viewing. The only drawback
is that the software may not be suitable in � 20% of the
images taken. For the percentage of cases that need
supervision, a trained reader can manually examine the
images. Images that were disqualified had poorly identified
areas or multiple types of lesions that were difficult to
distinguish.

At the reading center, a patient report is generated and
sent electronically back to the primary care physician
(PCP). Finally, a good network referral base must be
established such that the PCP can refer an ophthalmologist
if the patient screening comes up positive.

Screening Instrument

Built differently from the classic fundus camera, a tele-
medicine instrument is meant for screening more than
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Figure 4. Automated digital photo grading. Color fundus photo with circular grading template
overlaid on top (a). Green channel (grayscale) of fundus photo (b). Using an algorithm that finds the
lower and upper thresholds, the macula is divided into three sections: vessels and darker
perivasculature, normal background, and bright drusen. The normal background was used to
calculate the mathematical model, displayed as a contour graph (c). The model was subtracted from
the original image to yield a background leveled image of uniform intensity in (d). Contrast-
enhanced image of a to show the boundaries of drusen (e). The algorithm then uses the leveled image
(d) to calculate a threshold that determines the drusen areas (segmented in green) and overlaid on
top of the contrast enhanced layer (f).



careful clinical diagnosis. In a telemedicine fundus camera
(e.g., the Digiscope) (44), the goal was to create a good
model for providing ophthalmic screening to the primary
care office.

Keeping the instrument at low cost for production
greatly increased its attractiveness for the primary doctor’s
office. Therefore, a video camera with a resolution of 50
pixels per degree provided enough detail comparable to a
fundus photograph. Such cameras typically yield images
with 930 pixels diagonally, or a field of 198.

Figure 5 shows a simplified diagram of the DigiScope.
The eye to be imaged is oriented by an internal light-
emitting diode. Fixation and imaging covers the entire
posterior pole and takes about eight images. The illumina-
tion is generated by a halogen bulb. Infrared light is
eliminated by the first filter and the visible spectrum is
limited to green by the second filter, which passes light
between 510 and 570 nm. The beam then expands and
illuminates the fundus.

There are two modes of imaging with the DigiScope.
The first mode takes four frames per shutter, with the
shutter lasting 130 ms. The four frames differ by the fine
focus, such that the sharpest image can be chosen out of
each set. The second mode is meant for stereoscopic effect.
Four frames are acquired while the optical head moves
horizontally along the x axis. A pair of images can be
selected to generate a stereo effect.

The operator interfaces with the machine by a simple
touch-screen. The duties of the operator are limited to basic

tasks (e.g., explaining the procedure, encouraging the
patient to fixate at the blinking light, and checking the
quality of the image).

A non-mydriatic camera is in consideration to provide
greater patient comfort. Poor imaging quality and lack of
stereo may cause a tendency to include RPE atrophy as
drusen. However, newer generation cameras taking higher
resolution images, coupled with the ability for digital
stereo, may eliminate such drawbacks in the future.

PHOTOMICROGRAPHY

Photomicrography in biomedicine is the creation of images
of biomaterial at magnification. Tissue or culture samples
can be photographically recorded at both the gross level and
at the level of cells. Images can be used for archival purposes
or for analysis. Photomicrography replaced earlier camera
lucida apparatus that projected microscope images through
a beam splitter onto a plane for manual tracing.

Still photographs of biological specimen have traditionally
been captured on 35 mm film. The development and popu-
larization of digital camera technology, however, has had a
drastic impact on the field of photomicrography. The relative
ease of use has spurred the application of photomicrography
in many areas, especially pathology and basic research.

Digital Cameras

Digital cameras offer several advantages over their film
variants for most uses. Most digital cameras include some
type of LCD (liquid-crystal display) screen. This screen can
be used to display a photograph right after it is taken,
allowing the user to evaluate the result of different camera
settings and adjust as needed. This is a great convenience
given the unusual light conditions under which photomi-
crographs are generally taken and the fact that most
scientific users will probably not have professional photo-
graphy training. On consumer models, the LCD can also
display a real-time image of the scene to be photographed.
Furthermore, digital cameras store images in a digital
format, usually on a removable memory card. Images
can be directly transferred to a personal computer for
analysis or processing without having to use a scanner
to digitize as with 35 mm film. The formats come in JPEG
or TIFF. Still others cameras have the option of outputting
in the RAW format. This is the raw data from the CCD
(charge-coupled device) array that forms the core of the
camera. The CCD cameras have also proven particularly
useful in extremely low light microscopy, such as in certain
fluorescence microscopy situations. Quantum efficiency, a
measure of light sensitivity, can reach 90% in a back
illuminated electron multiplying CCD, compared to
� 20% for a conventional video camera (45,46) (Fig. 6).

Photomicroscope Description

The attachment of the camera to the microscope is essen-
tially the same for both digital and film cameras though
different adapters may be used. A camera can simply be
held with the lens pressed flush against the eyepiece of a
microscope or mounted with a special adapter for the
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Figure 5. Layout of the DigiScope. The imaging head (1) is
mounted on an XYZ motorized and computer-controlled stage.
The X, Y, and Z components (2, 3, and 4, respectively) allow
movements in the superior-inferior direction, to and from the eye,
and in the nasal-temporal direction, respectively. The operator
interfaces with the camera by a touch screen (5). The subject
leans the head and places it against the nosepad (6) to view the
imaging system inside. The electronics and computer (7) that control
the system and store the images are embedded in the machine and
hidden from view. (used with permission for R. Zeimer, IOVS
43:5,2002.)



eyepiece (46,47). This method can be used for many con-
sumer digital cameras. Alternatively, a camera can be
attached to the phototube or trinocular port of a microscope
or through a special beam splitting adapter (47,48). Typi-
cally, SLRs (single lens reflex) and cameras specifically
designed for photomicrography are attached in this way by
their lens mounts. The tube thread standards commonly
used in professional cameras to attach the lens are C-, T-,
and F-mounts. Relay lens adapters may be necessary to
correctly focus the image onto the film or CCD array in the
camera as the normal lens is removed to use the C-, T-, or
F-mount. Many of the major camera brands as well as
third-party manufacturers produce these adapter kits. The
primary concerns when attaching a camera are ensuring
correct focus and avoiding vignetting. Vignetting refers
to the darkening of the edges of an image (47). Proper
Koehler’s illumination of the microscope, as well as focus-
ing and zooming should correct this effect.

The CCD technology has also been applied successfully
to real-time imaging through the microscope. Dedicated
computer microscopy systems with CCD cameras have
been made available by the major microscope manufac-
turers (e.g., Leica and Zeiss). The CCD video cameras can
also be attached to existing microscope setups through the
phototube as with still cameras. Traditional CCTV cam-
eras can usually output in NTSC (National Television
System Committee) or PAL (Phase Alternating Line),
the common video standards in the United States and
Europe, respectively. An image capture board is necessary
to convert the TV signal for use with a computer. The CCD
digital imagers specifically designed for scientific or micro-
scopic use often can be connected by means of more con-
ventional computer ports [e.g., Firewire (IEEE 1394) and
USB (universal serial bus)]. These are preferred due to
their resistance to radio frequency (RF) interference and
higher resolutions (49). In both cases, specialized software
is needed to manipulate and display the video image. Some
of these imagers can be used to capture high resolution still
images as well.

For video applications, a more expensive three-chip, one-
shot CCD system is preferred (46). These cameras use an
array of photodetectors to record an image. One such array
is referred to as a chip. Currently, cameras are available in
one-chip and three-chip designs. A one-chip design produces
color images by switching three colored filters over the
array. This arrangement is referred to as one-chip, three-
shot. Due to the switching of RGB (red, green, blue) filters,
the framerate is necessarily reduced. A three-chip, one-shot
camera splits the individual color channels and directs each
to its own CCD array, imaging them simultaneously. Thus a
higher framerate is maintained.

Camera computer systems integrated with a motorized
microscope stage make possible more complicated photo-
micrograph sets. A computer controlled stage and camera
can be programmed to take many overlapping digital
images. With special software, these can be stitched
together to form high magnification photomicrographs of
large tissue sections (50). This represents an interesting
alternative to low magnification macroscopic photography
of tissue specimen. Systems have also been developed for
3D reconstruction using stacks of properly registered two-
dimensional (2D) photomicrographs (Fig. 7).
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INTRODUCTION

First, physiological systems need to be characterized. The
word ‘‘system’’ means an interconnected set of elements
that function in some coordinated fashion. Thus, the heart,
with its muscles, nerves, blood, and so on, may be regarded
as a physiological system. The heart, however, is a sub-
system of the circulatory system, which is in turn a sub-
system of the body. Dynamic systems are time-varying
systems, and most physiological systems fall into this
category. This article deals with classical, or macro, phy-
siological systems, usually ignoring genetic, cellular and
chemical systems, for example.

It should come as no surprise that the term super
system has been used to describe the brain and the immune
system (1). The cardiovascular system (CVS) and central
nervous system (CNS) are closer to being super systems,
however.

Correct terminology is vital. To paraphrase George
Bernard Shaw, engineering and medicine are two disci-
plines separated by the same language. The same word
may have two different meanings (system) or two different
words may have the same meaning (parameter and vari-
able; model and analogue). The latter is particularly perti-
nent. Medical researchers working with animals because of
their resemblance to humans use the term ‘‘animal model’’,
while engineers would use the more descriptive ‘‘animal
analog’’.

Unless otherwise stated, model, We means mathematical
model. Thus, these models are generally ignore: animal, In
vitro, chemical, structural (Harvey’s observations on the
circulation), and qualitative (Starling’s law of the heart).

What is a mathematical model? A mathematical model
consists of elements each describing in mathematical terms

the relation between two or more quantities. If all the
descriptions are correct, the model will simulate the beha-
vior of real-life processes. Especially when many different
subprocesses are involved, the models are useful in helping
understand all the complex interactions of these subsys-
tems. A useful characteristic of a mathematical model is
that predictions of the outcome of a process are quantita-
tive. As Bassingthwaighte et al. (2) point out, these models
are therefore refutable, thereby facilitating the entire pro-
cess of science.

The difference between modeling and simulation is
important. Modeling attempts to identify the mechanisms
responsible for experimental or clinical observations, while
with simulation, anything that reproduces experimental
clinical, or educational data is acceptable. For this article,
when you run a model, you are performing a simulation.
Thus, simulation is not necessarily an overworked word.
Most of the models described here are not simulators,
however. That word should be reserved for those models
that allow a nontechnologically oriented user to interact
with the model and run a simulation. The words simulation
or simulator are used when appropriate.

Having said that, the backgrounds and connotations of
simulate and model are strikingly different. Reading the
etymology of simulate and simulation is a chastening
process, emphasizing as it does the unsavory past of the
terms. In contrast, model has a more virtuous past. The
Latin simulare can mean to do as if, to cheat, to feign or to
counterfeit. Hence, a set of its meanings, from the OED,
includes To assume falsely the appearance or signs of
(anything); to feign, pretend, counterfeit, imitate; to pro-
fess or suggest (anything) falsely. The action or practice of
simulating, with intent to deceive; false pretence, deceitful
profession.

The Middle French modelle, on the other hand, implies
perfect example worthy of imitation. Thus, one definition,
again from the OED, is Something which accurately resem-
bles or represents something else, esp. on a small scale; a
person or thing that is the likeness of another. Freq. in the
(very) model of. . .. Another definition is ‘‘A simplified or
idealized description or conception of a particular system,
situation, or process, often in mathematical terms, that is
put forward as a basis for theoretical or empirical under-
standing, or for calculations, predictions, etc.; a conceptual
or mental representation of something.’’ Our final defini-
tion is ‘‘A person or thing eminently worthy of imitation; a
perfect exemplar of some excellence. Also: a representative
specimen of some quality.’’

This remarkable difference between the two terms can
be transmuted to our basic philosophy: A simulation is no
better than the model that drives it. Put another way, the
model is arguably the most important part of the simula-
tion. It helps prevent the simulation from being something
that feigns.

Model Reduction versus Model Simplification

We were asked to consider the introduction of reduction, to
distinguish from simplification, of the size of available
models by weeding out minor effects. These concepts are
indeed essential for the physiome project (at end of this
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article). Unfortunately, the literature that we have found
usually fails to distinguish between the two terms, and too
often uses them interchangeably. The following fragment
of a definition was particularly discouraging: ‘‘Model reduc-
tion is the simplification or reduction of a mathematical
model. . .’’ Not only is it a partial circular definition, but it
also uses the term simplification as a way of achieving
reduction of a model.

Dr. George Hutchinson, of GE Healthcare, has provided
considerable help, and the remainder of this section comes
from his ideas, as well as from the literature. He suggests
that the difference between the two terms is in the purpose
and the effect rather than in the action. Simplification of a
model will eliminate elements, knowing that accuracy or
validity may be significantly compromised. This simplifica-
tion may be necessary because of (1) limitations in the
platform running the model, (2) a decision to delay the
work to model this portion of the system, or (3) this part of
the model’s not being germane to the focus of the model’s
intent. BODY Simulation does not model a real electro-
cardiogram (it is constructed from a look-up table) and that
is a simplification of the model. This does compromise the
overall validity of the model, but it was a simplification
needed to make the rest of the model available to the public;
this currently unnecessary submodel would have over-
whelmed the rest of the model.

On the other hand, reduction is the elimination of some
elements of a model in a way that should not significantly
affect the accuracy or validity of the overall model. This
could be done to streamline the code, to improve the faster-
than-real-time performance, or to allow the model to run on
a lesser platform. Again, with BODY Simulation as an
example, deciding to limit the modeling of the arterial tree
to large peripheral arteries, but not to extend it to the digits
or the capillaries, is a reduction of the overall model, but it
does not affect the intended use of BODY. The arterial
waveforms are still good enough and the action of the MAP
is unaffected.

This suggests that reduction and simplification are
relative. Relative morality may be unacceptable, but rela-
tive definitions are reasonable. In a model built for one
purpose, elimination of elements is reduction. In the same
model built for a different purpose, such elimination is
simplification. The problem of model reduction is to find a
smaller system such that the number of components is
much smaller than the original and the transfer function of
the new system is close to the original transfer function.

Models, almost by definition, are necessarily simplifica-
tions and abstractions, to some degree, of the reality of the
system. The modeler attempts to extract the important
elements of the system (not all the variables, as that is not
possible) and represent them so that they are simple
enough to be understood and manipulated, yet realistic
enough to portray the essential constructs and parameters
of the situation. If either simplification or reduction is used,
the techniques must be identified and justified, and the
magnitude of their effect quantified.

Uncertainty analysis and sensitivity analysis are pre-
requisites for model building. The former allows quantify-
ing the precision associated with the model response as a
result of problems in the model input. Sensitivity analysis

is aimed at establishing how the variation in the model
output can be apportioned to different sources of variation,
so that the modeler can establish how the given model
depends on the information fed into it. Both are essential to
assess the impact of simplification or reduction.

Here are some of the techniques that have been pro-
posed for simplification and for reduction. Although these
methods do overlap in their intended use, we have chosen
to include them only with one or the other term. Also,
lack of space precludes our going into detail about any of
them.

Simplification

Eliminate short-term changes, when long-term ones
only are important.

Make sure that the parameters and variables are impor-
tant to the model.

Use a coarser (simpler) finite-element model.

Use intermediate variables, that is, reduce the number
of input and output variables.

Use the reduced basis technique.

Simplify equations.

Simplify assumptions.

Use algebraic equations, instead of differential equa-
tions.

Reduction

Reduce the number of dimensions in a model.

Narrow down the search space among the input para-
meters.

Considers only significant inputs, as opposed to all
inputs, of the full model.

Eliminate redundant information.

Use a numerical model reduction technique that
assumes no knowledge of the system involved.

With such a large topic, one must draw the line some-
where, and the line used is rather large. For example, CNS
is an enormous topic, and we were have to be content with a
small subset: cerebral circulation. In general, pathology,
diseases, or their effects are rarely addressed, although
normal aging is discussed. Also usually avoided are the
following systems and topics: GI, immune, CNS, peripheral
nervous, hepatic, enzyme, cellular physiology, receptors
and coagulation, as well as the effects of altitude, tempera-
ture changes, diving, microgravity, exercise, conditioning,
hypertension, or pregnancy, for example. There will be
little discussion of pediatrics, obstetric and other special-
ties. The ANS and acid–base regulation will be included
with some extensive models, but not discussed as a sepa-
rate topic. However, physiological PKPD models, which
have been influential in the development of whole-body
physiological models are included.

Since many physiological models involve control sys-
tems, this feature will be emphasized, including a special
kind of control system known as autoregulation. Much of
physiological systems modeling involves control systems.
The body has many control systems, and only a few of them

300 PHYSIOLOGICAL SYSTEMS MODELING



can be addressed here. Those discussed will be embedded
in larger models, of the CVS, for example.

This is not intended to be a critical review, but rather
a review resource for those wishing to use models. A few
of the uses for a few of the models are mentioned briefly,
in addition to that of incorporating them into one’s own
model or simulation. An attempted is made to differentiate
between where a model is described and where the author
presents material, especially equations, that could be used
in a model.

Data to construct a model can come from many
sources, including the literature and an author’s own
adhoc experiments. Unless otherwise stated, assume that
data generated from the usually performed validating
experiments fit a given model reasonably well. Weinstein
(3) contends, however, that this form of validation may
not be enough. Arguably, one may endorse a standard of
model presentation in which the model builder shows not
only what works, but also where the model fails, or where
it makes novel predictions that have yet to be tested.
While Weinstein suggests a good paradigm, published
models are offered to the world to test out. Models are
hypotheses, and no one expects final proof of an hypoth-
esis in a paper: or series of papers. Some hypotheses, like
some of Einstein’s, seem to be eternally hypotheses. Mod-
eling is a perpetual process.

The following lists a few uses of models:

1. Education is certainly the primary one.

2. Compression of enormous amounts of data.

3. An hypothesis.

4. Simulation and simulators.

(a) Manikin-based simulators, such as an operating-
room simulator.

(b) Part-task trainer. The trainer could include a
model and a ventilator, to teach students how
to use the ventilator.

(c) Screen-based simulator

5. Construct pharmacological models.

6. Simplify concepts to the user, especially in a simula-
tion or simulator. The user of a model does not need to
understand the mathematics or software, no more
than one must understand how a car works before
one drives it.

7. Suggest counterintuitive concepts for further
exploration.

8. Suggest experiments to perform.

(a) Fill missing gaps of knowledge.

(b) Answer a posited question.

(c) Try to explain ostensible modeling anomalies.

(d) Provide more data for the model.

(e) Any combination.

9. Substitute for animals or people in experiments.

10. Control part or all of an experiment.

11. Serve as an important component in adaptive control
systems. A generic patient model learns about the
patient and thereby helps improve the closed-loop
control of an infused agent.

The most practical use to the reader, researcher, or edu-
cator is to operate a model, that is, run one’s own simula-
tion with it. Although most published models can not do
that without considerable effort on the user’s part, several
models or sets of models make the process much easier.
Werner et al. (4) state that their excellent model is ‘‘avail-
able for everybody’’. Levitt, Don Stanski, and Stephen
Shafer all have large amounts of freely available software
and data. The physiome project has more resources avail-
able than most of us can handle. The BODY Simulation
model (see PBPM) is available as asimulator or as a
dynamic linked library (dll). Because of the structure of
this model, the latter means that the model can be con-
nected to other software, such as simulation interfaces, or
to a piece of electronically driven equipment, such as a
ventilator, a patient monitor or an anesthesia machine. All
of these are described in further detail, below.

RESOURCES

Several books stand out as resources for the reader. The
classic is the late Vince Rideout’s scholarly monograph
Mathematical and Computer Modeling of Physiological
Systems (5). It covers modeling for the CV, respiratory,
and thermal regulatory systems, as well as transport and
multiple modeling and parameter estimation. Baan, Noor-
dergraaf, and Raines edited the proceedings of a sympo-
sium on cardiovascular system dynamics (6). The
participants represented the international leaders in their
fields: cardiology, physiology, engineering and physics. The
postpresentation discussions alone are worth finding the
book. The book comprises 62 papers, and it is difficult to
choose which to emphasize. Some of them, however, will be
discussed in the appropriate section. Most articles are
detailed and worth exploring, for many reasons. A book
edited by Papper and Kitz (7), again the result of a sympo-
sium, is described below.

TYPES OF MODELS

Mathematical models in our area fall into various cate-
gories, including mechanistic, black box; physiological,
pharmacological, pharmacokinetic, pharmacodynamic;
multiple, transport; analogue, hybrid and digital. Each
one except physiological, is briefly described.

Mechanistic models can be understood in contrast to
black box models in which only the input–output relations
are important and not how these are realized. Though
sometimes very useful, black box models have the limita-
tion that they can only be used for descriptive purposes.
Mechanistic models, for example, the prediction of flow
through a vessel on the basis of diameter and length and
pressure fall over it, allow the test of hypotheses. In case of
the vessel example, one can test whether the viscosity
assumed is the right one. Mechanistic models are impor-
tant in testing hypotheses and formulating new ones.

Pharmacological is divided into two parts. Pharmacoki-
netic refers to the uptake, distribution and elimination of
an agent, while pharmacodynamic refers to the action of
the agent on the body. This is best remembered by the
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following: pharmacokinetic is what the body does to the
agent, while pharmacodynamic refers to what the agent
does to the body.

Most of the complex models that are described are
modular. Each of these modules can be a model, and the
entire model is called a multiple model. A model with two or
more modules is called a multiple model. If a model has
CVS and respiratory components, each of those is a model.
Essentially, anything that can be transported (see Table 1
and the next paragraph) can be a submodel in a multiple
model. This includes anything from O2 to a bacterial spe-
cies, to a specific atom. In addition, the physiological
systems themselves are submodels, for example CV,
respiratory, and liver. Thus, the model for BODY Simula-
tion (see PBPM) has almost 100 modules, or submodels.
Ideally, each model can be sufficient unto itself, and can
therefore be tested before it is incorporated into the main
model.

Transport models are accurately named. Essentially,
they transport something from one place to another. That
something, we call an agent. In the case of the circulation,
they, of course, transport agents around and around. The
concept of transport modeling was developed by chemical
engineers (8), whose models transported mass, momen-
tum, and energy. Transport modeling is incredibly power-
ful. One has to be optimistic and creative about transport
modeling. Assume, until proven otherwise, that a model
can transport anything, anywhere and by any route. Table
1 lists a few of the agents that have been or could be
transported in a model.

The following describes the various types of transport.

Momentum transport. In the wave equations describing
blood flow, the concern is with momentum, blood
viscosity, and the elasticity of the vessel walls in
determining pressures and flows of the system.

Mass transport. Blood and lungs carry many important
substances, such as O2, CO2, and pharmacological
agents. The diffusion of these substances into or out
of tissue is often essential to a model.

Energy transport. The blood in vessels, as well as the air
we breathe, carries heat energy. This heat may dif-
fuse through tissues, although in a way different
from the mass diffusion mentioned above. Also,

energy transformation, as well as transport, occurs
in some tissues, including muscle, heart, brain, kid-
ney, and liver.

Information transport. Information is carried through-
out the body via nerve fibers, much as messages are
transmitted in a communication system. Hormones
also carry information, moving mostly with the aid of
the bloodstream.

Models can also be categorized by the type of computer
that implements them: analogue,hybrid or digital. This is
not trivial, because even the most powerful digital compu-
ter cannot approach the speed and power of an analogue or
hybrid computer, and we have yet to implement the entire
original Fukui hybrid model (9) on a digital computer.

Whole-Body Models

A whole-body model is arbitrarily defined as one that
includes the circulatory and respiratory systems, plus at
least two other major systems. There is no model that
includes all the major systems, much less any one system
in detail. The good whole-body models have not been used
extensively in education, while most simulators have used
adhoc models assembled to meet the perceived needs.

The earliest and still archetypal whole-body model is
that developed by Guyton and co-workers (4,10–13). To
understand Guyton’s contributions is to understand his
model, and vice versa. One of his most important legacies
was his application of principles of engineering and sys-
tems analysis to CV regulation. He used mathematical and
graphical methods to quantify various aspects of circula-
tory function before computers were widely available. He
built analogue computers and pioneered the application of
large-scale systems analysis to modeling the CVS before
the advent of digital computers. As digital computers
became available, his CV models expanded dramatically
in size to include many aspects of cardiac and circulatory
functions. His unique approach to physiological research
preceded the emergence of biomedical engineering, a field
that he helped establish and promote in physiology, lead-
ing the discipline into a much more quantitative science.

The Guyton model has five main empirically derived
physiological function blocks, with many subcomponents.
The model has nearly 400 parameters and is remarkable in
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Table 1. What, where, and how can be transporteda

What What (cont.) Where Route

Mass Toxins Atmosphere Blood
Momentum Chemical warfare agents Anesthesia machine/ventilator Lungs
Energy Bacteria Organs Nerves
Gases Viruses Tissues Membranes
Drugs Genes Blood
Electrolytes Molecules Cells
Proteins Atoms Receptors
Hormones
Endocrines
Heat
Information

aThere is no connection among the terms in each row.



its scope. It comprises the following physiological subsys-
tems, or modules:

Circulatory dynamics.

Nonmuscle oxygen delivery.

Muscle blood control and PO2.

Vascular stress relaxation.

Kidney dynamics and excretion.

Thirst and drinking.

Antidiuretic hormone control.

Angiotensin control.

Aldosterone control.

Electrolytes and cell water.

Tissue fluids, pressures and gel.

Heart hypertrophy or deterioration.

Red cells and viscosity.

Pulmonary dynamics and fluids.

Heart rate and stroke volume.

Autonomic control.

Nonmuscle local blood flow control.

The Guyton model is alive and healthy. Werner et al. (4)
coupled the Guyton model, which does not have a beating
heart, to a pulsatile model. The new model comprises the
hemodynamics of the four cardiac chambers, including
valvular effects, as well as the Hill, Frank–Starling,
Laplace, and ANS laws. They combined the two models
because, with few exceptions, the extant published models
were optimized for either studying short-term mechanics of
blood circulation and myocardial performance—pulsatile
models, for example—or mid- and long-term regulatory
effects, such as exercise, homeostasis, and metabolism.
In a gesture of intellectual philanthropy, the authors state
that the program is written in the ‘‘C’’ language and is
available to everybody (14). Fukui’s model (9), actually,
could do both short- and long-term studies. This was
possible because it was implemented on a hybrid computer,
and neither speed nor power was a consideration.

Another whole-body model, the Nottingham Physiology
Simulator, uses a combination of CV, acid–base, respira-
tory, cerebrovascular, and renal models. Hardman et al.
(15) partially validated this model for examining pulmon-
ary denitrogenation, followed by apnea, by reproducing the
methods and results of four previous clinical studies. They
then used the model to simulate the onset and course of
hypoxemia during apnea after pulmonary denitrogenation
(replacing the nitrogen in the lung with O2) (16). Several
parameters were varied to examine their effects: functional
residual capacity, O2 consumption, respiratory quotient,
hemoglobin concentration, ventilatory minute volume,
duration of denitrogenation, pulmonary venous admixture,
and state of the airway (closed versus open) The Notting-
ham group used their simulator for two other purposes.
First, they assessed the accuracy of the simulator in pre-
dicting the effects of a change in mechanical ventilation on
patient arterial blood–gas tensions. Second, they compared
two methods of venous admixture estimation: one using the
simulator and data commonly available in the intensive

care unit, and the other using an isoshunt style calculation
that incorporated assumed values for the physiological
variables (17,18).

To read about the fascinating quest for a true whole-
body model, (see Physiome), at the end of this article, plus
(http://nsr.bioeng.washington/PLN) Other whole-body
models will be discussed in the next section (physiologically
based pharmacokinetic/pharmacodynamic models). Also,
there are several whole-body models in the section on
models of systems.

PHYSIOLOGICALLY BASED PHARMACOLOGICAL MODELS

It would seem outside the remit of this article to discuss
pharmacological models, but some of them represent a
source of detailed whole-body models. Many whole-body
models were developed primarily as pharmacological mod-
els, and these models help flesh out what would otherwise
be a scanty topic. Whole-body pharmacological models
were originally called uptake-and-distribution models,
but are now called a more respectable sounding physiolo-
gical PKPD models. The term is broad, and very few
physiological PKPD models are whole-body models, how-
ever.

It also turns out that pharmacology can be useful in
physiological models, helping create realism. For example,
by using epinephrine and norepinephrine, BODY Simula-
tion simulates the CV response to pain or to hypercapnia
simply by internally injecting one or both of these agents.
Part of the realism relates to the fact that it takes time for
circulating epinephrine, and its effects, to fade away: after
the stimulus has vanished. The agent must be metabolized
and redistributed, as in real life.

The history of these models is briefly explored. The
senior author’s interest in uptake and distribution was
stimulated in the mid-1950s during Avram Goldstein’s
course on pharmacology, which highlighted the subject
in a lucid, prescient way.

The desire for more accurate pharmacological modeling
has had a significant impact on the development of better
physiological models, especially whole-body models. Part of
this improvement came from the need for more compart-
ments, which were often physiological systems. The history
of whole-body physiological PKPD models is embedded in
the history of uptake and distribution, which goes back to
the mid nineteenth century, when John Snow, the first
epidemiologist and the first scientific anesthesiologist,
made observations on the uptake and elimination of sev-
eral agents that he was testing in patients, including
chloroform (19,20). In the late nineteeth and early
twentieth centuries, Frantz (21) and Nicloux (22) observed
that among all the tissues, the brain had the highest tissue
concentration of diethyl ether after inhalation of that
agent. In 1924, Haggard (23) correctly surmised that this
phenomenon was related to the brain’s small size and
relatively large blood flow, as well as ether’s brain–blood
partition coefficient, which he uncannily estimated to
be 1.11, compared with the currently accepted 1.14.

Less than four decades after Haggard’s papers, whole-
body anesthetic models were appearing in the literature
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(7,24–26). Because of the therapeutic and physicalchemical
characteristics of anesthetic agents, especially inhaled, the
early models usually contained fat, muscle and brain, plus
low and high perfused compartments. The seminal book in
the area was Uptake and Distribution of Anesthetic Agents,
edited by Papper and Kitz (7). This multiauthored book
summarized the extant modeling knowledge in clear detail.
Most of the literature, and the book, were based on the
uptake and distribution of inhaled anesthetic agents, with
the notable exception of Henry Price (26), whose model on
thiopental was apparently the first uptake and distribution
model. Modeling pioneers featured in the book include
Eger and Severinghaus.

As exciting and useful as the early models were, they
suffered from at least four problems. (1) They were not
pulsatile, that is, the heart did not beat and the lungs did
not breathe. Incorporating pulsatility can solve many phy-
siological and pharmacological problems. (2) They were
linear. Neither CO2, along with its regional distribution,
nor ventilation, for example, changed as a function of the
concentration of the agent—or vice versa. (3) They usually
only dealt with one agent at a time. Thus, for example, one
could not determine the interactions among two or more
agents. [A brave exception was Rackow et al. (27). (4) They
were not true physiological models, partly because of con-
cern No. 1 and partly because none of the physiology of
the organs was incorporated: they simply acted as agent
capacitors.

Little changed from the 1960s until the early 1970s,
when Ashman et al. (28), plus Zwart, Smith and Beneken.
(29–31), published the first nonlinear models in this area.
In our model, cardiac output, regional circulation, and
ventilation changed as a function of agent concentration.
These changes, in turn, affected the uptake of the agent.
Our model used both mass transport and multiple model-
ing and was implemented on an analog–hybrid computer.

Another breakthrough also occurred in the 1970s: the
incorporation of our uptake and distribution model into the
Fukui hybrid-computer pulsatile model (9,32–35). Physio-
logical and pharmacological modeling were united. Among
other things, venous return, the effects of arrhythmias, and
some drug interactions were now possible. Our original
model (29–31) used the inhaled anesthetic halothane for
the agent; Fukui’s (9) used CO2 and O2. The second Fukui-
Smith model (35) incorporated halothane, plus CO2. All of
these models were multiple, transport models, implemen-
ted on analog–hybrid or hybrid computers.

One major problem remained. Only about half a dozen
computers, and people, in the world could run these mod-
els, and the wide spread use of simulation was not possible.
In 1983 our laboratory translated the hybrid code into
digital, on a VAX, in FORTRAN. In 1985, Charles Wake-
land, from Rediffusion Simulation Corporation, trans-
ferred the code into C on a Sigmagraphics Iris 2300.
Two processors were used, one for running the model
and one for the graphics display. Finally, there was a
portable simulator, portable if one were strong. More
importantly, Sleeper could be used for teaching (36).

The next goal was to incorporate the model and simu-
lator into a PC. This was accomplished in 1989 and was a
major step. Now it was possible to bring simulation to a

larger audience. Unfortunately, the PCs available then
were not quite ready. In 1992, Starko completely revised
the code, in DOS assembly language, making a simulator
available on a laptop. Starko achieved an amazing fourfold
increase in efficiency. He used many of the techniques used
in flight simulation, his main work, to create stunning
graphics and interfaces. In 1998, the code was converted
to Windows in Cþþ. The conversion allowed many new
features that were not possible in DOS, however, DOS was
much faster, and running the simulation in Windows
slowed it down noticeably.

The model currently has 37 compartments, >90 agents,
>80 parameters to set for each patient, and 45 parameters
to set for each agent. The parameters are user settable. The
latest additions to the agents have included cyanide and
sarin (37,38), the latter a nerve gas. We were able to model
cyanide toxicity because each organ and tissue has a
changeable O2 consumption. The nerve gases are actually
physiological, involving as they do cholinergic and mus-
carinic effects. We could implement both agents because
BODY Simulation has receptors, with agent concentration-
effect curves that have user adjustable slopes (gamma) and
amplitudes (IC50). All of the agents involved in the therapy
for both toxins have also been incorporated, including the
therapeutic byproducts methemoglobin, cyanmethemoglo-
bin, and thiocyanate. Five equations relating to cyanide
therapy have been incorporated. In keeping with our defi-
nition of a simulator (interactivity) the user can change the
rate and, when appropriate, the equilibrium constants of
the equations.

Because of the detail in BODY Simulation, it has been
possible to incorporate the normal aging process (39). Over
60 user-changeable patient parameters are changed,
directly or indirectly, to implement each elderly patient.
Four patients were constructed, aged 65, 75, 85, and 95,
although patients of any age can be implemented. To assess
these patients, three scenarios were run: (1) administra-
tion of an anesthetic agent (thiopental) with CV and
respiratory depressant properties, (2) hemorrhage of
1000 mL in 10 min, and (3) nonfatal apnea. The results
confirm that the elderly generally have a decreased phy-
siological reserve: the older the patient, the less the
reserve.

More details on BODY Simulation can be found online
(40).

Oliver et al. (41) used a whole-body physiologically
based PK model that incorporated dispersion concepts.
In whole-body PBPK models, each tissue or organ is often
portrayed as a single well-mixed compartment with limited
distribution and perfusion rate. However, single-pass pro-
files from isolated organ studies are more adequately
described by models that display an intermediate degree
of mixing. One such model is the dispersion model. A
salient parameter of this model is the dispersion number,
a dimensionless term that characterizes the relative axial
spreading of a compound on transit through the organ. The
authors described such a model, which has closed boundary
conditions.

PKQuest (42–44), as the abbreviation implies, is also a
pharmacokinetic model only, with no pharmacodynamics.
Thus, the nonlinearities that some PKPD models possess
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are lost. Levitt’s whole-body models have 12 compart-
ments, including the essential brain and heart. The mod-
els, as well as files of tissue and agent parameters, are
easily and freely accessible online (45) or from links in the
papers, which are published on BioMed Central. The other
models described above, including BODY Simulation, use
only intravenous or pulmonary administration of an agent,
while PKQuest explores the gastrointestinal, intramuscu-
lar, and subcutaneous routes. These models have been
used to explore many areas that not only elucidate the
PK of agents, but also give insight into body compartments,
thus enhancing our knowledge of the compartments and
suggesting further areas to explore physiologically. These
compartments include the interstitial space.

The Stanford group, led by Donald Stanski and Steven
Shafer have developed an extensive array of PKPD mod-
els, some of them incorporating whole-body models.
Details and considerable software, much of it public
domain, can be found online (46). These models usually
do not incorporate the nonlinearities associated with
agent-induced or physiologically induced changes in
patient physiology.

Many anesthesia simulators incorporate whole-body
models, although the completeness of the model varies
considerably. Sometimes, little detail is available to the
public concerning these models. A description of some of
these models can be found in the section Uses of Models.

Even with the computational resources now available,
most PK and many PKPD models contain only two to four
compartments. Compare BODY Simulation’s 37 compart-
ments. Whole-body models are complex and difficult. Phar-
macologists have seriously asked, Why do we need all those
compartments? Can’t I achieve the same results from an
uncluttered three-compartment model? Aside from losing
the physiological essence of any simulation that is run, one
also loses nonlinearity, the impact of physiology on drug
kinetics, the important feature of drug interactions, the
influence of patient condition, such as aging, and the effect
of stresses, such as hemorrhage or apnea. As just one
example, any agent that decreases hepatic blood flow will
affect the concentration, and therefore the action, of any
agent that is metabolized by the liver.

REGIONAL CIRCULATION AND AUTOREGULATION

Regional Circulation

Only whole-body models can have regional circulation, of
course. In fact, regional circulation is crucial in this type of
model, to connect the various physiological modules. Many
factors control regional circulation, as well as the relation
among the circulations, but only some of them are dis-
cussed, briefly, primarily because few models take these
factors into account. The BODY Simulation model (see
PBPM) is one of the few exceptions.

One of the interesting factors controlling regional cir-
culation is the importance to the body of a given organ or
tissue. How well is an organ’s circulation maintained in the
face of an acute stress, rapid hemorrhage, for example?
Organs and tissues can be divided, simplistically, into four
types/classes.

1. Essential in the short term (a few minutes) (brain
and heart).

2. Essential in the medium term (a few hours) (hepatic,
renal and splanchnic).

3. Essential in the longer term (several hours) (skeletal
muscle).

4. Essentially nonessential (skin, cartilage, bone).

The overall regulation of regional circulation reflects
this hierarchy. In addition, some agents can influence it.
Few models, except for Guyton’s model (see Whole-body
Models) and some the whole-body models described above,
incorporate detailed regional circulation. BODY Simula-
tion (see PBPM) and one of Ursino’s many models (47) take
this hierarchy into account. In BODY Simulation (see
PBPM), regional circulation is impacted by several factors,
including O2, CO2, the baroceptors, strength of the heart,
blood volume, hemorrhage, extracellular fluid, pharmaco-
logical agents, the presence of circulating epinephrine
(pain or hypercapnia), and so on.

The regional-circulation hierarchy impacts the various
regional circulation control mechanisms, and autoregula-
tion is often subservient to this pecking order (except for
cerebral). If severe shock occurs, the hypoxic muscle will
not get its allotted supply for example. The cerebral and
coronary circulations come first. In some ways, this is a
form of regional steal, a term often used in physiology, but
not in this context.

General Autoregulation

When sudden alterations in perfusion pressure are
imposed in most types of arterial beds, the resulting abrupt
changes in blood flow are only transitory, with flow return-
ing quickly to the previous steady-state level. The excep-
tion is, of course, a sudden arterial occlusion. The ability to
maintain perfusion at constant levels in the face of chan-
ging driving pressure is termed autoregulation. Autoregu-
lation only occurs between certain pressure limits (if the
pressure drops too low or soars too high, autoregulation
fails, and organ perfusion is compromised) at low pres-
sures, perfusion decreases, and at high pressures, exces-
sive flow occurs. Autoregulation keeps tissue or organ flow
essentially constant between an MAP of 60–180 mmHg
(7.9–23.9 kPa), the limits varying with the tissue or organ.

Much of autoregulation may occur in the microcircula-
tion. Groebe (48) outlined gaps in the understanding of how
the microvasculature maintains tissue homeostasis, as of
the mid-1990s: (1) integration of the potentially conflicting
needs for capillary perfusion and hydrostatic pressure
regulation, (2) an understanding of signal transmission
pathways for conveying information about tissue energetic
status from undersupplied tissue sites to the arterioles, (3)
accounting for the interrelations between precapillary and
postcapillary resistances, and (4) an explanation of how the
body achieves local adjustment of perfusion to metabolic
demands. Using mathematical modeling, Groebe argued
that precapillary pressure regulation combined with
postcapillary adjustment of perfusion to tissue metabolic
status helped clarify the understanding of microvascular
control.
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Mechanisms of autoregulation vary substantially
between organs. Coronary autoregulation is, for example,
quite different from brain autoregulation. During hemor-
rhagic shock in pigs, microcirculatory blood flows in the
stomach, colon, liver, and kidney decrease in concert with
decreasing systemic blood flow; flow in the jejunal mucosa
is preserved, and pancreatic blood flow is selectively
impaired 180-(49). Differential autoregulation has also
been shown in response to increases in blood pressure.
For example, in response to infusion of pressor agents,
renal autoregulation is almost unimpaired, while regula-
tion in the mesenteric vascular bed is less adequate, and
differs with different pressor agents. Muscle autoregula-
tion is mediated partly by the metabolic byproducts of
exercise. The main site of autoregulation in the kidney
is, however, the afferent glomerular arteriole. There are
two main factors that affect vascular tone in the afferent
arteriole: stretch-activated constriction of vessels (as for
the brain) and tubulo-glomerular feedback. The autoregu-
latory response and the factors causing it can also vary in
the same organ. For example, in exercising dogs, increased
O2 demand of the LV is met primarily by increasing
coronary flow, while increased O2 extraction makes a
greater contribution to RV O2 supply (50).

Needless to say, autoregulation is complex, and difficult
to model. The following section gives some examples, in
different circulatory beds.

Cerebral Autoregulation

Because the brain resides in a rigid box, very small changes
in CBF can lead to catastrophic changes in intercranial
pressure (ICP). Rapid CBF autoregulation is therefore
vital, and cerebral flow normally remains constant within
MAP ranges of 50–150 mmHg (6.6–19.9 kPa). Any sudden
changes in MAP are transmitted to the cerebral circula-
tion, inducing similar changes in CBF, but fortunately,
under normal conditions the CBF tends to return to its
original value within a few seconds. The main regulator of
brain blood flow is pressure-dependent activation of
smooth muscle in the arterioles of the brain. The more
the arteriole is stretched, the more it contracts, and this
lasts as long as the stretch occurs.

Paneraiy (51) critically reviewed the concepts of cere-
bral autoregulation, including the role of mathematical
models. The most common approach to evaluating cerebral
autoregulation tests the effects of changes in MAP on CBF,
and is known as pressure autoregulation. A gold standard
for this purpose is not available and the literature shows
considerable disparity of methods and criteria. This is
understandable because cerebral autoregulation is more
a concept than a physically measurable entity. Static
methods use steady-state values to test for changes in
CBF (or velocity) when MAP is changed significantly. This
is usually achieved with the use of drugs, or from shifts in
blood volume, or by observing spontaneous changes. The
long time interval between measurements is a particular
concern. Concomitant changes in other critical variables,
such as PCO2, hematocrit, brain activation, and sympa-
thetic tone, are rarely controlled for. Proposed indies of
static autoregulation are based on changes in cerebrovas-

cular resistance, on parameters of the linear regression of
flow–velocity versus pressure changes, or only on the
absolute changes in flow. Methods of dynamic assessment
are based on transient changes in CBF (or velocity) induced
by the deflation of thigh cuffs, Valsalva maneuvers (a
bearing down, that induces an increase in airway pressure
with resultant complex, but easily understood, hemody-
namic changes), tilting, and induced or spontaneous
oscillations in MAP. Classification of autoregulation per-
formance using dynamic methods has been based on math-
ematical modeling, coherent averaging, transfer function
analysis, cross-correlation function, or impulse response
analysis.

Cerebral autoregulation has been modeled indepen-
dently and in concert with other factors. The most nearly
complete model of the combination of factors is by Lu et al.
(52). The goal of their work was to study cerebral auto-
regulation, brain gas exchange, and their interaction.
Their large model comprised a model of the human cardi-
opulmonary system, which included a whole-body circula-
tory system, lung, and peripheral tissue gas exchange, and
the CNS control of arterial pressure and ventilation, and
central chemoreceptor control of ventilation, as well as a
detailed description of cerebral circulation, CSF dynamics,
brain gas exchange, and CBF autoregulation. Two CBF
regulatory mechanisms were included: autoregulation and
CO2 reactivity.

Three groups have mathematically examined cerebral
autoregulation by itself (53–56). This allows insight into
the process, as well as the ability to incorporate the con-
cepts into one’s own model. In addition, Czosnyka et al. (57)
constructed a model that helps the clinician interpret bed-
side tests of cerebrovascular autoregulation.

A simple model (authors’ term) was described by Ursino
and Lodi (58). The model includes the hemodynamics of the
arterial–arteriolar cerebrovascular bed, CSF production
and reabsorption processes, the nonlinear pressure–
volume relationship of the craniospinal compartment,
and a Starling resistor mechanism for the cerebral veins.
Moreover, arterioles are controlled by cerebral autoregula-
tion mechanisms, which are simulated by a time constant
and a sigmoidal static characteristic. The model is used to
simulate interactions between ICP, cerebral blood volume,
and autoregulation.

Hyder et al. (59) have developed a model that describes
the autoregulation of cerebral O2 delivery In vivo. Accord-
ing to the model, the O2 diffusivity properties of the capil-
lary bed,which can be modified in relation to perfusion,
play an important role in regulating cerebral O2 delivery
In vivo. Diffusivity of the capillary bed, in turn, may be
altered by changes in capillary PO2, hematocrit, and/or
blood volume.

Kirkham et al. (60) presented a mathematical model
representing dynamic cerebral autoregulation as a flow-
dependent feedback mechanism. They introduced two
modeling parameters: the rate of restoration, and a time
delay. Velocity profiles were determined for a general
MAP, allowing the model to be applied to any experiment
that uses changes in MAP to assess dynamic cerebral
autoregulation. The comparisons yielded similar estimates
for the rate of restoration and the time delay, suggesting
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that these parameters are independent of the pressure
change stimulus and depend only on the main features
of the dynamic cerebral autoregulation process. The mod-
eling also indicated that a small phase difference between
pressure and velocity waveforms does not necessarily
imply impaired autoregulation. In addition, the ratio
between the variation in maximum velocity and pressure
variation can be used, along with the phase difference, to
characterize the nature of the autoregulatory response.

Coronary Autoregulation

The range of coronary autoregulation is 60–130 mmHg
(7.9–17.3 kPa). Demonstration of autoregulation in the
coronary bed is difficult in intact animals because modifi-
cation of coronary perfusion pressure also changes myo-
cardial oxygen demand and the extrinsic compression of
the coronary vessels. However, when perfusion pressure is
altered, but ventricular pressure, cardiac contractility, and
heart rate (the principal determinants of myocardial oxy-
gen demand) are maintained constant, autoregulation is
clearly evident.

The coronary circulation has a different set of problems
from other systems, as well as many paradoxes. These
problems include the following: (1) It is caught in a unique
situation: it must feed and cleanse the very organ that
generates it. (2) The heart is a high oxidative organ with a
high demand for O2 and a very high O2 consumption. (3)
The av O2 difference is much wider in the coronary circula-
tion, implying that less reserve is available. (4) As myo-
cardial function increases (increased HR or contractility,
e.g.), the demand for O2 increases dramatically. (5) Intra-
myocardial flow actually decreases as contractility
increases, however, because of compression and shearing
effects; in other words, the more the heart works, the more
it impedes the flow that it needs. (6) Because of the impair-
ment of myocardial blood flow during systole, nearly 80% of
coronary flow occurs during diastole. (7) Although most
arterial flow occurs during diastole, most venous flow
occurs during systole, both phenomena because of the
compression effects. (8) Even though increased HR places
an increased energy demand on the myocardium, there is
less coronary flow as HR increases, since the valuable
diastolic time decreases out of proportion to systolic time
during tachycardia.

As in any vascular bed, blood flow in the coronary bed
depends on the driving pressure and the resistance offered
by this bed. Coronary vascular resistance, in turn, is
regulated by several control mechanisms: myocardial
metabolism (metabolic control), endothelial (and other
humoral) control, autoregulation, myogenic control, extra-
vascular compressive forces, and neural control. Each
control mechanism may be impaired in a variety of condi-
tions and each can contribute to the development of myo-
cardial ischemia.

Control of coronary blood flow also differs depending on the
type of vessel being considered: arteries, large arterioles, or
smaller arterioles. Coronary capillaries also appear to make a
significant contribution to coronary vascular resistance!

Several factors play a role in coronary autoregulation
itself, including myogenic responses, resistance distribu-

tion in various size vessels, O2 consumption, capillaries,
flow-dependent dilation, and direct metabolic control.
Regarding the last, for a substance to be considered a
mediator of local metabolic control of coronary flow it
should (1) be vasoactive, (2) found, in appropriate concen-
trations, to affect vascular tone, and (3) be of variable
concentration in response to changes in metabolism. Myo-
cardial O2, along with CO2 and other waste products are
likely mediators of local metabolic control. Several models
have examined one or more of these factors, although we
could find no model that put everything together (61–68).
One can, however, begin to separate out the contribution of
each factor. For example, the synergistic interaction
between PO2 and PCO2 accounts for about one-fourth of
the change in coronary vascular conductance during auto-
regulation (62).

Cardiac Autoregulation

Cardiac autoregulation is briefly mentioned, although it is
not circulatory autoregulation. The topic was one of the
first to be studied, namely, the Frank–Starling mechan-
ism, the dependence of individual stroke volume on end-
diastolic volume. This mechanism helps ensure that what
comes into the heart goes out, so that the heart does not
blow up like a balloon. The functional importance of the
Frank–Starling mechanism lies mainly in adapting left to
right ventricular output. Just as with vascular autoregula-
tion, many other factors can override the Frank–Starling
mechanism, but it can become particularly important in
CV disease.

In the past, the study of mechanical and electrical
properties of the heart has been disjointed, with minimal
overlap and unification. These features, however, are
tightly coupled and central to the functioning heart. The
maintenance of adequate cardiac output relies upon the
highly integrated autoregulatory mechanisms and modu-
lation of cardiac myocyte function. Regional ventricular
mechanics and energetics are dependent on muscle fiber
stress–strain rate, the passive properties of myocardial
collagen matrix, adequate vascular perfusion, transcapil-
lary transport and electrical activation pattern. Intra-
mural hydraulic ‘‘loading" is regulated by coronary
arterial and venous dynamics. All of these components
are under the constant influence of intrinsic cardiac and
extracardiac autonomic neurons, as well as circulating
hormones.

MODELS OF SYSTEMS

Cardiovascular–Circulation

The CVS is essential to the body as the means for carrying
substances, such as O2, nutrients, and hormones to the
tissues where they are needed and for bringing xenobiotics
or waste products, such as CO2 and acids, to the lungs,
kidneys, or liver to be eliminated.

A pioneer in CV models was Bram Noordergraaf and his
group, starting in the 1950s. His model began with the
systemic circulation and later expanded to the pulmonary
circulation. Over the period of 15 years, they evolved into
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models of great size, complexity, and sophistication. The
model has a heart, and the systemic circulation has >115
segments. It included adjustable peripheral resistances,
plus viscoelasticity, stiffness, radius and wall thickness of
each segment, viscous properties of the blood, tapering in
radius and elasticity, and frictional losses. Abnormalities,
such as aortic stenosis, aortic insufficiency, idiopathic
hypertrophic subaortic stenosis, and atrial septal defect
have been simulated. We give two later, easily accessible
references (69,70).

Another pioneer, in the Dutch school of modeling, was
Jan Beneken. His models have also been sophisticated and
rigorous (71,72). His models and the impressive ones of
Karel Wesseling will be discussed later.

Two CV models are available for those who want to run
one. The first is an interactive tutorial and mathematical
model described by Rothe and Gersting (73). In addition,
one can play with the 52-compartment CV model of Wes-
seling, as implemented by Starko, Haddock, and Smith
(unpublished data). The inclusion of the two atria has made
this model an especially unique and useful tool. Even-
tually, this model will be incorporated into BODY Simula-
tion (see PBPM). Currently, however, it has no transport
model(s), nor any control system, for example, an auto-
nomic nervous system or baroceptors. In essence, it is a
heart–lung preparation, without the lungs, but with pul-
monary circulation. By itself, however, it is very useful in
the study of the basics of the heart and circulation, allowing
one to examine in great detail the subtle and not so subtle
interactions of the CVS. This is made possible by the detail
involved, as well as the ability to change any of hundreds of
parameters and to study the time plots of any of hundreds
of variables. The model allows the user to adjust the
contractility and stiffness of the four chambers, as well
as the pressure, volume, compliance and, when appropri-
ate, resistance of each of the 52 compartments. In addition,
heart rate, SVR, and total blood volume can be adjusted.
Some of these changes involve changes in preload and
afterload. Pressure, volume, and flow waveforms can be
displayed for each compartment, and pressure–volume
plots are available for the four chambers. Thirteen values,
such as HR, MAP, and end-diastolic ventricular volumes,
are numerically displayed. A small manual describes the
model and how to use it.

Most cardiac models incorporate only a freestanding
chamber, or chambers. The two ventricles, however, affect
each other’s dynamics. In addition, the pericardium, the
stiff membrane that surrounds almost the entire heart,
affects each chamber. The model of Chung et al. (74)
describes the dynamic interaction between the LV and
the RV over the complete cardiac cycle. The pericar-
dium-bound ventricles are represented as two coupled
chambers consisting of the left and right free walls and
the interventricular septum. Timevarying pressure–
volume relationships characterize the component com-
pliances, and the interaction of these components produces
the globally observed ventricular pump properties (total
chamber pressure and volume). The model (1) permits the
simulation of passive (diastolic) and active (systolic) ven-
tricular interaction, (2) provides temporal profiles of hemo-
dynamic variables (e.g., ventricular pressures, volumes

and flows), and (3) can be used to examine the effect of
the pericardium on ventricular interaction and ventricular
mechanics. The model also yields qualitative predictions of
septal and free wall displacements.

Similarly, few models have addressed the mechanical
interaction between the CV and pulmonary systems, for
example, how the combined cardiopulmonary system
responds to large amplitude forcing (change in an impor-
tant variable). To address this issue, Lu et al. (75), devel-
oped a human cardiopulmonary system model that
incorporates important components of the cardiopulmon-
ary system and their coupled interaction. Included in the
model are descriptions of atrial and ventricular mechanics;
hemodynamics of the systemic and pulmonary circula-
tions; baroreflex control of arterial pressure; airway and
lung mechanics; and gas transport at the alveolar-capillary
membrane. They applied this model to the analysis of the
Valsalva maneuver. The model could predict the hemody-
namic responses to markedly increased intrathoracic
(pleural) pressures during a Valsalva maneuver. In short,
this model can help explain how the heart, lung, and
autonomic tone interact during the Valsalva maneuver.

BODY Simulation (see PBPM) also incorporates an
interaction between intrapleural pressure (as reflected
by airway pressure) and venous return. Problems with a
patient ventilator, for example, can create disastrous
depression of the CVS (76). Combining computational
blood flow modeling with 3D medical imaging provides a
new approach for studying links between hemodynamic
factors and arterial disease. Although this provides
patient-specific hemodynamic information, it is subject
to several potential errors. A different approach, developed
by Moore et al. (77) can quantify some of these errors and
identify optimal reconstruction methodologies.

For several reasons, modeling the pulmonary circula-
tion presents challenges. Huang et al. (78) described a
mathematical analogue-circuit model of pulsatile flow in
cat lung based on existing morphometric and elastic data.
In the model, the pulmonary arteries and veins were
treated as elastic tubes, whereas the pulmonary capillaries
were treated as two-dimensional (2D) sheets. Input impe-
dances of the pulmonary blood vessels of every order were
calculated under normal physiological conditions. The
pressure-flow relation of the whole lung was predicted
theoretically. Comparison of the theoretically predicted
input impedance spectra with their experimental results
showed that the modulus spectra were well predicted, but
significant differences existed in the phase angle spectra
between the theoretical predictions and the experimental
results. The authors state that the current model cannot
explain this latter discrepancy.

Occlusion experiments yield time–pressure and time–
flow curves that are related to the longitudinal distribution
of compliances and resistances in the pulmonary circula-
tion. The standard approach to the analysis of these curves
involves the observation of relevant features of their
graphs, which may directly reflect model parameter
values. De Gaetano and Cremona (79) considered five
possible models of pulmonary vascular pressure dynamics
and the relative (nonlinear) least-squares parameter esti-
mation from experimental data, making simultaneous use
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of all available information. The five models included two
linear models without inductance units, one linear model
with inductance units, one nonlinear model with variable
resistance, and one nonlinear model with variable compli-
ance. In all cases, parameter estimation for the numeri-
cally integrated model was performed by unweighted least
squares, using a variable-metric minimization technique.

Potentially, the more detailed the model, the more
accurate it is. Karamanoglu et al. (80) simulated the effects
of wave travel and wave reflection with a mathematical
model of the whole arterial tree, which comprised 142
uniform transmission-line segments. The arterial model
was partitioned into three separate segments: upper limbs,
trunk, and lower limbs. Aging was simulated by increasing
average pulse wave velocities of these segments. Reflection
coefficients at the terminal elements were altered to simu-
late vasodilation and vasoconstriction.

Karamanoglu and Feneley (81) also used a linear math-
ematical model of the entire human arterial tree to derive
realistic impedance patterns by altering (1) Young’s mod-
ulus of the arterial wall of the individual branches, (2)
peripheral reflection coefficients, and (3) distal com-
pliances at the terminations. These calculated impedance
patterns were then coupled to realistic LV outflow patterns
determined by unique (1) end-diastolic and endsystolic
pressure–volume relationships, (2) preload-recruitable
stroke work relationships, and (3) shortening paths simu-
lated by altered aortic flow contours. Left ventricular out-
flow patterns were as important as impedance parameters
in determining late systolic pressure augmentation, at
least in this model.

Cardiac valvular modeling and simulation are impor-
tant, especially given the common use of echocardiography.
Sun et al. (82) examined this area. The transmitral and
pulmonary venous flow velocity patterns were related to
the physiological state of the left heart with an electrical
analogue model. Filling of the LV through the mitral valve
was characterized by a quadratic Bernoulli’s resistance in
series with an inertance. Filling of the LA through the
pulmonary veins was represented by a lumped network of
linear resistance, capacitance, and inertance. The LV and
LA were each represented by a time-varying elastance. A
volume dependency was incorporated into the LV model to
produce physiological PV loops and Starling curves. The
model accurately reflected the expected effects of aging and
decreasing LV compliance, and could serve as a useful
theoretical basis for echocardiographic evaluation of LV
and LA function.

Yellin et al. (83) examined the mechanisms of mitral
valve motion in mid-diastole, diastole and at closure by
simultaneously measuring mitral flow (electromagnetic),
valve motion (echo), and AV pressures. Large variations in
peak flow were accompanied by small variations in valve
excursion. They concluded that the valve overshoots its
equilibrium position and that the chordae produce tension
on the valve during diastole. Their model offered a valve-
closure theory unifying chordal tension, flow deceleration,
and vortices, with chordal tension as a necessary condition
for the proper functioning of the other two.

The Doppler transmitral velocity curve is commonly
used to assess LV diastolic function. Thomas et al. (84)

developed a mathematical formulation to study the physi-
cal and physiological determinants of the transmitral velo-
city pattern for exponential chamber PV relationships
with active ventricular relaxation (2187 combinations
investigated). They showed that transmitral velocity is
fundamentally affected by three principal physical deter-
minants: the transmitral pressure difference, the net AV
compliance, and the impedance characteristics of the
mitral valve. These physical determinants in turn are
specified by certain compliance and relaxation parameters.
They found that the peak mitral velocity is most strongly
related to initial LA pressure but decreased by prolonged
relaxation, low atria1 and ventricular compliance, and
systolic dysfunction. Peak acceleration varies directly with
atria1 pressure and inversely with the time constant of
isovolumic relaxation, with little influence of compliance,
whereas the mitral deceleration rate is approximately
valve area divided by AV compliance.

A moderate reduction in coronary blood flow results in
decreased myocardial O2 consumption, accelerated glyco-
lysis, decreased pyruvate oxidation, and lactate accumula-
tion. To quantitatively understand cardiac metabolism
during ischemia, Salem et al. (85) demonstrated a mechan-
istic, mathematical model based on biochemical mass bal-
ances and reaction kinetics in cardiac cells. Computer
simulations showed the dynamic responses in glucose,
fatty acid, glucose-6-phosphate, glycogen, triglyceride, pyr-
uvate, lactate, acetyl-CoA, and free-CoA, as well as CO2,
O2, phosphocreatine/creatine, nicotinamide adenine dinu-
cleotide (reduced form)/nicotinamide adenine dinucleotide
(oxidized form) (NADH/NAD1), and adenosine dipho-
sphate/adenosine triphosphate (ADP/ATP). When myocar-
dial ischemia was simulated by a 60% reduction in
coronary blood flow, the model generated myocardial con-
centrations, uptakes, and fluxes that were consistent with
experimental data from in vivo pig studies. With the onset
of ischemia, myocardial lactate concentration increased
and the myocardium switched from a net consumer to a
net producer of lactate.

Olufsen et al. (86) modeled blood flow in large systemic
arteries by using one-dimensional (1D) equations derived
from the axisymmetric Navier–Stokes equations for flow in
compliant and tapering vessels. The arterial tree is trun-
cated after the first few generations of large arteries with
the remaining small arteries and arterioles providing out-
flow boundary conditions for the large arteries. By model-
ing the small arteries and arterioles as a structured tree, a
semianalytical approach based on a linearized version of
the governing equations can be used to derive an expres-
sion for the root impedance of the structured tree in the
frequency domain. In the time domain, this provides the
proper outflow boundary condition. The structured tree is a
binary asymmetric tree in which the radii of the daughter
vessels are scaled linearly with the radius of the parent
vessel. Blood flow and pressure in the large vessels are
computed as functions of time and axial distance within
each of the arteries.

The CVS is an internal flow loop with multiple branches
circulating a complex liquid. The hallmarks of blood flow in
arteries are pulsatility and branches, which cause wall
stresses to be cyclical and nonuniform. Normal arterial
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flow is laminar, with secondary flows generated at curves
and branches. Arteries can adapt to and modify hemody-
namic conditions, and unusual hemodynamic conditions
may cause an abnormal biological response. Velocity profile
skewing can create pockets in which the wall shear stress is
low and oscillates in one direction. Atherosclerosis tends to
localize to these sites and creates a narrowing of the artery
lumen: a stenosis. Plaque rupture or endothelial injury can
stimulate thrombosis, which can block blood flow to heart
or brain tissues. The small lumen and elevated shear rate
in a stenosis create conditions that accelerate platelet
accumulation and occlusion. The relationship between
thrombosis and fluid mechanics is complex, especially in
the poststenotic flow field. New convection models have
been developed to predict clinical occlusion from platelet
thrombosis in diseased arteries (87).

Cardiovascular Regulation

Vasquez et al. (88) presented a lucid review of the overall
coordination of three of the major mechanisms involved in
CVS control: the baroreceptors, chemoreceptors, and car-
diopulmonary reflexes. The central chemoreceptors are the
main body CO2 (actually, pH acts as a surrogate for CO2)
sensors, the main sensors in the feedback loop. They are
located in the medulla, near the ventricle and bathed in
brain extracellular fluid, which is close to the composition
of CSF. The normal pH of the fluid is 7.32 and is poorly
buffered. Thus, CSF pH is regulated more rapidly than in
the rest of the body. Although CO2 diffuses rapidly into all
tissues, Hþ does not penetrate into CSF. However, if PCO2

increases in the blood, it diffuses into CSF and lowers the
pH. Ventilation responds to changes in CSF pH.

Peripheral chemoreceptors are located in the carotid
and aortic bodies and in clumps along the route of the
abdominal vagus. Their role in the regulation of the CVS
cannot be understood without knowing the various factors
that can change chemoreceptor afferent activity. Further-
more, changes in chemoreceptor activity not only exert
primary reflex effects on the CVS, but they evoke changes
in the central drive for ventilation that secondarily affect
the CVS. For an excellent, comprehensive review of this
subject, see Marshall (89).

The arterial baroreflex contributes significantly to the
short-term regulation of blood pressure and CV variability.
Several factors, including reflex, humoral, behavioral,
environmental and age, may influence gain and effective-
ness of the baroreflex, as well as CV variability. Many
central neural structures are also involved in the regula-
tion of the CVS and contribute to the integrity of the
baroreflex. For those who wish a good summary of the
subject, read the review by Lanfranchi and Somers (90).

Continuous blood pressure recordings usually show a
surprising variability in MAP. Short-term variability
includes components with periods of a few seconds to many
hours, and can be spontaneous or in response to a man-
euver or activity. Blood pressure can increase 50 mmHg
(6.6 kPa) during painful stimuli in a matter of a minute, or
decrease 20–30% in a few seconds during an orthostatic
maneuver. Often, blood pressure shows oscillatory fluctua-
tions in an � 10 s rhythm. All this variability has been

demonstrated in normal subjects, especially by Wesseling
and co-workers (91–93). This short-term blood pressure
variability challenges the concept of an effective, stabiliz-
ing baroreflex. Wesseling has called this phenomenon the
baroreflex paradox and has proposed a baromodulation
hypothesis (91–93). The baromodulation hypothesis states
that the baroreflex gain can be modulated to have high gain
in some situations, low gain in others. A decrease in
baroreflex gain by itself causes blood pressure to increase,
while an increase in gain causes it to fall (91). A gain
change does not change baroceptor function itself. No
changing baroceptor sensitivity is postulated, and no bar-
oceptor resetting need occur. Theoretically, the physiolo-
gical location where modulation occurs could be anywhere
in the reflex loop, even in the individual efferent-pathways,
separately. However, the logical site would be the vaso-
motor center in the medulla.

We should point out that this insight was made possible
by using a noninvasive monitoring device that is enhanced
by several models (see Finapres, under uses for Models),
and that yet another model was used to test the hypothesis.
Several investigators have based their work on this
remarkable insight (references on request).

When blood volume is expanded, CVP increases, stimu-
lating cardiopulmonary receptors in the atria and ventri-
cles and perhaps arterial baroreceptors in the aortic arch
and carotid sinus. Volume expansion or stimulation of
atrial receptors can inhibit vasopressin release, decrease
sympathetic nerve activity, and attenuate drinking. Atrial
distension stimulates secretion of atrial natriuretic peptide
(ANP) from the atria leading to natriuresis. Thus it is
possible that ANP may inhibit vasopressin release, reduce
blood pressure, decrease drinking, and lead to natriuresis
and diuresis via central pathways.

Rose and Schwaber (94) described a model that included
only HR in the baroceptor modulation of arterial pressure,
since the vagus HR response is the most rapid responder to
changes in arterial pressure. They observed that vagal
induced changes in HR do not influence arterial pressure,
except when certain initial conditions of the CVS are met.
It may be that vagally mediated alterations in an inotropic
and dromotropic state, which are not included in this
model, play important roles in the fast reflex control of
blood pressure or that the vagal limb of the baroreflex is of
rather limited effectiveness. Had the authors decreased
heart rate >50%, they may have observed profound CV
changes arising from a heart rate change.

Ursino and Magosso (95) detailed a mathematical model
of the acute CV response to isocapnic hypoxia. The model
includes a pulsating heart, the systemic and pulmonary
circulation, a separate description of the vascular bed in
organs with higher metabolic need, and the local effect of
O2 on these organs. The model also includes the action of
several reflex regulatory mechanisms: the peripheral che-
moreceptors, the lung stretch receptors, the arterial bar-
oreceptors, and the hypoxic response of the CNS. The early
phase of the biphasic response (8–10 s), caused by activa-
tion of peripheral chemoreceptors, exhibits a moderate
increase in MAP, a decrease in HR, a relatively constant
CO, and a redistribution of blood flow to the organs with
higher metabolic need, at the expense of other organs (see
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the hierarchy scheme, in Regional Circulation and Auto-
regulation). The later phase (20 s) is characterized by the
activation of lung stretch receptors and by the CNS hypoxic
response. During this phase, CO2 and HR increase, and
blood flow is restored to normal levels, in organs with lower
metabolic need.

These authors performed an extensive validation of this
model (96). The role of the different mechanisms involved
in the CV response to hypoxia (chemoreceptors, barorecep-
tors, lung stretch receptors, and CNS hypoxic response)
was analyzed in different physiological conditions. The
simulation results revealed the following: (1) the model
can reproduce the CV response to hypoxia very well
between 100 and 28 mmHg (13.3 and 3.7 kPa) PO2. (2)
Sensitivity analysis of the impact of each individual
mechanism underlines the role of the baroreflex in avoid-
ing excessive derangement of systemic arterial pressure
and CO2 during severe hypoxia and suggests the existence
of significant redundancy among the other regulatory fac-
tors. (3) With chronic sinoaortic denervation (i.e., simulta-
neous exclusion of baroreceptors, chemoreceptors, and
lung stretch receptors), the CNS hypoxic response alone
is able to maintain reasonably normal CV adjustments to
hypoxia, although suppression of the CNS hypoxic
response, as might occur during anesthesia, led to a sig-
nificant arterial hypotension. (4) With controlled ventila-
tion, a significant decrease in HR that can only partly be
ascribed to inactivation of lung stretch receptors. (5) When
maintaining a constant CO2 during severe hypoxia, the
chemoreflex can produce a significant decrease in systemic
blood volume.

As an extension of the group’s isocapnic hypoxia model,
Magosso and Ursino (97) studied the effect of CO2 on the
CVS. The previous model (95) had already incorporated the
main reflex and local mechanisms triggered by O2 changes.
The new features covered by the model were the O2–CO2

interaction with the peripheral chemoreceptors, the effect
of local CO2 changes on peripheral resistances, the direct
CNS response to CO2, and the control of central chemor-
eceptors on minute ventilation and tidal volume. The
model could simulate the acute CV response to changes
in blood gas content in a variety of conditions (normoxic
hypercapnia, hypercapnia during artificial ventilation,
hypocapnic hypoxia, and hypercapnic hypoxia). The model
ascribes the observed responses to the complex superim-
position of many mechanisms simultaneously working
(baroreflex, peripheral chemoreflex, CNS response, lung-
stretch receptors, local gas tension effect), which may be
variably activated depending, on the specific stimulus
under study. However, although some experiments can
be reproduced using a single basal set of parameters,
reproduction of other experiments requires a different
combination of the mechanism strengths (particularly, a
different strength of the local CO2 mechanism on periph-
eral resistances and of the CNS response to CO2).

Melchior et al. (98) used as an example the short-term
response of the human CVS to orthostatic stresses to
develop a mathematical model. They reviewed the physio-
logical issues involved and how these issues have been
handled in previous CV models for simulation of the ortho-
static response. Most extant models were stimulus specific

with no apparent ability to simulate the responses to
orthostatic stimuli of different types. They suggest that
a comprehensive model incorporating all known phenom-
ena related to CV regulation is needed. The paper repre-
sents a good start in providing a framework for future
efforts in mathematical modeling of the entire CVS, and
the review of issues is outstanding.

Lerma et al. (99) combined parts of two systems: the
baroceptor reflex in the CVS and the renal system in
chronic renal failure (CRF). They developed a model of
baroreflex control of MAP, in terms of a delay differential
equation, and used it to predict the adaptation of short-
term CV control in CRF patients. The model predicts stable
and unstable equilibria close to steady-state MAP. Their
results suggest that the cardiac pump has a more restricted
response in CRF patients. The model quantifies the CV
adaptations to CRF, including increased SVR and barore-
flex delay, as well as decreased arterial compliance, cardiac
period, and stroke volume.

In yet another paper, Ursino and Magosso (100) exam-
ined the response to O2 and CO2 changes mediated by one
CV regulator mechanism, the carotid body chemoreceptor.
The model assumes that the static chemoreceptor charac-
teristic depends on O2 saturation in the arterial blood and
on CO2 arterial concentration. The values of O2 saturation
and of CO2 concentration are computed, from pressure,
using blood dissociation curves, which include both the
Bohr and Haldane effects. The dynamic response includes
a term depending on the time derivative of CO2 concentra-
tion and a low pass filter, which accounts for the time
required to reach the steady-state level. With a suitable
choice of parameters, the model reproduced the carotid
chemoreceptor response under a variety of combined O2

and CO2 stimuli, both in steady-state conditions and in the
transient period following acute CO2 or O2 pressure
changes. During transient conditions, the effect of CO2

pressure changes prevail over the effect of O2 changes,
due to the intrinsic derivative component of the response to
CO2.

Ursino et al. (101) explored one of the most important
regulator effectors of the CVS: venous capacitance. To
elucidate the role of venous capacity active changes in
short-term CV homeostasis, they developed a mathemati-
cal model of the carotid-sinus baroreflex system. In the
model, the CVS was represented as a series arrangement of
six lumped compartments, which synthesized the funda-
mental hemodynamic properties of the systemic arterial,
systemic venous, pulmonary arterial, and pulmonary
venous circulations as well as of the left and right cardiac
volumes. Cardiac outputs from the left and right ventricles
were computed as a function of both downstream (after-
load) and upstream atrial pressure (preload). Four distinct
feedback regulatory mechanisms, working on SVR, HR,
systemic venous unstressed volume, and systemic venous
compliance, were assumed to operate on the CVS in
response to carotid sinus pressure changes. The model
was used to simulate the pattern of the main hemodynamic
quantities in the short time period (1–2 min) after acute
carotid sinus activation in vagotomized subjects. Simula-
tions indicated that the model can reproduce experi-
mental data quite well, with reference both to open-loop
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experiments and to acute hemorrhage performed in
closed-loop conditions. Computer simulations also indicated
that active changes in venous unstressed volume are very
important in regulating CO2 and MAP during activation of
the carotid sinus baroreflex.

Modeling HR and blood pressure spontaneous variabil-
ity can contribute to the understanding of both normal and
pathologic CVS physiology. The observed fluctuations in
HR and blood pressure are meaningful rhythmical fluctua-
tions that reflect useful information about autonomic reg-
ulation. These rhythmical fluctuations, known as heart
rate variability and blood pressure variation, are normally
grouped into three major components: (1) the high fre-
quency component, �0.25 Hz, in synchrony with respira-
tory rate; (2) the low frequency component, generally
centered �0.1 Hz, which is attributed to the sympathetic
activity and the closed-loop controlling action of cardiovas-
cular regulation; and (3) The very low frequency compo-
nent, �0.04 Hz, which is probably due to the
vasorhythmicity thermoregulatory system or to humoral
regulations. Cohen and Taylor (102) nicely reviewed the
subject and constructed their own model. Seydnejad and
Kitney (103), as well as Cavalcanti and Belardinelli (104)
have also modeled these areas. Of particular interest are
the studies of Magosso et al. (105). Their findings include
the following: (1) A significant increase in the gains and
time delays (>9 s) of all the arterial baroreflex sympathetic
mechanisms is required to induce instability (see Baromo-
dulation and Wesseling, below). In this condition, systemic
arterial pressure exhibits spontaneous oscillations with a
period of �20 s, similar to Mayer waves. The control of
peripheral resistance seems more important than the
venous volume control in the genesis of these oscillations.
(2) An increase in the gain and time delay (�3 s) of the
arterial baroreflex vagal mechanism causes the appear-
ance of unpredictable fluctuations in heart period, with
spectral components in the range 0.08–0.12 Hz 3) The
cardiopulmonary baroreflex plays a less important role
than does the arterial baroreflex in the genesis of these
instability phenomena.

Aljuri and Cohen (106) took yet another approach to the
problem. They emphasized the analytic algebraic analysis
of the systemic circulation composed of arteries, veins, and
its underlying physiological regulatory mechanisms of
baroreflex and autoregulatory modulation of SVR, where
the behavior of the system can be analytically synthesized
from an understanding of its minimal elements. As a result
of their analysis, they presented a mathematical method to
determine short-term SVR fluctuations, which account for
observed MAP fluctuations, and proposed a new CVS
identification method to delineate the actions of the phy-
siological mechanisms responsible for the dynamic cou-
plings between CO2, MAP, RA pressure, and SVR.

Ben-Haim et al. (107), using a finite-difference equation
to model cardiac mechanics, simulated the stable action of
the LV. Their model described the LV end-diastolic volume
as a function of the previous end-diastolic volume and
several physiological parameters describing the mechanical
properties and hemodynamic loading conditions of the
heart. Their simulations demonstrated that transitions
(bifurcations) can occur between different modes of dynamic

organization of the isolated working heart as parameters
are changed. Different regions in the parameter space are
characterized by different stable limit cycle periodicities.
They proposed that mechanical periodicities of the heart
action are an inherent part of its nonlinear nature. Although
their model predictions and experimental results were
compatible with previous experimental data, they may con-
tradict several hypotheses suggested to explain the phenom-
enon of cardiac periodicities.

Ursino (108) made some interesting observations with
his model on short-term carotid baroregulation and the
pulsating heart. The model includes an elastance variable
description of the left and right heart, the systemic
(splanchnic and extrasplanchnic) and pulmonary circula-
tions, the afferent carotid baroreceptor pathway, the sym-
pathetic and vagal efferent activities, and the action of
several effector mechanisms. The latter mechanisms work,
in response to sympathetic and vagal action, by modifying
systemic peripheral resistances, systemic venous
unstressed volumes, heart period, and endsystolic elas-
tances. The model is used to simulate the interaction
among the carotid baroreflex, the pulsating heart, and
the effector responses. Experimental data on HR control
can be explained fairly well by assuming that the sympa-
thetic-parasympathetic systems interact linearly on the
heart period. The carotid baroreflex can significantly mod-
ulate the cardiac function curve. This effect, however, is
masked In vivo by changes in arterial and atrial pressures.
During heart pacing, CO2 increases with frequency at
moderate levels of heart rate and then fails to increase
further because of a reduction in stroke volume. Shifting
from nonpulsatile to pulsatile perfusion of the carotid
sinuses decreases the overall baroreflex gain and signifi-
cantly modifies operation of the carotid baroreflex. Finally,
sensitivity analysis suggests that venous unstressed
volume control plays the major role in the early hemo-
dynamic response to acute hemorrhage, whereas sys-
temic resistance and heart rate controls are slightly less
important.

Short-term regulation of arterial blood pressure is
accomplished by complex interactions between feedback
and feed-forward information from the arterial and cardi-
opulmonary baroreceptors that combine with other local
and neural factors to modulate CO2 (HR and stroke
volume) and SVR. Hughson et al. (109) used transfer
function analysis and autoregressive moving average ana-
lysis to explore the interrelationships between CVP as an
input to the cardiopulmonary baroreflex and MAP as an
input to the arterial baroreflex in the regulation of SVR.

O’Leary et al. (110) used transfer function analysis to
study the HR and vascular response to spontaneous
changes in blood pressure from the relationships of systolic
blood pressure to heart rate, MAP to SVR, and cerebro-
vascular resistance index, as well as stroke volume to SVR
in healthy subjects in supine and 458 head-up tilt positions.
Their data, which showed changes in MAP preceded
changes in SVR as well as a possible link between stroke
volume and SVR are consistent with complex interactions
between the vascular component of the arterial and car-
diopulmonary baroreflexes and intrinsic properties such as
the myogenic response of the resistance arteries.

312 PHYSIOLOGICAL SYSTEMS MODELING



Toska et al. (111) used their mathematical model of
baroreflexes and a simple circulation to analyze data from
a previous study on humans (112). They modeled the heart,
vascular bed, baroceptor reflexes and the ANS.

Microcirculation

Ostensibly, the microcirculation is the ultimate mediator of
the major purposes of the circulation: delivering O2 and
cleansing the body of waste products, including CO2. In
addition to the mission of mass transport, the microcircu-
lation and its endothelial cells have the role of regulation,
signal transduction, proliferation, and repair. Lee (113)
suggests, in addition, that the microcirculation is disten-
sible and contains 40–50% of the total blood volume. In his
Distinguished Lecture, he emphasized the integrative role
of the microcirculation on circulatory control and its ther-
apeutic role on blood volume compensation. He discussed
shifts of volume from the microcirculation to the macro-
circulation. It is possible that the microcirculation can play
a more important role as a reservoir to compensate for
blood volume loss than the venous system, and models are
needed to investigate this intriguing concept.

Almost as an anomaly, it appears that hematocrit and
nodal pressures can oscillate spontaneously in large micro-
vascular networks in the absence of biological control. Carr
and Lacoin (114) developed a model that not only explains
the phenomenon, but also demonstrates how well-known
phenomena explain it.

Schmidt-Schönbein (115) reviewed the mathematics of
the microcirculation, including microvascular network
topology, growth, and fluid mechanics; viscoelasticity
and shape of microvessels; myogenic response; microvas-
cular pressure–flow relationships; microvascular flow dur-
ing pulsatile pressures; and non-Newtonian properties of
blood in the microcirculation.

Pries and Secomb (116), in a paper that is part of the
physiome project (see below), suggest a paradigm for
attacking the complexity of the microcirculation. Terminal
vascular beds exhibit a high degree of heterogeneity. Per-
tinent parameters are nonlinearly related, and their dis-
tributions are not independent. The classical typical vessel
approach using averaged values for different vessel classes
may not lead to a correct understanding of the physiology
and pathophysiology of terminal vascular beds. Such pro-
blems can be avoided by studying microcirculatory func-
tions at the network level using a combination of
experiments and theoretical models. In this approach,
distributions and relationships of pertinent parameters
are measured In vivo, leading to the development of com-
prehensive databases. Such databases can be analyzed and
complemented by suitable mathematical models, permit-
ting estimation of parameters that are difficult to measure,
and critical assessment of quantitative theories and
hypotheses for microvascular function. This collaborative
process between experimentally and theoretically oriented
investigators may be facilitated in the future by the devel-
opment of Web-based repositories of experimental data and
theoretical models.

Beard and Bassingthwaighte (117) used a realistic geo-
metric model for the 3D capillary network geometry as a

framework for studying the transport and consumption of
oxygen in cardiac tissue. The nontree-like capillary net-
work conforms to the available morphometric statistics and
is supplied by a single arterial source and drains into a pair
of venular sinks. They explored steady-state O2 transport
and consumption in the tissue using a mathematical model
that accounts for advection in the vascular network, non-
linear binding of dissolved oxygen to hemoglobin and myo-
globin, passive diffusion of freely dissolved and protein-
bound oxygen, and Michaelis–Menten consumption in the
parenchymal tissue. The advection velocity field is deter-
mined by solving the hemodynamic problem for flow
throughout the network. The resulting system is described
by a set of coupled nonlinear elliptic equations, which are
solved using a finite-difference numerical approximation.
They found that coupled advection and diffusion in the 3D
system enhance the dispersion of O2 in the tissue compared
with the predictions of simplified axially distributed mod-
els, and that no lethal corner, or oxygen-deprived region
occurs for physiologically reasonable values for flow and
consumption.

Cerebral

Considerable space has been devoted to this physiologically
and personally important subject.

Clark and Kufahl (118) described a rigid-vessel model of
the Circle of Willis, the complex circulatory system at the
base of the brain. The circle is essential for redistributing
blood flow after the sudden occlusion of a major cerebral
vessel.

Lakin et al. (119) described a whole-body mathematical
model for intracranial pressure dynamics. The model does
not satisfy our definition of whole-body model, however,
and we are including it in this section. Having said that,
the model does avoid not simply presenting an isolated
model of cerebral circulation. The model incorporates the
dynamics of intracranial pressures, volumes, and flows. In
addition to vascular connections with the rest of the body,
the model incorporates a spinal-subarachnoid CSF com-
partment that bridges intracranial and extracranial phy-
siology, allowing explicit buffering of ICP fluctuations by
the spinal theca. The model contains cerebrovascular auto-
regulation, regulation of systemic vascular pressures by
the sympathetic nervous system, regulation of CSF pro-
duction in the choroid plexus, a lymphatic system, colloid
osmotic pressure effects, and descriptions of CO2.

Olufsen et al. (120) used a similar approach to study
CBF during posture change from sitting to standing. Their
model described pulsatile blood flow velocity and pressure
in several compartments representing the systemic circu-
lation. The model included compartments representing the
trunk and upper extremities, the lower extremities, the
brain, and the heart. They used physiologically based
control mechanisms to describe the regulation of CBF
velocity and arterial pressure in response to orthostatic
hypotension resulting from postural change.

Sato et al. (121) first studied dynamic cerebrovascular
responses in healthy humans during repetitive stepwise
upward tilt (SUT) and stepwise downward tilt (SDT) man-
euvers. The tilt maneuvers produced stepwise changes in
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both cerebral perfusion pressure and mean CBF velocity.
The latter’s response to SUT was well characterized by a
linear second-order model. However, that to SDT demon-
strated a biphasic behavior that was described signifi-
cantly better by the addition of a slowly responding
component to the second-order model. This difference
may reflect both different CV responses to SUT or SDT
and different cerebrovascular autoregulatory behaviors in
response to decreases or increases in cerebral perfusion
pressure.

The brain not only needs flow and O2 regulation, it also
needs temperature regulation, because of so many critical
chemical and physical-chemical reactions. To study this
phenomenon, Zhu (122) modeled selective brain cooling
during hyperthermia. They developed a theoretical model
to describe the effects of blood flow rate and vascular
geometry on the thermal equilibration in the carotid artery
based on the blood flow and the anatomical vascular geo-
metry in the human neck. The potential for cooling of blood
in the carotid artery on its way to the brain by heat
exchange with the jugular vein and by radial heat conduc-
tion loss to the cool neck surface was evaluated. They
showed that the temperature of the arterial blood can be
as much as 1.1 8C lower than the body core temperature, an
observation in agreement with the difference between
tympanic and body core temperatures. The model also
evaluates the relative contributions of countercurrent heat
exchange and radial heat conduction to selective brain
cooling.

Does O2 directly regulate CBF, or are there mediators?
Ursino et al. (123,124) modeled the production and diffu-
sion of vasoactive chemical factors involved in CBF regula-
tion. Their model comprises two submodels. In the first,
transport from capillary blood to cerebral tissue was ana-
lyzed to link changes in mean tissue PO2 with CBF and
arterial O2 concentration changes. The second submodel
described the production of vasoactive metabolites by cer-
ebral parenchyma, arising from to a lack of O2, and their
diffusion toward pial perivascular space. They simulated
the time dynamics of mean tissue PO2, perivascular ade-
nosine concentration and perivascular pH with changes in
CBF. With their model, they concluded that the time delay
introduced by diffusion processes is negligible compared
with the other time constants in their system.

A second model (124) incorporated more submodels,
each closely related to a physiological event. Thus, they
could simulate the role played by the chemical factors
described in the paragraph above, in the control of CBF
during several different physiological and pathological
conditions associated with the O2 supply to cerebral tissue.
These conditions included changes in autoregulation to
changes in arterial and venous pressure, reactive hyper-
emia following cerebral ischemia and hypoxia. Their
results suggest that adenosine and pH play a significant,
but not exclusive, role in the regulation of the cerebrovas-
cular bed.

Ursino and Magosso (125) presented a mathematical
model of cerebrovascular regulation, in which emphasis
was given to the role of tissue hypoxia on CBF. In the
model, three different mechanisms are assumed to work on
smooth muscle tension at the level of large and small pial

arteries: CO2 reactivity, tissue hypoxia, and a third
mechanism necessary to provide good reproduction of auto-
regulation to cerebral perfusion pressure changes. The
model is able to reproduce the pattern of pial artery caliber
and CBF under a large variety of physiological stimuli,
either acting separately (hypoxia, cerebral perfusion pres-
sure changes, CO2 pressure changes) or in combina-
tion (hypercapnia þ hypoxia; hypercapnia þ hypoten-
hypotension). Furthermore, the model can explain the

increase in CBF and the vasoconstriction of small pial
arteries observed experimentally during hemodilution,
ascribing it to the decrease in blood viscosity and to the
antagonistic action of the flow-dependent mechanism
(responsible for vasoconstriction) and of hypoxia (respon-
sible for vasodilation). The interaction between hypoxia
and ICP turns out to be quite complex, leading to different
ICP time patterns, depending on the status of the CSF
outflow pathways and of intracranial compliance.

Wakeland et al. (126) described a computer model of ICP
dynamics that evaluated clinical treatment options for
elevated ICP during traumatic brain injury. The model
used fluid volumes as primary state variables and expli-
citly modeled fluid flows as well as the resistance, compli-
ance, and pressure associated with each intra- and
extracranial compartment (arteries and arterioles, capil-
lary bed, veins, venous sinus, ventricles, and brain par-
enchyma). The model evaluated clinical events and
therapies, such as intra- and extraparenchymal hemor-
rhage, cerebral edema, CSF drainage, mannitol adminis-
tration, head elevation, and mild hyperventilation. The
model was able to replicate observed clinical behavior in
many cases, including elevated ICP associated with severe
cerebral edema following subdural, epidural, or intrapar-
ynchemal hematoma. The model also mimics cerebrovas-
cular regulatory mechanisms that are activated during
traumatic brain injury.

Lodi and Ursino (127) demonstrated a mathematical
model of cerebral hemodynamics during vasospasm. The
model divided arterial hemodynamics into two cerebral
territories: with and without vasospasm. It also included
collateral circulation between the two territories, cerebral
venous hemodynamics, CSF circulation, ICP, and cra-
niospinal storage capacity. Moreover, the pial artery cir-
culation in both territories was affected by CBF
autoregulation mechanisms. First, the model was used
to simulate some clinical results reported in the literature,
concerning the patterns of middle cerebral artery flow
velocity, CBF and pressure losses during vasospasm. Sec-
ond, they performed a sensitivity analysis on certain model
parameters (severity of caliber reduction, longitudinal
extension of the spasm, autoregulation gain, ICP, resis-
tance of the collateral circulation, and MAP) to clarify their
influence on hemodynamics in the spastic area. The results
suggested that the clinical impact of vasospasm depends on
several concomitant factors, which should be simulta-
neously taken into account to reach a proper diagnosis.

Pasley et al. (128) used a mathematical model to test two
hypotheses: (1) cyclic extravascular compressional modu-
lation of the terminal venous bed occurs with positive
pressure inhalation; and (2) the degree of modulation is
diminished with increasing vascular dilation induced by
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increasing the level of PaCO2. They made two modifica-
tions of Ursino’s model of CSF dynamics (129–131):(1)
terminal venous bed resistance was synchronously modu-
lated with the ventilation cycle; and (2) both the depth of
modulation and cerebrovascular resistance were progres-
sively reduced with increasing levels of PaCO2. Simulated
and experimental correlation values progressively
increased monotonically as the level of PCO2 increased.
Their results suggested that dilation of the cerebral vas-
culature reduces the influence of positive pressure ventila-
tion on ICP by increasing venous pressure and thus
diminishing the likelihood of vascular compression.

Increased ICP, which can result from etiologies ranging
from tumors to trauma, can produce devastating results, of
which death may be one of the more merciful. Modeling the
phenomenon is critically important. Ursino and Lodi (132)
used a mathematical model to characterize the relation-
ships among CBF, cerebral blood volume, ICP, and the
action of cerebrovascular regulatory mechanisms (autore-
gulation and CO2 reactivity). The model incorporated CSF
circulation, the ICP–volume relationship, and cerebral
hemodynamics. The latter is based on three assumptions.
(1) The middle cerebral arteries behave passively following
transmural pressure changes. (2) The pial arterial circula-
tion includes two segments (large and small pial arteries)
subject to different autoregulation mechanisms. (3) The
venous cerebrovascular bed behaves as a Starling resistor.
A new aspect of this model relates to the description of CO2

reactivity in the pial arterial circulation and in the analysis
of its nonlinear interaction with autoregulation. Simula-
tions obtained at constant ICP using various combinations
of MAP and CO2 support data on CBF and velocity con-
cerning both the separate effects of CO2 and autoregulation
and their nonlinear interaction. Simulations performed in
dynamic conditions with varying ICP suggest a significant
correlation between ICP dynamics and cerebral hemody-
namics in response to CO2 changes. The authors believe
that the model can be used to study ICP and blood velocity
time patterns in neurosurgical patients, so that one can
gain a deeper insight into the pathophysiological mechan-
isms leading to intracranial hypertension and resultant
brain damage.

Loewe et al. (133) used a mathematical model to simu-
late the time pattern of ICP and of blood velocity in the
middle cerebral artery in response to maneuvers simulta-
neously affecting MAP and end-tidal CO2. First, they
performed a sensitivity analysis, to clarify the role of some
important model parameters (CSF outflow resistance,
intracranial elastance coefficient, autoregulation gain,
and the position of the regulation curve) during CO2

alteration maneuvers performed at different MAP levels.
Next, the model was applied to the reproduction of real ICP
and velocity tracings in neurosurgical patients. They con-
cluded that the model could be used to give reliable esti-
mates of the main factors affecting intracranial dynamics
in individual patients, starting from routine measure-
ments performed in neurosurgical intensive care units.

Ursino et al. (134) analyzed changes in cerebral hemo-
dynamics and ICP evoked by MAP and PaCO2 challenges
in patients with acute brain damage. The study was per-
formed using a simple mathematical model of intracranial

hemodynamics, particularly aimed at routine clinical
investigation. The parameters chosen for the identification
summarize the main aspects of intracranial dynamics,
namely, CSF circulation, intracranial elastance, and cere-
brovascular control.

By using a mathematical model, Ursino et al. (135) also
studied the time pattern of ICP in response to typical
clinical tests, namely, a bolus injection or withdrawal of
small amounts of saline in the craniospinal space in
patients with acute brain damage. The model included
the main biomechanical factors assumed to affect ICP,
CSF dynamics, intracranial compliance, and cerebrovas-
cular dynamics. The simulation results demonstrated that
the ICP time pattern cannot be explained simply on the
basis of CSF dynamics, but also requires consideration of
the contribution of cerebral hemodynamics and blood-
volume alterations.

Sharan et al. (136) explored an interesting O2-related
phenomenon with a mathematical model. CBF increases as
arterial O2 content falls with hypoxic (low PO2), anemic
(low hemoglobin), and carbon monoxide (CO) (high carbox-
yhemoglobin) hypoxia. Despite a higher arterial PO2, CO
hypoxia provokes a greater increase in CBF than hypoxic
hypoxia. They analyzed published data using a compart-
mental mathematical model to test the hypothesis that
differences in PO2 in tissue, or a closely related vascular
compartment, account for the greater response to CO
hypoxia. Calculations showed that tissue, but not arterio-
lar, PO2 was lower in CO hypoxia because of the increased
oxyhemoglobin affinity with CO hypoxia. Analysis of stu-
dies in which oxyhemoglobin affinity was changed inde-
pendently of CO supports the conclusion that changes in
tissue PO2 (or closely related capillary or venular PO2)
predict alterations in CBF. They then sought to determine
the role of tissue PO2 in anemic hypoxia, with no change in
arterial and little, if any, change in venous PO2. Calcula-
tions predicted a small fall in tissue PO2 as hematocrit
decreases from 55 to 20%. However, calculations showed
that changes in blood viscosity can account for the increase
in CBF in anemic hypoxia over this range of hematocrits. It
would have been interesting if the authors had tested
hypoxia from cyanide poisoning, which blocks the utiliza-
tion of O2 at the enzyme cytochrome oxidase; blood and
tissue actually increases.

Exploring well-defined physical phenomena is one
thing; exploring fuzzy, undefined concepts, like conscious-
ness, is quite another. Cammarota and Onaral (137) rea-
lized that complex physiological systems in which the
emergent global (observable) behavior results from the
interplay among local processes cannot be studied effec-
tively by conventional mathematical models. In contrast to
traditional computational methods, which provide linear
or nonlinear input–output data mapping without regard to
the internal workings of the system, complexity theory
offers scientifically and computationally tractable models
that take into account microscopic mechanisms and inter-
actions responsible for the overall input–output behavior.
The authors offered a brief introduction to some of the
tenets of complexity theory and outlined the process
involved in the development and testing of a model that
duplicates the global dynamics of the induction of loss of
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consciousness in humans due to cerebral ischemia. Under
the broad definition of complexity, they viewed the brain of
humans as a complex system Successful development of a
model for this complex system requires careful combina-
tion of basic knowledge of the physiological system both at
the local (microscopic) and global (macroscopic) levels with
experimental data and the appropriate mathematical tools.
It represents an attempt to develop a model that can both
replicate human data and provide insights about possible
underlying mechanisms. They presented a model for com-
plex physiological systems that undergo state (phase) tran-
sitions. The physiological system modeled is the CNS, and
the global behavior captured by the model is the state
transition from consciousness to unconsciousness. Loss
of consciousness can result from many conditions such
as ischemia (low blood flow), hypoxia (low oxygen), hypo-
glycemia, seizure, anesthesia, or a blow to the head, among
others. Successful development of a model for this complex
system requires careful combination of basic knowledge of
the physiological system both at the local (microscopic) and
global (macroscopic) levels with experimental data and the
appropriate mathematical tools. Due to the wealth of
human research and data available, the specific focus of
the model is unconsciousness that results from the cerebral
ischemia experienced by aircrew during aggressive man-
euvering in high-performance aircraft.

Coronary

In the section Coronary Autoregulation, the problems and
paradoxes of the coronary circulation are described. One of
them was that myocardial perfusion was decreased in some
areas by mechanical and shearing effects, and the harder
the contraction, the greater the impairment. Smith (138)
used an anatomically based computational model of cor-
onary blood flow, coupled to cardiac mechanics to investi-
gate the mechanisms by which myocardial contraction
inhibits coronary blood flow. From finite deformation
mechanics solutions the model calculates the regional
variation in intramyocardial pressure (IMP) exerted on
coronary vessels embedded in the ventricular wall. This
pressure is then coupled to a hemodynamic model of vas-
cular blood flow to predict the spatial–temporal character-
istics of perfusion throughout the myocardium. The
calculated IMP was shown to vary approximately linearly
between ventricular pressure at the endocardium and
atmospheric pressure at the epicardium through the dia-
stolic loading and isovolumic contraction phases. During
the ejection and isovolumic relaxation phases, IMP values
increased slightly above ventricular pressure. The average
radius of small arterial vessels embedded in the myocar-
dium decreased during isovolumic contraction (18% in LV
endocardium) before increasing during ejection (10% in LV
endocardium) due to a rise in inflow pressure. Embedded
venous vessels show a reduction in radius through both
phases of contraction (35% at left ventricular endocar-
dium). Calculated blood flows in both the large epicardial
and small myocardial vessels show a 1808 phase difference
between arterial and venous velocity patterns with arterial
flow occurring predominantly during diastole and venous
flow occurring predominantly during systole. Their results

confirm that the transmission of ventricular cavity pres-
sure through the myocardium is the dominant mechanism
by which coronary blood flow is reduced during the iso-
volumic phase of contraction. In the ejection phase of
contraction, myocardial stiffening plays a more significant
role in inhibiting blood flow.

Also illustrating this problem of impaired coronary flow
during systole is a mathematical model that was based on
an In vitro mechanical model consisting mainly of collap-
sible tubes (67). The pressure and flow signals obtained
from both models were similar to physiological human
coronary pressure and flow, both for baseline and hypere-
mic conditions.

Smith et al. (139) developed a discrete anatomically
accurate finite element model of the largest six generations
of the coronary arterial network. Using a previously devel-
oped anatomically accurate model of ventricular geometry,
they defined the boundaries of the coronary mesh from
measured epicardial coronaries. Network topology was
then generated stochastically from published anatomical
data. Spatial information was added to the topological data
using an avoidance algorithm accounting for global net-
work geometry and optimal local branch-angle properties.
The generated vessel lengths, radii and connectivity were
consistent with published data, and a relatively even spa-
tial distribution of vessels within the ventricular mesh was
achieved.

Pulmonary–Respiratory

The respiratory system is important as a means of O2

uptake and CO2 elimination. It may be compared with
the CVS because gases are carried in it by pulsatile fluid
flow, somewhat as gases and many other substances are
carried by pulsatile blood flow in the CVS. The respiratory
system is anatomically simpler, since it has but one branch-
ing out of the airflow passages, whereas the CVS fans out to
the many body capillaries from the aorta, then fans in to
the vena cavae, and repeats this pattern in the pulmonary
circulation. However, analysis and modeling are far more
complex in the respiratory system because air is a com-
pressible fluid and because flow of air in the lungs is a tidal,
or back-and forth, flow, in contrast to the one-way flow with
superimposed pulsatility in the CVS. Also, although the
respiratory system does not have valves as the CVS does,
there are some important and rather difficult nonlineari-
ties.

Good reviews are worth their weight in gold. Grotberg
(140) reviewed respiratory fluid mechanics and transport
processes. This field has experienced significant research
activity for decades. Important contributions to the knowl-
edge base come from pulmonary and critical care medicine,
anesthesia, surgery, physiology, environmental health
sciences, biophysics, and engineering. Several disciplines
within engineering have strong and historical ties to
respiration, including mechanical, chemical, civil–environ-
mental, aerospace and, of course, biomedical engineering.
Grotberg’s review draws from the wide variety of scientific
literature that reflects the diverse constituency and audi-
ence that respiratory science has developed. The subject
areas covered include nasal flow and transport, airway gas
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flow, alternative modes of ventilation, nonrespiratory gas
transport, aerosol transport, airway stability, mucus
transport, pulmonary acoustics, surfactant dynamics and
delivery, and pleural liquid flow. Within each area are
several subtopics whose exploration can provide the oppor-
tunity of both depth and breadth for the interested reader.

The pioneer of computer modeling of respiratory control
was Jim Defares (141,142). The one with the most impact,
however, has been Fred Grodins (143), and several of the
papers in this section acknowledge his significant contri-
butions.

Chiari et al. (144) presented a comprehensive model of
O2 and CO2 exchange, transport, and storage. The model
comprises three compartments (lung, body tissue, and
brain tissue) and incorporates a controller that adjusts
alveolar ventilation and CO2 by dynamically integrating
stimuli coming from peripheral and central chemorecep-
tors. A realistic CO2 dissociation curve based on a two-
buffer model of acid–base chemical regulation is included.
In addition, the model considers buffer base, the nonlinear
interaction between the O2 and CO2 chemoreceptor
responses, pulmonary shunt, dead space, variable time
delays, and Bohr and Haldane effects. Their model fit
the experimental data of ventilation and gas partial pres-
sures in a very large range of gas intake fractions. It also
provided values of blood concentrations of CO2, HCO�3 , and
hydrogen ions in good agreement with more complex mod-
els characterized by an implicit formulation of the CO2

dissociation curve.
Good sensitivity analysis can be difficult, at best. The

tools in the paper by Hyuan et al. (145) are general and can
be applied to a wide class of nonlinear models. The model
incorporates a combined theoretical and numerical proce-
dure for sensitivity analyses of lung mechanics models that
are nonlinear in both state variables and parameters. They
applied the analyses to their own nonlinear lung model,
which incorporates a wide range of potential nonlinear
identification conditions including nonlinear viscoelastic
tissues, airway inhomogeneities via a parallel airway resis-
tance distribution function, and a nonlinear block-struc-
ture paradigm. Model nonlinearities motivate sensitivity
analyses involving numerical approximation of sensitivity
coefficients. Examination of the normalized sensitivity
coefficients provides insight into the relative importance
of each model parameter, and hence the respective
mechanism. More formal quantification of parameter
uniqueness requires approximation of the paired and mul-
tidimensional parameter confidence regions. Combined
with parameter estimation, they used the sensitivity ana-
lyses to justify tissue nonlinearities in modeling of lung
mechanics for healthy and constricted airway conditions,
and to justify both airway inhomogeneities and tissue
nonlinearities during broncoconstriction. Some of the vari-
ables, parameters and domains included pressures, flows,
volumes, resistances, compliances, impedances, pressure-
volume and frequency.

A model of breathing mechanics (146) was used to
interpret and explain the time course of input respiratory
resistance during the breathing cycle, observed in venti-
lated patients. The authors assumed a flow-dependent
resistance for the upper extrathoracic airways and

volume-dependent resistance and elastance for the
intermediate airways. A volume-dependent resistance
described the dissipative pressure loss in the lower air-
ways, while two constant elastances represented lung and
chest wall elasticity. Simulated mouth flow and pressure
signals obtained in a variety of well-controlled conditions
were used to analyze total respiratory resistance and ela-
stance estimated by an on-line algorithm based on a time-
varying parameter model. These estimates were compared
with those provided by classical estimation algorithms
based on time-invariant models with two, three, and four
parameters. The results confirmed that the difference
between the end-expiration and end-inspiration resistance
increases when obstructions shift from the upper to the
lower airways.

Ursino et al. (147) presented a mathematical model of
the human respiratory control system. It includes three
compartments for gas storage and exchange (lungs, brain,
tissue, and other body tissues), and various types of feed-
back mechanisms. These comprise peripheral chemorecep-
tors in the carotid body, central chemoreceptors in the
medulla and a central ventilatory depression. The last acts
by reducing the response of the central neural system to
the afferent peripheral chemoreceptor activity during pro-
longed hypoxia of the brain tissue. The model also con-
siders local blood flow adjustments in response to O2 and
CO2 arterial pressure changes. Sensitivity analysis sug-
gests that the ventilatory response to CO2 challenges dur-
ing hyperoxia can be almost completely ascribed to the
central chemoreflex, while, during normoxia, the periph-
eral chemoreceptors also provide a modest contribution. By
contrast, the response to hypercapnic stimuli during
hypoxia involves a complex superimposition among differ-
ent factors with disparate dynamics. Results suggest that
the ventilatory response to hypercapnia during hypoxia is
more complex than that provided by simple empirical
models, and that discrimination between the central and
peripheral components based on time constants may be
misleading.

The phenomena collectively referred to as periodic
breathing (including Cheyne Stokes respiration and
apneustic breathing) have important medical implications.
The hypothesis that periodic breathing is the result of
delays in the feedback signals to the respiratory control
system has been studied since the work of Grodins et al.
(148) in the early 1950s. Batzel’s dissertation (149)
extended a model developed by Khoo et al. (150), to include
variable delay in the feedback control loop and to study the
phenomena of periodic breathing and apnea as they occur
during quiet sleep in infants. The nonlinear mathematical
model consists of a feedback control system of five differ-
ential equations with multiple delays. Numerical simula-
tions were performed to study instabilities in the control
system, especially the occurrence of periodic breathing and
apnea in infants �4 months of age. This time frame is
important, since during it there is a high incidence of
Sudden Infant Death Syndrome. Numerical simulations
indicate that a shift in the controller ventilatory drive set
point during sleep transition is an important factor for
instability. Analytical studies show that delay-dependent
stability is affected by controller gain, compartment
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volumes and the manner in which changes in minute
ventilation are produced (i.e., by deeper breathing or faster
breathing). Parenthetically, the increased delay resulting
from congestive heart failure can induce instability at
certain control gain levels.

The dimensions, composition, and stiffness of the air-
way wall are important determinants of airway cross-sec-
tional area during dynamic collapse in a forced expiration
or when airway smooth muscle is constricted. This can
occur with asthma or COPD (emphysema). Under these
circumstances, airway caliber is determined by an inter-
action between the forces acting to open the airway (par-
enchymal tension and wall stiffness) and those acting to
close it (smooth-muscle force and surface tension at the
inner gasliquid interface). Theoretical models of the airway
tube law (relationship between cross-sectional area and
transmural pressure) allow simulations of airway constric-
tion in normal and asthmatic airways (151).

An excellent mathematical model of neonatal respira-
tory control (152) consists of a continuous plant and a
discrete controller. Included in the plant are lungs, body
tissue, brain tissue, a CSF compartment, and central and
peripheral receptors. The effect of shunt is incorporated in
the model, and lung volume and dead space are time
varying. The controller uses outputs from peripheral and
central receptors to adjust the depth and rate of breathing,
and the effects of prematurity of peripheral receptors are
included in the system. Hering–Breuer-type reflexes are
embodied in the controller to accomplish respiratory syn-
chronization. See also the Nottingham Physiology Simu-
lator for a similar approach (Whole-body models).

Lung gas composition affects the development of
anesthesia-related atelectasis, by way of differential gas
absorption. A mathematical model (153) examines this phe-
nomenon by combining models of gas exchange from an
ideal lung compartment, peripheral gas exchange, and gas
uptake from a closed collapsible cavity. The rate of absorp-
tion is greatest with O2, less with NO2 and minimal with N2.
BODY Simulation (see PBPM) achieves the same results.

Most respiratory models are limited to short-term (min-
utes) control. Those wishing to model longer term (days)
control and adjustments should start with the detailed
review by Dempsy and Forster (154). They discuss several
important areas, including central chemoreception,
cerebral fluids and chemoreceptor environment, physiolo-
gically important stimuli to medullary chemoreception,
medullary chemoreceptor contributions to ventilatory drive,
metabolic acid–base derangements, ventilatory response,
mediation of ventilatory adaptation, ventilatory acclima-
tization to chronic hypoxia, ventilation during acute
hypoxia, acclimatization during short-term hypoxia, accli-
matization during long-term hypoxia, physiological signif-
icance of short- and long-term ventilatory acclimatization,
ventilatory acclimatization to chronic CO2 exposure, ven-
tilation during chronic CO2 inhalation, and whole-body
CO2 and Hþ during CO2 exposure.

Renal

The kidneys have important physiological functions
including maintenance of water and electrolyte balance;

synthesis, metabolism and secretion of hormones; and
excretion of the waste products from metabolism. In addi-
tion, the kidneys play a major role in the excretion of
hormones, as well as drugs and other xenobiotics. The
story of fluids and solutes is the story of the kidney, and
vice versa.

The understanding of renal function has profited
greatly from quantitative and modeling approaches for a
century (155). One of the most salient examples is the
concentration and dilution of the urine: a fundamental
characteristic of the mammalian kidney. Only in the last
three decades have the necessary components of this and
other renal mechanisms been confirmed at the molecular
level, but there have also been surprises. In addition, the
critical role played by the fine regulation of Naþ reabsorp-
tion in the collecting duct for the maintenance of normal
blood pressure presents challenges to our understanding of
the integrated interaction among systems. As a first step in
placing the kidney in the physiome paradigm (see below),
Schafer suggests (1) integrating currently restricted math-
ematical models, (2) developing accessible databases of
critical parameter values together with indices of their
degrees of reliability and variability, and (3) describing
regulatory mechanisms and their interactions from the
molecular to the interorgan level.

By now, you will have guessed our enthusiasm for good
reviews. An excellent one to start with in this area is by
Russell (156), on Na-K chloride cotransport. Obligatory,
coupled cotransport of Naþ, Kþ, and Cl� by cell membranes
has been reported in nearly every animal cell type.
Russell’s review examines the status of the knowledge
about this ion transport mechanism.

In another review (the Starling Lecture, actually),
DiBona (157) describes the neural control of the kidney.
The sympathetic nervous system provides differentiated
regulation of the functions of various organs. This differ-
entiated regulation occurs via mechanisms that operate at
multiple sites within the classic reflex arc: peripherally at
the level of afferent input stimuli to various reflex path-
ways, centrally at the level of interconnections between
various central neuron pools, and peripherally at the level
of efferent fibers targeted to various effectors within the
organ. In the kidney, increased renal sympathetic nerve
activity regulates the functions of the intrarenal effectors:
the tubules, the blood vessels, and the juxtaglomerular
granular cells. This enables a physiologically appropriate
coordination between the circulatory, filtration, reabsorp-
tive, excretory, and renin secretory contributions to overall
renal function. Anatomically, each of these effectors has a
dual pattern of innervation consisting of a specific and
selective innervation, in addition to an innervation that
is shared among all the effectors. This arrangement per-
mits maximum flexibility in the coordination of physiolo-
gically appropriate responses of the tubules, the blood
vessels, and the juxtaglomerular granular cells to a variety
of homeostatic requirements.

Physiologists have developed many models for inter-
preting water and solute exchange data in whole organs,
but the models have often neglected key aspects of the
underlying physiology to present the simplest possible
model for a given experimental situation. Kellen and
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Bassingthwaighte (158) developed a model of microcircu-
latory water and solute exchange and applied it to diverse
observations of water and solute exchange in the heart.
The key model features that permit this diversity are the
use of an axially distributed blood-tissue exchange region,
inclusion of a lymphatic drain in the interstitium, and the
independent computation of transcapillary solute and sol-
vent fluxes through three different pathways.

Endocrine

The insulin–glucose subsystem will be used as a paradigm
of the endocrine system. Because diabetes is such a clini-
cally complex and disabling disease, as well as a major and
increasing personal and public health problem, many
attempts at modeling have been made. Most of these
models have examined various parts of the overall process,
and one or two have tried to put it all together.

The normal blood glucose concentration in humans lies
in the range of 70–110 mg�dL�1. Exogenous factors that
affect this concentration include food intake, rate of diges-
tion, exercise, and reproductive state. The pancreatic hor-
mones insulin and glucagon are responsible for keeping
glucose concentration within bounds. Insulin and glucagon
are secreted from beta-cells and alpha-cells respectively,
which are contained in the islets of Langerhans, which are
scattered in the pancreas. When blood glucose concentra-
tion is high, the beta-cells release insulin, resulting in
lowering blood glucose concentration by inducing the
uptake of the excess glucose by the liver and other cells
(e.g., muscles) and by inhibiting hepatic glucose produc-
tion. When blood glucose concentration is low, the alpha-
cells release glucagon, resulting in increasing blood glucose
concentration by acting on liver cells and causing them to
release glucose into the blood.

Glucose concentrations outside the range 70–
110 m�dL�1 are called hyperglycemia or hypoglycemia.
Diabetes mellitus is a disease of the glucose–insulin reg-
ulatory system that is characterized by hyperglycemia.
Diabetes is classified into two main categories: type 1
diabetes, juvenile onset and insulin dependent; and type
2 diabetes, adult onset and insulin independent.

Makroglu et al. (159) presented an extensive overview of
some of the available mathematical models on the glucose–
insulin regulatory system in relation to diabetes. The
review is enhanced with a survey of available software.
The models are in the form of ordinary differential, partial
differential, delay differential and integrodifferential
equations.

Tibell et al. (160) used models to estimate insulin secre-
tion rates in patients who had undergone pancreas-renal
transplant procedures.

When the complex physiology goes awry, manmade
control systems can be used to understand and perhaps
deal with the problem. These control systems require
models. Ibbini et al. (161) have recently developed one
such system. Parker et al. (162) set up a model-based
algorithm for controlling blood glucose concentrations in
type I diabetic patients.

Bequette (163) examined the development of an artifi-
cial pancreas in the context of the history of the field of

feedback control systems, beginning with the water clock of
ancient Greece, and including a discussion of current
efforts in the control of complex systems. The first genera-
tion of artificial pancreas devices included two manipu-
lated variables (insulin and glucose infusion) and
nonlinear functions of the error (difference between
desired and measured glucose concentration) to minimize
hyperglycemia while avoiding hypoglycemia. Dynamic lags
between insulin infusion and glucose measurement were
relatively small for these intravenous-based systems.
Advances in continuous glucose sensing, fast-acting insu-
lin analogues, and a mature insulin-pump market bring
closer the commercial realization of a closed-loop artificial
pancreas. Model predictive control is discussed in-depth as
an approach that is well suited for a closed-loop artificial
pancreas. A major remaining challenge is handling an
unknown glucose disturbance (meal), and an approach is
proposed to base a current insulin infusion action on the
predicted effect of a meal on future glucose values. Better
meal models are needed, as a limited knowledge of the
effect of a meal on the future glucose values limits the
performance of any control algorithm.

One of the fascinating features of the insulin–glucose
subsystem, and with other endocrine subsystems, is that it
either oscillates or releases its hormones in an intermittent
fashion. The terms oscillations, rhythms, ultradian, (relat-
ing to biologic variations or rhythms occurring in cycles
more frequent than every 24 h [cf. circadian, about every
24 h])pulses, biphasic and bursting appear frequently in
regards to insulin secretion. The following describes some
of the models that study these phenomena.

Insulin is secreted in a sustained oscillatory fashion
from isolated islets of Langerhans, and Berman et al.
(164) modeled this phenomenon. Straub and Sharp (165)
reviewed some models that have tried to explain the well-
documented biphasic secretory response of pancreatic
beta-cells to abrupt and sustained exposure to glucose.

Lenbury et al. (166) modeled the kinetics of insulin,
using a nonlinear mathematical model of the glucose–
insulin feedback system. The model has been extended
to incorporate the beta-cells’ function in maintaining and
regulating plasma insulin concentration in humans. Initi-
ally, a gastrointestinal absorption term for glucose is used
to effect the glucose absorption by the intestine and the
subsequent release of glucose into the bloodstream, taking
place at a given initial rate and falling off exponentially
with time. An analysis of the model was carried out by the
singular-perturbation technique to derive boundary
conditions on the system parameters that identify, in
particular, the existence of limit cycles in the model system
consistent with the oscillatory patterns often observed in
clinical data. They then used a sinusoidal term to incorpo-
rate the temporal absorption of glucose to study the
responses in patients during ambulatory-fed conditions.
They identified the ranges of parametric values for which
chaotic behavior can be expected, leading to interesting
biological interpretations.

An interesting electrophysiological phenomenon occurs
in the islets of Langerhans: The release of insulin is con-
trolled in these islets by trains of action potentials occur-
ring in rapid bursts followed by periods of quiescence. This
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bursting behavior occurs only in intact islets: single cells do
not display such bursting activity. Chay and Keizer (167)
were the first attempt to model this phenomenon quanti-
tatively. Sherman et al. (168) sought to explain the absence
of bursting in single beta-cells using the idea of channel
sharing. Keizer (169) modified this model by substituting
an ATP- and ADP-dependent K channel instead of the Ca-
dependent K channel. This model was then further
improved by Keizer and Magnus (170). Sherman et al.
(171) constructed a domain model to examine the effect
of Ca on Ca-channel inactivation. Further refinements
have been made by Keizer and Young (172).

Sherman (173) also reviewed mechanisms of ionic con-
trol of insulin secretion. He focused on aspects that have
been treated by mathematical models, especially those
related to bursting electrical activity. The study of these
mechanisms is difficult because of the need to consider
ionic fluxes, Ca handling, metabolism, and electrical cou-
pling with other cells in an islet. The data come either from
islets, where experimental maneuvers tend to have multi-
ple effects, or from isolated cells, which exhibit degraded
electrical activity and secretory sensitivity. Modeling aids
in the process by integrating data on individual compo-
nents such as channels and Ca handling and testing
hypotheses for coherence and quantitative plausibility.
The study of a variety of models has led to some general
mathematical results that have yielded qualitative model-
independent insights.

Endocrine systems often secrete hormones in pulses.
Examples include the release of growth hormone and
gonadotropins,, as well as insulin. These hormones are
secreted over intervals of 1–3 h and 80–150 min, respec-
tively. It has been suggested that relative to constant or
stochastic signals, oscillatory signals are more effective at
producing a sustained response in the target cells. In
addition to the slow insulin oscillations, there are more
rapid pulses that occur every 8–15 min. The mechanisms
underlying both types of oscillations are not fully under-
stood, although it is thought that the more rapid oscilla-
tions may arise from an intrapancreatic pacemaker
mechanism. One possible explanation of the slow insulin
oscillations is an instability in the insulin-glucose feedback
system. This hypothesis has been the subject many studies,
including some that have developed a mathematical model
of the insulin–glucose feedback system. Tolic (174)
reviewed several models that investigated oscillations,
with glucose and the pancreas. Tolic’s model (175) and
others are available on the CellML site (176).

Shannahoff-Khalsa et al. (177), in Gene Yates’ group,
have expanded the purview of these fascinating phenom-
ena by comparing the rhythms of the CV, autonomic, and
neuroendocrine systems. Their results, from a time-series
analysis using a fast orthogonal search method, suggested
that insulin secretion has a common pacemaker (the
hypothalamus) or a mutually entrained pacemaker with
these three systems.

Fortunately, there is an excellent glucose–insulin model
that helps one understand some of these concepts. Erzen
et al. (178) have posted GlucoSim, a web-based simulator
that runs on almost all computer platforms. GlucoSim is a
program for simulating glucose–insulin interaction in

a healthy person and in a type 1 diabetes patient. It has
a flexible data output structure that can be used as an input
into most postprocessing programs such as spreadsheet
and graphics programs. Simulations can be performed by
changing initial conditions or meal and insulin injection
times. Simulation results can be plotted in 2D directly from
the simulator by choosing appropriate buttons. The soft-
ware is freely available to all users. This model is also on
the CellML Site (176), but not the running model.

GlucoSim is one of the more nearly complete models that
we have reviewed, and it satisfies our criteria for a whole-
body model. It is a good example of the usefulness of a
whole-body model with many compartments. This model is
actually two whole-body models combined, with food inges-
tion in the glucose model and subcutaneous injection in the
insulin model.

Action Potentials

In 1952, Hodgkin and Huxley published a paper showing
how a nonlinear empirical model of the membrane pro-
cesses could be constructed (179). In the five decades since
their work, the Hodgkin–Huxley paradigm of modeling cell
membranes has been enormously successful. While the
concept of ion channels was not established when they
performed their work, one of their main contributions
was the concept that ion-selective processes existed in
the membrane. It is now known that most of the passive
transport of ions across cell membranes is accomplished by
ion-selective channels. In addition to constructing a non-
linear model, they also established a method to incorporate
experimental data into a nonlinear mathematical mem-
brane model. Thus, models of action potentials comprise
some of the oldest of nonlinear physiological models.

Action potential is a term used to denote a temporal
phenomenon exhibited by every electrically excitable cell.
The transmembrane potential difference of most excitable
cells rests at some negative potential called the resting
potential, appropriately enough. External current or vol-
tage inputs can cause the potential of the cell to deviate in a
positive direction, and if the input is large enough, the
result is an action potential. An action potential is char-
acterized by a depolarization that typically results in an
overshoot >0 mV, followed by repolarization. Some cells
may actually hyperpolarize before returning to the resting
potential. After the membrane has been excited, it cannot
be reexcited until a recovery period, called the refractory
period, has passed.

When excitable cells are depolarized from their resting
potential beyond a certain level (threshold), they respond
with a relatively large, stereotyped potential change. It is
the action potential’s propagating away from the site of
origin that constitutes impulse conduction in nerve, muscle
and heart.

Action potentials are everywhere in life; if there’s elec-
tricity, there are action potentials. This topic deserves an
entire book, much less an encyclopedia entry. Accordingly,
much of the information in this comes from articles in other
books. Unless one defines electricity as a system, there
seem to be no models that fit our definition of physiological
systems models.
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Having said that, electric phenomena are an integral
part of every biological system, no matter what one’s
definition of the latter is. Action potentials keep our heart
beating, our mind thinking—and make possible our seeing,
hearing, smelling, feeling, tasting, digesting and moving.
They are everywhere (plants and animals) and taking
place all the time. We tried to estimate the number of
action potentials occurring per second in one part of the
human body (the brain) and may be underestimating by
orders of magnitude. There are a trillion neurons in the
human brain alone, and 10 quadrillion synapses, more
than there are stars in the universe. The rate of action
potentials can be from zero to >1000 action potentials per
second. Let us estimate 1018 s�1 (1016� 102). We have not
even started with muscles or sensory receptors, for exam-
ple. We repeat, it’s a large topic.

Varghese (180) tells us that the key concept in the
modeling of excitable cells is that of ion channel selectivity.
A particular type of ion channel will only allow certain ionic
species to pass through; most types of ion channels are
modeled as being permeant to a single ionic species. In
excitable cells at rest, the membrane is most permeable to
K. This is because only K channels (i.e., channels selective
to K) are open at the resting potential. For a given stimulus
to result in an action potential, the cell has to be brought to
threshold, that is, the stimulus has to be larger than some
critical size. Smaller, subthreshold, stimuli will result in an
exponential decay back to the resting potential. The
upstroke, or fast initial depolarization of the action poten-
tial, is caused by a large influx of Na ions as Na channels
open (in some cells, entry of Ca ions though Ca channels is
responsible for the upstroke) in response to a stimulus.
This is followed by repolarization as K ions start flowing
out of the cell in response to the new potential gradient.
While responses of most cells to subthreshold inputs are
usually linear and passive, the suprathreshold response
(the action potential) is a nonlinear phenomenon. Unlike
linear circuits where the principle of superposition holds,
the nonlinear processes in cell membranes do not allow
responses of two stimuli to be added. If an initial stimulus
results in an action potential, a subsequent stimulus admi-
nistered at the peak voltage will not produce an even larger
action potential; indeed, it may have no effect at all.
Following an action potential, most cells have a refractory
period, during which they are unable to respond to stimuli.
Nonlinear features, such as these make modeling of exci-
table cells a nontrivial task. In addition, the molecular
behavior of channels is only partially known and, there-
fore, it is not possible to construct membrane models from
first principles.

Most membrane models discussed in Varghese’s excel-
lent article (180) involve the time behavior of electroche-
mical activity in excitable cells. These models are systems
of ordinary differential equations where the independent
variable is time. While a good understanding of linear
circuit theory helps understand these models, most of
the phenomena of interest involve nonlinear circuits with
time-varying components. Electrical activity in plant and
animal cells is caused by two main factors: (1) differences in
the concentrations of ions inside and outside the cell; and
(2) molecules embedded in the cell membrane that allow

these ions to be transported across the membrane. The ion
concentration differences and the presence of large mem-
brane-impermeant anions inside the cell result in a polar-
ity: the potential inside a cell is typically 50–100 mV lower
than that in the external solution. Almost all of this poten-
tial difference occurs across the membrane itself; the bulk
solutions both inside and outside the cell are usually at a
uniform potential. This transmembrane potential differ-
ence is, in turn, sensed by molecules in the membrane, and
these molecules control the flow of ions. The lipid bilayer,
which constitutes the majority of the cell membrane, acts
as a capacitor with a specific capacitance. Because the
membrane is thin (� 7.5 mm), it has a high capacitance,
�1 mF�cm�2. The rest of the membrane comprises large
protein molecules that act as (1) ion channels, (2) ion pumps,
or (3) ion exchangers. The flow of ions across the membrane
causes changes in the transmembrane potential, which is
typically the main observable quantity in experiments.

Barr (181), in another excellent article, expounds on
bioelectricity, which has its origin in the voltage differences
present between the inside and outside of cells. These
potentials arise from the specialized properties of the cell
membrane, which separates the intracellular from the
extracellular volume. Much of the membrane surface is
made of a phospholipid bilayer, an electrically inert mate-
rial. Electrically active membranes also include many
different kinds of integral proteins, which are compact,
but complex structures extending across the membrane.
Each integral protein comprises a large number of amino
acids, often in a single long polypeptide chain, which folds
into multiple domains. Each domain may span the mem-
brane several times. The multiple crossings may build the
functional structure, for example, a channel, through
which electrically charged ions may flow. The structure
of integral proteins is loosely analogous to that of a length
of thread passing back and forth across a fabric to form a
buttonhole. Just as a buttonhole allows movement of a
button from one side of the fabric to the other, an integral
protein may allow passage of ions from the exterior of a cell
to the interior, or vice versa. In contrast to a buttonhole, an
integral protein has active properties, for example, the
ability to open or close. Cell membranes possess several
active characteristics important to the cell’s bioelectric
behavior. (1) Some integral proteins function as pumps.
These pumps use energy to transport ions across a mem-
brane, working against a concentration gradient, a voltage
gradient, or both. The most important pump moves Na ions
out of the intracellular volume and K ions into that volume.
(2) Other integral proteins function as channels, that is,
openings through the membrane that open and close over
time. These channels can function selectively so that, for a
particular kind of channel, only Na ions may pass through,
for example. Other kinds of channel may allow only K ions
or Ca ions. (3) The activity of the membrane’s integral
proteins is modulated by signals specific to its particular
function. For example, some channels open or close in
response to photons or to odorants; thus they function as
sensors for light or smell. Pumps respond to the concen-
trations of the ions they move. Rapid electrical impulse
transmission in nerve and muscle is made possible by
changes that respond to the transmembrane potential
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itself, forming a feedback mechanism. These active mecha-
nisms provide ion-selective means of current’s crossing the
membrane, both against the concentration or voltage gra-
dients (pumps) or in response to them (channels). While the
pumps build up the concentration differences (and thereby
the potential energy) that allow events to occur, channels
use this energy actively to create the fast changes in
voltage and small intense current loops that constitute
nerve signal transmission, initiate muscle contraction,
and participate in other essential bioelectric phenomena.

Action potentials, of course, are responsible for the
external voltages that are measured all over the body:
the electrocardiograph, the electroencephalograph, and
the electromyography, for example.

There are two excellent sources for action-potential
models, one a book article and the other a Web site.
Varghese (180), in his article Membrane Models, (see
above) reviewed a large number of models relating to action
potentials (we counted 110 models). A listing will give an
idea of the magnitude of the scope of this topic. In addition,
it points out the fragmentation of the research in this area.
Varghese’s article nicely demonstrates the disparateness of
the topic, as well as the lack of putting the models together
into subsystems, much less systems.

Nerve Cells

Sensory Neurons

Efferent Neurons

Skeletal Muscle Cells

Endocrine Cells

Cardiac Cells

Epithelial Cells

Smooth Muscle

Plant Cells

Simplified Models

Under the heading ‘Sensory Neurons’, for example, are
described.

Rabbit Sciatic Nerve Axons

Myelinated Auditory-Nerve Neuron

Retinal Ganglion Cells

Retinal Horizontal Cells,

Rat Nodose Neurons

Muscle Spindle Primary Endings

Vertebrate Retinal Cone Photoreceptors

Primary and Secondary Sensory Neurons of the Enteric
Nervous System

Invertebrate Photoreceptor Neurons

Fly Optic Lobe Tangential Cells

Rat Mesencephalic Trigeminal Neurons

Primary Afferents and Related Efferents

Myelinated I Primary Afferent Neurons

Lloyd and the CellML site (176) have assembled an
online repository of physiological system models, many
of them related to action potentials. The models all conform

with the CellML Specification (182). They are based on
published mathematical models taken from peer-reviewed
journals, from conference proceedings, and from textbook-
defined metabolic pathways. The group has remained true
to the original publications and has not assumed any
reaction kinetics or initial values if they were not included
in the original publication. All sources of information have
been referenced in the model documentation.

These models represent several types of cellular pro-
cesses, including models of electrophysiology, metabolism,
signal transduction and mechanics. To facilitate the pro-
cess of finding a particular model of interest, the models are
grouped into broad subject categories.

The models on the site have been validated to a certain
degree. Current validation processes include comparing
the equations in the original paper with a PDF of the
equations used in the CellML description. As tool devel-
opment continues, both by the CellML team and by inter-
national collaborators, the groups expect to be able to carry
a validation of the intent of the models by running simula-
tions and comparing these results with those of the original
publication. Presumably, validation of the model itself will
ultimately take place.

With hundreds of models available on this site, it is
impossible to go into detail. The topics include the follow-
ing. Note that many of them deal with action potentials.
GlucoSim (see above) is on this site, also: Signal Transduc-
tion Pathway Models, Metabolic Pathway Models, Cardiac
Electrophysiological Models, Calcium Dynamics Models,
Immunology Models, Cell Cycle Models, Simplified Elec-
trophysiological Models, Other Cell Type Electrophysiolo-
gical Models, Smooth and Skeletal Muscle Models,
Mechanical Models and Constitutive Laws.

The following are examples of the formats in which a
model may be obtained/downloaded.

1. The raw XML.

2. An HTML version for browsing online.

3. A PDF version suitable for printing.

4. A gzipped tarball with the XML and the documenta-
tion on the site.

5. A PDF of the equations described in the model gen-
erated directly from the CellML description using the
MathML Renderer.

Thermal

Temperature control is one of the more impressive achieve-
ments in life. In higher forms of life, internal body tem-
perature is maintained at a rather constant level, despite
changes in the internal and external environment, to help
provide conditions favorable to metabolism and other
necessary processes within blood and tissue. Thus, in
the human, an internal temperature close to 37 8C is
normally maintained by a thermoregulatory feedback sys-
tem despite large changes in ambient temperature and
other environmental factors. It is also a daunting system to
model, for many reasons.

Kuznetz (183) was one of the first to use more than 1D in
thermal modeling. Previous models had failed to account
for temperature distribution in any spatial direction other
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than radially outward from the body centerline. The mod-
els therefore could not account for nonuniform environ-
mental conditions or nonuniform heat generation from
muscles or organs within the body. However, these nonuni-
form conditions are commonplace and can lead to disparate
skin temperatures and heat loss rates on different sides of
the same body compartment. Kuznetz’ mathematical
model of human thermoregulation could predict transient
temperature variations in two spatial dimensions, both
radially and angularly, as measured from the body center-
line. The model thereby could account for nonuniform
environments and internal heat generation rates.

Downey and Seagrave (184) developed a model of the
human body that integrates the variables involved in
temperature regulation and blood gas transport within
the CV and respiratory systems. It describes the com-
petition between skin and muscles when both require
increased blood flows during exercise and/or heat stress.
After a detailed study of the control relations used to
predict skin blood flow, four other control relations used
in the model were tweaked. Dehydration and complete
water replacement were studied during similar environ-
mental and exercise situations. Control relations for skin
blood flow and evaporative heat loss were modified, and
water balance was added to study how the loss of water
through sweat can be limiting. Runoff from sweating as a
function of relative humidity was introduced, along with
evaporation.

In two papers, Fiala et al. (185,186) developed a
dynamic model predicting human thermal responses in
different environmental temperatures. The first paper
was concerned with the passive system: (1) modeling the
human body, (2) modeling heat-transport mechanisms
within the body and at its periphery, and (3) the numerical
procedure. Emphasis was given to a detailed modeling of
heat exchange with the environment: local variations of
surface convection, directional radiation exchange, eva-
poration and moisture collection at the skin, and the non-
uniformity of clothing ensembles. Other thermal effects
were also modeled: the impact of activity level on work
efficacy and the change of the effective radiant body area
with posture. From that passive model, they developed an
active mathematical model for predicting human thermal
and regulatory responses in cold, cool, neutral, warm, and
hot environments (186). The active system simulates the
regulatory responses of shivering, sweating, and periph-
eral vasomotion of unacclimatized subjects. The rate of
change of the mean skin temperature, weighted by the
skin temperature error signal, was identified as governing
the dynamics of thermoregulatory processes in the cold.
Good general agreement with measured data was obtained
for regulatory responses, internal temperatures, and the
mean and local skin temperatures of unacclimatized
humans for a wide spectrum of climatic conditions and
for different activity levels.

Boregawda (187) used a novel approach based on the
second law of thermodynamics to investigate the psycho-
physiology of and to quantify human stress level. Two types
of stresses (thermal and mental) were examined. Using his
own thermal and psychological stress indices, he imple-
mented a human thermal model based on a finite element

method. With this model, he examined thermal, mental
and CV stress in the human body.

Gardner and Martin (188) developed a model of the
human thermoregulatory system for normal subjects and
burned patients. The human body was split into eleven
segments (The Rule of Nines suggests that one can esti-
mate surface areas in the cranial, abdominal, thoracic and
extremity regions by multiplying the patient’s body surface
area by 9%, or a multiple thereof.), each having core,
muscle, fat and skin layers. Heat transport through blood
flow and conduction were simulated, and surface heat loss
was separated into radiative, convective and evaporative
components. The model was refined to fit the data through
manipulation of heat flow commands and temperature set
points controlling sweating and shivering. The model also
described the responses of burn patients to skin layer
destruction, increased body metabolism and fluid loss.
The model shows that the ambient temperature at which
sweating occurs increases with the area of burn injury. It
has been used to predict optimum environmental tempera-
tures for treatment of patients with burn wounds of vary-
ing extent, a critical need.

Aging of Physiological Systems

Geriatric medicine is becoming increasingly important,
due to the aging of our population. Physiologists need to
understand that physiological function continually
changes with age, and that they need to take aging into
account in their studies and in their models. Healthcare
givers need methods that can teach efficiently and pain-
lessly the complexities involved with aging. Modeling and
simulation are ideal for this area. We implemented the
anatomy and physiology of aging in BODY Simulation (see
PBPM). In the BODY model, we changed >50 patient
parameters. The categories changed included anatomical,
cardiovascular, and respiratory, as well as hepatic and
renal function. Four patients were created: normal, but
elderly, patients, aged 65, 75, 85, and 95 years. To evaluate
the new patients, we imposed three stresses in the elderly
patients and in a young, healthy patient: anesthesia induc-
tion, hemorrhage, and apnea. We observed an age-related
response to these stresses. In general, we saw a reduced
physiological reserve. Again, this model is available as an
interactive simulation, no knowledge of mathematics
required.

USES FOR MODELS

Please see a list of uses, in the Introduction. One use for
models is to substitute as an animal or person in experi-
ments, with the goal of reducing the use of either type of
subject in experiments. A control system was developed
(189), using three models (190–192). When a control sys-
tem had been developed with the models, we performed one
animal experiment to test the control system. Noting any
problems or discrepancies, we returned to the model, tuned
up the control system, and repeated an experiment, reiter-
ating between model and animal several times. We esti-
mated that the decrease in animal experiments was 82.5%,
from a projected 120–21. Furthermore, the dangerous
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experiments were performed on the models, and no animal
was sacrificed. Noninvasive methods are less painful and
dangerous in patients, and methods that render more
accurate the data obtained from these methods are clini-
cally and experimentally valuable. Kjaergaard et al. (193)
used a model of pulmonary shunt and ventilationperfusion
mismatch to help them quantify those two variables in
patients, using noninvasive methods. The equations and
diagrams can be found in the supplementary material to
the paper, on the Web (click in the appropriate link, below
the abstract).

Mesic et al. (194) used a mechanical lung simulator to
simulate specific lung pathologies, to test lung-function
equipment, and to instruct users about the equipment. A
mathematical model of the respiratory system was inter-
faced with a model of physical equipment (the simulator,
actuators, and the interface electronics) so that one can
simulate the whole system. The control system, implemen-
ted on a personal computer, allows the user to set para-
meters.

Our noninvasive measurement theme continues, as we
explore the work of Wesseling and his group. To the word
noninvasive, we can add another important term, contin-
uous, or continual. For areas where a patient’s status can
change in a matter of seconds (operating room, intensive
care unit, and emergency room, e.g.), monitoring data
should be available continuously or continually, and with-
out delay. The work began with the Finapres, a device for
noninvasively quantifying an arterial pressure waveform
(195). They also developed a method for measuring con-
tinual cardiac output from an (invasive) aortic pressure
waveform (196,197). Using a model, they could combine the
two methods to achieve noninvasive, continual cardiac
output from the radial artery (invasive) (198) or finger
(noninvasive) (199). The pulse contour method has been
extensively and carefully tested with aortic pressures, and
it seemed prudent to use this pressure, if at all possible. To
convert the less invasive radial pressure or the noninvasive
finger pressure into an aortic pressure, Wesseling’s group
uses a three-element model of aortic input impedance that
includes nonlinear aortic mechanical properties and a self-
adapting systemic vascular resistance (200). Using the
model enhances the accuracy of the less invasive methods
(198,201). Another model increases the accuracy of the
noninvasive technique even further (202). An inverse
model of the averaged distortion models corrects for the
pulse-wave distortion occurring between brachial and
finger arteries.

Education should be one of the primary uses of physio-
logical systems modeling. To adapt a complex whole-body
model to a manikin-based simulator, however, requires
considerable time and expense. As far as we can tell, two
extant model- and manikin-based simulators exist.
Another manikin-based simulator, which did not use a
model, did not survive. Several disparate models have been
published on the educational uses of one of the simulators
(METI). The METI manikin-type simulator uses models
based on the excellent models of Beneken, although how
much, how detailed and to what extent is difficult to
determine. The published models include some intracra-
nial dynamics (203,204), pharmacokinetics and pharma-

codynamics (205) and obstetric cardiovascular physiology
(206). The PK-PD model is not a whole-body model, how-
ever, and the obstetric model omits the fetal circulation and
hence is not realistic. BODY Simulation (see PBPM) uses a
very detailed model for education, both clinical and in the
basic sciences, and is a screen-based simulator. The best
simulator from a purely educational point of view is Gas-
Man, another screen-based simulator, developed by Jim
Philip (207). As the name implies, the simulation deals only
with inhaled anesthetic agents, but the manual and the
teaching exercises are superb. The simulation is available
for a Macintosh or a PC.

THE PHYSIOME PROJECT

What’s next in physiological systems modeling? Hundreds
of physiological models have been developed, some very
small, some surprisingly large and complex. No one,
however, is anywhere near describing human physiology
in any reasonable completeness and detail. The physiome
project may point the way. Essentially, the physiome
project is the successor to the genome project, albeit many
times more difficult. The following description of the
project is adapted from Bassingthwaighte (208); the ori-
ginal was written in 2000. For MUCH more information,
go to (209).

The physiome is the quantitative description of the
functioning organism in normal and pathophysiological
states. The human physiome can be regarded as the
virtual human. Think genome, or proteome. The phy-
siome is built upon the morphome, the quantitative
description of anatomical structure, chemical and bio-
chemical composition, and material properties of an intact
organism, including its genome, proteome, cell, tissue,
and organ structures up to those of the whole intact being.
(We understand that the morphome, except for gross
anatomy, is still in an early stage.) The physiome project
is a multicenter integrated program to design, develop,
implement, test and document, archive and disseminate
quantitative information, and integrative models of the
functional behavior of molecules, organelles, cells, tis-
sues, organs, and intact organisms from bacteria to
humans. A fundamental and major feature of the project
is the databasing of experimental observations for retrie-
val and evaluation. Technologies that allow many groups
towork together are rapidly being developed. Given a
project that is so huge and complex, a particular working
group can be expert in only a small part of the overall
project. The strategies to be worked out must therefore
include how to bring models composed of many submo-
dules together, even when the expertise in each is scat-
tered among diverse institutions, departments, talents
and constituencies. Developing and implementing code
for large-scale systems has many problems. Most of the
submodules are complex, requiring consideration of spatial
and temporal events and processes. Submodules have to be
linked to one another in a way that preserves mass balance
and gives an accurate representation of variables in non-
linear complex biochemical networks with many signaling
and controlling pathways. Microcompartmentalization
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vitiates the use of simplifiedmodel structures. The
stiffness of the systems of equations is computationally
costly. Faster computation is neededwhen using models
as thinking tools and for iterative data analysis. Perhaps
the most serious problem is the current lack of definitive
information on kinetics and dynamics of systems, due in
part to the almost total lack of databased observations,
but also because, although we are nearly drowning in
new information being published each day, either the
information required for the modeling cannot be found,
has never been obtained or is totally irrelevant. Simple
things like tissue composition, material properties, and
mechanical behavior of cells and tissues are not generally
available.

Currently, there are several subprojects, the magnitude
of each of which boggles the mind. As the Economist put it,
Computer organs are not for the technologically faint-
hearted (210). The subprojects include the Cardiome Pro-
ject (211), the Microcirculatory Project (212), the
Pulmonary/Respiratory Project (213,214), The Kidney Pro-
ject (215), and the Coagulation Project (210).

How rapidly and completely can all of this take place?
This is an enormously ambitious project, many times
more difficult than the genome project. The genome
project succeeded relatively quickly for at least two
reasons. First, to fill well-defined gaps in knowledge, a
huge number of devices automatically churned out
mountains of carefully and precisely specified data.
Second, industry, sensing that there was gold in the
genome, invested (and is still investing) enormous sums
of money.

We have several questions and comments regarding the
physiome project, questions that might apply to any very
large project. The questions are restricted mainly to nor-
mal physiology. Disease and normal aging will add to the
number and difficulty of the questions. These questions are
intended to help sort out the potential problems, difficulties
and considerations while the project is still at an early
stage.

1. The questions in the physiome project are much more
difficult to formulate than those of the Genome Pro-
ject.

(a) Should these questions be formulated formally?

(b) If so, who will formulate them?
2. Can or should the physiome project control the data,

including the content and structure, back to and
including the planning of the experiment that gen-
erates the data?

3. Who is going to determine whether the whole-body
model works? We worry that it may become like some
software (no single person knows every detail about
it) what it can do and what it cannot do.

4. How does one handle the flood of new information?

(a) How often will a large, multicenter submodel be
updated: and who decides?

(b) Do new methods for handling the flood of infor-
mation need to be developed?

(c) If so, what?

(d) What are the methods for validating models and
for sensitivity analysis?

(e) How will validation and sensitivity analysis
proceed?

(f) At what stages should validation and sensitivity
analysis proceed, for example, every time models
are combined? Every 6 months?

5. There will be an enormous library of physiological
normals: equations, parameters, and so on.

(a) How will one deal with variations from normal?
Presumably this will be partly with sensitivity
analysis.

(b) How much variation from normal will be allowed?
In other words, what are the limits on normal:
upper and lower?

(c) Does one anticipate large variations in normal,
from parameter to parameter and from equation
to equation?

(d) Will clinicians be in on this and other decision
processes?

6. How will one deal with the effects of aging and
responses to the environment, including exercise,
hypoxia, altitude, and temperature?

7. The genome project is relatively simple, and mis-
takes can be relatively easily corrected.

(a) Is this the case with the physiome project?

(b) How will one deal with errors in the physiome
project?

(c) If there is one error in one submodel, how will one
find that error?

(d) How will one determine the effect of errors in a
submodel that is a component of the overall model
on that larger model: by sensitivity analysis?

8. Can anyone input data, equations, formulae and
models into the project database?

(a) If so, who ‘‘edits’’ the deposits into databases, or
are they done just ad hoc?

(b) If not, is there a gatekeeper?

(c) Asked another way, what is the quality control
and who is in charge of it?

(d) Who is going to determine what finally winds up
in the library/database?

(e) Who will be in charge of the information/data?

9. Several computer languages are currently men-
tioned. Will there ultimately be a single language?

10. Is there a freely available Web journal for the
project? (The Virtual Journal of the Virtual
Human)

(a) Perhaps the VJVH could be the filter for the
information and data, as well as a means for
developing standards (see next question).

11. Standards, if done properly, should help in
several areas. Some standards are being developed
(216).
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(a) We gather that part of the significant difference
among models arises from their being published
in different journals.

(b) Do common standards exist for the project?

(c) Who is responsible for implementing and coordi-
nating generic and specific standards?

12. A very important set of questions involves intellec-
tual philanthropy versus intellectual property.

(a) Are there any tools, including developmental tools,
that are freely available, that is, public domain?

(b) The NLM has made the Visible Human data
public domain. How much of the physiome data-
base will be public domain and how much private
domain?

(c) Would dividing the database into multiple public
and private sections inhibit the integrity, the
wholeness and the usefulness of the database?

(d) How will one audit, in one huge model, the amal-
gamated data from government employees, uni-
versities, research institutes and industry?

(e) How will one determine credit, cash, brownie
points, or whatever for data, equations, models,
and so on?

(f) The same questions hold for developmental tools.

13. How will ongoing projects fit into the project? How
will future projects fit in?

14. What data are required, for each step?

(a) Who decides what data are required, or do data
just appear in the database because they were
there?

Excellent reviews on the Physiome Project include (216–
219). In addition try an IUPS Web site (220).

EPILOGUE

Over one-half of a century ago, two papers were published
in the same year, in the same country. These two papers
point the way to the future in physiological systems mod-
eling, given all the enormous amount of models and data
pouring in. The authors of one paper went on to win the
Nobel Prize. The author of the other committed suicide
within two years. Neither knew of the other’s existence,
and one paper probably went unnoticed, and was certainly
misunderstood.

If nothing else, our article has illustrated the need to
integrate mathematical biology with experimental biology.
To achieve this integration, experimentalists must learn
the language of mathematics and dynamical modeling and
theorists must learn the language of biology. Hodgkin and
Huxley’s quantitative model of the nerve action potential
and Alan Turing’s work on pattern formation in activator–
inhibitor systems (221) represent those two languages.
These classic studies illustrate two ends of the spectrum
in mathematical biology: the detailed-model approach and
the minimal-model approach. When combined, they are
highly synergistic in analyzing the mechanisms underly-
ing the behavior of complex biological systems. Their

effective integration will be essential for unraveling the
physical basis of the mysteries of life. For more detail on
this important concept, see the fascinating account by
Weiss et al. (222).
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GLOSSARY

CVS Cardiovascular system

CNS Central nervous system

ANS Autonomic nervous system

MAP Mean arterial pressure

CVP Central venous pressure

CO Cardiac output

CBF Cerebral blood flow

CSF Cerebrospinal fluid

ICP Intracranial pressure

LV Left ventricle

LA Left atrium

RV Right ventricle

PV Pressure volume

SVR Systemic vascular resistance

avu Arteriovenous

AV Atrioventricular

PO2 Partial pressure of oxygen

PKPD Pharmacokinetic/pharmacody-
namic

Physiological PKPD physiologically based pharmaco-
kinetic/pharmacodynamic
(PBPKPD!)

PBPM Physiologically based pharmaco-
logical models

Some systems are so familiar that an abbreviation
suffices: CVS for cardiovascular system and CNS for
central nervous system. A glossary of abbreviations follows
for your reference.
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INTRODUCTION AND HISTORICAL OVERVIEW

A picture archiving and communication system (PACS) is a
medical image management system, or a collection of
electronic technologies that enable the digital or filmless
imaging department. In a PACS, images are acquired,
stored, and transmitted or distributed digitally, as well
as interpreted digitally using what is known as soft copy
display.
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In the analog world, even images that were created by
inherently digital modalities are printed to film for display
on a light box or alternator, and for image archival as the
legal record where films are stored in large rooms of filed
film jackets. Imaging examinations on film must be trans-
ported from one location to another by foot for viewing by
radiologists and referring clinicians. Films are retrieved
and re-archived manually by film library personnel. Using
a PACS, images are acquired as digital computer files,
stored on computer disks or other digital media, trans-
mitted across computer networks, and viewed and manipu-
lated on computer workstations.

The benefits of PACS are numerous and include rapid
and remote data distribution within and between health-
care enterprises. Digital archival is more permanent than
film with regard to media degradation as well as the
problem of lost films. A PACS gives multiple users in
distinct locations simultaneous access to the same imaging
examinations. Also, the digital nature of the data allows
for image manipulation and processing, which may lead
to enhanced visualization of radiological features and
improved interpretation of imaging studies. The potential
impact of using a PACS can be more expedient care, more
efficient workflow, and more cost-effective and higher
quality care.

PACS and filmless radiology are a better way to practice
imaging in medicine today. The number of images per
study has grown beyond what is feasible for viewing on
film. Still, today, only about 20% of health-care enterprises
have implemented PACS.

Picture archiving and communication systems have
come about via a convergence of technological and eco-
nomic factors. The facilitating technologies responsible
include a dramatic improvement in computing power,
the advancement of network capabilities and storage
devices, the development of imaging standards, and sys-
tems integration. In the 1990s, PACS applications chal-
lenged computer hardware. Today, PACS applications are
only a subset of what computers can do.

Early PACS

In 1979, the earliest paper proposing the concept of a PACS
was published by Heinz U. Lemke, Ph.D., entitled ‘‘Appli-
cations of Picture Processing, Image Analysis and Compu-
ter Graphics Techniques to Cranial CT Scans’’ (1). In the
early 1970s, M. Paul Capp, M.D., Sol Nudelman, Ph.D.,
and colleagues at the University of Arizona Health
Sciences Center organized a digital imaging group that
developed the first digital subtraction angiography (DSA)
device that was the precursor to clinical digital imaging.
They introduced the notion of a ‘‘photoelectronic radiology
department’’ and depicted a system block diagram of the
demonstration facility they had built (2).

Samuel J. Dwyer, III, Ph.D. predicted the cost of mana-
ging digital diagnostic images in a radiology department
(3) and, along with Andre Duerinckx, M.D., Ph.D., orga-
nized a landmark conference at which the acronym PACS
was coined (4). This meeting, sponsored by the Interna-
tional Society for Photo-Optical Engineering (SPIE), titled
‘‘The First International Conference and Workshop on

Picture Archiving and Communications Systems (PACS)
for Medical Applications,’’ was held in Newport Beach, CA,
January 18–21, 1982, and continues today as the Annual
SPIE International Symposium on Medical Imaging. Two
panel discussions ‘‘Equipment Manufacturers’ View on
PACS’’ and ‘‘The Medical Community’s View on PACS’’
that took place at the first PACS conference were captured
in the proceedings (4). Talk occurred of linking imaging
modalities into a single digital imaging network and the
recognition that, in order for this linking to be practical,
standards would be required. Steven C. Horii, M.D., parti-
cipated in those beginning discussions and has been instru-
mental in bringing about the creation and implementation
of a standard for digital medical imaging, now known as
the Digital Imaging and Communications in Medicine or
DICOM Standard.

A number of PACS pioneers have contributed to the
advancement of digital medical imaging to its current
status through efforts in research and development,
design, implementation, testing, analysis, standards crea-
tion, and education of the technical and medical commu-
nities. In 1982–1983, Dwyer oversaw the building of what
is often considered the first PACS. In 1983, the first of
numerous papers was presented by H. K. Bernie Huang,
D.Sc., FRCR, detailing the PACS efforts at the University
of California at Los Angeles, which culminated years later
in a clinically operational filmless radiology department
(5). G. James Blaine, D.SC., and R. Gilbert Jost, M.D., at
the Washington University School of Medicine, focused
their efforts on the development of utilities enabling PACS
research and development (6). In the mid- to late-1980s,
several researchers described their prototype PACS hard-
ware and software efforts (7–10).

Similar activities were taking place in Europe and Asia.
Hruby opened a completely digital radiology department in
the Danube Hospital in Vienna in 1990, setting the tone
for the future (11). Several academic radiology depart-
ments in the United States began working with major
vendor partners to further the technology and its clinical
implementation. Such academic–industry collaborations
continue the advancement of PACS today.

Standards

The development of standards in medical imaging is one of
the facilitating factors that has enabled PACS to mature
and become more widely used. DICOM (Digital Imaging
and Communications in Medicine) (12) along with several
other integration standards, has been one of the most
important accomplishments for PACS. DICOM is a stan-
dard that was created to promote an open architecture for
imaging systems, allowing interoperability between sys-
tems for the transfer of medical images and associated
information. As an exchange protocol, it was designed to
bridge differing hardware devices and software applica-
tions.

With the increasing use of computers in clinical applica-
tions, and with the introduction of digital subtraction
angiography and computed tomography (CT) in the
1970s, followed by other digital diagnostic imaging mod-
alities, the American College of Radiology (ACR) and the
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National Electrical Manufacturers Association (NEMA)
recognized the emerging need for a standard method for
transferring images and associated information between
devices manufactured by the various vendors (12). These
devices produced a variety of digital image formats. The
push by the radiological community for a standard format
across imaging devices of different models and makes
began in 1982. ACR and NEMA formed a joint committee
in 1983 to develop a standard to promote communication of
digital image information, regardless of device manufac-
turer. It was felt that this committee would facilitate the
development and expansion of picture archiving and com-
munication systems that could also interface with other
hospital information systems and allow the creation of
diagnostic information databases that could be interro-
gated by a wide variety of geographically distributed
devices.

The ACR-NEMA Standard version 1.0 was published in
1985. Two revisions followed, one in October 1986 and the
second in January 1988 as version 2.0. It included version
1.0, the published revisions, and additional revisions. ACR-
NEMA 2.0 consisted of a file header followed by the image
data. The file header contained information relevant to the
image, such as matrix size or number of rows and columns,
pixel size, gray-scale bit depth, and so on, as well as
information about the imaging device and technique
(i.e., Brand X CT scanner, acquired with contrast). Patient
demographic data, such as name and date of birth, were
also included in the image header. The ACR-NEMA 2.0
standard specified exactly where in the header each bit of
information was to be stored, such that the standard
required image information could be read by any device,
simply by going to the designated location in the header.
Version 2.0 also included new material to provide com-
mand support for display devices, to introduce a new
hierarchy scheme to identify an image, and to add data
elements for increased specificity when describing an
image. These standards publications specified a hardware
interface, a minimum set of software commands, and a
consistent set of data formats. Data included patient demo-
graphic information as well as imaging parameters. This
standard unified the format of imaging data but functioned
only as a point-to-point procedure, not including a network-
ing communications protocol until later versions.

In 1994, at the Radiological Society of North America
(RSNA) Meeting, a variety of imaging vendors participated
in an impressive demonstration of the new and evolving
imaging standard (ACR-NEMA 3.0). Participants attached
their devices to a common network and transmitted their
images to one another. In addition to the standard image
format of ACR-NEMA 2.0, the DICOM standard included a
network communications protocol or a common language
for sending and receiving images and relevant data over a
network.

Today, this standard, which is currently designated
Digital Imaging and Communications in Medicine
(DICOM), embodies a number of major enhancements to
previous versions of the ACR-NEMA Standard, the first
that is applicable to a networked environment. The original
ACR-NEMA Standard included a well-defined format for
the image data but worked only in point-to-point config-

urations. In order to function in a networked environment,
a Network Interface Unit (NIU) was required. Operation in
a networked environment is supported today using the
industry standard networking protocol TCP-IP (transfer
communication protocol - Internet protocol). Thus, in addi-
tion to the format of the data being exchanged between
medical imaging devices, the DICOM Standard also spe-
cifies how the devices themselves should communicate
using simple commands such as Find, Get, Move, Send,
and Store. These commands operate on objects such as
images and text, which are formatted in terms of groups
and elements. The hierarchy of data is of the form patient,
study, series or sequence, and image.

DICOM specifies, through the concept of service classes,
the semantics of commands and associated data, and it also
specifies levels of conformance. The DICOM standard lan-
guage structure is built on information objects (IO), appli-
cation entities (AE), and service class users (SCU) and
providers (SCP). Information objects include, for example,
the image types, such as CT, MRI, and CR. The application
entities include the devices, such as a scanner, worksta-
tion, or printer. The service classes (SC*) define an opera-
tion on the information object via service object pairs (SOP)
of IO and SCU and SCP. The types of operations performed
by an SCU-SCP on an IO include storage, query-retrieve,
verification, print, study content notification, study con-
tent notification and patient, and study and results
management. An example DICOM-formatted message is
written in terms of a tag (consisting of a group and an
element) followed by the length of the tag, followed by the
value: 0008,0020-8-20050402 represents group 8, element
20, which corresponds to the study date given as an 8
character field. DICOM is a continuously evolving stan-
dard with significant updates yearly.

The information technologies most familiar to radiology
departments are PACS and Radiology Information Sys-
tems (RIS). PACS or image management systems typically
perform the functions of image acquisition, distribution,
display, and archival. Often, separate systems exist for
primary interpretation in the radiology department and for
use enterprise-wide by nonradiologist clinicians. The RIS
typically maintains radiology-specific data, such as ima-
ging examination orders, reports, and billing information.

Although implementation of either one or both of these
systems can improve workflow and reduce operating costs,
the elimination of film and paper from the practice of
radiology is not easily realized without integrating the
functions performed by several other information technol-
ogies. These systems include hospital information systems
(HIS), Computerized Physician Order-Entry (CPOE)
Systems, Report Generation Systems, Decision Support
Systems, and Case-Based Teaching Files. Together,
these systems make up the electronic medical record
(EMR).

Several of these systems are more widely known to the
health-care enterprise outside of diagnostic imaging
departments. They, none-the-less, contain data essential
to high quality low cost radiological practice. The value
these systems can bring to medical imaging in the clinical
enterprise is high, but they must be seamlessly integrated.
Including several features, such as single sign-on, electronic
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master patient index, and context sensitivity, can help make
these information systems tools and technologies most
useful to radiology.

An effort known as Integrating the Healthcare Enter-
prise (IHE) provides a framework using existing stan-
dards, such as DICOM and Health Level 7 (HL7), to
facilitate intercommunications among these disparate sys-
tems and to optimize information efficiency. The IHE is a
joint effort of the Radiological Society of North America
(RSNA) and the Healthcare Information and Management
Systems Society (HIMSS) begun in 1998 to more clearly
define how existing standards should be used to resolve
common information system communication tasks in
radiology.

The IHE technical framework defines a common infor-
mation model and a common vocabulary for systems to use
in communicating medical information. It specifies exactly
how the DICOM and HL7 standards are to be used by the
various information systems to perform a set of well-
defined transactions that accomplish a particular task.
The original seven tasks facilitated by the IHE include
scheduled workflow, patient information reconciliation,
consistent presentation of images, presentation of grouped
procedures, access to radiology information, key image
notes, and simple image and numeric reports. Profiles
continue to be added yearly to the framework, enhancing
its value in integrating information systems in a health-
care environment.

Architectures

Two basic architectures are used in PACS today, distrib-
uted or cached and centralized or cacheless depicted in
Figs. 1a and 1b, respectively. Data is acquired into the
PACS in the same manner for both architectures, from the
imaging modality via a DICOM sent to a network gateway.
Demographic data is verified by interfacing to the radiology
or hospital information system (RIS-HIS) through an IS
gateway. Studies are permanently archived by a DICOM
store to an electronic archive device.

In a distributed system, images and other relevant data
are automatically routed to the workstation(s) where the
studies are expected to be viewed and cached or stored on
the local display station disk. The best-distributed PACS
also prefetch relevant prior examinations from the long-
term archive and automatically route them to the pertinent
display for immediate access to comparison images. Stu-
dies not automatically routed to a workstation can be
queried for and retrieved on request.

In a centralized system, images remain on a large
central server and are only sent to the workstation when
they are called up for display. In this query-on-demand
architecture, data is retrieved instantaneously into mem-
ory for viewing and manipulation. Images are never stored
on the local display station disk, thus centralized systems
are also known as cacheless.

A centralized architecture is easier to implement and
maintain and uses a simple on-demand data access model,
but also has a single point-of-failure in the central server
component. A cacheless system is also bandwith-limited,
requiring a fast network connection from display stations

to the central server. The distributed architecture requires
more complex workflow logic such as autorouting and
prefetching of data to implement. However, distributed
PACS may have more functionality and may be more easily
scalable than centralized systems. Early PACS were pre-
dominately distributed systems. With the increasing avail-
ability of high bandwidth networks and large amounts of
inexpensive storage media, most PACS today follow the
centralized architecture. Web-based PACS typical of
today’s systems are a specialized subset of centralized
architectures. Future PACS may evolve to be a combination
of both distributed architectures and centralized architec-
tures, encompassing the best of each design.

If a PACS operates with a cached architecture in which
data is automatically distributed to and stored at the dis-
play station, then the online storage capabilities should
include space for maintaining all the pertinent examina-
tions for a given episode of current care, (i.e., three days
for outpatients and six days for inpatients). Space for
prefetched relevant historical examinations should also
be included in the anticipated storage requirements.

If the PACS operates as a cacheless centralized system,
then it is important to have adequate capacity to store a
patient’s clinical encounter on the server. In this case, it is
important to have large amounts of online RAID (redun-
dant array of independent disks—see section on RAID
below) at the central server instead of large amounts of
local storage at each display station. RAID capacity should
also encompass relevant prior examinations prefetched to
the server.
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KEY COMPONENTS AND ESSENTIAL FEATURES

Image Acquisition

Digital acquisition of data from the various imaging mod-
alities for input to a PACS is the first step to eliminating
film in medical imaging. Essential features for successful
clinical implementation include conformance with the
DICOM standard, radiology information system – hospital
information system (RIS-HIS) interfacing, and workflow
integration Quality assurance (QA) and quality control
(QC) and troubleshooting problems occurring specifically
at image acquisition are also critical as these problems
affect the integrity of data in the archive.

Integration with PACS. Image acquisition is the first
point of data entry into a PACS,system and, as such, errors
generated here can propagate throughout the system,
adversely affecting clinical operations. General predictors
for successful incorporation of image acquisition devices
into a digital imaging department include the following:
ease of device integration into the established daily work-
flow routine of the clinical environment, high reliability
and fault-tolerance of the device, simplicity and intuitive-
ness of the user interface, and device speed (13). The
integration of modalities with PACS and information
systems using the DICOM modality worklist feature
(see below) can reduce the number of patient demographic
errors and the number of cases that are inappropriately
or unspecified and therefore not archiveable, which
also ensures the correctness of permanently archived
information.

DICOM. Imaging modality conformance with the
DICOM standard is critical. DICOM consists of a standard
image format as well as a network communications proto-
col. Compliance with this standard enables an open archi-
tecture for imaging systems, bridging hardware and
software entities, allowing interoperability for the transfer
of medical images and associated information between
disparate systems.

The DICOM standard is used, for example, to negotiate
a transaction between a compliant imaging modality and a
compliant PACS workstation. The scanner notifies the
workstation, in a language both understand, that it has
an image study to send to it. The workstation replies to the
modality when it is ready to receive the data. The data is
sent in a format known to all, the workstation acknowl-
edges receipt of the image, and then the devices end their
negotiation. Data is formatted in terms of groups and
elements. Group 8, for example, pertains to image identi-
fication parameters (such as study, series, and image
number) and Group 10 includes patient demographics
(such as patient name, medical record number, and date
of birth).

Prior to DICOM, the acquisition of digital image data
and relevant information was extremely difficult, often
requiring separate hardware devices and software pro-
grams for different vendors’ products, and even for differ-
ent models of devices made by the same manufacturer
because each vendor used their own proprietary data for-

mat and communication’s protocol. Most of the major
manufacturers of imaging devices currently comply with
the DICOM standard, thus greatly facilitating an open
systems architecture consisting of multivendor systems.
For many legacy devices purchased prior to the establish-
ment of DICOM, an upgrade path to compliance can be
performed. For those few devices that do not yet meet the
standard, interface boxes consisting of hardware equip-
ment and software programs that convert the image data
from the manufacturer’s proprietary format to the stan-
dard form are available.

RIS-HIS Interfacing for Data Verification. Equally essen-
tial, particularly at acquisition, is integrating the radiology
information system (RIS) or hospital information system
(HIS) with the PACS, which greatly facilitates input of
patient demographics (name, date, time, medical record
number (MRN) to uniquely identify a patient, accession
number (AccNum) to uniquely identify an imaging exam-
ination, exam type, imaging parameters, etc.) and enables
automatic PACS data verification, correlation, and error
correction with the data recorded in the RIS-HIS. Most
imaging modalities are now tightly coupled with the RIS,
providing automatic downloading of demographic informa-
tion from the RIS via barcode readers or directly to the
scanner console (via modality worklist capability) and,
hence, to the DICOM header. This copling eliminates
the highly error-prone manual entry of data at acquisition.

HL7 is the RIS-HIS standard, and compliance with HL7
is desirable. RIS-HIS databases are typically patient-cen-
tric, enabling query and retrieval of information by the
patient and study, series, or image data hierarchy. Inte-
gration of RIS-HIS data with the PACS adds intelligence to
the system, helping to move data around the system based
on ‘‘how, what data should be delivered where and when’’,
automating the functions performed traditionally by the
film librarian.

Modality Worklist. Many vendors now provide the cap-
ability to download RIS-HIS schedules and worklists
directly to the imaging modality, such as most computed
tomography (CT), magnetic resonance imaging (MRI), digi-
tal fluoroscopy (DF), and ultrasound (US) scanners. In
these circumstances, the imaging technologist need only
choose the appropriate patient’s name from a list on the
scanner console monitor (i.e., by pointing to it on a touch-
screen pad), and the information contained within the RIS-
HIS database will be downloaded into the PACS header
and associated with the image data for that patient exam-
ination.

The general DICOM model for acquisition of image and
relevant data from the imaging modality involves the
modality device acting as a SCU, which provides the data,
and storing it to a SCP, which provides the service: devices
such as a PACS acquisition gateway or an image display
workstation. In the modality worklist function, however,
the image device receives the pertinent patient demo-
graphics and image study information from a worklist
server, such as a PACS- RIS- or RIS-HIS-interfaced device.

Two modes exist for accomplishing the RIS-HIS data
transfer to the imaging modality. The first involves data,
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being transferred automatically to the modality based on
the occurrence of an event trigger, such as an examination
being scheduled or a patient having arrived. The second
method involves a query from the modality to the RIS-HIS
or some other information system that holds relevant data,
such as an electronic order-entry system or even some
PACS databases, which may be initiated by entry of some
identifier at the modality, such as bar coding of the study
accession number or the patient medical record number
from the scheduling card. This method then initiates a
request for the associated RIS-HIS information (patient
name, date of birth) to be sent from the worklist server on
demand.

The benefits of the DICOM modality worklist cannot be
overstated. Incorrectly (manually) entered patient demo-
graphic data, such as all the permutations of patient name
(i.e., James Jones, J Jones, Jones J) can result in misla-
beled image files and incomplete study information and, as
such, is crucial to maintaining the integrity of the PACS
database. Furthermore, the improvements in departmen-
tal workflow efficiency and device usability are greatly
facilitated by modality worklist capabilities. For those
few vendors not offering DICOM modality worklist for
their imaging devices, several interface or broker boxes
are available that interconnect PACS to RIS-HIS databases
translating DICOM to HL7 and vice versa. Figure 2 dia-
grams an example of how RIS, HIS, and PACS systems
might interact upon scheduling an examination for image
acquisition into a PACS (14).

Acquisition of the Native Digital Cross-Sectional
Modalities. Image acquisition from the inherently digital
modalities, such as CT, MRI, and US, should be a direct
digital DICOM capture. Direct digital interfaces allow
capture and transmission of image data from the modality
at the full spatial resolution and full bit depth of gray scale
inherent to the modality, whereas the currently outdated
analog (video) frame grabbers digitize the video signal
voltage output going to an image display, such as a scanner
console monitor. In the frame-grabbing method, as in
printing an image to film, the image quality is limited

by the process to just 8 bits (or 256 gray values), whereas
most modalities have the capability to acquire in 12, 16, or
even 32 bits for color data. Capture of only 8 bits may not
allow viewing in all the appropriate clinical windows and
levels or contrast and brightness settings and is, therefore,
not optimal.

For example, when viewing a CT of the chest, one may
wish to view in lung window and level settings and in
mediastinal and bone windows and levels. Direct capture of
the digital data will allow the viewer to dynamically win-
dow and level through each of these settings on-the-fly (in
real time) at the softcopy display station. However, to view
all appropriate window and level settings on film, several
copies of the study would have to be printed, one at each
window and level setting. If one performs the analog
acquisition or frame grabbing of the digital data, the viewer
can only window and level through the 8 bits captured,
which may not be sufficient. Thus, direct capture of digital
data from the inherently digital modalities is the preferred
method of acquisition. Table 1 lists the cross-sectional
modalities commonly interfaced to PACS along with their
inherent file sizes and bit depths.

Acquisition of Projection Radiography. Methods for
digital image acquisition of the conventional projection X
ray include computed radiography (CR) scanners or ima-
ging with photostimulable or storage phosphors, digitiza-
tion of existing analog film, and digital radiography (DR)
devices. Digital acquisition of images already on film can be
accomplished using a variety of image digitization devices
or film scanners, including the no longer used analog video
cameras with analog-to-digital converters (ADC), digital
cameras, charge-coupled devices (CCD), and laser scan-
ners. Both CR and DR are replacement methods for cap-
turing conventional screen-film projection radiography.

Film Digitizers. Film digitizers will still be necessary
even in the all digital or filmless imaging department, so
that film images from outside referrals lacking digital
capabilities can be acquired into the system and viewed
digitally. Film digitizers convert the continuous optical
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Figure 2. Diagram of how RIS, HIS, and PACS systems might
interact on scheduling an examination for image acquisition into a
PACS.

Table 1. The Commonly PACS-Interfaced Cross-Sectional
Modalities and their Inherent File Sizes

Modality Image Matrix Size
Grayscale Bit

Depth

Computed
Tomography (CT)

512 � 512 pixels 12 – 16 bits

Digital Angiography
& (RA)

512 � 512 pixels or 8 – 12 bits

Digital Fluoroscopy
(DF)

1024 � 1024 pixels
or 2048 � 2048
pixels

Magnetic Resonance
Imaging (MRI)

256 � 256 pixels 12 – 16 bits

Nuclear Medicine
Images (NUC)

64 � 64 pixels or 8 – 32 bits

128 � 128 pixels or
256 � 256 pixels

Ultrasound (US) 64 � 64 pixels or 16 – 32 bits
128 � 128 pixels



density values on film into a digital image by sampling at
discrete evenly spaced locations and quantizing the trans-
mitted light from a scan of the film into digital numbers.
Several types of film digitizers exist today, with some used
more frequently than others in PACS and teleradiology
applications.

The analog video camera with ADC, or camera on a
stick, was used in low cost, entry-level teleradiology appli-
cations but is no longer used in PACS applications today
because of its manual operation. The analog video camera
requires an illumination source and careful attention to
lens settings, focus, f-stop, and so on. In addition, it has a
maximum resolution of 1024 by 1024 by 8 bits (256 grays),
thus limiting the range of window and level, or contrast
and brightness values, the resulting digital image can be
displayed in. Digital cameras produce a digital signal out-
put directly from the camera at a maximum resolution of
2048 by 2048 by 12 bits (4096 grays) but are still infre-
quently used in PACS due to their high cost.

More commonly used are film scanners such as the CCD
and laser scanners sometimes called flat-bed scanners.
CCD scanners use a row of photocells and uniform bright
light illumination to capture the image. A lens focuses the
transmitted light from the collimated, diffuse light source
onto a linear CCD detector, and the signal is collected and
converted to a digital electronic signal via an ADC. CCD
scanners have a maximum resolution of 4096 by 4096
by 8–12 bits, but they have a narrow film optical density
range to which they can respond. CCD scanners have been
used in high-end teleradiology or entry-level in-house film
distribution systems, such as image transmission to the
intensive care units (ICUs).

The laser scanner or laser film digitizer uses either a
helium-neon (HeNe) gas laser or a solid-state diode laser
source. The laser beam is focused by lenses and directed by
mirror deflection components, and the light transmitted
through the film is collected by a light guide, its intensity
detected by a photomultiplier tube, converted to a propor-
tional electronic signal, and digitized in an ADC. Laser
scanners use a fine laser beam of generally variable or
adjustable spot sizes down to 50 mm (producing an image
sharpness of approximately 10 line pairs per millimeter).
They have a maximum spatial resolution of 4096 by 5120
and a grayscale resolution of 12 bits, and can accommodate
the full optical density range of film. They are semi- or
fully-automatic in operation and are currently the scanner
of choice for PACS applications even though they are often
more expensive than CCD scanners.

Computed Radiography (CR). Computed Radiography
(CR) refers to projection X-ray imaging using photostimul-
able or storage phosphors as the detector. In this modality,
X rays incident upon a photostimulable phosphor-based
image sensor or imaging plate produce a latent image that
is stored in the imaging plate until stimulated to luminesce
by laser light. This released light energy can be captured
and converted to a digital electronic signal for transmission
of images to display and archival devices. Unlike conven-
tional screen-film radiography in which the film functions
as the imaging sensor, or recording medium, as well as the
display device and storage media, CR eliminates film from

the image recording step, resulting in a separation of image
capture from image display and image storage. This
separation of functions potentiates optimization of each
of these steps individually. In addition, CR can capitalize
on features common to all digital images, namely, electro-
nic transmission, manipulation, display, and storage of
radiographs (15).

Technological advances in CR over time have made
this modality widely accepted in digital departments.
Hardware and software improvements have occurred in
the photostimulable phosphor plate, in image reading-
scanning devices, and in image processing algorithms.
Overall reduced cost of CR devices, as well as a reduction
in the cost and increased utility of image display devices,
have contributed to the increased acceptance of CR as a
viable digital counterpart to conventional screen-film pro-
jection radiography.

Review of the Fundamentals
Process Description. ACR system consists of a screen or

plate of a stimulable phosphor material that is usually
contained in a cassette and is exposed in a manner similar
to the traditional screen-film cassette. The photostimulable
phosphor in the imaging plate (IP) absorbs X rays that have
passed through the patient, ‘‘recording’’ the X-ray image.
Like the conventional intensifying screen, CR plates pro-
duce light in response to an X ray, at the time of exposure.
However, storage phosphor plates have the additional
property of being capable of storing some of the absorbed
X-ray energy as a latent image. Plates are typically made of
an europium-doped barium-fluoro-halide-halide crystal-
lized matrix. Electrons from the dopant ion become trapped
just below the conduction band when exposed to X rays.
Irradiating the imaging plate at some time after the X ray
exposure with red or near-infrared laser light liberates the
electrons into the conduction band, stimulating the phos-
phor to release some of its stored energy in the form of
green, blue, or ultraviolet light—the phenomenon of photo-
stimulable luminescence. The intensity of light emitted is
proportional to the amount of X ray absorbed by the storage
phosphor (16).

The readout process uses a precision laser spot-
scanning mechanism in which the laser beam traverses
the imaging plate surface in a raster pattern. The stimu-
lated light emitted from the IP is collected and converted
into an electrical signal, with optics coupled to a photo-
multiplier tube (PMT). The PMT converts the collected
light from the IP into an electrical signal, which is then
amplified, sampled to produce discrete pixels of the digital
image, and sent through an ADC to quantize the value of
each pixel (i.e., a value between 0 and 1023 for a 10 bit ADC
or between 0 and 4095 for a 12 bit ADC).

Not all of the stored energy in the IP is released during
the readout process. Thus, to prepare the imaging plate for
a new exposure, the IP is briefly flooded with high intensity
(typically fluorescent) light. This erasure step ensures
removal of any residual latent image.

A diagram of the process steps involved in a CR system
is shown in Fig. 3. In principle, CR inserts a digital com-
puter between the imaging plate receptor (photostimul-
able phosphor screen) and the output film. This digital
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processor can perform a number of image processing tasks
including compensating for exposure errors, applying
appropriate contrast characteristics, enhancing image
detail, and storing and distributing image information
in digital form.

System Characteristics. One of the most important
differences between CR and screen-film systems is in expo-
sure latitude. The response of a digital imaging system
relates the incident X ray exposure to the resulting pixel
value output. System sensitivity is the lowest exposure that
will produce a useful pixel value, and the dynamic range is
the ratio of the exposures of the highest and lowest useful
pixel values (17). Storage phosphor systems have extremely
wide exposure latitude. The wide latitude of storage
phosphor systems, and the effectively linear detector chara-
cteristic curve, allows for a wider range of exposure infor-
mation to be captured in a single image than is possible with
any screen-film system. In addition, the wide dynamic range
of CR allows it to be used under a broad range of exposure
conditions without the need for changing the basic detector,
also making CR an ideal choice for applications in which
exposures are highly variable or difficult to control, as in
portable or bedside radiography. Through image processing,
CR systems can usually create a diagnostic image out of
under- or over-exposures via appropriate look-up table cor-
rection. In the screen-film environment, such under- or over-
exposures might have necessitated retakes and additional
exposure to the patient.

Dose requirements of a medical imaging system depend
on the system’s ability to detect and convert the incoming
signal into a usable output signal. It is important to stress
that CR systems are not inherently lower dose systems
than screen-film. In fact, several studies have demon-
strated a higher required exposure for CR to achieve
equivalent optical density on screen-film (18,19). However,
the wider latitude of storage phosphor systems makes

them much more forgiving of under- or over-exposure.
As in any digital radiography system, when dose is
decreased, the noise due to quantum mottle increases
(20). Reader tolerance of this noise tends to be the limiting
factor on the lowest acceptable dose.

In some clinical situations, the radiologist may feel
comfortable in lowering the exposure technique factor to
reduce dose to the patient, such as in pediatric extremity
X-ray exams. In others, such as imaging the chest of the
newborn, one may wish to increase exposure to reduce
the more visible mottle (at lower doses) to avoid mistaking
the noise over the lungs as an indication of pulmonary
interstitial emphysema, for example. CR systems are
signal-to-noise-limited (SNR-limited), whereas screen-film
systems are contrast-limited.

Image Quality. DQE: Objective descriptors of digital
image quality include detective quantum efficiency (DQE),
which is a measure of the fidelity with which a resultant
digital image represents the transmitted X-ray fluence
pattern (i.e., how efficiently a system converts the X-ray
input signal into a useful output image), and includes a
measure of the noise added (17). Also taken into account
are the input/output characteristics of the system and the
resolution response of unsharpness or blur added during
the image capture process. The linear, wide-latitude input/
output characteristic of CR systems relative to screen-film
leads to a wider DQE latitude for CR, which implies that
CR has the ability to convert incoming X-ray quanta into
‘‘useful’’ output over a much wider range of exposures than
can be accommodated with screen-film systems (20).

Spatial Resolution: The spatial resolution response or
sharpness of an image capture process can be expressed in
terms of its modulation transfer function (MTF), which, in
practice, is determined by taking the Fourier Transform of
the line spread function (LSF) and relates input subject
contrast to imaged subject contrast as a function of spatial
frequency (17). The ideal image receptor adds no blur or
broadening to the input LSF, resulting in an MTF response
of one at all spatial frequencies. A real image receptor adds
blur, typically resulting in a loss of MTF at higher spatial
frequencies.

The main factors limiting the spatial resolution in CR,
similar to screen-film systems, is X-ray scattering within
the phosphor layer. However, it is the scattering of the
stimulating beam in CR, rather than the emitted light as in
screen-film, that determines system sharpness (20,21).
Broadening of the laser light spot within the IP phosphor
layer spreads with the depth of the plate. Thus, the spatial
resolution response of CR is largely dependent on the
initial laser beam diameter and on the thickness of the
IP detector. The reproducible spatial frequency of CR is
also limited by the sampling used in the digital readout
process. The spatial resolution of CR is less than that of
screen-film, with CR ranging from 2.5 to 5 line pairs per
millimeter (lp/mm) using a 200 mm laser spot size and a
digital matrix size of approximately 2,000 by 2,500 pixels
versus the 5–10 lp/mm or higher spatial resolution of
screen-film.

Finer spatial resolution can technically be achieved
today with the ability to tune laser spot sizes down to
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50 mm or less. However, the image must be sampled more
finely (approximately 4,000 by 5,000 pixels) to achieve
10 lp/mm. Thus, a tradeoff exists between the spatial
resolution that can technically be achieved and the file
size to practically transmit and store. Most general CR
examinations are acquired using a 200 mm laser spot size
and a sampling of 2 k by 2.5 k pixels. For examinations
requiring very fine detail resolution, such as in mammo-
graphy, images are acquired with a 50 mm laser spot size
and sampled at 4 k by 5 k pixels.

Contrast Resolution: The contrast or gray-scale resolu-
tion for CR is much greater than that for screen-film. Note
that because overall image quality resolution is a combina-
tion of spatial and gray-scale resolution, the superior
contrast resolution of CR can often compensate for its lack
of inherent spatial resolution. By manipulating the image
contrast and brightness, or window and level values,
respectively, small features often become more readily
apparent in the image, which is analogous to ‘‘bright-
lighting’’ or ‘‘hot-lighting’’ a bone film, for example, when
looking for a small fracture. The overall impression is that
the spatial resolution of the image has been improved
when, in fact, it has not changed—only the contrast resolu-
tion has been manipulated. More work needs to be done to
determine the most appropriate window and level settings
with which to initially display a CR image. Lacking the
optimum default settings, it is often useful to ‘‘dynami-
cally’’ view CR softcopy images with a variety of window
and level settings.

Noise: The types of noise affecting CR images include
X-ray dose-dependent noise and fixed noise (independent of
X-ray dose). The dose-dependent noise components can be
classified into X-ray quantum noise, or mottle, and light
photon noise (21). The quantum mottle inherent in the
input X-ray beam is the limiting noise factor, and it devel-
ops in the process of absorption by the imaging plate, with
noise being inversely proportional to the detector X-ray
dose absorption. Light photon noise occurs in the process of
photoelectric transmission of the photostimulable lumines-
cence light at the surface of the PMT.

Fixed-noise sources in CR systems include IP structural
noise (the predominant factor), noise in the electronics
chain, laser power fluctuations, quantization noise in the
analog-to-digital conversion process, and so on (20,21). IP
structural noise develops from the nonuniformity of phos-
phor particle distribution, with finer particles providing
noise improvement. Note that for CR systems, it is the
noise sources that limit the DQE system latitude,
whereas in conventional X-ray systems, the DQE latitude
is limited by the narrower exposure response of screen-
film.

Comparison with Screen-Film: The extremely large
latitude of CR systems makes CR more forgiving in diffi-
cult imaging situations, such as portable examinations,
and enables decreased retake rates for improper exposure
technique, as compared with screen-film. The superior
contrast resolution of CR can compensate in many cases
for its lesser spatial resolution. Cost savings and
improved radiology departmental workflow can be rea-
lized with CR and the elimination of film for projection
radiographs.

Available CR Systems.
Historical Perspective. Most of the progress in storage

phosphor imaging has been made since World War II (22).
In 1975, Eastman Kodak Company (Rochester, NY)
patented an apparatus using infrared-stimulable phos-
phors or thermoluminescent materials to store an image
(23). In 1980, Fuji Photo Film (Tokyo, Japan) patented a
process in which photostimulable phosphors were used to
record and reproduce an image by absorbing radiation and
then releasing the stored energy as light when stimulated
by a helium-neon laser (24). The emitted phosphor lumi-
nescence was detected by a PMT, and the electronic signal
produced reconstructed the image.

Fuji was the first to commercialize a storage phosphor-
based CR system in 1983 (as the FCR 101) and published
the first technical paper (in Radiology) describing CR for
acquiring clinical digital X-ray images (25). The central
processing type second-generation scanners (FCR 201)
were marketed in 1985 (21). Third-generation Fuji systems
marketed in 1989 included distributed processing (FCR
7000) and stand-alone (AC-1) types (21). Fuji systems in
the FCR 9000 series are improved, higher speed, higher
performance third-generation scanners. Current Fuji sys-
tems include upright chest units, CR detectors in wall and
table buckeyes, multiplate autoloaders, and more compact
stand-alone units.

In 1992, Kodak installed its first commercial storage
phosphor reader (Model 3110) (16). Later models include
autoloader devices. In 1994, Agfa-Gevaert N.V. (Belgium)
debuted its own CR system design (the ADC 70) (26). In
1997, Agfa showed its ADC Compact with greatly reduced
footprint. Agfa also introduced a low cost, entry-level
single-plate reader (the ADC Solo) in 1998, appropriate
for distributed CR environments such as clinics, trauma
centers, and ICUs. In 1998, Lumisys presented its low cost,
desktop CR unit (the ACR 2000) with manual-feed, single-
plate reading. Numerous desktop units have been intro-
duced including the Orex CR. Konica Corp. debuted its own
device (XPress) in 2002 and, later, the Regius upright unit,
both of which have relatively fast scan times (at 40 and 16 s
cycle times, respectively).

Many companies have been involved in CR research and
development, including N.A. Philips Corp.; E.I. DuPont de
Nemours & Co.; 3M Co.; Hitachi, Ltd.; Siemens AG;
Toshiba Corp.; General Electric Corp.; Kasei Optonix,
Ltd.; Mitsubishi Chemical Industries, Ltd.; Nichia Corp.;
GTE Products Co.; and DigiRad Corp. (20).

Technological Advances. Major improvements in the
overall CR system design and performance characteristics
include a reduction in the physical size of the reading/
scanning units, increased plate-reading capacity per unit
time, and better image quality. These advances have been
achieved through a combination of changes in the imaging
plates themselves, in the image reader or scanning devices,
and in the application of image processing algorithms to
affect image output.

The newer imaging plates developed for the latest CR
devices have higher image quality (increased sharpness)
and improved fading and residual image characteristics.
Higherimagequalityhasresultedfromseveralmodifications
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in the imaging plate phosphor and layer thickness. Smaller
phosphor grain size in the IP (down to approximately
4mm) diminishes fixed noise of the imaging plate, whereas
increased packing density of phosphor particles coun-
teracts a concomitant decrease in photostimulable lumi-
nescence (21). A thinner protective layer is used in the
plates tending to reduce X-ray quantum noise and, in and
of itself, would improve the spatial resolution response
characteristics of the plates as a result of diminished
beam scattering. However, in the newest IPs, the quantity
of phosphor coated onto the plate is increased for durability
purposes, resulting in the same response characteristic of
previous imaging plates (27).

An historical review of CR scanning units chronicles
improved compactness and increased processing speed.
The first Fuji unit (FCR 101) from 1983 required roughly
6 m2 of floor space to house the reader and could only
process about 45 plates per hour, whereas today’s Fuji
models as well as other vendor’s devices occupy less than
1 m2 and can process over 110 plates per hour, which
represents a decrease in apparatus size by a factor of
approximately one-sixth and an increase in processing
capacity of roughly 2.5 times. Desktop models reduce the
physical device footprint even further.

CR imaging plate sizes, pixel resolutions, and their
associated digital file sizes are roughly the same across
manufacturers for the various cassette sizes offered. For
example, the 1400 by 1700 (or 35 cm by 43 cm metric equiva-
lent) plates are read with a sampling rate of 5–5.81 pixels
per mm, at a digital image matrix size of roughly 2 k by
2 k pixels (1760 by 2140 pixels for Fuji (21) and 2048 by
2508 pixels for Agfa and Kodak (16). Images are typically
quantized to 12 bits (for 4096 gray levels). Thus, total
image file sizes range from roughly 8 megabytes (MB) to
11.5 MB. The smaller plates are scanned at the same laser
spot size (100 mm), and the digitization rate does not
change; therefore, the pixel size is smaller (16). The 1000

by 1200 (24 cm by 30 cm) plates are typically read at a
sampling rate of 6.7–9 pixels per millimeter (mm) and the
800 by 1000 (18 cm by 24 cm) plates are read at 10 pixels per
mm (16,21).

Cassetteless CR devices have been introduced in which
the detector is incorporated into a chest unit, wall, or table
buckey to speed throughput and facilitate workflow much
like DR devices do. Dual-sided signal collection capability
is available by Fuji, increasing overall signal-to-noise. Agfa
has shown a product in development (ScanHead CR) that
stimulates and reads out the imaging plate line-by-line, as
opposed to the point-by-point scanning that occurs in most
CR devices today. Increased speed (5 s scan time) and
higher DQE have been demonstrated. In addition, needle
phosphors have been explored as a possible replacement to
powder phosphors, having shown improved spatial resolu-
tion and DQE.

Image Processing Algorithms. Image processing is
performed to optimize the radiograph for output display.
Each manufacturer has a set of proprietary algorithms
that can be applied to the image for printing on laser film
or display initially only on their own proprietary work-
stations. Prior to the DICOM standard, only the raw data

could be directly acquired digitally. Therefore, to attain the
same image appearance on other display stations, the
appropriate image processing algorithms (if known) had
to be implemented somewhere along the chain from acqui-
sition to display. Now image processing parameters can be
passed in the DICOM header and algorithms applied to CR
images displayed on generic workstations. Typically, how-
ever, advanced real-time manipulation of images can only
be done on each manufacturers’ specific processing station.
In general, the digital image processing applied to CR
consists of a recognition or analysis phase, followed by
contrast enhancement or frequency processing. Note that
the same general types of image processing applied to CR
can also be applied to DR images.

Image Segmentation. In the image recognition stage,
the region of exposure is detected (i.e., the collimation
edges are detected), a histogram analysis of the pixel gray
values in the image is performed to assess the actual
exposure to the plate, and the appropriate look-up table
specific to the region of anatomy imaged and chosen by the
X-ray technologist at the time of patient demographic
information input is selected. Proper recognition of the
exposed region of interest is extremely important as it
affects future processing applied to the image data. For
example, if the bright-white area of the image caused by
collimation at the time of exposure is not detected properly,
its very high gray values will be taken into account during
histogram analysis, increasing the ‘‘window’’ of values to be
accommodated by a given display device (softcopy or hard-
copy). The effect would be to decrease the overall contrast
in the image.

Some segmentation algorithms, in addition to detection
of collimation edges in the image, enable users to blacken
the region outside these edges in the final image if so
desired (16,28), which tends to improve image contrast
appearance by removing this bright-white background in
images of small body parts or pediatric patients. The photo
in Fig. 4B demonstrates this feature of ‘‘blackened sur-
round,’’ as applied to the image in Fig. 4A.

Contrast Enhancement. Conventional contrast enhance-
ment, also called gradation processing, tone scaling, and
latitude reduction, is performed next. This processing
amounts to choosing the best characteristic curve
(usually a nonlinear transformation of X-ray exposure
to image density) to apply to the image data. These algo-
rithms are quite flexible and can be tuned to satisfy a
particular user’s preferences for a given ‘‘look’’ of the
image (29). Look-up tables are specific to the region of
anatomy imaged. Figure 5 shows an example of the
default adult chest look-up table (Fig. 5a) applied to
an image and the same image with high contrast proces-
sing (Fig. 5b). A reverse-contrast scale or ‘‘black bone’’
technique, in which what was originally black in the
image becomes white and what was originally white in
the image becomes black, is sometimes felt to be bene-
ficial for identifying and locating tubes and lines. An
example is shown in Fig. 6 where the contrast reversal
algorithm has been applied to the image in Fig. 6a,
resulting in the image in Fig. 6b.
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Spatial Frequency Processing. The next type of image
processing usually performed is spatial frequency proces-
sing, sometimes called edge enhancement. These algo-
rithms adjust the frequency response characteristics of
the CR systems essentially implementing a high- or
band-pass filter operation to enhance the high spatial
frequency content contained in edge information. Unfortu-
nately, noise also contains high spatial frequency informa-
tion and can be exacerbated by edge enhancement
techniques. To lessen this problem, a nonlinear unsharp
masking technique is typically implemented serving to
suppress noise via a smoothing process. Unsharp masking

is an averaging technique that, via summation, tends to
blur the image. When this result is subtracted from the
original image data, the effect is one of noise suppression.
Specific spatial frequencies can be preferentially selected
and emphasized by changing the mask size and weighting
parameters. For example, low spatial frequency informa-
tion in the image can be augmented by using a relatively
large mask, whearas high spatial frequency or edge infor-
mation can be enhanced by using a small mask size (16).

Dynamic Range Control. An advanced algorithm by
Fuji, for selective compression or emphasis of low density
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Figure 4. Example image segmentation algorithm detection of (white) collimation edges of
exposure region in image A, with ‘‘blackened surround’’ applied in image B. Note the improved
overall contrast in the image in B.

Figure 5. Chest image processed with A. default mode and B. high contrast algorithm applied.



regions in an image, independent of contrast and spatial
frequency is known as dynamic range control (DRC) pro-
cessing (30). The algorithm consists of performing an
unsharp mask for suppression of high spatial frequency
information, then application of a specific look-up table
mapping to selected regions (i.e., low density areas). This
mask is then added back to the original data with the
overall result being improved contrast in poorly penetrated
regions, without loss of high frequency and contrast
emphasis. In a clinical evaluation of the algorithm for
processing of adult portable chest exams, DRC was found
to be preferred by five thoracic radiologists in a side-by-side
comparison, providing improved visibility of mediastinal
details and enhanced subdiaphragmatic regions (31).

Multiscale Image Contrast Amplification. Multiscale
image contrast amplification (MUSICA) is a very flexible
advanced image processing algorithm developed by Agfa
(26,32). MUSICA is a local contrast enhancement techni-
que based on the principle of detail amplitude or strength
and the notion that image features can be striking or
subtle, large in size or small. MUSICA processing is inde-
pendent of the size or diameter of the object with the
feature to be enhanced. The method is carried out by
decomposing the original image into a set of detail images,
where each detail image represents an image feature of a
specific scale. This set of detail images or basis functions
completely describes the original image. Each detail image
representation and the image background are contrast
equalized separately; some details can be enhanced and
others attenuated as desired. All the separate detail images
are recombined into a single image, and the result is dimin-
ished differences in contrast between features regardless of
size, such that all image features become more visible.

Image Artifacts. The appearance and causes of image
artifacts that can occur with CR systems should be recog-
nized and corrected. Artifacts can develop from a variety of
sources, including those related to the imaging plates
themselves, to image readers, and to image processing.

Several types of artifacts potentially encountered with CR
have been minimized with the latest technology improve-
ments but may still be seen in older systems.

Lead backing added to the aluminum-framed, carbon-
fiber cassettes has eliminated the so-called light-bulb
effect, darkened outer portions of a film due to backscat-
tered radiation (33). High sensitivity of the CR plates
renders them extremely susceptible to scattered radiation
or inadvertent exposure, thus routine erasure of all CR
plates on the day of use is recommended as is the storing of
imaging plates on end, rather than stacking of cassettes
one on top of the other (34). The occurrence of persistent
latent images after high exposures or after prolonged
intervals between plate erasure and reuse (33,35) has been
lessened by the improved efficiency of the two-stage era-
sure procedure used in the latest CR systems (34).
Improved recognition of the collimation pattern employed
for a given image allows varied (including off-angle) colli-
mation fields and in turn, improves histogram analysis and
subsequent processing of the imaged region (34), although
these algorithms can fail in some instances. Plate cracking,
from wear-and-tear, can create troublesome artifacts as
depicted in Volpe (34).

Inadvertent double exposures can occur with the pre-
sent CR systems, potentially masking low density findings,
such as regions of parenchymal consolidation, or leading to
errors in interpreting line positions. Such artifacts are
more difficult to detect than with screen-film systems
because of CR’s linear frequency processing response, opti-
mizing image intensity over a wide range of exposures (i.e.,
due to its wide dynamic range). Figure 7 shows an example
double-exposure artifact, and additional examples are
included in Volpe (34). Laser scanning artifacts can still
occur with current CR readers and are seen as a linear
artifact across the image, caused by dust on the light source
(34). Proper and frequent cleaning of the laser and light
guide apparatus as well as the imaging plates themselves
can prevent such artifacts.

The ability of CR to produce clinically diagnostic
images over a wide range of exposures is dependent on
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Figure 6. Chest image processed with A. default mode and B. blackbone or contrast reversal
algorithm applied.



the effectiveness of the image analysis algorithms applied
to each dataset. The specific processing parameters used
are based on standards tuned to the anatomic region
under examination. Incorrect selection of diagnostic spe-
cifier or inappropriate anatomic region can result in an
image of unacceptable quality. Understanding the causes
of some of these CR imaging artifacts described here, as
well as maintaining formal, routine quality assurance
procedures, can help to recognize, correct for, and avoid
future difficulties.

Summary of CR. CR can be used for the digital image
acquisition of projection radiography examinations into a
PACS. As a result of its wide exposure latitude and relative
forgiveness of exposure technique, CR can improve the
quality of images in difficult imaging situations, such as
in portable or bedside examinations of critically ill or
hospitalized patients. As such, CR systems have been
successfully used in the ICU setting, in the emergency
room (ER) or trauma center, as well as in the operating
room (OR). CR can also be cost-effective for a high volume
clinic setting, or in a low volume site as input to a tele-
radiology service, and have successfully reduced retake
rates for portable and other examinations.

Technological advances in CR hardware and software
have contributed to the increased acceptance of CR as a
counterpart to conventional screen-film projection radio-
graphy, making the use of this modality for clinical pur-
poses more widespread. CR is compatible with existing
X-ray equipment, yet separates out the functions of image

acquisition or capture, image display, and image archival
versus traditional screen-film, in which film serves as the
image detector, display, and storage medium. This separa-
tion in image capture, display, and storage functions by CR
enables optimization of each of these steps individually.
Potential expected benefits are improved diagnostic cap-
ability (via the wide dynamic range of CR and the ability to
manipulate the exam through image processing) and
enhanced radiology department productivity (via network-
ing capabilities for transmission of images to remotely
located digital softcopy displays and for storage and retrie-
val of the digital data).

Digital Radiography (DR). In addition to CR devices for
digital image acquisition of projection X rays are the
maturing direct digital detectors falling under the general
heading of digital radiography (DR). Note that digital
mammography is typically done using DR devices, alth-
ough CR acquired at much higher sampling matrices has
also been tested.

Unlike conventional screen-film radiography in which
the film functions as the imaging sensor or recording
medium as well as the display and storage media, DR, like
CR, eliminates film from the image recording step, result-
ing in a separation of image capture from image display
and image storage. This separation of functions potentiates
optimization of each of these steps individually. In addi-
tion, DR, like CR, can capitalize on features common to
digital or filmless imaging, namely the ability to acquire,
transmit, display, manipulate, and archive data electro-
nically, overcoming some of the limitations of conventional
screen-film radiography. Digital imaging benefits include
remote access to images and clinical information by multi-
ple users simultaneously, permanent storage and subse-
quent retrieval of image data, expedient information
delivery to those who need it, and efficient cost-effective
workflow with elimination of film from the equation.

Review of the Fundamentals.
Process Description. Indirect versus Direct Conversion:

DR refers to devices for direct digital acquisition of pro-
jection radiographs in which the digitization of the X-ray
signal takes place within the detector. Compare this
method with CR, which uses a photostimulable phosphor
imaging plate detector in a cassette design that must be
processed in a CR reader following X-ray exposure, for
conversion to a digital image. DR devices, also called flat-
panel detectors, include two types, indirect conversion
devices in which light is first generated using a scintilla-
tor or phosphor and then detected by a CCD or a thin-film-
transistor (TFT) array in conjunction with photodiodes;
and DDR devices, which consist of a top electrode, dielec-
tric layer, selenium X-ray photoconductor, and thin-film
pixel array (36). Figure 8 shows a comparison of the direct
and indirect energy conversion steps in the production of a
digital X-ray image. DDR devices offer direct energy
conversion of X ray for immediate readout without the
intermediate light-conversion step.

The basis of DR devices is the large area thin-film-
transistor (TFT) active matrix array, or flat panel, in which
each pixel consists of a signal collection area or charge
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Figure 7. Example inadvertent double exposure.



collection electrode, a storage capacitor, and an amorphous
silicon field-effect transistor (FET) switch that allows the
active readout of the charge stored in the capacitor (36).
Arrays of individual detector areas are addressed by ortho-
gonally arranged gate switches and data lines to read the
signal generated by the absorption of X rays in the detector.
The TFT arrays are used in conjunction with a direct
X-ray photoconductor layer or an indirect X-ray-sensitive
phosphor-coated light-sensitive detector or photodiode
array.

An example DDR device, diagramed in cross section in
Fig. 9 (36), uses a multilayer detector in a cassette design,
in which the X-ray energy is converted directly to electron-
hole pairs in an amorphous selenium (Se) photoconductive
conversion layer. Charge pairs are separated in a bias field
such that the holes are collected in the storage capacitors
and the electrons drift toward the Se-dielectric interface.
At the end of exposure, the image resides in the pixel
matrix in the form of charges, with the charge proportional
to the absorbed radiation. At the end of the readout, the
charges are erased to prepare for another detection cycle.

An example indirect DR device uses an X-ray-sensitive
phosphor coating on top of a light-sensitive flat-panel
amorphous silicon (Am-Si) detector TFT array. The X rays
are first converted to light and then to a proportional
charge in the photodiode [typically a cesium iodide (CsI)
scintillator], which is then stored in the TFT array where
the image signal is recorded.

System Characteristics. DR detectors have high effi-
ciency, low noise and good spatial resolution, wide latitude,
and all the benefits of digital or filmless imaging. Similarly,
DR has a very wide dynamic range of quantization to
thousands of gray levels. These devices are becoming more

widely used clinically and are available in table buckeys as
well as chest units. DR units have superior workflow and
increased patient throughput due to the elimination of
cassette handling (37).

The short imaging cycle time of DR may lend itself to
combined static radiographic and dynamic fluoroscopic
uses in future applications, which is true especially for
the indirect devices. The direct Se detector, for example,
has a ghosting problem due to charge trapping, which
introduces a lag time at the end of each cycle, lengthening
the time between readiness for the next exposure.

The cost of sensor production is still high such that the
overall price of devices has not dropped appreciably. DR is
sometimes referred to as a one-room-at-a-time technology
because the detectors are built into the room and matched
to the X-ray source. Detector fragility and poor portability
makes DR difficult to use in the bedside X-ray environ-
ment, but some portable devices are now being introduced.

Image Quality. DR image quality is comparable with
that of CR. However, DR devices have higher DQEs than
CR, capturing roughly 80% absorption of the X-ray energy
at optimum exposures. Thus, DR is a higher efficiency, low
noise detector, converting much of the incoming X-ray
signal into useful output. Several recent studies have
demonstrated high image quality at lower radiation dose
to the patient. The ability to lower exposure would be a
significant advantage for DR. A factor limiting DR effi-
ciency involves the packing fraction, or active detector area
to dead space taken up by the data readout devices (tran-
sistors, data lines, capacitors, etc.). As the physical size of
the data readout components is currently fixed, the smaller
the pixel size, the smaller the packing fraction, with a
larger proportion of dead area overwhelming the active
area, in some cases reducing the active area to 30% or less
(36). The overall effect is a reduction in geometric and
quantum efficiency.

344 PICTURE ARCHIVING AND COMMUNICATION SYSTEMS

Direct conversion Indirect conversion

Photoconductor
converts X-rays to

electrical signal

Phosphor converts 
X-rays to light 

Digital X-ray image

Digital X-ray image

Light converted to
electrical signal

 

Conversion losses, 
increased noise

Conversion losses, 
increased noise

X-rays X-rays

Light

Figure 8. The image production steps involved in direct and
indirect digital radiography detectors.

Charge collection electrode

Top electrode

Dielectric layer

X-Ray photoconductor
selenium

Glass substrate

Electron blocking layer

+

--

Power 
supply

X-rays

Active pixel array (TFTs)

++

++

+

--

-- -

Storage 
capacitor

Thin-film  
transistor

Figure 9. Cross-sectional view of an example direct digital
radiography (DDR) detector panel.



The spatial resolution of DR is comparable with CR,
which is still less than that for analog X ray. Typical matrix
sizes are on the order of 2000 to 2500 pixels by 2000 to 2500
pixels. The pixel size of the TFT array detector is the
limiting factor for spatial resolution, with the direct Se
detector yielding a better inherent spatial resolution than
indirect detectors, which can lead to better signal modula-
tion and superior contrast.

DR design presents a delicate tradeoff between detector
efficiency, inversely proportional to pixel size, and spatial
resolution, affected directly by pixel size. Typically, DR
devices are specified for higher detection efficiency at a cost
of less spatial resolution than screen-film, with compensa-
tion by a wide dynamic range or high contrast resolution.
Design complexities requiring further development include
wiring configurations to minimize dead space and maximize
the detector packing fraction, fast and robust signal readout
methods, and better error-correction matrices for more
accurate signal readout.

Comparison of CR and DR. Table 2 lists the advantages
of CR and DR, including all the benefits of digital images
that can be electronically processed, manipulated, dis-
tributed, displayed, and archived. The superior contrast
resolution of the digital modalities can compensate, in
many cases, for the lesser spatial resolution as compared
with screen-film. Both CR and DR can be used for the
digital image acquisition of projection radiography exam-
inations into a PACS.

As for any digital image acquisition device, CR or DR
would be the first point of entry into a PACS. Errors may
propagate from here, with the quality of the PACS output
being directly dependent on the quality of the signal in. In
addition to image quality, essential features for successful
clinical implementation of CR or DR systems for a PACS
include the following. DICOM conformance of the modality
is essential and includes compliance with the image data
and header format, as well as the DICOM communication
protocol. Equally critical is interfacing to the RIS-HIS.
Integration of the CR/DR system with the RIS-HIS can
reduce human errors on patient demographic information
input and improve efficiency. Ease of integration of the
device into the daily workflow routine, and simplicity and
robustness of the user interface are very important. Relia-
bility, fault-tolerance, and capabilities for error tracking
are also major issues to consider, as are device speed and
performance.

As a result of CR’s convenient workflow and portability,
as well as its wide exposure latitude and relative forgive-

ness of exposure technique, CR can improve the quality of
images in difficult imaging situations, such as in portable
or bedside examinations of critically ill or hospitalized
patients, and enable decreased retake rates for improper
exposure technique. As such, CR systems have been suc-
cessfully used in the ICU setting, in the ER or trauma
center, as well as in the OR. CR can also be cost effective for
a high volume clinic setting, or in a low volume site as input
to a teleradiology service. Cost savings and improved radi-
ology departmental workflow can be realized with CR and
the elimination of film (37).

Technological advances in CR hardware and software
have contributed to the increased acceptance of CR as the
current counterpart to conventional screen-film projection
radiography, making the use of this modality for clinical
purposes more widespread. CR is compatible with existing
X-ray equipment, yet separates out the functions of image
acquisition or capture, image display, and image archival
versus traditional screen-film, in which film serves as the
image detector, display, and storage medium. This separa-
tion in image capture, display, and storage functions by CR
enables optimization of each of these steps individually.
Potential expected benefits are improved diagnostic cap-
ability (via the wide dynamic range of CR and the ability to
manipulate the data through image processing) and
enhanced radiology department productivity (via network-
ing capabilities for transmission of images to remotely
located digital softcopy displays and for storage and retrie-
val of the digital data).

DR devices have more efficient detectors, offering direct
energy conversion of X ray for immediate readout. The
higher DQE may enable DR to produce high quality images
at a lower radiation dose to the patient. These detectors
have low noise and good spatial resolution, wide latitude,
and all the benefits of digital or filmless imaging. However,
cost is still high because detector production is difficult and
expensive, and DR is a one-room-at-a-time detector. DR
may be cost-effective in high volume settings with constant
high patient throughput (37).

However, meeting the cost competitiveness of screen-
film systems is difficult unless film printing is eliminated
from the cost equation. DR may be preferable for imaging
examinations requiring very high quality, such as in mam-
mography, upright chest exams and bone work. DR devices
integrated into table and wall buckeys are now making
these devices highly efficient for emergency department
trauma cases.
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Table 2. Summary of Advantages of CR and DR Systems

� Produce digital images capable of being electronically processed,
manipulated, distributed, displayed, and archived.
� Large latitude systems allowing excellent visualization of both

soft tissue and bone in the same exposure image.
� Superior contrast resolution can compensate for lack of spatial

resolution.
� Decreased retake rates.
� Potential cost savings if film is eliminated.
� Improved radiology department workflow with elimination of

film handling routines.

Table 3. Summary of Future Trends in Image Acquisition

Image Matrix Size "

Image Quality ""
Spatial Resolution "
# Image Slices """
Size of Imaging Examinations """
Size of Devices ##
Portability of Devices "
Cost of Devices #
% of Image Devices that are Digital """
% of Image Acquisition that is Digital

(Elimination of Film)
""



Future improvements in image processing algorithms,
with a better understanding of optimum display settings
for soft copy viewing, have the potential to greatly facilitate
and standardize softcopy reading of digital projection
radiographs, and further the acceptance of CR and DR
in the clinical arena. It is likely that CR and DR devices will
coexist for some time.

Future Trends in Image Acquisition. Although the types
of imaging modalities will probably not change all that
much in the next several years, the anticipated future
trends in image acquisition for digital radiology and PACS
include changes in the image dataset sizes, changes in the
imaging devices themselves, and improvement in image
processing for softcopy display of digital images.

Image Data Sets. No new types of imaging modalities
are foreseen for the near future. However, it is anticipated,
and has to a certain extent already begun, that the
image datasets acquired from the existing modalities
will increase in overall study file size, in some cases dra-
matically. For example, many radiology departments have
begun installing multiple detector array or multislice
CT scanners that tend to generate a greater number of
individual images than do the single detector array
scanners because the slice thickness in helical acquisition
(� 0.75 mm) versus the single detector arrays (� 7–
10 mm), and the clinical imaging protocols used, as well
as the increasing clinical utility of 3D image display repre-
sentations.

Image matrix sizes for the digital projection radiogra-
phy devices (CR and DR) have gone up from roughly from
one and two thousand square matrices to four by five
thousand pixels squared for mammography applications.
The increased sampling was done to improve the spatial
resolution. Most laser film digitizers can now vary their
spot sizes from 200 mm down to 50 mm, greatly improving
the inherent spatial resolution of the resulting images of
the scanned analog film, with a concomitant increase in file
size.

The bit depth representation of gray-scale pixel values
has also increased from 8 bits to 10, 12, and 16 bits, and
color images are stored as 32 bit or 4 byte per pixel data
files. Further, the addition of post-processing results or
slice reconstructions, and cinegraphic sequences to the
image dataset, while improving the overall quality of
the image, may greatly increase the amount of data to
be acquired into a PACS.

Devices. While image datasets and file sizes are getting
larger, the imaging devices themselves will continue to get
smaller in physical footprint, which has been seen most
dramatically with the CR devices, going from requiring
roughly 36 m2 of floor space and special electrical power
and cooling, to desktop devices that can be placed in most
any location. CT and MRI devices are also becoming smal-
ler in size, more portable, and more robust. Hopefully,
these devices will continue to become less expensive. Ter-
ahertz imaging currently used in aerospace applications
may become developed for uses in imaging humans for
medical purposes. These devices acquire images at 0.25

and 0.3 THz, creating a binary (two-color) picture to con-
trast between materials with different transmission and
reflection properties. The main advantage of a terahertz
imager is that it does not emit any radiation and it is a
passive camera, capturing pictures of the natural terahertz
rays emitted by almost all objects.

Image Processing. An important area of increased atten-
tion continues to be image processing capabilities for soft-
copy image display. Future processing techniques will most
likely go above and beyond the simple window and level (or
contrast and brightness) manipulation techniques. These
post-processing algorithms are currently available and
tunable at the imaging modality, or accompanying mod-
ality acquisition workstation, but may, in time, be mani-
pulable in real-time at the display station. Stand-alone 3D
workstations are becoming more common. Efforts to embed
advanced processing and visualization in the PACS work-
station will ultimately allow real-time processing to be
performed by the radiologist or even the referring clinician.

Image compression is currently being debated, but may,
in time, be available at the modality to reduce image
transmission time and archival space. Some techniques,
such as the wavelet transform, may become more widely
used not only as a compression technique, but also for
image enhancement at the imaging devices.

In time, it is anticipated that the percentage of all
imaging devices used by health-care enterprises that are
digital in nature will increase greatly. Further, the per-
centage of digital image acquisition from the devices that
are capable should increase, decreasing the amount of film
used as an acquisition, display, and archival medium.

Medical Image Archival

Digital image archives were once thought of as costly
inefficient impediments to moving toward PACS and digi-
tal imaging departments (38). However, current trends in
archival technology have shown the cost of digital storage
media decreasing steadily with capacity increasing,
whereas analog devices such as paper and film continue
to increase in overall cost (39). Improvements in storage
devices along with the use of intelligent software have
removed digital archives as a major stumbling block to
implementing PACS. The following tutorial on electronic
archival technologies for medical images includes a discus-
sion of available digital media, PACS system architectures,
and storage management strategies.

Digital image archival can be more efficient than the
manual data storage of the traditional film file room. A
study of image examination retrieval from a PACS versus a
film-based system showed statistically significant reduc-
tion in times for the digital method, in many cases down
from hours to minutes (40). The improved retrieval times
with PACS were particularly striking for studies between
six months and one year old, and for studies greater than
one year (40).

An informal survey of 75 radiologists operating in a
traditional film-based radiology department found that
70% experienced delayed access to films, which caused
them and their staff money in terms of decreased efficiency
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(41). Rarely did this delayed access to films result in
repeated or unnecessary studies, or result in longer hospi-
tal stays. However, inaccessible or lost films did result in
time spent, often by the radiologist or clinician, looking for
films.

Digital archives are generally less people-intensive,
eliminating the physical handling of films, and are, there-
fore, less expensive and less subject to the errors in filing
and lost films that often plague film stores. Electronic
archives can improve the security of stored image data
and related records, assuring no loss of exam data while
offering simultaneous case availability to many.

Digital archives must have an intelligent patient-
centric system database interface to enable easy retrieval
of imaging examinations. They should conform to the
DICOM standard format and communications protocol
by being able to accept and return DICOM format files.
Many archive systems reformat the data once inside the
storage device to a more efficient schema appropriate for
the specific archive architecture.

Medical image data files are large compared with text-
based clinical data, and are growing in size as new digital
applications prove clinically useful. A single view chest
X ray, for example, requires approximately 10 MB of
storage space. With the expanding availability of multi-
detector CT scanners and increasing use of magnetic reso-
nance angiography examinations, thousand-slice studies
are not uncommon. Imaging activity continues to increase
significantly as it becomes a key diagnostic triage event,
with most diagnostic imaging departments showing an
increase in overall volume of cases. A typical 500 bed
health-care enterprise performing approximately 200,000
examinations, for example, can generate on the order of
5–6 terabytes (TB) of data per year (42).

Compression can be used to reduce both image trans-
mission time and storage requirements. Note that com-
pression that can be achieved via hardware or software also
occurs clinically (i.e., not all images of a study are filmed).
Lossless (or bit-preserving) compression at 2:1 is done by
most PACS archive systems already. Lossy or non-bit-
preserving compression, by definition, does not provide
an exact bit-for-bit replica of the original image data on
decompression. However, studies have shown that numeri-
cally lossy compression can produce visually lossless
images at compression ratios of 5:1 to 30:1 depending on
modality (43–45). Compression at these levels can achieve
much greater space savings and appear to be of adequate
image quality for image comparison and review of prior
studies. For perspective, without compression only 50 two-
view digital projection X-ray examinations at approxi-
mately 10 MB per image can be stored on a 1 gigabyte
(GB) disk. With compression at 25:1, approximately 1250
examinations can be stored on a 1 GB disk.

Digital Archival Media. The digital storage device
media used in PACS today include computer hard drives
or magnetic disks, RAID disks (redundant array of inex-
pensive disks), optical disks (OD), magneto-optical disks
(MOD), and tape. Newer technologies such as digital video
disks (DVD) and ultra-density optical (UDO) disks are
being introduced. The properties and attributes of each

storage device, including capacity, performance, and rela-
tive cost, are compared and summarized below. Figure 10
graphs the capacity versus performance characteristics of
the various digital archive media widely used in PACS.
Table 4 summarizes the relative cost of digital archive
media per capacity or number of GB that can be stored
per dollar, in addition to typical capacities and retrieval
times.

Magnetic Disk (MD). The standard computer hard drive
or magnetic disk (MD), also known as a direct access
storage device (DASD), is the fastest medium from which
to retrieve data. Retrieval times are on the order of 1 to 50
milliseconds (ms). However, MDs have the lowest capacity,
typically hundreds of MB to hundreds of GB, and the
highest cost per amount of data storage of all the archival
media used in PACS today, although prices are continuing
to decrease rapidly. As a result of the relative high cost in
the past, MDs have historically been used for online local
storage at the display workstation where fast access was
required, yet large capacity was not cost-effective. Today, it
is becoming cost-effective to use spinning media for all
stages of storage – the trend toward everything-on-line.

Redundant Array of Inexpensive Disks (RAID). RAID
devices consist of multiple MDs with high performance
and larger capacity (now TB worth per device). These
devices can offer redundancy, lessening the concerns with
a single point of failure, and have hot-swapable compo-
nents that can be replaced as needed without bringing
the entire archive system down.

RAID has traditionally been used for ‘‘near line,’’ inter-
mediate short-term storage, or clinical-operational storage
cache to minimize the number of transactions hitting the
deep or long-term archive. It is becoming cheap enough per
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capacity to consider using RAID in larger configurations
for high performance longer-term storage. In these config-
urations, a higher percentage of studies, perhaps account-
ing for several years or more, can remain available online
for immediate access.

Optical/Magneto-optical Disk (OD/MOD). Optical disks
and magneto-optical disks are of the removable spinning
storage media class typically stored in an automated media
movement device or jukebox giving them total device sto-
rage amounts equal to hundreds of times the media capa-
city. ODs and MODs have higher capacity than MDs,
typically GB to tens of GB yielding hundreds of GB to tens
of TB total device storage. They are lower cost per capacity
than RAID, on the order of a half dollar per GB of storage.
Optical disks are a slower medium than RAID, on the
order of seconds to minutes for data retrieval in batch
and random seek modes.

ODs are also known as WORM or write once, read many
disks with data permanently written onto the disks. MODs
are erasable reusable platters and are able to hold more
data per unit than ODs. As a result of the slower perfor-
mance and lower cost per capacity, ODs and MODs have
traditionally been used for long-term permanent PACS
storage.

Tape. Tape is also a removable storage medium typi-
cally kept in a jukebox or tape library. The magnetic tape
type most often used for PACS is digital linear tape (DLT).
It has very high capacity, tens to hundreds of GB for many
TB per tape library, and low cost on the order of a quarter
dollar or less per GB of storage. It is, however, a slower
medium than MOD, for example, in random retrieval times
because of its sequential nature. Tape performance is
competitive with MOD for retrievals of large files, however,
using very high batch read-write rates. Even random
retrievals of very large files (on the order of 50 MB) can
be transferred faster with DLT than with MODs. Tape has
historically and is currently being used for disaster backup
as well as for long-term permanent storage.

Newer Technologies
Digital Video Disk (DVD). Newer technologies, such as

DVDs, appear promising but have failed to move signifi-
cantly into the medical arena due to their high cost and
slow performance. DVDs use dual-sided storage, thus
achieving greater amounts of storage (GB) than MODs
fairly inexpensively. However, the cost of the drives still
remain quite high and the lack of a universal standard

read-write format currently limits the use of DVDs for
PACS, although the DICOM standard is currently addres-
sing this issue.

Ultra-Density Optical (UDO). Recently released ultra-
density optical (UDO) disks use a blue laser recording
technology to achieve much greater data storage densities,
on the order of 30 GB capacity per disk, predicted to double
within six months. UDO is a WORM disk technology with a
50 year lifespan and a current cost of approximately $2 per
GB. Although just a first-generation device release in the
medical arena (other fields including the defense industry
have used UDOs), it may prove to be a useful technology
for PACS.

A summary of capacity, performance, and relative cost
of the types of digital archive media available today for
PACS is given in Table 4. Figure 10 graphs the capacity
versus performance characteristics of the MD, OD, and
tape. Note that tape and OD are relatively similar in their
tradeoff between capacity and performance.

Archival Strategies
Data Migration. Note that medical images have a life

cycle in which, early on, quick access to the data is critical
and is often needed by several people in many different
locations simultaneously. After a patient has been treated
and discharged, however, that same imaging study may
rarely need to be accessed again, and if it is, taking minutes
or even hours to retrieve it may be acceptable. This pattern
of use suggests that hierarchical or staged archival stra-
tegies can be implemented for optimum cost-effective use of
storage technologies, particularly for the older distributed
PACS architectures.

The stages or terms of storage include online or local
storage, short- or intermediate-term near-line storage,
long-term or offline storage, and disaster recovery or
backup storage. Online storage contains information that
must be available to the user immediately at the display
station and, therefore, requires high-speed access. As this
performance is costly, online storage is usually reserved for
clinically critical data needed during a single episode of
current care (i.e., three days for outpatient clinical encoun-
ters and six days on average for a typical inpatient stay).
The medium best meeting online local storage needs is the
standard computer magnetic disk.

Short-term or near-line storage is used to provide rele-
vant prior or historical imaging studies for comparison
during a patient’s return visit. This method does not
require immediate access, particularly if the data can be
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Table 4. Digital Archive Media Capacity, Retrieval Times, and Relative Costs per GB of Storage

Archive Media Type Storage Capacity
Performance

Retrieval Times
Cost per Capacity

(in Order of $ per GB)

Magnetic Disk 100s MB–10s GB 1 to 50 ms $1.00/GB
Optical Disk 1 – 10s GB for TB devices s to min $0.40/GB
Tape 10s – 100s GB for 10s TB devices 10s s to min $0.25/GB
RAID 10s–100s GB for 10s TB devices 100–300 ms $10.00/GB
DVD GB for TB devices s $2.50/GB
UDO 30 GB for 10s – 100s TB devices s to min $2.00/GB



automatically prefetched with advanced notice of sched-
uled appointments. Note that most patients who do not
return for continuing care within 18 months of the acute
visit are unlikely to return at all. In other words, a large
percentage of imaging examinations performed will never
be re-reviewed after the original clinical episode, so slower
access may be acceptable. As such, RAID devices work well
as short-term or near-line storage, although RAID devices
have nearly the high performance of a single magnetic disk
but are more costly because of the controller and redun-
dancy capabilities built in.

Long-term or permanent storage provides availability to
data with advance notice for retrieval, especially when
long-term storage is offline or on-the-shelf. Removable
storage media devices such as OD, MOD, or tape jukeboxes
are typically used for long-term storage due to their high
capacity per cost characteristics. Long-term archives must
cover an institution’s entire medico-legal storage require-
ments, which vary from state to state (i.e., 5 years for
general adult studies, 21 years for pediatric studies, and
life for mammograms and images with orthopedic appli-
ances for Massachusetts).

The requirements for fast retrieval of images initially
followed by slower retrieval later, if at all, suggests that
different types of storage devices could be used over time to
archive images with cost savings. As fast retrieval times
grow less important, images could be migrated to less
costly, higher capacity, slower storage devices, as dia-
gramed in Fig. 11. Software is used to handle the move-
ment of data from one medium to another, and the strategy
makes the actual physical storage device transparent to
the end user. Such a strategy is known as a hierarchical
storage management (HSM) scheme.

Hierarchical Storage Management and Compression.
Note that data compression can be used to maximize the
amount of online or near-line storage available to a PACS.
Although the full resolution image data can be viewed
originally for primary diagnosis, a losslessly compressed
version can be sent off site to an inexpensive tape backup
archive. The original data can also be wavelet lossy com-

pressed and stored on a large RAID device for maximum
cost-effective online storage and retrieval of images for
review and comparison (44). This scheme is depicted in
Fig. 12.

An HSM scheme using short-term archival of uncom-
pressed DICOM data for primary diagnosis, in an onsite
RAID, coupled with a very deep long-term archive of
diagnostic quality wavelet compressed data in an onsite
optical jukebox, cost effectively maximizes online storage
for immediate image retrieval. Diagnostically lossy com-
pressed data (at ratios of 25:1 for CR, 10:1 for CT, and 5:1
for MCI) grows the onsite jukebox by 10 times row, depend-
ing on the mix of cases, making 20 or more years available
online (44), which effectively maintains the entire legal
record worth of original plus two relevant prior examina-
tions all online. Note that no large-scale facility has imple-
mented this schema, preferring to accommodate their
needs by purchasing more hardware. Also it is unclear
what the medico-legal ramifications would be in using lossy
compressed images for historical comparison.

A hierarchical storage management scheme such as this
provides a solution for maximum intermediate storage and
retrieval through the use of onsite lossy compression and
offsite tape backup of losslessly compressed data for the
legal record and disaster recovery of data. The use of
compression in this HSM scheme provides a cost-effective,
high performance archive system. This HSM can be tai-
lored to a given health-care enterprise’s need to provide
clinically and economically beneficial digital archival of
medical images.
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Figure 11. Migration strategy and retrieval requirements versus
cost over time.

Figure 12. HSM scheme. Image data is viewed at its original
content for primary diagnosis, losslessly compressed for the offsite
legal record on tape, and wavelet lossy compressed for the onsite
near-line storage on MOD for review and historic comparison.



Other Scalable Solutions: EOL, NAS, SAN, CAS.
Everything-On-Line (EOL). With the dramatic decline in

the cost and increase in capacity of RAID devices, it may
become feasible to have all studies with their relevant prior
examinations accessible online, which is particularly
important for centralized or cacheless PACS architectures.
On the other hand, imaging volume and study sizes con-
tinue to increase and may continue to overburden archive
technologies. Thus, perhaps the intelligent use of the
hardware and software technologies currently available
through data migration schema is a sound strategy.

Networked-Attached Storage (NAS). Networked-Attached
Storage (NAS) involves automated storage on a direct-
access but separate local drive. NAS uses the existing
local area network (LAN) to connect storage devices and
the systems requiring data. A NAS server is optimized to
perform file-sharing functions without the application
processing overhead of typical network file servers, which
enables files to be served rapidly to its clients. Perfor-
mance is affected by the LAN capabilities and system
configuration.

Storage Access Networks (SAN). Storage Access Net-
works (SAN) are dedicated networks that link storage
devices and servers, creating an independent directly
accessible pool of storage. SANs typically use fiber channel
(FC) technology for high speed serial interconnections,
usually over optical fiber. This network can provide simul-
taneous access from one or many servers to one or many
storage devices and eliminates potential loading on the
LAN.

Content-Addressed Storage (CAS). In Content-Addressed
Storage (CAS) systems, data is stored and retrieved based
on unique content ID keys. As medical image data is ‘‘fixed
content’’ in that its information needs to be stored but
cannot (typically) be altered in any way, CAS may prove
useful. CAS associates a digital fingerprint, ID, or logical
address to a stored element of data providing content
security and integrity. The object-oriented nature of CAS
could be exploited to improve database searchability.

Application Service Provider (ASP). An Application Ser-
vice Provider (ASP) approach to medical data archival may
be practical for some small entities. This strategy, in
which an outside vendor provides services for storage using
their hardware and software, has been around for several
years. The advantages include less capital requirements
for onsite hardware, technology obsolescence protection,
maintenance and migration shifted to the ASP vendor, and
offsite data backup. Disadvantages include potential vul-
nerability in performance and long-term viability of the
ASP vendor, security issues, and potential high cost of
service, particularly for large-volume sites.

Computer Networking

Computer networks enable communication of information
between two or more physically distinct devices. They
provide a path by which end user radiologists and clini-

cians sitting at one geographic location, for example, can
access radiological images and diagnostic reports from a
computer at another location. A private locally owned and
controlled network (i.e., within a building or hospital) is
called a LAN, whereas a network used outside of a local
area is known as a wide area network or WAN. A WAN uses
an external service provider and usually has lower band-
width services than LANs. Intranet communication refers
to communication across a private limited-access LAN.
Internet communication is across public shared-access
WANs.

Signals are transmitted via either bound media such as
over cables or unbound broadcast media. Analog commu-
nications systems encode information into a continuous
wave form of voltage signals, whereas digital systems
encode the data into two discrete states or bits, either
‘‘0’’ or ‘‘1’’. The bits are packaged to form bytes, words,
packets, blocks, and files based on a specified communica-
tion protocol. These communications standards give
detailed specifications of the media, the physical connec-
tions between devices, the signal levels and timings, the
packaging of the signals, and the software needed for the
transport of data (46).

Serial data transmission sends digital signals one bit at
a time over a single wire; the single bit stream is reas-
sembled at the receiving end of transmission into mean-
ingful byte-word-packet-block-file data (46). Parallel data
transmission uses multiple wires to transmit bits simulta-
neously and, as such, provides increased transmission
speeds. Synchronous communication is used in applica-
tions that require maximum speed and is carried out
between two nodes that share a common clock. Asynchro-
nous communication relies on start and stop signals to
identify the beginning and end of data packets (46). An
example of this technology is asynchronous transfer mode
(ATM) technology.

Hardware. Important networking infrastructure con-
siderations include bandwidth, or how much data can be
transferred per period of time; latency, or how long the trip
takes; topology or network segmentation, which describes
the path data takes; and reliability and redundancy.
Table 5 lists different types of network bandwidths or
speeds available, in bits per second (bps), along with
example transmission times for a single 10 MB CR digital
projection radiograph. Note that over a telephone modem it
would take approximately 24 minutes at best to transmit a
single 10 MB image, whereas over Fast Ethernet it would
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Table 5. Network Bandwidths and Example Image Trans-
mission Times

Maximum
Bandwith (bps)

Min Transmission
Time for 10 MB CR

Modem 56 kbps 23.8 min
T1 Line 1.54 Mbps 52 s
Ethernet 10 Mbps 8 s
Fast Ethernet 100 Mbps 0.8 s
ATM 155 Mbps 0.52 s
Gigabit Net 1 Gbps 0.08 s



be only a fraction of a second. LANs can consist of low speed
Ethernet, medium speed Fast Ethernet, or fast speed
Gigabit infrastructure. WANs can consist of a range of
digital service speeds from slow telephone modem to med-
ium speed T1 lines to fast ATM. Transmission speeds track
with cost.

The most common network topologies used in PACS
include bus, ring, and star configurations. These are dia-
gramed in Fig. 13. Bus topologies commonly use Ethernet
and have the advantage of network simplicity, but the
disadvantage of upper-level bottlenecking and difficult to
identify channel failure. The ring topology uses fiber dis-
tributed data interface (FDDI) or high speed ATM SONET
(synchronous optical NETwork) ring technology. Ring
topologies offer simplicity and no bottleneck, but, in a
single ring, if the channel between two nodes fails, then
the network is down. The star or hub topology uses high
speed Ethernet or ATM switching and offers network
simplicity but a bottleneck as well as a single point of
failure at the hub or switch.

The physical media or cabling that makes up PACS
networks varies from telephone wires to unshielded
twisted pair (UTP) copper cabling, also referred to as
CAT5 or CAT3, depending on the quality of the wiring,
to coax cable (also known as thinnet or 10Base5), and fiber
optic cabling. Fiber optic cabling can transmit more data
over longer distances than conventional cabling by using
light or lasers instead of electrical signals, but are of
relatively high cost. The network interface card or NIC

connects a computer to the physical media or cabling of the
network. A unique address, the Media Access Control or
MAC address is derived from the NIC. This address is used
to identify each individual computer on a network.

A hub or multiport repeater connects multiple compu-
ters on a network. A bridge isolates network traffic and
connects two or more networks together. The bridge listens
to all network traffic and keeps track of where individual
computers are. A properly located bridge can take a large
congested network segment and reduce the number of data
collisions, improving performance.

A switch or router can scale a small-bandwidth network
to a large bandwidth. Switches tend to be protocol-
independent, whereas routers are protocol-dependent.
Routers or relays are used in large networks because they
can limit the broadcasts necessary to find devices and can
more efficiently use the bandwidth. Routers, sometimes
referred to as gateways, while beneficial in large compli-
cated environments, can unfortunately slow traffic down
because it has to examine data packets in order to make
routing decisions. Bridges work much more quickly
because they have fewer decisions to make. Switches have
revolutionized the networking industry. They look at only
as much of the data packet as bridges look at and are, in a
sense, bridges with many interfaces. Switching incorpo-
rated with routing helps make network bottlenecks easier
to remove. Some switches are used in the core of a network
whereas others are used to replace hubs. Figure 14 shows
example network switch and router devices.

Figure 15 diagrams an example PACS network, the one
used at the University of California at San Francisco
Medical Center for transmission of radiological images
and related data around the hospital LAN and the
health-care center WAN. The image acquisition devices,
including the various modalities, such as CT and magnetic
resonance scanners, are at the top of the diagram. As image
acquisition devices are only capable of connecting to a
network with Ethernet speeds, a switch or router is used
to take scanner outputs over 10 Mbps in and transmit that
data to the PACS servers using faster speeds of 100 Mbps.
Images are sent to the display stations using the fastest
network available. The circle in the upper-right corner of
the diagram represents the UCSF Radiology WAN over
which images and information are sent to other health-care
facilities over 155 Mbps ATM.
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Figure 13. Network topologies typically used in PACS: bus, ring,
and star.

Figure 14. Example network switches and routers.



Networking Software. The International Standards
Organization (ISO) developed the Open Systems Intercon-
nect (OSI) model as a framework to facilitate interopera-
tion of computer networks from the application layer (i.e.,
the image viewer) all the way down to the physical layer
(i.e., the wires). The ISO/OSI communication protocol stack
is shown in Fig. 16. It consists of seven layers (46). Each
layer in the stack is interested only in the exchange of
information between the layer directly above or directly
below, and each layer has different and well-defined tasks.

The top or seventh layer of the ISO/OSI stack is the
Application Layer, which provides services to users. The
Application Layer knows the data it wants to transmit and
which machine it wants to communicate with. The sixth
layer is the Presentation Layer, which takes care of data

transformation such as encryption, compression, or refor-
matting. Layer five is the Session Layer, which controls
applications running on different workstations, which is
followed in the stack by the fourth or Transport Layer,
which transfers data between end points and is handled
here with error recovery. Layer three is the Network
Layer, which establishes, maintains and terminates net-
work connections. The second layer is the Data Link Layer,
which handles network access, collision detection, token
passing, and so on, and network control of logical links such
as sending and receiving data messages or packets. The
bottom layer or layer one is the Physical Layer correspond-
ing to the hardware layer or the cable itself.

Also diagramed in Fig. 16 are the stacks for TCP/IP
(Transmission Control Protocol/Internet Protocol) widely
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Figure 15. Example PACS network
used at the University of California at
San Francisco Medical Center for
radiological images and related data.

Figure 16. Communication proto-
col stacks for ISO/OSI and TCP/IP.
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used in PACS applications. TCP/IP has four layers but is
shown here as five layers, with the lowest level split out
into two layers for the network access and physical layers.
The top layer is called the Process Layer, and it corre-
sponds to the Application and Presentation Layers in the
ISO/OSI model. Such an application in the PACS world
might be the DICOM communications protocol application.
The layer below is the Host-to-Host or Transport Layer,
followed by the Internet Layer and then the Network
Access Layer, which encompasses Ethernet, token ring,
for example, and the Physical or media Layer. To deter-
mine if two devices in a PACS network are communicating,
the physical connection is tested. Using the unique IP
address of the devices, a ‘‘ping’’ command will validate
whether the one computer can reach the other over some
network path. The TCP/IP hostname of the computer
relates the unique IP address of the device to its DICOM
AE (application entity) title so that computers can com-
municate using this protocol.

Figure 17 demonstrates the path messages take from
one subnet, through a router, to another subnet. The
process starts at the top of the stack in host A, where a
DICOM port is opened. The information travels down the
stack through the TCP Host-to-Host Layer to the Internet
(IP) Layer and out the Network Access Layer across the
Physical Layer. Messages then pass from the Physical
Layer up the stack to the Network Access Layer, then
the Internet Layer, to the Host-to-Host or Transport Layer,
and, finally, a port is opened in the top Processor Applica-
tion Layer.

Security and Redundancy. Advances in networking and
communications devices have greatly facilitated the trans-
fer of information between computers all over the world.
For the secure transmission of private information such as
clinical images and patient data, additional technologies
are put into place to make the Internet a safe medium. The
Health Insurance Portability and Accountability Act
(HIPAA) of 1996 required the Department of Health and
Human Services to establish national standards for elec-
tronic health-care transactions and national identifiers for
providers, health plans, and employers. It also addresses

the security and privacy of health data, such that adopting
these standards will improve the efficiency and effective-
ness of the nation’s health-care system by encouraging the
widespread use of electronic data interchange in health
care.

Firewalls are protocol-dependent devices often used to
secure a network by filtering traffic based on rules and
policies. Intrusion detection systems (IDS) are another
form of security device that uses policy-based monitoring,
event logging, and alarms and alerting messaging to pro-
tect a network. Virtual Private Networks (VPNs) protect
data by encrypting the information at the source device and
decrypting it at the destination device. VPN clients are
often used to securely access a hospital network for a
location outside its LAN. A path can be created through
the firewall or directly to a specific server enabling trans-
mission of data.

PACS networks have become mission-critical devices in
the transmission of digital medical images in and among
health-care enterprises. As such, the networks must be
highly available and have fault-tolerance mechanisms
built in. Requirements for high availability networks
include having redundant technology with automatic fail-
over when devices are down. Redundant media and multi-
ple paths should exist for the same information to get from
one place to another. Redundant power for the devices
involved is generally considered routine, as is proactive
monitoring and problem mitigation with automated fault-
detection processes in place.

Medical Image Display

Hardware – Monitors: CRT versus LCD. The choice
of diagnostic display monitors was relatively straight-
forward for early adopters of PACS. Hardware was of a
single type—cathode ray tube (CRT) technology—and was
usually oriented in portrait mode emulating the shape of
film. Monitors had high brightness, typically 200 to 300
candelas per square meter (cd/m2), relative to other com-
puter and television monitors, and high refresh rates of
greater than 72 Hz to reduce flicker visible to the human
eye. The devices themselves were physically large, heavy,
and expensive. They generated noticeable quantities of heat
while consuming relatively high amounts of power, and
their display quality degraded quickly in time, requiring
frequent monitor replacement.

Early medical-grade monitors were available in two
spatial resolutions (high and low) reflecting their pixel
matrix sizes (2 k or 2048 columns by 2500 rows and 1 k
or 1024 columns by 1280 columns, respectively). Medium
resolution 1.5 k monitors of 1500 columns by 1500 rows
were later added to the mix. As a result of the exponentially
higher cost of 2 k monitors as compared with 1 k monitors,
radiology departments typically had a combination of a few
strategically placed high resolution displays and many low
or medium resolution displays. The American College of
Radiology (ACR) recommended that 2 k monitors be used
for primary diagnosis of digital projection radiographs
because a single image could be displayed per monitor in
its full inherent acquired spatial resolution. The cross-
sectional modalities with slice matrix sizes of 512 by 512
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for CT and 256 by 256 for MRI were considered adequately
displayed on 1 k monitors. As display application software
and graphical user interfaces (GUIs) improved, many radi-
ologists became comfortable reading from 1 k monitors
even for projection radiography, as long as the images were
acquired at their full spatial and contrast resolutions and
the GUIs allowed for easy manipulation, magnification,
and comparison of images.

Today, a richer array of hardware technologies exist for
the purposes of displaying digital medical images. Unfor-
tunately, no formally defined standards or specification
guidelines currently exist to clarify choices of monitors
for users. The different display devices available today
and the specifications to consider when purchasing moni-
tors for use in radiological imaging are described. An
explanation of the monitor types including CRTs, active-
matrix liquid crystal displays (AM-LCDs), and plasma
technologies is given along with a discussion of spatial
resolution capabilities and requirements, contrast resolu-
tion and monitor luminance, the orientation or shape and
number of displays necessary, and a comparison of color
versus monochrome or gray-scale monitors. Device calibra-
tion and quality assurance practices are also addressed.

Two technology types of hardware displays are
currently used in medical imaging, the half-century-old
mature cathode ray tubes and what the popular literature
refers to as flat-panel technology, of which several types
exist (47). Of the two broad categories of flat-panel dis-
plays, one filters reflected light or light from a source
behind the filter, whereas the second type creates light
by exciting a phosphor. Note that the term flat panel is not
meant to refer to the face of the monitor as some CRTs have
a flat face (48). Rather, it refers to the thin-film transistor
array panel that addresses each pixel.

CRTs produce light by exciting a phosphor-luminescent
coating with a focused electron beam. Light is generated in
an emissive structure, where it diffuses in a controlled
manner forming the displayed image. The highest spatial
resolution CRT monitors available have a display area of
2048 by 2560 or roughly 5 million (mega) pixels (Mpixels).
They come in low- and high-bright versions of 50–60 FL
and 100 FL or greater, respectively. High and low resolu-
tion (2 k and 1 k) monitors typically come in the portrait
mode with a 9:16 or 3:4 aspect ratio emulating the shape of
film. Most medium resolution CRTs (1.5 k) are square or in
the landscape mode with an aspect ratio of 16:9 or 4:3.
Choice of portrait versus landscape monitor shape is a
function of personal user preference, with no technical
issues bearing on the issue.

The flat-panel display type predominantly used in med-
ical imaging is the active-matrix liquid crystal display
(AM-LCD). LCDs use a transistor-driven matrix of organic
liquid crystals that filter reflected light. LCDs use a light-
modulating as opposed to a light-emitting mechanism for
creating the display image. Polarization controls the light
intensity such that the maximum intensity is perpendicu-
lar to the LCD panel. Consequently, this technology suffers
from marked variations in luminance and contrast depend-
ing on viewing angle (47), which is the off-axis viewing or
angle-of-regard problem in which images can appear quite
different if viewed from different angles or heights above

and below the center axes of the screen. Newer LCD
designs have a more uniform luminance and contrast
profile within a larger viewing angle cone (some as high
as 1708). Users should inquire about the horizontal and
vertical viewing angle capabilities and, better yet, ask the
vendor for a demonstration monitor for clinician testing.
LCDs typically have the capability to display in portrait
and landscape modes.

Plasma display panels (PDPs) are currently being devel-
oped largely for high definition television (HDTV) viewing
with 37 inch or larger screens. A current passed through
ionized gas (Ne-Xe) contained between a pair of glass layers
causes emission of ultraviolet light that excites visible
light-emitting phosphors to produce the display image.
PDPs are very expensive and have roughly the same
number of addressable pixels as 17 inch LCDs, can be
hung on a wall, have a wide viewing angle with no loss
of quality, and have high brightness but relatively slow
response time (48). They are not used currently in medical
imaging because of their high cost, slow refresh rates,
ghosting artifacts, and contrast limitations. Other types
of displays, such as field-emissive display (FEDs) and
organic light-emitting diodes (OLEDs), are undergoing
heavy developmental efforts but are not yet viable for
medical imaging display purposes (48).

Although the spatial resolution terminology used for
both CRTs and LCDs is based on the device pixel matrix
dimensions — 1 k to 2 k for CRTs and 3, 5, and 9 Mpixels
for LCDs — not all monitors are created equal. For exam-
ple, 1 k and 2 k CRT monitors tend to have standard
diagonals so that the larger pixel matrix size connotes
smaller pixel size and, hence, better spatial resolution
capabilities, and all 1 k monitors have had equivalent
spatial resolution, as did all 2 k monitors, which is not
the case for LCD displays. For example, 3 Mpixel monitors
come with different sized diagonals, that is, different phy-
sical sizes such that the physically bigger monitor actually
has larger pixel size and hence poorer spatial resolution.
Users need to understand what the pixel or spot size is,
because it directly reflects spatial resolution and percep-
tion of fine detail, and not necessarily choose the largest
screen. Pixel size can be determined from the physical
screen size, typically given as a display area diagonal in
inches and total pixel count or horizontal and vertical
matrix resolution. Often, vendors give the device pixel
density or pixel pitch spacing and, to confuse the issue,
it is often given in millimeters. As for comparison between
CRT and LCD monitors, the 1 k CRTs at 1024 by 1280
correspond to 1 Mpixel monitors, 1500 by 1500 correspond
to 2 Mpixel monitors, and 1760 by 1760 correspond to 3
Mpixel displays. The 2 k or 2048 by 2500 CRTs correspond
to the 5 Mpixel LCD. The recently introduced 9 Mpixel
LCD display has 200 pixels per inch on a 22 inch diagonal
screen.

The brightness of a monitor or its luminance affects
perceived contrast or the number of discernable gray
levels. Studies have shown that diagnostic accuracy
increases as monitor luminance increases. To gain a per-
spective on luminance values, the typical lightbox or alter-
nator used to display film is on the order of 400 to 600 FL
(1360 to 2040 cd/m2), whereas the standard PC color
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monitor is roughly 20 to 40 FL (68 to 136 cd/m2). An LCD
color monitor has 65 to 75 FL (221 to 255 cd/m2) monitor
luminance, whereas the low-bright medical-grade CRT
monitors have 50 to 60 FL (170 to 204 cd/m2) and the
high-bright CRTs have 100 FL (340 cd/m2) or greater
monitor luminance. Among the device specifications
reflecting monitor brightness and affecting contrast reso-
lution are the monitor and display card bit depth (typically
8 bits for 256 potential gray values) and the monitor
dynamic range or contrast ratio reflecting the maximum
discernable luminance over the minimum, with typical
values of 600:1 or greater.

In comparing CRT versus LCD display technologies, the
advantages of LCD over CRT monitors include better
stability for longer device lifetime. The change in bright-
ness of standard LCD monitors has been measured at less
than 0.5% per month (47). LCDs are not prone to the
geometric distortion typical of CRTs, they tend to consume
less power, and this have reduced sensitivity and reflection
artifacts from ambient room lighting. Disadvantages of
LCD monitors versus CRTs include the afore-mentioned
off-axis viewing or angle-of-regard distortion of LCDs,
backlight instabilities, liquid crystal fluctuations with tem-
perature, and manufacturing defects creating dead or
nonresponsive pixel areas.

Receiver Operating Characteristic (ROC) studies are
currently the best methodology available to compare moni-
tor quality and associate it with reader performance, that is
diagnostic accuracy, sensitivity, and specificity. Numerous
clinical studies have been performed, most showing no
significant difference between diagnostic performance on
CRTs and LCDs. Recent studies representative of CRT
versus LCD comparison for radiological diagnosis include
one that examined brain CTs for identifying early infarc-
tion (49) and the other looked at CRs of the chest for the
evaluation of interstitial lung disease (50). The CT ROC
study showed no statistically significant differences in
diagnostic performance between a 21 inch monochrome
CRT monitor with a pixel matrix of 1280 by 1600 and a
brightness of 175 FL versus an 18 inch color LCD monitor
with a pixel matrix of 1024 by 1280 and a luminance of 55
FL, when 10 radiologists were asked to rate the presence or
absence of disease on a 5 point scale. Similarly, an ROC
study comparing the efficacy of a 5 Mpixel CRT display
versus a 3 Mpixel LCD for the evaluation of interstitial
lung disease in digital chest radiography showed no
statistically significant change in observer performance
sensitivity between the two types of monitors.

Several studies have investigated the comparison of
color versus monochrome (technically achromatic) or
gray-scale monitors, and a clear consensus does not seem
to exist, which is an important issue because color monitors
tend to have decreased luminance, contrast, and spatial
resolution capabilities than monochrome monitors, and the
human visual system has decreased spatial resolution
perception in the color channels, but greater dynamic
range (500 just-noticeable-differences (JND) versus 60 to
90 JNDs in gray-scale). On the other hand, high perfor-
mance monochrome monitors are expensive and have a
relatively short lifetime of approximately 3 years, and color
is becoming increasingly useful in diagnostic imaging with

the emergence of 3D display renderings. Although a study
comparing monochromatic versus color CRT monitors
found no statistically significant differences in display of
CR chest images for the detection of subtle pulmonary
disease, they did find higher sensitivity rates for specialty
chest radiologists on the monochromatic monitor, perhaps
due to the lower maximum luminance levels of the color
displays (51). Another study comparing pulmonary nodule
detection on P45 and P104 monochrome and color 1600 by
1200 pixel monitors found significantly greater false-posi-
tive and false-negative responses with the color monitors
as well as longer search times (52). So, for primary diag-
nosis of projection radiographs in particular, monochrome
monitors may still be the way to go. Note, however, that
users prefer color LCDs when compared with color CRTs.
This fact may be related to the Gaussian spot pixel and
emissive structure of CRTs and the use of black matrix
(shadow mask or aperture grille), which separates the red-
green-blue phosphor dots that form an arrangement of
color dots or stripes for luminance and chromatic contrast
(47). Grille misalignment can degrade color purity and
contrast.

Early PACS adopters equipped their radiology reading
rooms with the highest quality display monitors, some 2 k,
others 1 k, but all high brightness. The software applica-
tions were more complex than those targeted for the
nonradiologist enterprise user. It was common to provide
an intermediate application for use by image-intensive
specialists such as orthopedists, neurosurgeons, and radia-
tion oncologists as well as in image-intensive areas such as
emergency departments and ICUs. Lesser quality moni-
tors with stripped-down software capabilities were used by
enterprise image users. It is interesting to note that as
display hardware and software continue to evolve, display
application software moves toward melding into one flex-
ible easily configurable GUI, and one monitor type may, in
time, meet most needs.

Monitor calibration and QA practices are important to
maintaining high performing medical displays. The
DICOM 14 Gray-scale Standard Display Function (GSDF)
and the AAPM (American Association of Physicists in
Medicine) Task Group 18 recommend that monitors be
calibrated to a perceptually linearized display function
as this is matched to the perceptual capabilities of the
human visual system. Monitors forced to follow these
standards produce more uniform images with optimum
contrast. CRTs are less stable than LCD monitors requir-
ing luminance calibration and matching to be conducted
monthly, physically measuring light levels with a photo-
meter. Many LCD displays have embedded luminance
meters for automated QA measurements, Although some
studies have also recommended doing external luminance
measures but less frequently. LCDs must still be manually
inspected for nonresponsive pixels. Routine manual view-
ing of test patterns, such as the SMPTE (Society of Motion
Picture and Television Engineers) Test Pattern, are
usually sufficient for evaluating overall monitor perfor-
mance, low contrast, and fine detail detection.

Software Functionality. How many individual monitors
does a user need per display workstation — 1, 2, 4, or 8?
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Many feel that for primary diagnosis, dual-headed config-
urations are most efficient for comparison of current and
prior relevant studies, particularly for projection radio-
graphs. Note that a good GUI design can reduce the need
for multiple monitors. The ability to page through and
move images around the screen, the ability to instanta-
neously switch between tile and stack or cine modes of
display, and the ability to view multiple studies on one
monitor as well as side-by-side comparison of studies are
critical to reducing the amount of hardware and physical
display space required. In most cases, the two-monitor
setup is sufficient for primary diagnosis and image inten-
sive use with perhaps a third (color) monitor for worklist
creation and access to other relevant medical data. The
most common configuration for enterprise users is the
single-headed or one-monitor display.

First and foremost, a software GUI must be intuitive
and easy to use. The software application must be respon-
sive, robust, and reliable. Most display workstations have
GUIs to perform two basic functions. The first is to deliver a
patient list or worklist of imaging examinations to be read,
for example, ‘‘today’s unread emergency department CTs.’’
The worklist environment allows users to interrogate the
entire PACS database for a subset of cases with which they
wish to work. Typically, the database can be searched for
by a specific patient name or other identifier, for individual
imaging modalities, over specified time frames, by imaging
or patient location within the hospital or health-care enter-
prise, and so on. The second basic function workstations
perform is study display and image manipulation.

Automated hanging protocols based on examination
type, the existence of prior historical examinations, and
so on can greatly enhance radiology interpretation work-
flow. For example, if the current imaging study requiring
interpretation is a two-view chest projection radiograph,
then the default display might be to place the posterior-
anterior (PA) view on the left display monitor and the
lateral view on the right. If the patient has had a prior
chest X ray, then the current PA should be placed on the
left monitor with the lateral view behind and the prior PA
on the right monitor with its corresponding lateral view
waiting behind. If the current study is an MR of the brain,
then automatically hang each sequence as a separate stack
and place multiple (i.e., four-on-one) stacks per monitor so
that they can be cined through simultaneously.

Basic display manipulation tools include the ability to
dynamically change the window and level or contrast and
brightness of the displayed image, the ability to magnify a
portion of the image or zoom and pan through the entire
image, and monitor configuration and image navigation
tools such as paging, cine, and linked stack modes. Image
mensuration capabilities, including linear, angle, and
region-of-interest measurements, are also typical. Some
advanced tools include the ability to track on a correspond-
ing perpendicular slice, in MR studies, for example, where
the cursor is on the perpendicular view for 3D referencing.
Figure 18 depicts several example softcopy image displays
on PACS workstations.

Well-designed PACS are tightly integrated with other
information systems such as the hospital or radiology
information system, enabling access to other relevant data

about the patient or imaging examination from within
the display application. Sometimes diagnostic radiology
report generation systems, such as speech recognition,
are embedded in the diagnostic workstation.

It is anticipated that the number of specialty display
applications available on display stations will continue to
increase as more features are added. Examples of the
results of several advanced processing techniques are
shown in Fig. 19. Some systems also provide algorithms
for image processing such as image sharpening, or edge
enhancement, and image smoothing. Maximum intensity
projection (MIP) displays and multiplanar reformats
(MPR) are also appearing on PACS workstations. Real-
time 3D reconstruction of image data at the PACS display
is beginning to be seen. Multimodality image data fusion
such as CT and positron emission tomography (PET)
images to depict the functional maps overlaid on the ana-
tomical data maps will also likely be viewable.
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Figure 18. Example soft copy image display on PACS work-
stations.

Figure 19. Example advanced processing techniques: calculation
of scoliosis Cobb angle, region-of-interest measurements, 3D
magnetic resonance angiogram.



CURRENT TRENDS AND FUTURE PROSPECTS

Medical imaging is increasingly the key triage event in a
patient’s encounter with the health-care system. The abil-
ity to eliminate the use of film in radiological imaging is a
reality today. In addition to the economic advantages of
using PACS for digital medical imaging, rapid access to all
clinical information on patients, including imaging studies,
anytime and anywhere with security, enhances the quality
of patient care.

Hurdles still exist today. PACS are not just a radiolo-
gical tool. Images are required enterprise-wide by many
different types of clinicians and other health-care provi-
ders. Images are required for viewing in emergency depart-
ments, ICUs, surgical ORs, outpatient clinics and referring
physicians’ offices as well as for teaching conferences, and
at home for viewing by patients and clinical providers.
Unless PACS can also deliver images to everyone in the
health-care enterprise who requires them, film cannot be
turned off, and facilities will have to operate in a painful
mixed environment.

Web-based enterprise PACS applications do exist and
continue to improve in their performance. Note that web-
based PACS for within the radiology department are also
becoming more common. Several requirements in the
enterprise environment make transition to the all-digital,
totally filmless medical imaging facility more difficult than
just within the radiology department. The web-PACS
enterprise application user interface or GUI must be very
intuitive—like the rental car model. Most licensed drivers
are able to get into a rental car, orient themselves to where
the lights and windshield wipers are, and then go ahead
and drive the car. They do not need to know how a car
works in order to drive it, and the user interface is very
standard across most all cars. The car works robustly and
reliably and the user does not need to read a manual before
they can drive the car. Unfortunately, the state-of-the-art
in computer GUIs is not quite as intuitive, but much
progress has been and continues to be made in this area,
making GUIs self-training and bullet-proof. Human-
computer interfacing and interaction along with GUI
design are currently active areas of research and discovery.

Web-PACS applications are often required to operate
in mixed-platform environments to accommodate PC,
Macintosh, and Unix boxes, which is sometimes proble-
matic. Applications must be improved to be able to handle
bottlenecks in the system at both the input to the database
and the output to multiple users accessing the system
simultaneously. The best applications are purely web-
based; that is, they are not dependent on having to down-
load Active-X components to every physical machine that
uses the system.

In summarizing the key components and essential fea-
tures for clinical implementation of a PACS, at acquisition,
all image acquisition devices or imaging modalities should
be required to conform to the DICOM standard image
format and communications protocol. Devices and PACS
in general operate best when well interfaced to other
clinical information systems such as the HIS-RIS, report
generation systems such as speech recognition applica-
tions, computerized physician order-entry (CPOE), and

decision support systems. The inherently digital imaging
modalities should be acquired into a PACS using direct
DICOM capture. Film digitizers such as laser scanners can
be used to acquire imaging examinations existing only on
film into a PACS if required. Acquisition of digital projec-
tion radiographs, such as the conventional chest X ray, can
be achieved using CR or photostimulable phosphor devices
or digital radiography devices, which directly convert
images to digital at the time of X ray exposure. CR and
DR devices are likely to coexist for some time.

Archival media and devices will continue to advance,
with databases becoming more patient-centric and seam-
lessly searchable. Computer networking will also improve
in not only the hardware devices, but also the network
management software strategies. Display GUIs must con-
tinue to become more intuitive and robust, and the moni-
tors themselves will trend toward LCD devices as opposed
to CRTs.

Predictors for success of the introduction of new tech-
nologies into the clinical arena include ease of integration
into the existing workflow or change management activ-
ities to optimize new workflow with new devices. Systems
must be reliable, simple to use, and have optimum perfor-
mance so that processes can be completed more efficiently
than in the analog film-based world. Systems must be
flexible and configurable on a per-user basis and they must
include fault-tolerance, redundancy, and error-tracking
capabilities.

In the future, radiology can help to drive the changes
that will greatly impact all of health care. Medical image
management systems are maturing outside of the radiol-
ogy department, providing hospital enterprise-wide access
to clinical images and information via the Intranet as well
as web access from outside the enterprise via a secure
Internet connection. The web will change the way people
communicate and perform their duties. Web-based PACS
applications will become the norm offering ubiquitous dis-
tribution of and access to clinical data. Computer work-
stations will become less costly, more reliable, and have
more intuitive GUIs. All relevant medical information
systems will become more tightly integrated with each
other, sharing and maintaining user, patient, image, and
application sensitivity such that multiple distinct applica-
tions perform virtually as one.

Future PACS are likely to be on the less expensive off-
the-shelf PC platform using industry standards. PACS
display stations are likely to be configured with fewer
numbers of monitors—two within radiology and image-
intensive specialty areas and one out in the enterprise.
Small and medium sized community hospitals, private
practices, outpatient centers in rural areas, and some
indigent care facilities will begin realizing the benefits of
PACS and digital medical imaging through better access to
high quality diagnostic imaging services.

PACS functionality will be incorporated into handheld
devices for some applications, and wireless transmission
will mature in the clinical arena. Improved integration
with other information technologies into the total electro-
nic medical record (EMR), including automated speech
recognition systems, will enable a more efficient filmless
environment as well as a paperless workflow.
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Advanced image processing utility and translation
from the research environment to clinical applications
will increase. 3D displays, the use of color and video will
increase as will the incorporation of computer-aided
detection and decision support through outcomes
research and evidence-based medicine will become more
prevalent. Multimodality functional and molecular ima-
ging will mature clinically, and value-added applications
for specialties outside of diagnostic imaging will increase.
Virtual reality imaging presentations and image-guided
surgery applications are likely to become more commonly
used clinically.

It is likely that the radiological interpretation process
will need to transform in order to handle the information
and image data overload currently plaguing medical ima-
ging. This image interpretation paradigm shift will be
required in order to evaluate, manage, and exploit the
massive amounts of data acquired in a more timely, effi-
cient, and accurate manner. Discovery and development of
this new paradigm will require research into technological,
environmental, and human factors. Interdisciplinary
research into several broad areas will be necessary to make
progress and ultimately to improve the quality and safety
of patient care with respect to medical imaging. These
areas are likely to include studies in human perception,
image processing and computer-aided detection, visualiza-
tion, navigation and usability of devices, databases and
integration, and evaluation and validation of methods and
performance. The result of this transformation will affect
several key processes in radiology, including image inter-
pretation, communication of imaging results, workflow and
efficiency within health-care enterprises, diagnostic accu-
racy and a reduction in medical errors, and, ultimately, the
overall quality of patient care (53).

Twentieth century medical imaging was film-based in
which images were interpreted on analog viewboxes, film
was stored as the legal imaging record. Film had to be
manually disturbed from one location to another and could
be accessed in only one physical location at a time. Twenty-
first century medical imaging will be characterized by
digital image acquisition, softcopy computer interpreta-
tion, digital image archives, and electronic distribution.
It is anticipated that the use of PACS and other informa-
tion technology tools will enable the filmless, paperless,
errorless era of imaging in medicine.
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INTRODUCTION

Piezoelectric sensors are generally referred to as analytical
devices for detection of chemical or biological agents with
piezoelectric quartz crystals (PQCs) as transducers. The
origin of piezoelectric sensors can be traced back to 1880
when Jacques and Pierre Curie discovered normal and
converse piezoelectric effects (1). In the former, the appli-
cation of a mechanic stress to the surface of quartz and
some other crystals induces an electric potential across
the crystal; in the latter, conversely, the application of a
voltage across the crystal results in an internal mechanical
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strain. The converse piezoelectric effect is the basis of all
piezoelectric sensors.

PQCs have been widely used in oscillators and filter
circuits for high-precision frequency control. The use of
PQCs as a mass sensor is based on the work of Sauerbrey
(2), which established a linear relationship between the
decrease in resonant frequency and the increase in surface
mass loading of a PQC. Because of its high sensitivity for
mass detection, a piezoelectric sensor is usually called
quartz crystal microbalance (QCM). QCM was originally
and is still used to measure thickness of coatings in vacuum
and air. The first example for application of QCM to
analytical chemistry was reported by King in 1964 (3).
He coated PQCs with various materials and used them
as a sorption detector in gas chromatography to detect and
measure the composition of vapors and gases. The applica-
tions of piezoelectric sensors were limited to the determi-
nation of environmental and other gas species for a long
time. The liquid-phase measurements began in the 1980s
when new oscillator technology emerged and advanced to
make PQCs oscillate in solution as stably as in gas. Then,
numerous piezoelectric chemical sensors and biosensor
have been reported.

Piezoelectric sensors, characterized by their simplicity,
low cost, high mass-detection sensitivity, and versatility,
have found increasing applications in biomedical analyses.
The objective of this article is to briefly present the theory,
equipment, and applications of piezoelectric sensors in the
biomedical area. Interested readers are referred to some
key review articles (4–9) for more theoretical and technical
details of piezoelectric sensors.

THEORY

Typically, a piezoelectric sensor is fabricated by modifying
a PQC with a layer of sensing material, chemical or bio-
logical, that has specific affinity to a target analyte. The
specific binding between the sensing material and the
target analyte causes a change in the resonant frequency
of PQC that is proportional to the amount of target analyte
adsorbed or bound on the sensor surface, which can be
correlated to the concentration of target analyte in the
original sample.

A typical PQC consists of a quartz crystal wafer and two
excitation electrodes plated on opposite sides of the crystal.
The wafer is cut from a natural or synthetic crystal of
quartz. The electromechanical coupling and stresses
resulting from an applied electric field depend on the
crystal symmetry, cut angle, and electrode configuration
(4). Different modes of electromechanical coupling lead to
different types of acoustic waves, including thickness shear
mode (TSM), surface acoustic wave (SAW), shear horizon-
tal (SH) SAW, SH acoustic plate mode (APM), and flexural
plate wave (FPW).

The TSM device, widely referred to as QCM, is the
simplest and most popular piezoelectric sensor. Hence,
we will focus on TSM piezoelectric sensors in this article.
A TSM sensor typically uses AT-cut quartz as a piezo-
electric substrate, which has a minimal temperature coef-
ficient and is obtained by cutting quartz crystals at
approximately 358 from the z-axis of the crystal. Figure 1

shows the schematic of an AT-cut PQC. When an alternating
electric field is applied across an AT-cut quartz crystal
through the excitation electrodes, the crystal produces a
shear vibration in the x-axis direction parallel to the
electric field and propagation of a transverse shear
wave through the crystal in the thickness direction. The
resonant frequency of the vibration is determined by the
properties of the crystal and the contacting medium.

Mass Response

Most piezoelectric sensors are used as mass sensors that
are based on the Sauerbrey equation (2):

DF ¼
�2F2

0

A
ffiffiffiffiffiffiffiffiffiffiffi
mqrq
p DM (1)

where DF is the frequency change measured (Hz), F0 is the
resonant frequency of the fundamental mode of the crystal
(Hz), A is the area of the gold disk coated onto the crystal
(cm2), rq is the density of the quartz crystal (2.648 g�cm�3),
mq is the shear modulus of quartz (2.947 � 1011

g�cm�1�s�2), and DM is the mass change (g). The Sauerbrey
equation is applicable only to a thin (�1 mm) and elastic
film coupled to the crystal surface, where the mass loading
can be up to 0.05% of the crystal mass.

According to the Sauerbrey equation, the magnitude of
frequency decrease corresponding to a mass increase is
proportional to F0

2; i.e. the higher the fundamental resonant
frequency, the higher the mass sensitivity. Typical AT-cut
PQCs have F0 ¼ 5 � 30 MHz with a frequency resolution of
�0.1 Hz and a mass sensitivity of 0.056 � 2.04 Hz�cm2�ng�1.
Thinner crystal wafers have higher F0 and thus have higher
mass sensitivity, but they are also more fragile and thus are
more difficult to manufacture and handle. For one of the
most commonly used AT-cut PQCs, F0 ¼ 9 MHz, A ¼ 0.2
cm2, and the detectable mass is 1.09 ng per Hz, which is
approximately 100 times higher than that of an electronic
fine-balance with a sensitivity of 0.1 mg. As AT-cut piezo-
electric sensors can sensitively detect mass change at nano-
gram levels, they are frequently referred to as quartz crystal
microbalances (QCMs) or nanobalances.

However, as a mass sensor, the QCM does not have
selectivity. To make a selective QCM chemical sensor or
biosensor, the QCM must be coated with a film of chemical
or biological recognition material that is selective to a
target analyte.
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Viscosity-Density Effect

When a QCM is employed in liquid phase, in addition to
the mass change, it also responds to other factors such as
liquid density and viscosity, surface energy, viscoelasti-
city, roughness, and surface charge density. For a QCM
with only one side in contact with a Newtonian liquid, DF
is linearly proportional to the squared root of the product
of viscosity (hL) and density (rL) of the liquid (10):

DF ¼ �F
3=2
0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rLhL=pmqrq

q
(2)

For a QCM with simultaneous mass and liquid loading,
DF can be expressed as (11)

DF ¼ �
2F2

0ffiffiffiffiffiffiffiffiffiffiffi
mqrq
p ðDM=Aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rLhL=4pF0

p
Þ (3)

In equation 3, the first term is equivalent to the
Sauerbrey equation, and the second term is equivalent
to Kanazawa equation. Equation 3 indicates the addi-
tive nature of mass and viscosity-density effects in
changing the resonant frequency. It also shows that it
is impossible to distinguish the mass effect from the
viscosity-density effect when only the resonant frequency
is monitored.

Some piezoelectric sensors are based on the density-
viscosity change rather than on the elastic pure mass
change. For example, a piezoelectric sensor was used to
detect E. coli based on the gelation of Tachypleus amebo-
cyte lysate (TAL) (12), and the detection range is
2.7 � 104 � 2.7 � 108 cells�mL�1. Gee et al. (13) used a
piezoelectric senor for measuring microbial polymer
production and growth of an environmental isolate
obtained from river sediment contaminated with petro-
leum hydrocarbons. The increasing amount of produced
polymer corresponded to an increase in the viscosity of the
liquid, which was directly measurable as the fluid con-
tacts the surface of the quartz crystal in the sensor
system. These methods, although they lack specificity,
are advantageous in that coating on the PQC surface is
unnecessary.

Equivalent Circuit Analysis

Equivalent circuit analysis can provide more detailed
information about the surface/interface changes of a
piezoelectric sensor (11,14–17). A PQC can be repre-
sented by a Butterworth–Van Dyke (BVD) model
(Fig. 2), which is composed of a static capacitance (C0)
in parallel with a motional branch containing a motional
inductance (Lm), a motional capacitance (Cm), and a
motional resistance (Rm) in series. Each parameter has
its distinct physical meaning: C0 reflects the dielectric
properties between the electrodes located on opposite
sides of the insulating quartz crystal; Cm represents
the energy stored during oscillation, which corresponds
to the mechanical elasticity of the vibrating body; Lm is
related to the displaced mass; and Rm is the energy
dissipation during oscillation, which is closely related
to viscoelasticity of the deposited films and viscosity-
density of the adjacent liquid.

The BVD model can be described by the following
admittance equations:

YðvÞ ¼ GðvÞ þ jBðvÞ (4)

GðvÞ ¼ Rm

R2
m þ ðvLm � 1=vCmÞ2

(5)

BðvÞ ¼ � ðvLm � 1=vCmÞ
R2

m þ ðvLm � 1=vCmÞ2
þ vC0 (6)

where Y is admittance, i.e., the reciprocal of impedance. Y
is a complex quantity, its real part G is conductance, and
its imaginary part B is susceptance. Both G and B are a
function of the scanning frequency f (v ¼ 2pf) and the four
equivalent circuit parameters. These parameters are
determined by physical properties of the quartz crystal,
perturbing mass layer and contacting liquid, and can be
obtained by fitting the measured impedance/admittance
data to the BVD model using the admittance equations.
Figure 3 shows typical admittance spectra of an unper-
turbed 8 MHz AT-cut PQC in air. The fitted results of F0,
Rm, Lm, Cm, and C0 were 7.99 MHz, 9.6 V, 17.9 mH, 22.2
fF, and 8.2 pF (including parasitic capacitance in the test
fixture) for the quartz crystal (18).

High-frequency admittance/impedance analysis has
been extensively used in surface/interface studies. A sim-
pler way to provide insights into the viscoelastic properties
of a bound surface mass is to simultaneously monitor F0

and Rm or F0 and the dissipation factor D using a quartz
crystal analyzer that is much less expensive than the
impedance analyzer. This method has been applied to
study the behavior of adherent cells in response to chemi-
cal, biological, or physical changes in the environment.

For a QCM in contact with liquid, the change of motional
resistance was first derived by Muramatsu et al. (14) as
follows:

DR ¼ ð2pF0rLhLÞ1=2A=k2 (7)

where k is the electromechanical coupling factor.
Simultaneous measurements of DF and DR can differ-

entiate an elastic mass effect from the viscosity-induced
effect. DR is a good measure of the viscoelastic change. For
an elastic mass change, DR will be zero and DF will be
linearly proportional to the mass change in accordance
with the Sauerbrey equation. For a QCM with only one
side in contact with a Newtonian liquid, both DF and DR
are linearly proportional to the squared root of the product
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Figure 2. Butterworth–Van Dyke model of a piezoelectric quartz
crystal.



of viscosity and density of the liquid. Therefore, a pure
viscosity-density change will result in a linear DF � DR
plot. In the presence of a viscoelastic change, the DR � DF
plot will lie between the pure viscosity-density effect line
and the elastic mass effect line or even above the former
(8,18).

EQUIPMENT AND EXPERIMENTS

Traditionally, a piezoelectric sensor (resonator) is driven
by a homemade oscillator, and the oscillation frequency is
measured by a frequency counter that is connected to a
recorder or computer for data collection. The Pierce oscil-
lator with a fundamental mode AT-cut resonator is the
most popular oscillator design type and operates with the
piezoelectric sensor as an inductive element. Now such
oscillators are commercially available. One of the suppliers
is International Crystal Manufacturing (Oklahoma City,
OK), which produces a standard (clock) oscillator for gas-
phase QCMs and lever oscillator for liquid-phase QCMs.

Highly sophisticated, automatic, and microprocessor-
controlled piezoelectric detectors or QCM instruments
are commercially available from several manufacturers
(19). The main commercial systems include QCA-917-
and 922 quartz crystal analyzers (Princeton Applied
Research, Oak Ridge, TN), EQCM 400 series electroche-
mical quartz crystal microbalances (CH Instruments, Aus-
tin, TX), EQCN-700 and -900 electrochemical quartz
crystal nanobalances (Elchema, Potsdam, NY), the PZ-
1000 immuno-biosensor system and PZ-105 gas phase
piezoelectric detector (Universal Sensors, Metairie, LA),
RQCM research QCM (Maxtek, Santa Fe Springs, CA), and
Mark series cryogenic and thermally controlled QCMs
(QCM Research, Lake Forest, CA). These systems are
designed to reliably measure mass change up to �100
mg with a resolution of �1 ng�cm�2. Most of them are
programmed and controlled by easy-to-use Windows-based
software (Microsoft Corporation, Redmond, WA). The QCA
922, designed for EQCM with a potentiostat or stand-alone

operation, can simultaneously measure resonant fre-
quency and resistance of QCM. The RQCM can measure
crystal frequency and crystal resistance for up to three
crystals simultaneously. Moreover, high-frequency impe-
dance/admittance analyzers such as E4991A (Agilent
Technologies, Palo Alto, CA) can be used to obtain the
impedance/admittance spectra of the quartz crystal and
to acquire the equivalent circuit parameters by fitting the
impedance/admittance data to the BVD model as described
earlier.

Previously, for liquid-phase applications, the dip-and-
dry approach is made in the measurement of piezoelectric
sensors, in which the resonant frequency of the same
sensor is measured in gas phase before and after the
sample solution is dipped and dried. This approach does
not need a special fixture to mount the crystal; however, it
is unsuitable for automation and has poor reproducibility.
By mounting the crystal to a dip or well cell, like those from
Princeton Applied Research and International Quartz
Manufacturing, and letting only one side of the crystal
exposed to the test solution, it is possible to monitor the
frequency change in solution in real time.

Flow-through QCM biosensors have drawn increasing
attention due to its ease for automation. For example, Su
and Li (20) developed a flow-through QCM immunosensor
system for automatic detection of Salmonella typhimur-
ium. The QCM immunosensor was fabricated by immobi-
lizing anti-Salmonella antibodies on the surface of an 8
MHz AT-cut quartz crystal with Protein A method, and
then installed into a 70 mL flow-through detection cell. The
flow cell was composed of acrylic, with upper and lower
pieces held together by two screws with O-rings. One face
of the sensor was exposed to the 70 mL chamber that was
connected to a peristaltic pump and multiposition switch-
ing valve. The flow cell was designed to reduce the potential
of air bubbles remaining on the crystal after filling from the
dry state and to allow air bubbles in the liquid phase to pass
out without sticking to the crystal. The oscillation fre-
quency of the QCM sensor was monitored in real time
by a Model 400 EQCM system controlled by a laptop PC
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Figure 3. Typical conductance and suscept-
ance spectra of an unperturbed 8 MHz AT-cut
PQC in air.
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under the Windows environment. Both the pump and the
valve were controlled by a DVSP programmable timer. A
schematic diagram of the whole QCM sensor system is
illustrated in Fig. 4. The operation of this QCM sensor
system was totally automated. As shown in Fig. 5, negative
frequency shifts exist between every two neighboring phos-
phate buffered saline solution (PBS) baselines, which were
attributed to the specific adsorption of target bacteria onto
the biosensor surface.

APPLICATIONS

Piezoelectric sensors, as simple yet powerful tools, have
been extensively employed in detection of chemical and
biological agents as well as in the study of chemical, elec-
trochemical, and biological interfacial processes. An online

search from SciFinder Scholar (Chemical Abstracts) with
the keyword ‘‘quartz crystal microbalance’’ resulted in 4722
references, and 2203 of them are journal articles published
during 2000–2005. These studies were conducted to develop
(1) antibody/antigen-based biosensors (immunosensors) for
detecting biomacromolecules, viruses, cells, as well as small
molecules; (2) DNA/RNA probe-based biosensors (genosen-
sors) for in situ detection of nucleic acid hybridization; (3)
biosensors based on immobilized enzymes, proteins, recep-
tors, lipids, or whole cells; and (4) chemical sensors based on
inorganic or organic films for measurements of organic
vapors, metal ions, and drugs. Also piezoelectric sensors
reported in these studies were used for (1) studies of adsorp-
tion of biomolecules and living cells by bare QCM or QCM
with functionalized surfaces; and (2) QCM/EQCM investi-
gation/analyses of interfacial phenomena and processes,
including self-assembles monolayers (SAMs), films formed
using the layer-by-layer assembly technique, molecularly
imprinted polymers, biopolymer films, micellar systems, ion
transfer at and ion exchange in thin polymer films, doping
reactions of conducting polymers, electrodedeposition of
metals, and dissolution of metal films.

In the following sections, immunosensors and genosen-
sors, which are most relevant and important to biomedi-
cine, are chosen to discuss the applications of piezoelectric
sensors. Some review articles (4–8,21,22) are available for
more comprehensive information about applications of
piezoelectric sensors.

Immunosensors

One important feature of piezoelectric sensors is that
they can be designed as label-free immunosensors. The
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Figure 4. Components of an automatic QCM immunosensor
system (top) and the flow cell (bottom).

-120

-100

-80

-60

-40

-20

0

20

0 50 100 150 200 250

Time (min)

F
re

q
u

en
cy

sh
if

t
(H

z) PBS

PBS

PBS

PBS

5.6 x106

5. 6 x 107

5. 6 x 108 CFU/mL

 

Figure 5. Typical output of an automatic QCM immunosensor system for detection of S.
typhimurium.



immunosensors taking advantage of antibody-antigen
affinity reaction are among the most promising biosensors
due to their high specificity and versatility. Conventional
immunosensors generally involve the formation of a
sandwich immuno-complex consisting of an immobilized
primary antibody, captured target analyte, and labeled
secondary antibody followed by an optical or electrochemi-
cal measurement to detect the label directly or indirectly.
Piezoelectric immunosensors do not need a labeled anti-
body and are thus much simpler and easier in operation
than the sandwich immunosensors.

The first piezoelectric immunosensors is reported by
Shons et al. (23), who modified a quartz crystal with bovine
serum albumin (BSA) and used it to detect anti-BSA anti-
bodies. Since then, numerous piezoelectric immunosensors
have been reported for the detection of various analytes
from small molecules to biological macromolecules, whole
viruses, and cells. In brief, a piezoelectric immunosensor is
fabricated by immobilizing a specific antibody/antigen on
the surface of an AT-cut PQC. When the immunosensing
surface is exposed to a sample solution, a binding reaction
occurs between the immobilized antibody/antigen and its
complementary part (target analyte). The binding event
can be monitored in situ by QCM based on the change of
surface mass loading and/or other properties such as vis-
coelasiticity, and thus, the target species is quantitatively
detected. Figure 6 illustrates the stepwise assembly and
the principle of piezoelectric immunosensor for direct
detection of the binding of target analyte and immobilized
antibody.

Microbial detection is probably the most common area in
which piezoelectric immunosensors are applied. Current
practice for effective treatment of infectious diseases without
abuse of antibiotics relies on rapid identification of specific
pathogens in clinical diagnostics. Nevertheless, conventional
methods for microbial detection are inadequate due to being
tedious and laborious. Although traditional culture methods
hypothetically allow the detection of a single cell, they are
extremely time-consuming, typically requiring at least 24

hours and multistep tests to confirm the analysis. Even
current rapid methods such as enzyme-linked immunosor-
bent assay (ELISA) and polymerase chain reaction (PCR) still
take several hours to generate only tentative results and
require skilled personnel.

Numerous piezoelectric immunosensors have been
reported for rapid and specific detection of pathogenic
bacteria as alternatives to the conventional methods since
the pioneer work of Muramatsu et al. (24), which involved
the determination of Candida albicans with an AT-cut
PQC coated with a specific antibody. Piezoelectric immu-
nosensors have been developed for detection of different
bacteria including S. typhimurium, S. paratyphi, E. coli, E.
coli K12, Chlamydia trachomatis, Yersisinia pestis, Can-
dida albicans, and Shigella dysenteriae (25–27). The lower
limits of detection typically ranged between 105 and 107

cells mL�1 along with a detection time of tens of minutes to
several hours.

QCM has been used to detect various infectious viruses.
In the study by König and Gratzel (28), Herpes simplex
types 1 and 2, Varicella-zoster virus, Cytomegalovirus, and
Epstein–Barr virus were detected using a reusable QCM
immunosensor with a detection range from 104 to 109 cells.
They reported that a similar QCM immunosensor could
detect Rotavirus and Adenovirus with a linear detection
range from 106 to 1010 cells (25) as well as hepatitis A and B
viruses (29). Kosslinger et al. (30) demonstrated the fea-
sibility of detecting HIV viruses using a QCM sensor.
Antibodies specific to the HIV were absorbed on the crystal
surface, and a serum sample could be detected in 10 min in
a flow QCM system.

A piezoelectric immunosensor was developed for the
detection of cortisol in a range of 36–3628 ppb (31). Cortisol
antibodies were covalently bound onto the Au electrode of
a 10 MHz crystal with a water-insoluble polymer and
thyroxine antibodies.

Piezoelectric immunosensors have also been frequently
reported for determination of biological macromolecules. For
example, Kurosawa et al. (32) constructed a high-affinity
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Figure 6. Mechanism of a piezoelectric immuno-
sensor for direct detection of the binding of target
analyte and immobilized antibody.
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piezoelectric immunosensor using anti-C-reactive protein
(CRP) antibody and its fragments for CRP detection. When
anti-CRP F(ab’)2-IgG antibody was immobilized on the
PQC, the detection limit and the linearity of CRP calibra-
tion curve were achieved at concentrations from 0.001 to
100 mg�dL�1 even in serum samples.

Antibody immobilization is vital in successful develop-
ment of a piezoelectric immunosensor. The current immo-
bilization methods are mainly based on a silanized layer,
polymer membrane, Langmuir–Blodgett film, Protein A,
and SAM. Protein A, due to its natural affinity toward the
Fc region of IgG molecules, has been commonly used to
orient antibodies for immunoassays. The orient immobili-
zation has the advantage that it does not block the active
sites of the antibodies for binding of target antigens. The
procedure for antibody immobilization based on Protein A
is simple. Briefly, the Au surface of PQC is coated first with
Protein A, and then the antibody is bound to the immobi-
lized Protein A directly. The SAM technique offers one of
the simplest ways to provide a reproducible, ultra-thin, and
well-ordered layer suitable for further modification with
antibodies, which has the potential of improving detection
sensitivity, speed, and reproducibility.

Analytical applications of piezoelectric immunosensors
based on the direct binding between immobilized antibo-
dies/antigens and target analytes are attractive, owing to
the versatility and simplicity of the method. However, the
sensitivity of theses approaches is relatively low due to the
relatively small numbers of analyte entities that can spe-
cifically bind to the limited number of antibody/antigen
sites on the surface. Some amplification techniques have
been investigated for the sensitivity of piezoelectric immu-
nosensors. Ebersole and Ward (33) reported an amplified
mass immunosorbent assay with a QCM for the detection of
adenosine 5’-phosphosulfate (APS). The enzymatic ampli-
fication led to significant enhancement of the detection
sensitivity; levels of approximately 5 ng�mL�1 (10�14 M)
APS reductase could be detected, whereas the direct bind-
ing of APS reductase at even more elevated concentrations
could not be measured. A sensitive QCM immunosensor
was developed by incorporating the Au nanoparticle-
amplified sandwiched immunoassay and silver enhance-
ment reaction (34). Au nanoparticle-promoted silver (I)
reduction and silver metal deposition resulted in about a
two-orders-of-magnitude improvement in human IgG
quantification. Su and Li (18) described a piezoelectric
immunosensor for the detection of S. typhimurium with
simultaneous measurements of the changes in resonant
frequency and motional resistance (DF and DR). In the
direct detection of S. typhimurium, DF and DR were pro-
portional to the cell concentration in the range of 105 to 108

and 106 to 108 cells�mL�1, respectively. Using anti-Salmo-
nella magnetic microbeads as a separator/concentrator for
sample pretreatment as well as a marker for signal ampli-
fication, the detection limit was lowered to 102 cells�mL�1

based on the DR measurements.

Genosensors

Piezoelectric genosensors are fabricated by immobilizing a
single-stranded (ss) DNA/RNA probe on the PQC surface.

Specific hybridization between the immobilized DNA/RNA
probe and its complementary strand in sample causes a
change in the resonant frequency of the QCM. Various
methods have been used for the immobilization of DNA
probes onto the QCM surface. Among these, the SAM
method is most commonly used because it offers an
ordered, stable, and convenient immobilization. Thiolated
oligonucleotides can directly form a SAM on the gold
surface of the QCM electrode via the Au-thiolate bond.
Figure 7 is an illustration of the piezoelectric genosensor
for DNA hybridization detection.

DNA/RNA probes have been applied to detect patho-
genic microorganisms in clinical samples. Bacterial and
viral pathogens are detectable because of their unique
nucleic acid sequences. The DNA/RNA probing process is
usually preceded by PCR amplification as target nucleic
acid may be present in a sample in very small quantities.
Most PCR formats are followed by the detection of ampli-
cons using gel electrophoresis or the membrane-based
hybridization method. The former lacks of sensitivity;
the latter is more specific, but it requires multistep proces-
sing and is thus time-consuming.

Over the past decade, many attempts have been made to
develop biosensors for sensitive and reliable detection of
DNA hybridization. Fawcett et al. (35) were the first to
develop a piezoelectric DNA sensor. Piezoelectric genosen-
sors, due to their simplicity and cost effectiveness, have
been recently applied to detect gene mutation, genetically
modified organisms, and bacterial pathogens. Su et al. (36)
described a piezoelectric DNA sensor for detection of point
mutation and insertion mutations in DNA. The method
involved the immobilization of ssDNA probes on QCM, the
hybridization of target DNA to form homoduplex or hetero-
duplex DNA, and finally the application of MutS for the
mutation recognition. By measuring the MutS binding
signal, DNA containing a T:G mismatch or unpaired base
was discriminated against perfectly matched DNA at a
target concentration ranging from 1 nM to 5 mM.

The sensitivity of piezoelectric genosensors may be
improved through optimizations of probe immobilization
or by means of signal amplification using anti-dsDNA
antibodies, liposomes, enzymes, or nanoparticles. A nano-
particle is an effective marker for mass amplification as it
has relatively greater mass in comparison with a DNA
molecule. Amplified with nanoparticles, the limit of DNA
detection by QCM can be lowered for several orders to as
low as 10�16 M (37). Mao et al. (38) developed a piezo-
electric genosensor for the detection of E. coli O157:H7
with nanoparticle amplification, in which thiolated
ssDNA probes specific to E. coli O157:H7 eaeA gene were
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Figure 7. Illustration of piezoelectric genosensor for in situ
detection of DNA hybridization.



immobilized onto the QCM surface through self-assembly
and streptavidin conjugated Fe3O4 nanoparticles were used
as ‘‘mass enhancers’’ to amplify the detection signal. As low
as 10�12 M synthesized oligonucleotides and 2.67 � 102

cells�mL�1 of E. coli O157:H7 could be detected by the
piezoelectric genosensor.

CONCLUSIONS

Piezoelectric sensors, as sensitive mass sensors or QCMs,
have been applied to detect and measure a broad variety of
biomedical analytes in both gas and liquid phases based on
the adsorption/desorption of target analyte(s) on/from the
sensor surface, in which the selectivity is controlled by the
sensing material. Piezoelectric sensors are more than pure
mass sensors as they are also capable of detecting subtle
changes in the solution–surface interface that can be due to
density-viscosity changes in the solution, viscoelastic
changes in the bound interfacial material, and changes
in the surface free energy. The most attractive advantage
of QCMs is that they are suitable for label-free detection
and flow-through, in real-time detection. However, using
the direct detection approach, the sensitivity of QCM is
inadequate for some applications in biomedical analysis
such as detection of low levels of pathogens and other
biological agents in clinical samples. The lack of sensitivity
may be addressed by employing amplification techniques
as introduced earlier, by using piezoelectric films and bulk
silicon micromaching techniques to manufacture high-
frequency QCMs (21), or by designing devices of other
acoustic wave modes such as SAW, APM, and FPW.
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INTRODUCTION

From the beginning of time, breathing has been important
since it has been the most common indicator of life. The
Bible indicates that God infused life into man by ‘‘blowing
into his nostrils the breath of life’’ (1). Not surprisingly then,
the way in which we breath is an important indicator of our
health. Consequently, the medical profession has tried to
learn our physical condition by focusing on the behavior of
the respiratory system. Two main mechanisms take place in
the breathing process: (1) Movement of gases from the nose
and mouth to the alveoli, and (2) CO2 and O2 gas exchange
at the alveoli. An interesting historical perspective, stan-
dardization of pulmonary function tests (PFTs) and the
associated equipment received a great push from the mobile
PFT trucks that were part of a campaign to eliminate lung
cancer in the United States in the 1950s. Even today, PFTs
are often used as a preliminary screen for lung cancer.

This section focuses on the equipment used to make flow
and volume measurements in the first category: pneumo-
tachometers, also known as respirometers, spirometers, or
simply flowmeters.

There are two clinical areas where flow measurement
devices are used. These are (1) the field of spirometry (2–4),
dealing with the actual performance of the respiratory
system as reflected by the volumes that the lung can

realize, and the speed in which these volumes can be moved
in and out of the lungs. Indicators such as tidal volume (TV
or Vt) and vital capacity (VC) provide a glimpse of the range
of motion of the lungs. Similarly, parameters, such as FEV1

(forced expiratory volume in 1 s) and FEF25–75% (forced
expiratory flow at the mid-portion of forced vital capacity).
Notice that these parameters are the result of: (a) the
patient’s ability to cooperate, (b) condition of the dia-
phragm, the respiratory system’s main workhorse, (c)
range of motion of the lungs, and (d) the mechanical
components associated with the respiratory pathways (size
of the conducting airways). (2) The field of parameter
estimation (5–12), dealing specifically with the noninva-
sive measurement of components descriptive of the
mechanical characteristics of the respiratory apparatus.
These parameters include resistance, compliance, and
inertance. One advantage of this approach is its indepen-
dence from the patient’s ability to cooperate. This approach
is particularly useful in unconscious, and very young or
very old patient populations. However, this approach
requires a much higher level of computation.

Before proceeding with a presentation on pneumotach-
ometer, some definitions and conventions are appropriate.

Open and Closed Systems

In many pulmonary function tests, the test procedure
requires that the subject inhales maximally, then place
the pneumotachometer in then mouth, and then exhales as
fast as possible. This type of set up is referred to as an
‘‘open’’ system since no exhaled air is rebreathed. In other
types of pulmonary function testing, the patient exchanges
air back and forth with a reservoir. This later system is
referred to as a ‘‘closed’’ system.

Variable Used for Flow

The most common variable used to describe flow is _VV . The
‘‘dot’’ comes from the mathematical notation of differentia-
tion with respect to time, originally developed by Sir Isaac
Newton, or

V
˙ ¼ dV

dt

which implies that flow, _VV , is the time rate or change of
lung volume, V.

Polarity

Spirometer tests consider expiratory flow as positive while
parameter estimation procedures look at inspiration as
positive. Perhaps it is reflective that most spirometer tests
are performed during expiration while in parameter esti-
mation procedures, inspiration is the primary arena.

DEVICES FOR MEASURING RESPIRATORY FLOW

This section presents devices that have and continue to be
used for measuring respiratory flow and volume. Even
though some of them are not used as often, they are part
of the toolbox that clinicians and researchers have used in
getting a handle in the respiratory system.
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Volume Displacement Type

This type of device, often called volumetric type, captures
the volume of gas coming out of the subject’s mouth with an
expanding reservoir whose degree of expansion can be
recorded either mechanically or electronically. Flow can
be obtained by differentiating the changing volume. This
type of instrument is still used in many pulmonary func-
tion facilities and exercise physiology laboratories, since
they offer the highest accuracy available. There two types
that use a water seal: (1) the counterbalanced bell and (2)
the lightweight bell over a water seal (often called the
Stead–Wells spirometer after the individuals who
requested the device. These are shown in Fig. 1. Even

though these devices have served the medical community
well, their bulkiness and expense have motivated biome-
dical equipment developers to design smaller, more por-
table nonvolumetric units, even though they are not as
accurate as the volumetric type. Three other variations of
the volume displacement type exist: the wedge type, the
bellows, and the rolling diaphragm, as shown in Fig. 2 (13).

Other Applications of Volume Displacement Type. The
water seal spirometers have also been used to monitor
breathing over longer periods of time. Simply closing the
circuit creates some problems since O2 in the air is being
consumed while and the mixture becomes progressively
CO2 rich. To solve this problem, the bell is originally filled
with O2, and a CO2 scrubber (Baralyme, a trade name for
generic BaO) is inserted into the circuit. After a few
seconds, additional oxygen is inserted into the circuit.
The setup and the resulting the waveform are shown in
Fig. 3. This device has found applications to evaluate the
metabolic rate (proportional to O2 consumption).

This device has also been used to measure compliance,
the elasticity of the respiratory system (RS). It is carried
out by adding a series of weights on top of the spiro-
meter bell, which increases the overall system pressure
(14,15). The corresponding change in system volume
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detected at the bell, which corresponds to the increase in
lung volume, is measured. The resulting respiratory
compliance is given by

CRS ¼
DV

DP

This approach has been automated by Crawford (16).
Notice that the resulting compliance, the compliance of
the respiratory system, CRS, captures both the compliance
of the lungs, CL, and the compliance of the chest wall CCW:

1

CRS
¼ 1

CL
þ 1

CCW

and the lung compliance is made up of the compliance of
the left and right lobes.

CL ¼ CL�left þ CL�right

The following type of pneumotachometers measure flow
directly, instead of measuring change in volume. These devices
electronically integrate the flow signal to obtain volume.

FLUID RESISTANCE TYPE OF PNEUMOTACHOMETERS

Fleish Pneumotachometers

Another device that has been and continues to be used
extensively is the Fleish (or Fleisch) pneumotachometer
(17). It consists of a fluid resistive device through which the
air passes. The pressure drop across a fluid resistive ele-
ment created by the respiratory flow is applied to a pres-
sure transducer. Since there is a linear correlation between
the measured pressure drop and flow, flow can be deter-
mined from the pressure drop. This approach has also been
the primary workhorse of pulmonary instrumentation.
There are two areas of concern with this type of device:
(1) the linearity of the correlation between pressure drop
and volumetric flow, and (2) the potential condensation of
vapor droplets in the resistive element. Both of these
factors can affect the device’s accuracy. The American
Thoracic Society (ATS), the medical section of the Amer-
ican Lung Association (18), has published standards
regarding the required accuracy of the equipment (5% in

some tests, while 3% in others) They have also established
the conditions in which the results should be reported:
BTPS. [BTPS stands for body conditions: normal body
temperature (37 8C) ambient pressure saturated with
water vapor].

Methods for Obtaining a Linear Flow-Pressure Drop Rela-
tionship. The design of the fluid resistive element in the
Fleish pneumotachometer produces laminar flow. Three
general approaches have been implemented to obtain this
linearity. The first one uses capillary tubing placed in
parallel (bundle); The second method uses a coiled metal
strip with capillary tubing-like corrugations; The third one
uses a porous medium, for example, a screen or paper
similar to what is used in a vacuum cleaner bag.

In the capillary version, if the flow is laminar, the
resulting pressure drop is given by

Dp ¼ 128mL

NpD4
V
˙

where Dp is the pressure drop, L is the length of the
capillaries, N is the number of capillaries, D is the diameter
of the capillaries, and m is the absolute viscosity. The above
equation can be expressed as

Dp ¼ RV
˙

where R is the linear fluid resistive coefficient. Even
though effort is taken to make the flow laminar, there
are always some turbulent components. This turbulent
behavior occurs primarily at the entrance and exit of the
capillary tube bundle.

If the pressure drop is created with a square-edge
orifice, the flow most likely will be turbulent, and the
pressure drop is given by

Dp ¼ r

2CDA2
_VV2

where r is the density, CD is the discharge coefficient, and A
is the area of the orifice. Since this function is truly an odd
function [f(�x) ¼ �f(x)], the even function above [f(�x) ¼
f(x)] is modified by means of the absolute value sign is

Dp ¼ r

2CDA2
jV˙ jV˙

The above equation can be expressed as

Dp ¼ kjV˙ jV˙

where k is the nonlinear (quadratic) fluid resistive coeffi-
cient. In actual practice, most fluid resistors can be
described as a combination of laminar and turbulent com-
ponents:

Dp ¼ RV
˙ þ kjV˙ jV˙

where R and k are the linear and nonlinear (quadratic)
fluid resistive coefficients. The expression for flow in terms
of pressure drop is

V
˙ ¼ �Rþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ 4kDp

p

2k
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The reader might suggest to themselves: Why not simply
use a square-edge orifice and linearize the resulting signal
(i.e., take the square root of the resulting pressure to obtain
flow)? In some cases this is done, however, it presents some
challenges. If the dynamic range of the flow (maximum flow
to minimum flow) is 10–1, the resulting range of the
corresponding pressure drops would be 100–1, a pressure
signal that would be either too small (and consequently
being difficult to measure) or too large (and consequently
offering some detectable resistance to the patient).

The other concern with any fluid resistance type flow-
meter is condensation. If the fluid resistive element of the
flowmeter is at a lower temperature than the air exhaled
from the subject (37 8C, saturated), there is a likelihood
that the water vapor present in the air would condense on
the fluid resistive element, changing the flow–pressure
drop relationship. To avoid this problem, most Fleish-like
pneumotachometers use a heating element to keep the
fluid resistive element hotter than the flow. Despite these
drawbacks, fluid resistance type pneumotachometers con-
tinue to be one of the most popular methods of measuring
respiratory flow.

Osborne Pneumotachometer

The last section introduced problems associated with a
square edge orifice for producing the necessary pressure
drop. An innovative idea that overcomes these problems
is the variable area Osborne flowmeter (19,20). In this
flowmeter, the resistive element consists of a thin disk
with a flap cut into it, as shown in Fig. 4. As the flow
attempts to pass through the space between the flap and
the disk, the flap bends, increasing the effective area of the
orifice. As a result, the square-type relationship between
flow and pressure no longer occurs; instead a linear one is
obtained. The specific pressure–flow relationship is cap-
tured electronically at the time of calibration and later
used to obtain flow from the measured pressure drop.

NONFLUID RESISTANCE TYPE OF PNEUMOTACHOMETERS

Respirometers

Another type of flow and volume indicator is called the
Wright respirometer (21,22). It operates on the principle
that the moving gas imparts movement on a rotating vane.
In the newer units, the motion of the vane is sensed
electronically. This type of device is often classified as
turbine type.

Another similar device made by the Wright company
(13) records flow instead of expired volume. As flow passes
through the device, it simultaneously deflects a vane that
as it moves it opens additional passageways through which
the flow exits. This mechanical unit is used for measuring
peak flow.

Ultrasound–Acoustic Pneumotachometers

This flowmeter uses the Doppler phenomenon, which
states that sound travels faster if the medium is also
moving. It is very attractive since it provides a property-
independent measurement of flow, that is, the measure-
ment is independent of gas composition, pressure, tem-
perature, and humidity. It does not compensate for
changes to the air as it enters the respiratory system.
(See Calibration section). Until recently, this type of flow-
meter was too expensive for regular clinical use. One
implementation (23) utilizes a sound pulse along a path
that intersects the respiratory flow at an angle, as shown in
Fig. 5. A pair of transmitters sends and receives sound in
an alternating fashion. The sound pulse gets to the receiver
faster if the sound wave is traveling in the same direction
as the measured flow. On the other hand, the sound pulse
that opposes the direction the respiratory flow takes
longer. The difference between these two transit times is
used for calculating flow.

Thermal Units

Another class of flowmeter uses thermistors (24,25) to
measure flow. Thermistors are electrical resistors made
of a material whose resistance decreases with temperature.
As the flow passes by the thermistor bead, it attempts to
decrease its temperature, which translates to an increase
in resistance. An electronic circuit supplies the necessary
current to maintain the thermistor at a constant tempera-
ture. As a result, the change in current is proportional to
gas flow. Often these units are referred to as the hot-wire
anemometer type.

Vortex Shedding Flowmeter

Whenever a flow field passes a structure (bluff body), it
produces eddies (turbulence) past the structure (26,27).
For a particular flow range, the frequency of the shedding
is proportional to flow. This principle has been used to
measure flow. The flowmeter made by Bourns Medical
Systems (28) uses an ultrasonic transducer–receiver pair
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Figure 4. Flow element of the Osborne flowmeter (Adapted from
Ref. (20).
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that detects the vortex created by the flow, and converts it
to an electric signal. The manufacturer of the device claims
that gas composition, temperature, and humidity will not
affect the measurement process.

Flutter Flowmeter

Whenever flow passes a flexible structure, there is a pos-
sibility of a fluid–structure interaction, which makes the
structure vibrate. This phenomenon is often called flutter.
In aircraft, this is a major concern because wings that
experience this phenomenon can break off; consequently
aircraft designers have learned to avoid such a condition.
On the other hand, developers of respiratory flowmeters
have taken advantage of this principle to measure flow.
The Ohio Vortex Respiration Monitor shown in Fig. 6
utilizes a light beam–photoelectric eye to capture the
resulting vibration and convert it to flow.

Lift Force Gas Flow Sensor

Airfoils, (the shape of the wing in an aircraft), produce lift
when subjected to a flow field. Svedin (29–31) is using this
concept to measure respiratory gasses in medical applica-
tions. The sensor consists of two plates with polysilicon
strain gages connected to a Wheatstone bridge. The plates
deflect in response to the resulting lift force, in a direction
normal to the flow field. One of the claims made by the
developers of this device is the sensor’s relative insensi-
bility to inertial forces.

Fluidic Oscillator

Fluidics is a technology that was invented in 1959 and has
been used in analogue and digital applications (32,33). It is
very similar to pneumatics, but few or no moving parts are
used. The devices can also be operated using liquids. The
device that gave birth to the technology is the fluid ampli-
fier, a device that with no moving parts can amplify a
pressure differential. Figure 7 shows a cross-section of
an amplifier, made by staking several perforated stainless
steel sheets. Several amplifiers can be staged to achieve
gains close to one-half of a million. The most successful
fluidics device is the windshield water spray found in most
cars. The windshield cleaning fluid or water enters into a
cavity that makes the exiting jets oscillate, as shown in
Fig. 8. Many applications are possible with this novel
technology (34). It must be clarified that prior to the advent
of MEMS and microchannels, the word ‘‘fluidics’’ was used

only in dealing specifically with this type of devices. Today,
any small channel carrying a fluid is called a fluidic device
or a microfluidic channel.

The fluidic oscillator flowmeter (unidirectional) offers
much promise. It is constructed by configuring a fluid
amplifier with feedback: the outputs are connected to
the inputs, as shown in Fig. 9. This produces an oscillation
whose frequency is proportional to flow. Even though this
type of flowmeter has not been specifically used to measure
respiratory flow, its performance has been demonstrated
successfully as a flow sensor in gasoline delivery systems
(35). It aspirates the displaced air in the fuel tank through
small holes in the delivery nozzle. It withdraws a volu-
metric flow equal to the gasoline volumetric flow delivered
to the tank. The purpose of course is to minimize the
discharge of unburned hydrocarbons into the atmosphere.
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COMMERCIALLY AVAILABLE SPIROMETERS

For a list of most of the commercially available spirometers,
see the online source of information by ADVANCE for
Managers of Respiratory Care (36) and American Associa-
tion of Respiratory Care (37).

CALIBRATION

Calibration of Volume Displacement Type Spirometers

This type of volumetric device (Figs. 1 and 2) rarely loses
calibration since the geometry is fixed, especially in the
type where the measurements of the volume changes are
recorded by means of a pen writing on a revolving graph.
Even in systems that have electronic position sensors, due
to the robustness of these components, recalibration is
seldom necessary. However, recalibration should be done
on a regular basis to insure the absence of artifacts such as
leaks, rough spots, and so on.

The most common method for performing this procedure
is the calibrated syringe: a large piston cylinder device that

allows the piston to move within two stops and delivering a
fixed volume (typically 3L). The calibration process con-
sists of pulling the piston out to the outer stop, connecting
the syringe to the spirometer, and gently pushing the
piston to the other stop. The resulting volume indication
should be that of the calibrated syringe volume.

Calibration of Spirometers other than the Volume
Displacement Type

There are three approaches for calibrating pneumotach-
ometer that do not utilize volume displacement. They are
(1) syringe, (2) wet test gas meter; and (3) comparison with
a standard calibration flowmeter.

Syringe Approach. In performing this calibration pro-
cedure, it is assumed that the pneumotachometer is inte-
grated into a data acquisition–calibration system. To
perform the calibration, a fixed volume is passed through
the pneumotachometer using a calibrated syringe, typi-
cally 3L. The data acquisition system records the resulting
flow signal, _VV M , as shown schematically in Fig. 10. Then it
integrates it (i.e., finds the area under the curve) to obtain
the measured volume:

VM ¼
Z T

0
V
˙

M dt

Then it determines the correction factor, K, so that:

KVM ¼ 3

Afterward it uses K to adjust the measured flow:

V
˙

TRUE ¼ KV
˙

M
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This approach assumes that the relationship between
pressure drop and flow are linear. The user should consult
the user’s manual, since some of the pneumotachometers
automatically adjust for BTPS.

Wet Test Gas Meter. This device is similar to the gas
meter found in homes and industrial sites (38). It consists
of a series of constant volume chambers that are filled by
the incoming flow. They are attached to a rotating struc-
ture that enables the chambers to go through the following
sequence: (1) fill the chamber with the incoming air, (2)
create a water seal at the bottom of the chamber, (3) move
the sealed chamber to the exhaust side, and (4) release the
volume in the chamber to the outside. As a result, the
incoming flow imparts a rotation that is observable from
the outside by means of rotating hands. Consequently,
there is a 1:1 correlation between the volume that passes

through the device and the number of rotations indicated
by the hand. To perform a calibration test, a known flow of
gas is passed through the Wet Test Gas Meter and the flow
recorded:

V
˙ ¼ ðnumber of revolutionsÞðvolume=revolutionÞ

time required for above revolutions

Immediately afterward, the same flow is passed through
the pneumotachometer under calibration. The constant
flow is produced by applying a source of high pressure to a
needle valve. Since the pressure resistance created by the
Wet Test Gas Meter or the pneumotachometer is very small
(a couple of inches of water), the flow is determined by the
upstream pressure, Ps and the size of the orifice in the
needle valve. The resulting output signal, e, is recorded, as
shown in Fig. 11. The procedure is repeated for various
needle valve settings to produce a curve similar to the one
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shown in Fig. 11 that can then be used to obtain either a
linear approximation or a polynomial fit. Afterward, the
calculated flow is adjusted for conversion into standard
conditions: BTPS [normal body temperature (36 8C) ambi-
ent pressure saturated with water vapor]. This type of
calibration device has an accuracy of �0.5%.

Calibration Using a Laboratory Grade Flowmeter. This
method is possible when a laboratory-grade flowmeter is
available. As done in the Wet Test Gas Meter, a series of
flows are passed through both the laboratory grade flow-
meter and the pneumotachometer under test, as shown in
Fig. 12. The output of the pneumotachometer under test is
made to agree with the flow indicated by the laboratory
grade flowmeter.

Piston Prover. Flow meters can also be calibrated using
a piston prover (39). This device consists of a precision
bore glass tube with a piston, that moves due to the
displacement of the gas whose flow rate is being measured.
The piston, which is slightly smaller than the bore of the
tube, has a groove filled with mercury to create a leak-less,
low friction seal. The flow is determined by the time that it
takes for the piston to travel between two reference posi-
tions, timed using light beams. This device has an accuracy

of better than �0.2%. NIST provides calibration services
for flowmeters using this technique and apparatus.

Soap Bubble Technique. From time to time, researchers
need to measure a particular flow, but do not have the
specialized calibration equipment required. In cases like
this, the soap bubble technique can be used. It is imple-
mented by placing a soap film across the open end of a
constant, cross-section tube. The other end of the tube is
connected to a barb fitting that will easily receive a plastic
tubing through which the flow to be measured is passing.
Next, the soap film is moved toward the other end (the side
with the fitting), by using a source of vacuum that is
momentarily connected to the end with the fitting. Then,
the tubing with the flow to be measured is connected to
fitting, and the time that it takes for the soap film to travel
between two reference positions is recorded. This informa-
tion is then used to calculate flow. This technique resem-
bles the piston prover, except that a soap film is used
instead of a piston.

PNEUMOTACHOMETER DYNAMIC CHARACTERISTICS

Another important characteristic of a pneumotachometer
is its ability to measure rapidly changing flows. If one
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attempts to measure a fast changing flow signal with a
flowmeter that does not have the adequate dynamic char-
acteristics or ‘‘frequency response’’, one would obtain inac-
curate results. One of the most common vehicles for
capturing a device’s frequency response is called the
Bode Plot (40). This section addresses the general test
procedure and presentation format used for obtaining a
frequency response or Bode plot. Afterward, it presents the
method used for performing a frequency response test on
flowmeters.

One of the fundamental properties of a linear system is
that if the system is excited with a sinusoidal input signal,
after the transients die out, its output will also exhibit a
sinusoidal behavior. A frequency response test consists of
applying sinusoids of different frequencies and measuring
the amplitude of the output and the phase difference
between the input and output. Figure 13a shows a sinu-

soidal generator producing a sine wave with amplitude A
and frequency fi, being applied to a linear system. It also
shows the corresponding output, another sinusoid of the
same frequency, but with amplitude Bi and phase Fi. This
procedure is repeated for different frequencies in order to
obtain a table as shown Fig. 13b. Notice that the ratio of the
output–input amplitude is calculated as well as 20 log of
this ratio. This latter quantity has units called dB or
deciBels in honor of the communication pioneer, Alexander
Graham Bell. The Bode plot, which is actually made up of
two plots, presents this information in graphical form. The
magnitude plot shows the amplitude ratio in dB (i.e., 20 log
Bi/A) on the vertical axis and the frequency [v ¼ 2pf ], in a
logarithmic scale, on the horizontal axis. This is shown in
Fig. 13c. Similarly, the Phase Bode Plot shows the phase
against the various input frequencies. This is shown in Fig.
13d. The particular plot shown here is descriptive of a
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device that has low pass characteristics. This means that it
passes signals of low frequencies at a constant gain (flat or
horizontal portion), but attenuates ones that are of high
frequencies (sloped portion of the graph). For any parti-
cular pneumotachometer application, it is desirable to use
one that is flat in the range of frequencies that will be
present in flow waveform that is to be measured. As an
example of this, the ATS Standardization of Spirometry
(18) stipulates, ‘‘Measuring PEF requires an instrument
that has a frequency response that is flat (�5%) up to
12 Hz’’.

The reader may question the emphasis on sinusoidal
inputs when in the real world, very few signals are sinu-
soidal. Representation in terms of sinusoids provides a
general framework for dealing with any type of periodic
signals, periodic function can be decomposed into a sum-
mation of sinusoids (Fourier Series).

Performing a frequency response test on a pneumotach-
ometer is more challenging than for an electronic device
where both the input and output are electronic signals that
are easily measurable. Development of this experimental
procedure for pneumotachometers has been refined by Jack-
son and Vinegar (41). The test set up can be represented as
shown in Fig. 14. For purposes of this explanation, assume
that the pneumotachometer being tested is of the Fleish type,
a fluid resistance with a pressure transducer for measure-
ment of the pressure drop. To perform the frequency response
test, a small loudspeaker is used to generate the sinusoidal
flow that is applied to the pneumotachometer under test. On
the other side of the pneumotachometer, a large, rigid tank is
connected. Notice that because the tank is filled with ambient
air, a compressible fluid, flow enters and exits it. Of course,
when the flow enters the tank, the pressure in it increases,
and when the flow exits, the pressure decreases. The experi-

mental procedure requires a second pressure transducer that
measures the pressure inside the tank. This signal is used to
calculate the flow in and out of the tank. Referring to Fig. 14,
e _VV measured is the pneumotachometer output signal (the out-
put voltage of the pressure transducer connected to the
pneumotachometer) and etank pressure is the tank’s pressure
transducer output signal. The flow into the tank is given by

V
˙

true ¼ K1
dðetank pressureÞ

dt

A frequency response test is performed by varying the fre-
quency of the loudspeaker, collecting the data and plotting it
in Bode format. The response is flat as long as the ratio of
e _VVmeasured=

_VV true is constant.

CORRECTION FOR STANDARD CONDITIONS

Often the state in which the flow is measured is not
reflective of the physiological conditions in which flow
becomes meaningful. In other cases the calibration of
the flowmeter takes place under a different set of condi-
tions than what the flowmeter will experience in the clin-
ical setting. In both cases, one needs to correct the resulting
measurements to accurately capture the true physiological
event happening. To illustrate the correction process, an
example is provided here. Consider a pneumotachometer
that is to be used for measurement of inspiratory flow.
Further assume that the pneumotachometer has been
calibrated with room air, using the standard 3L syringe.
Consequently, there is no need to correct the flowmeter
reading since it will measure properly the flow that passes
through it during the test. That is, the conditions for
calibration and clinical testing are the same. However,
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when the air enters the respiratory system, it experiences
two changes: its temperature increases from room tem-
perature to body temperature, and the humidity from 0%
(assuming a very dry day) to 100% RH. Both of these
processes need to be taken into consideration if it is desired
to know the actual volume that is expanding the alveoli. In
reality, both processes are happening simultaneously, but
for purposes of this example, we will assume that the air is
heated first and then it becomes saturated. Both of these
transformations cause the air volume to expand. Figure 15
shows the expansion process.

The increase in temperature causes the air to expand
(Dalton’s law of gasses). The correction factor for tempera-
ture is

CFTemperature ¼
Tbody þ 273:16 �C

Tinlet þ 273:16 �C

Assuming that the inlet temperature is 21.1 8C (70 8F) and
that the body temperature 37 8C (98.6 8F) this correction
factor CFTemperature is 1.05.

The increase in humidity also creates an expansion. It is
due to the effect of water vapor on the partial pressures.
The total pressure of the dry gas is equal to the sum of the
partial of its three main constituents N2, O2, and CO2.

Ptotal ¼ PN2
þ PO2

þ PCO2

However, as the air travels through the airways, it is
humidified. We assume that the total pressure remains
constant as the air moves through the airways. Now the
total pressure becomes:

Ptotal ¼ PH2O þ PN2
þ PO2

þ PCO2

The presence of the partial pressure of the water vapor
(PH2O) causes the sum of partial pressures of the last three
constituents to decrease. This in turn causes the volume to
expand. Thus the correction factor expression for humidity
is

CFHUMIDITY ¼
pambient

pambient � psat

Assume that the ambient barometric pressure is
29.92 mmHg (98.3 kPa) and at a body temperature of
36 8C, the water vapor pressure is 1.78 mmHg (6 kPa).
Substituting these values into the previous equation pro-
duces a correction factor CFHUMIDITY of 1.06.

Combining both factors, the total correction factor
becomes 1.12. This means that every milliliter that enters
the mouth expands by 12% by the time that it reaches the
alveoli. Consequently, measured flows need to be increased
by 12%.

Comments about Complexities in the Measurement
and Correction Process

More accurate (than the upper limits established by the
ATS), bidirectional flow measurement is a challenging
task when using pneumothachometers other than the
volumetric type. This is true since the air volume varies
due to density changes (resulting from temperature and
composition differences of the incoming and outgoing air).
The composition of inspired and expired air is shown in
Table 1. The problem is made even more complicated if
Fleish-type pneumotachometers are used, since now visc-
osity (the critical variable in the flow–pressure drop rela-
tionship) is influenced by both temperature and gas
composition.

OVERVIEW OF DESIGN SPECIFICATIONS

This section presents some of the technical specifications of
Fleish-type pneumotachometers, specifically those manu-
factured by Hans Rudolph a major manufacturer of
respiratory components (42). These characteristics are
shown in Table 2.

It is difficult to describe accuracy of each device in detail,
since it depends not only on the hardware (i.e., resistive fluid
sensor element) and the measurement process, but also on
the correction factors that are applied (gas composition,
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Figure 15. Correction for volume expansion due to increase in
temperature and humidity.

Table 1. Normal Gas Concentrations of Aira

Source of sample Nitrogen (N2),% Oxygen (O2),% Carbon Dioxide (CO2),% Water Vapor (H2O),%

Inspired air (dry) 78.65 20.9 0.04 0.5
Alveolar air (saturated) 75.45 13.2 5.2 6.2
Expired air (saturated) 74.8 15.3 3.7 6.2

aAdapted from Ref. (42).



temperature, relative humidity, differences between atmo-
spheric conditions at the time of calibration and those at the
time of use, and corrections for quadratic-type pressure
drop). As mentioned before, most manufacturers simple
indicate that their products meet the ATSs standards.

INDIRECT TECHNIQUES FOR MEASURING FLOW

There are various methods that provide an estimate of
respiratory flow, by means of an indirect measurement.
These techniques find an application in cases where con-
tinuous connection to a pneumotach through a mouthpiece
or mark is not feasible.

INDUCTIVE PLETHYSMOGRAPHY

Respiratory inductive plethysmography (RIP) has been
used for many years for respiratory monitoring. Used in
intensive care units worldwide for monitoring respiratory
activity, primarily tidal volume. During inspiration, due to
the bucket-handle effect of the ribs and the outward dis-
placement of the abdomen, there is an increase in the cross-
sectional area of the rib cage and abdomen, which trans-
lates into an increase in circumference (or more accurately,
perimeter). This increase in perimeter is measured using
elastic bands and correlated to a specific lung volume
increase, or often used as a simple, relative measurement
of lung volume expansion.

This technique used by the LifeShirt (44) is a vest-like,
portable physiological monitoring system. In the LifeShirt,
‘‘two parallel, sinusoidal arrays of insulated wires
embedded in elastic bands are woven into a flexible garmet.
Extremely low voltage electrical current is passed through
the wire creating an oscillating circuit. As the body cham-
bers expand and contract, the electrical sensors generate
different magnetic fields that are converted into propor-
tional voltage changes over time (i.e., waveforms)’’. For
calibration, which is done immediately after putting on the
vest, the user breathes into a fixed-volume, calibration bag.
Then the associated tidal volume is correlated to the mea-
sured body’s expansion.

Respiratory Sounds

There is a correlation between respiratory flow and breath
sounds. This method has been pursued for many years and

continues to be an ongoing topic for research (45,46).
Tracheal breath sounds are preferred by many investiga-
tors since they are louder than chest sounds and since there
is more correlation of flow at the trachea and less filtering
from the chest wall (47).

The U.S. Army (48) has been extremely active in devel-
oping physiological monitoring systems based on the
sounds detected at the neck. Their motivation for this
research is based on the premise that continuous moni-
toring of the soldier’s health ‘‘can provide exceptional
improvement to survivability, mobility, and lethality’’
(49). This group has generated a considerable amount of
methodology as well as easy-to-build sensors and equip-
ment for this application (50,51).

Some development has been done to obtain an estimate
of actual flow from respiratory sounds (instantaneous
measurement of the magnitude and direction of respira-
tory flow) (52). This is possible since inspiration and
expiration have different ‘‘sounds’’, due to the asymme-
trical nature of the respiratory passageways. This
approach is implemented by initially, simultaneous mea-
suring both tracheal sounds (using a small microphone
attached to the neck) and actual flow (using a standard
pneumotachometer). After recording data for 1–2 min,
these two waveforms that are fed into a computer program
that produces a correlation algorithm, which can be used
subsequently to predict flow (magnitude and direction)
from the tracheal sounds. The long-terms aim of this effort
is detection of SIDS candidacy. The basic concept is that
there might be a flow patterns/signature that could be
construe as an early-predictor of SIDS. This test would be
done during the first night that a newborn spends at the
hospital. If a suspicious pattern is found, then a baby
monitor could be sent home with the baby. It could also
find application in the analysis the breathing patterns
of athletes (in which a mouthpiece-tachometer is not
feasible).

SUMMARY

Pneumotachometers have contributed and will continue
to contribute significantly to our understanding of the
respiratory system. They are an essential tool in the fight
against respiratory diseases. In addition new applica-
tions are being developed that aim at the prevention of
disease.
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Table 2. Characteristics of Commercially Available Pneumotachsa,b

Application
Flow Range

(L�min�1)
Fluid Resistance
(mmH2O/(L�min�1)

Max. Pressure Drop at End of
Range (mmH2O)

Premature (38 week gestational) 0–10 1.0 10
Neonate (Birth to 1 month) 0–10 0.70 7
Infant (1–12 month) 0–35 0.20 7
Pediatrics 0–100 0.10 10
Pediatrics 0–160 0.10 16
Adults 0–400 0.04 16
Adults 0–800 0.02 16

aadapted from Ref. 43.
bNote: 1 psi ¼ 1 lbf/in2 ¼ 6.89 kPa ¼ 704 mmH2O.
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INTRODUCTION

Few techniques rival the impact that the polymerase chain
reaction (PCR) has made in the age of molecular biology.
Cloning and deoxyribonucleic acid (DNA) sequencing are
other such techniques that have become embedded into
everyday life on the molecular biologist’s bench. Over 60
books alone (not to mention the tens of thousands of
research articles) have been devoted to the strategies,
methods and applications of PCR for the identification,
detection and diagnosis of genetic and infectious diseases.
Rightfully so, the inventor of PCR, Kary B. Mullis, was
awarded the Nobel Prize in Chemistry for his discovery of
the technique in 1993. However, PCR has not been without
controversy. In 1989, DuPont challenged the validity of the
Cetus PCR patents in federal court and with the Office of
Patents and Trade Marks, and by 1991 the Cetus patents
were unanimously upheld and later sold to Hoffman La
Roche for $300 million. More recently, in 1993, Promega
has challenged the validity of the Hoffmann La Roche Taq
DNA polymerase patent that is currently pending. In this
article, we attempt to provide a comprehensive overview
for the molecular biologist when applying PCR to his/her
application of interest.

DNA POLYMERASE REACTION

The DNA replication is an inherent process for the gen-
eration and evolution of future progeny in all living organ-
isms. At the heart of this process is the DNA polymerase
that primarily synthesizes new strands of DNA in a 50!30

direction from a single-stranded template. Most native
DNA polymerases, however, are polyfunctional and show
50-exonuclease and/or 30-exonuclease activities that are
important for cellular DNA repair and proofreading func-
tions. Numerous molecular biology applications have har-
nessed these activities, such as labelling DNA by nick
translation and TaqMan assays (see below), and endrepair
of sheared DNA fragments and improving DNA synthesis
fidelities, respectively. The PCR is an elegant, but simple,
technique for the In vitro amplification of target DNA
utilizing DNA polymerase and two specific oligonucleotide
or primer sequences flanking the region of interest. PCR is
a cyclic process of double-strand separation of DNA by heat
denaturation, specific hybridization or annealing of short
oligonucleotide primers to singlestranded DNA, and synth-
esis by DNA polymerase (1,2). Each cycle doubles the
region marked by the primer sequences. By sequential
iteration of the process, PCR exponentially generates up
to a billion of copies of the target within just a few hours
(Fig. 1).

The specificity of PCR is highly dependent on the
careful design of unique primers with respect to the gen-
ome under investigation and the nucleotide composition of
the primer sequences. Theoretically, a 16-mer (416) is of
sufficient length to represent all unique primer sequences
from a completely random genome size of 3 billion base
pairs. In the real world, however, all genomes are not
random and contain varying degrees of repetitive ele-
ments. For the human genome, Alus, LINEs (long inter-
spersed DNA elements) and low complexity repeats are
frequently observed and should be avoided in primer
design when possible. There are a few simple rules for
designing primer sequences that work well in PCR. In
practice, PCR primers should be between 18 and 25 nucleo-
tides long, have roughly an equal number of the four
nucleotides, and show a G þ C composition of 50–60%.
Commercially available oligonucleotide synthesizers that
show phosphamidite coupling efficiencies > 98% mean
that primers of this size can usually be used in PCR with-
out purification. A variety of computer programs are avail-
able for selecting primer sequences from a target region.
Many of these programs will reveal internal hairpin struc-
tures and self-annealing primer sequences, but manual
inspection of the oligonucleotide is still necessary to max-
imize successful PCR amplifications.

The concentrations of the PCR cocktail ingredients are
also important for product specificity, fidelity and yield. In
addition to Taq DNA polymerase and primers, the PCR
mixture contains the cofactor magnesium ion (Mg2þ), the
four 20-deoxyribonucleoside-50-triphosphates (dNTPs) and
the buffer. In general, PCR reagent concentrations that are
too high from standard conditions result in nonspecific
products with high misincorporation errors, and those that
are too low result in insufficient product. A typical 50 mL
PCR cocktail that contains 0.4 mmol�L�1 of each primer,
200 mmol�L�1 of each dNTP, 1.5 mmol�L�1 MgCl2, and 1.25
units Taq DNA polymerase in 10 mmol�L�1 tris-HCl, pH
8.3, 50 mmol�L�1 KCl buffer works well for most PCR
applications. The optimal Mg2þ concentration, however,
may need to be determined empirically for difficult target
templates. The performance and fidelity of Taq DNA poly-
merase are sensitive to the free Mg2þ concentration (3),
which ionically interacts with not only the dNTPs but also
with the primers, the template DNA, ethylenediaminete-
traacetic acid (EDTA), and other chelating agents. In most
cases, the Mg2þ concentration will range from 1.0 to
4.0 mmol�L�1.

The number of cycles and the cycle temperature–length
of time for template denaturation and primer annealing
and extension are important parameters for high quality
PCR results. The optimal number of cycles is dependent on
the starting concentration or copy number of the target
DNA and typically ranges from 25 to 35 cycles. Too many
cycles will significantly increase the amount of nonspecific
PCR products. For low copy number targets, such as the
integrated provirus of Human immunodeficiency virus
type 1 (HIV-1) from human genomic DNA, two rounds of
PCR are employed first using an outer primer pair set
followed by an internal (nested) primer pair set flanking
the region of interest to yield positive and specific PCR
products. Brief, but effective denaturation conditions, that
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is 94–97 8C for 15–30 s, are necessary as Taq DNA poly-
merase has a half-life of only 40 min at 95 8C. Annealing
conditions, on the other hand, are dependent on the con-
centration, base composition and the length of the oligo-
nucleotide and typically range between 55 and 68 8C for
30–60 s. The length of the amplified target is directly
proportional to the primer extension length of time. Primer
extension is performed between 68 and 72 8C and, as a rule
of thumb, is � 60 s for every 1 kb.

Crude extracts from blood, cerebral spinal fluid, urine,
buccal smears, bacterial colonies, yeast spores, and so on
are routinely used as sources of DNA for PCR templates.
Due to the high sensitivity of PCR, rapid isolation proto-
cols, such as heat and detergent disruptions, and enzy-
matic digestion of biological samples have been frequently
used. Caution should be invoked when using crude extracts
as starting materials for PCR amplifications because a
number of impurities are known to inhibit Taq DNA poly-
merase. These include red blood cell components, sodium
dodecyl sulfate (SDS), high salts, EDTA and too much
DNA. Since only a few hundred target molecules are
needed for successful PCRs, in most cases, these impurities

can be effectively removed by simply diluting the starting
material. Each sample should then be tested with control
primers that specifically amplify a known target to deter-
mine the integrity of the crude extract. Alternatively, the
isolation of the desired organism, such as HIV-1, human
Hepatitis A virus, influenza virus, cytomegalovirus, and so
on, or the isolation of specific cell fractions, such as per-
ipheral blood mononuclear cells, can significantly increase
the sensitivity and specificity of the PCR amplifications.

SENSITIVITY AND CONTAMINATION OF POLYMERASE
CHAIN REACTION

Contamination is the dark side of the PCR force. The
exquisite sensitivity of PCR can result in contamination
from even a single molecule of foreign or exogenous DNA
(4,5). To minimize false positives, standard operating
procedures have been described, including the physical
isolation of PCR reagents from the preparation of DNA
templates and PCR products, using autoclaved solutions,
premixing and aliquoting reagents, the use of disposable
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gloves, avoiding splashes, the use of positive displace-
ment pipettes, adding DNA last, and carefully choosing
positive and negative controls (6). Contamination is
likely to surface for DNA samples that are difficult to
amplify because of sequence content, or due to poor
primer design and chemical impurities in DNA extrac-
tions. This is especially true for low copy number targets
or degraded samples, as greater numbers of amplifica-
tion cycles are generally required to achieve the desired
product. In these cases, residual amounts of exogenous
DNAs can compete and override the amplification pro-
cess, resulting in spurious data. The best approach to
challenge dubious results is to repeat the experiment
with scrupulous care to details and controls. Biological
samples collected at a single time point should be divided
into multiple aliquots such that independent DNA
extractions and PCR experiments can be performed to
verify and validate initial results. Data should be dis-
carded if inconsistent positive and negative PCR results
occur upon repetition of the experiment. While negative
controls can rule out reagent contamination, sporadic
contamination can go unchecked. The probability of
repeating spurious contamination in a consistent man-
ner is extremely low.

There are three sources of contaminating DNA: (1)
carryover contamination from previously amplified PCR
products; (2) cross-contamination between multiple source
materials; and (3) plasmid contamination from a recombi-
nant clone that contains the target sequence. Of the three,
carryover contamination is considered to be the major
source of contamination because of the relative abundance
of amplified target sequences. The substitution of dUTP for
dTTP in the PCR cocktail has been routinely used as a
method of preventing carryover contamination. Pretreat-
ment of subsequent PCR mixtures prior to thermal cycling
with uracil DNA glycosylase results in the removal of dU
from any carryover PCR product, but does not affect the
template DNA or dUTP. The dU removal creates an abasic
site that is heat labile and degrades during thermal
cycling, thus preventing carryover amplification. More-
over, ultraviolet (UV) light can reduce work surface and
reagent contamination. Cross-contamination between
samples is more difficult to diagnose, and suspicious
results should be repeated from independent DNA extracts
and PCR experiments for samples in question. Plasmid
contamination, on the other hand, can be identified by
sequence analysis and comparison to all laboratory plas-
mid sequences.

POLYMERASE CHAIN REACTION INTRODUCES
MUTATIONS

The power and ease of PCR, however, were not fully
appreciated until the introduction of the thermostable
DNA polymerase isolated from Thermus aquaticus (Taq)
(7) and automated instrumentation in 1988. It was here
that PCR could be run in fully closed and automated
systems. Fresh Klenow DNA polymerase did not have to
be added at each cycle and PCR could be performed at
higher annealing and extension temperatures, which

increased the specificity and yields of the reactions while
minimizing the risks of contamination. A hot start PCR
further enhances specificity by preventing the formation of
nonspecific products that arise during the initial steps of
thermal cycling in PCR.

Taq DNA polymerase has been shown to incorporate
nucleotides incorrectly at a frequency of 1 in 9000 bases by
a mutation reversion assay (8). From sequence analysis of
cloned PCR products, a slightly higher error frequency was
determined (1 in 4000–5000 bp) for Taq DNA polymerase
(9). The fidelity of DNA synthesis for Taq DNA polymerase,
however, can vary significantly with changes in free Mg2þ

concentration, changes in the pH of the buffer, or an
imbalance in the four dNTP concentrations. Polymerase
misincorporation errors are minimized when the four
dNTPs are equimolar and between 50 and 200 mmol�L�1

(9). Since Taq DNA polymerase lacks a 30-exonuclease
activity, misincorporated bases typically cause chain ter-
mination of DNA synthesis that are not propagated in
subsequent PCR cycles. In a worst-case scenario, a muta-
tion occurring during the first round of PCR from a single
target molecule and propagated thereafter would exist at a
frequency of 25% in the final PCR product. Since hundreds
of target copies are routinely used as starting DNA in PCR
and most misincorporations terminate DNA synthesis, the
observed error frequency is � 25%.

Cloning of full-length genes from PCR products, how-
ever, has been problematic because PCR-induced muta-
tions can cause amino acid substitutions in the wildtype
sequence. Thus, significant effort must be employed in the
complete sequencing of multiple PCR clones to identify
mutation-free clones or ones that contain synonymous
substitutions that do not change the protein coding
sequence. Accordingly, thermostable DNA polymerases
that contain a 30-exonuclease (30-exo) activity for proof-
reading of misincorporated bases have been recently intro-
duced and include DNA polymerases isolated from
Pyrococcus furiosus (Pfu), Thermococcus litoralis (Vent),
Pyrococcus species GB-D (Deep Vent) and Pyrococcus woe-
sei (Pwo). The error frequencies of these DNA polymerases
are two- and sixfold < Taq DNA polymerase (10), but these
polymerases are difficult for routine use, as the 30-exonu-
clease activity can easily degrade the single-stranded PCR
primers. 30-Exo DNA polymerases, however, have been
successfully used in long PCR in combination with Taq
DNA polymerase and show an approximately twofold lower
error frequency than Taq DNA polymerase alone (10).

POLYMERASE CHAIN REACTION LENGTH LIMITATIONS

For most applications, standard PCR conditions can reli-
ably amplify target sizes up to 3–4 kb from a variety of
source materials. Target sizes > 5 kb, however, have been
described in the literature using standard PCR condi-
tions, but generally yield low quantities of PCR product.
The PCR size limitation can be attributed to the misin-
corporation of nucleotides that occurred 1 in 4000–
5000 bp that ultimately reduced the efficiency of amplify-
ing longer target regions. A breakthrough in long PCR
came through the combined use of two thermostable DNA
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polymerases, one of which contains a 30-exonuclease activ-
ity (11,12). The principle for long PCR is that the Taq DNA
polymerase performs the high fidelity DNA synthesis part
of PCR, coupled with the proofreading activity of Pfu,
Vent or Pwo DNA polymerases. Once the nucleotide error
is corrected, Taq DNA polymerase can then complete the
synthesis of long PCR templates. From empirical studies,
only a trace amount of the 30-exo DNA polymerase,
roughly 1% to that of Taq DNA polymerase or another
DNA polymerase isolated from Thermus thermophilis
(Tth), is needed to perform long PCRs > 20 kb. Other
important factors for long PCR are the isolation of high
quality, high molecular weight DNA and protection
against template damage, such as depurination during
thermal cycling. The use of the cosolvents glycerol and
dimethyl sulfoxide (DMSO) have been shown to protect
against DNA damage by efficiently lowering the dena-
turation temperature by several degrees centigrade. The
rule of thumb for primer extensions still applies for long
PCRs (60 s�kb�1), although for targets > 20 kb, times
extension should not exceed 22 min cycle�1. The complex-
ity and size of the genome under investigation can also
affect the size of long PCR products. For example, PCR
product lengths of 42 kb have been described for the
amplification of l bacteriophage DNA (11,12), compared
with a 22 kb PCR product obtained from the human b-
globin gene cluster (12).

CREATION OF NOVEL RECOMBINANT MOLECULES
BY POLYMERASE CHAIN REACTION

Polymerase chain reaction can amplify both single- and
double-stranded DNA templates as well as complementary
DNA (cDNA) from the reverse transcription of messenger
ribonucleic acid (mRNA) templates. Because of the flex-
ibility of automated DNA synthesis, In vitro mutagenesis
experiments can easily be performed by PCR. Recombinant
PCR products can be created via the primer sequences by
tolerated mismatches between the primer and the template
DNA or by 50-add-on sequences. Primer mediated muta-
genesis can accommodate any nucleotide substitutions and
small insertions or deletions of genetic material. The
desired genetic alteration can be moved to any position
within the target region by use of two overlapping PCR
products with similar mutagenized ends (Fig. 2, left). This
is accomplished by denaturing and reannealing the two
overlapping PCR products to form heteroduplexes that
have 30-recessed ends. Following the extension of the 30-
recessed ends by Taq DNA polymerase, the full-length
recombinant product is reamplified with the outer primers
only to enrich selectively the full-length recombinant PCR
product. 50-Add-on adapters can also be used to join two
unrelated DNA sequences, such as the splicing of an exo-
genous promoter sequence with a gene of interest (Fig. 2,
right). The promoter–gene sequences are joined at the
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Figure 2. Creation of mutagenized or
recombinant PCR products via primer
mismatches (left) or 50-add-on sequences
(right).



desired junction by 50-add-on gene specific and 50-add-on
promoter-specific adapters that can PCR amplify the pro-
moter and the gene targets, respectively. Heteroduplexes
can then be formed, as described above, from the two
overlapping PCR products, which are then selectively
amplified with outer primers to generate the desired
full-length recombinant PCR product.

POLYMERASE CHAIN REACTION AS A DETECTION SYSTEM

Polymerase chain reaction is a powerful tool for the detec-
tion of human polymorphic variation that has been asso-
ciated with hereditary diseases. Many PCR techniques
have been described that can discriminate between wild-
type and mutant alleles, but in this section only a few of the
most frequently used techniques are discussed. Of these,
DNA sequencing of PCR products is the most widely used
and most sensitive method for the detection of both novel
and known polymorphic differences between individuals.
Complementing scanning technologies, however, have
been developed for the rapid detection of allelic differences
because of the high costs associated with DNA sequencing
and the ability to process large numbers of samples. Sin-
glestrand conformation polymorphism (SSCP) has been
commonly used as a technique for the identification of
genetic polymorphisms. Following PCR, the product is heat
denatured and subjected to native or nondenaturing gel
electrophoresis. Allelic differences between samples are
detected as mobility band shifts by radioactive and non-
radioactive labeling procedures. PCR–SSCP, however, is
limited in fragment size to � 200 bp because the accuracy
in discriminating between different alleles diminishes sig-
nificantly with an increase in the fragment length.

Multiplex PCR allows for the simultaneous amplifica-
tion of multiple target regions and has been particularly
useful for the detection of exon deletion(s) in X-linked
disorders, such as Duchenne muscular dystrophy (13)
and Lesch–Nyhan syndrome (14). The multiplex PCR pro-
ducts are resolved by gel electrophoresis and are visualized
by ethidium bromide staining. The absence of specific PCR
product(s) is diagnostic of exon deletion(s) in affected
males, and half-dosage PCR products are diagnostic of
carrier mothers (15). Moreover, up to 46 primer pairs have
been simultaneously amplified by multiplex PCR with
excellent success (90%) for the large-scale identification
of human single nucleotide polymorphisms (SNPs) by
hybridization to high density DNA chip arrays.

Genetic polymorphisms can also be identified by immo-
bilizing the PCR product on to a nylon membrane in a dot
blot format and probing by hybridization with an allele-
specific oligonucleotide (ASO) that contains a 50-biotin
group. The ASO hybridization is detected by adding strep-
tavidin-horseradish peroxidase, which binds to the bioti-
nylated probe, followed by a colorimeter assay. The
colorimeter ASO assay has been applied to the genotyping
of human leucocyte antigen (HLA)–DQA alleles and the
detection of b-thalassaemia mutations. More recently,
multiplex PCR and colorimeter ASO methodologies have
been combined in a reverse fashion, in which ASOs are
immobilized on to nylon membrane strips and probed

against biotinylated gene-specific multiplex PCR reactions.
Allele-specific PCR products are detected by hybridization
and conversion of a colourless substrate to a blue precipi-
tate for the simultaneous genotyping of HLA–DQA 1, low
density lipoprotein receptor, glycophorin A, hemoglobin G
gammaglobin, D7S8, and groupspecific component.

Lastly, In situ PCR enables the amplification of target
sequences from sections of formalin-fixed, paraffin-
embedded tissue specimens to determine the levels of gene
expression in specific cell types that otherwise could not be
detected by conventional In situ hybridization. The PCR is
performed directly on glass slides by overlaying the PCR
mixture on to the specimen, sealing the slides to prevent
evaporation, and temperature cycling using a thermal
sensor or modified thermal cycler that holds glass slides.

DEGENERATE POLYMERASE CHAIN REACTION

Degenerate PCR is a powerful strategy for obtaining novel
full-length cDNA sequences from limited amino acid
sequence information (16). The PCR primer sequences are
derived from the reverse translation of 6–9 amino acid
codons, which will result in varying levels of degeneracy
except for methionine and tryptophan residues. Careful
attention should be exercised in the design of degenerate
primers because increasing the primer complexity (i.e.,
using codons that show more than twofold degeneracy) will
typically result in an increase in nonspecific PCR products.
One approach in reducing the complexity of the degenerate
primer is the use of codon bias for the particular organism
from which the gene will be cloned. Alternatively, the
alignment of orthologous gene sequences from other species
can greatly improve the specificity of cloning the gene of
interest by revealing evolutionarily conserved domains.
Once the optimal primer sequence is determined, the mix-
ture of oligonucleotides can be simultaneously synthesized
and will represent all possible amino acid combinations of
the degenerate sequence. The specificity of PCR should then
selectively amplify the correct primer sequences to generate
a gene or gene family-specific probe from which the full-
length cDNA can be obtained. Degenerate PCR has been
successfully used in the screening of novel gene family
members such as G-protein-coupled receptors, nuclear ster-
oid receptors and protein tyrosine kinases.

ANCIENT DNA

Phylogenetics is the study of evolutionary relationships
between specimens that are inferred from contempora-
neous sequences. The ability to obtain DNA sequences
from specimens or even fossils that are millions of years
old could equip the phylogeneticist with a powerful means
of directly testing an a priori hypothesis. Following death of
the tissue or organism, however, DNA is rapidly degraded
by, presumably, nuclease activities and hydrolytic pro-
cesses, resulting in short fragment sizes that are generally
no longer than 100–150 bp. Moreover, this old DNA is
largely modified by oxidative processes and by intermole-
cular crosslinks that render it unsuitable for cloning
by standard molecular biology procedures. Short PCRs,

384 POLYMERASE CHAIN REACTION



however, have been successfully performed from DNA
samples isolated from archival and ancient specimens (17).

Museums hold vast collections of archived hospital files of
patient specimens and of different species that have been
collected over the last century. In a recent study, phylogenetic
analyses of DNA sequences were performed from reverse
transcriptase PCR (RT-PCR) of formalin-fixed, paraffin-
embedded tissue specimens obtained from U.S. servicemen
killed in the 1918 Spanish influenza pandemic. Viral
sequences from three different gene regions were consistent
with a novel H1N1 Influenza A virus that was most closely
related to influenza strains that infect humans and swine,
but not wild waterfowl, considered to be the natural reservoir
for the influenza virus (18). Moreover, PCR and DNA sequen-
cing have been performed on DNA extractions of archaeolo-
gical findings, such as amplifying mitochondrial DNA
sequences from a 7000 year old human brain, amplifying
both mitochondrial and nuclear DNA sequences from bone
specimens from a 14,000 year old saber-toothed cat, and
amplifying chloroplast DNA sequences from fossil leaf sam-
ples from a 17 million-year-old Miocene Magnolia species.

QUANTITATIVE POLYMERASE CHAIN REACTION

Quantitative PCR (QPCR) has been widely used for detect-
ing and diagnosing genetic deletions, for studying gene
expression and for estimating the viral load of HIV-1.
While DNA quantitation by multiplex PCR has been pre-
viously described (15), the quantitation of RNA has been
wide reaching for the latter two areas. For many applica-
tions, estimating the relative amount of PCR product is
sufficient to describe a biological observation. The absolute
quantitation of RNA molecules, however, has been more
difficult than for DNA because of the difficulty of generat-
ing accurate controls. Internal standards derived from
synthetic RNA or cRNA have been designed to contain
the same primer sequences as the target but yield a
different-sized PCR product that can be easily separated
by gel electrophoresis. cRNAs are not only coamplified with
target sequences, but also coreverse transcribed to account
for the variable efficiencies of cDNA syntheses. Moreover,
QPCR is typically performed in the exponential or log
phase of the amplification process (typically 14–22 cycles)
to obtain accurate quantitative results. The absolute
amount of target mRNA can be quantitated by serial
dilutions of the target/internal control mixture and by
extrapolating against the standard curve.

Both the variable range of initial target amounts and
the presence of various inhibitors can, however, adversely
affect the kinetics and efficiencies of PCR. Alternatively, a
strategy based on a quantitative competitive (QC)
approach has been used to minimize the effects of these
variables. Known quantities of the competitor template,
which contains the same primer sequences as the target
but differs in size, are introduced into replicate PCRs
containing identical quantities of the target. The point
at which the intensities of the PCR products derived from
the target sequence and the competitor template are
equivalent is used to estimate the amount of target
sequence in the original sample (19).

Recently, real-time QPCR and QCPCR (20) using a
50-nuclease fluorogenic or TaqMan assay (21) has been
developed to measure accurately the starting amounts of
target sequences. Unlike gel electrophoresis, real-time
QPCR has the unique advantage of being a closed-tube
system, which can significantly reduce carryover contam-
ination. Using this technique, one can easily monitor and
quantitate the accumulation of PCR products during log
phase amplification. The TaqMan assay utilizes dual
reporter and quencher fluorescent dyes that are attached
to a nonextendible probe sequence. During the extension
phase of PCR, the 50-nuclease activity of Taq DNA poly-
merase cleaves the hybridized fluorogenic probe, which
releases the reporter signal and is measured during each
cycle. In addition to real-time QPCR, TaqMan assays have
broad utility for the identification of SNPs.

RELATED NUCLEIC ACID AMPLIFICATION PROCEDURES

Other in vitro systems can amplify nucleic acid targets
such as the transcription-based amplification system (TAS)
(6), its more recent version called the self-sustained
sequence replication (3SR) (22) and the ligation-dependent
Qb-replication assay (23). These methods are best suited
for the detection and semiquantitation of RNA target
sequences. The strategy for TAS and 3SR is a continuous
series of reverse transcription and transcription reactions
that mimic retroviral replication by amplifying specific
RNA sequences via cDNA intermediates. The primers
contain 50- add-on sequences for T7, T3, or SP6 promoters
that are incorporated into the cDNA intermediates. The
rapid kinetics of transcription-based amplifications is an
attractive feature of these systems, which can amplify up to
107 molecules in 60 min. Short amplify products, however,
which are due to incomplete transcription of the target
region and incomplete RNase H digestion of the RNA–
DNA hybrids, can be problematic in the TAS and 3SR
assays.

Unlike PCR, TAS, or 3SR assays, the ligation-
dependent Qb-replication assay results in the amplifica-
tion of probe, not target, sequences. This assay utilizes a
single hybridization to the target sequence, which is
embedded within, and divided between, a pair of adjacently
positioned midvariant (MDV-1) RNA probes. MDV-1 RNA
is the naturally occurring template for the bacteriophage
Qb RNA replicase. Following the isolation of the probe–
target hybrids, ligation of the binary probes creates a full-
length amplifiable MDV-1 RNA reporter. When Qb repli-
case is added, newly synthesized MDV-1 RNA molecules
are amplified from ligated binary probes that originally
hybridized to the target sequence (23). Similar to TAS and
3SR, the Qb-replication assay shows rapid kinetics,
generating up to 109 molecules in 30 min, and all three
methods have been successfully used for the detection and
quantitation of HIV-1 RNA molecules.

LIGATION CHAIN REACTION

The ligase chain reaction (LCR) can also amplify short
DNA regions of interest by iterative cycles of denaturation
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and annealing/ligation steps (24). The LCR utilizes four
primers: two adjacent ones that specifically hybridize to
one strand of target DNA and a complementary set of
adjacent primers that hybridize to the opposite strand.
LCR primers must contain a 50-end phosphate group, such
that thermostable ligase (24) can join the 30-end hydroxyl
group of the upstream primer to the 50-end phosphate
group of the downstream primer. Successful ligations of
adjacent primers can subsequently act as the LCR tem-
plate, resulting in an exponential amplification of the
target region. The LCR is well suited for the detection of
SNPs because a single-nucleotide mismatch at the 30 end of
the upstream primer will not ligate and amplify, thus
discriminating it from the correct base. Although LCR is
generally not quantitative, linear amplifications using one
set of adjacent primers, called the ligase detection reaction,
can be quantitative. Coupled to PCR, linear ligation assays
can also be used as a mutation detection system for the
identification of SNPs using both wild-type-specific and
mutant-specific primers in separate reactions. The oligo-
nucleotide ligase assay was first reported to detect SNPs
from both cloned and clinical materials using a 50-end
biotin group attached to the upstream primer and a non-
isotopic label attached to the downstream primer (25).
Allele-specific hybridizations and ligations can be sepa-
rated by immobilization to a streptavidin-coated solid sup-
port and directly imaged under appropriate conditions
without the need for gel electrophoretic analysis.

SUMMARY

Some of the general concepts and practices of PCR have
been reviewed here. Not only has PCR made a major and
significant impact on basic and clinical research, but it has
also been well accepted and utilized in forensic science. For
any scientific methodology to be accepted in the courts as
evidence, it must satisfy four criteria: that the method (1)
be subject to empirical testing, (2) be subject to peer review
and publication, (3) has a known error rate, and (4) is
generally accepted in the scientific community. The appli-
cation of PCR has been admitted in the U.S. courts as
evidence in criminal cases for the analysis of human DNA
sequences, and in January 1997 as evidence for the phy-
logenetic analysis of HIV DNA sequences (26). Clearly, the
scope of applications for PCR seems endless and it is truly a
remarkable technique that has been widely used in mole-
cular biology.
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Mullis KB, Ferré F, Gibbs RA, editors. The Polymerase Chain
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INTRODUCTION

This article aims to provide basic and contemporary infor-
mation on polymeric materials used in medical devices and
instrumentation. The fundamental concepts and features
of polymeric materials are introduced in the first section. In
the second section, the major commodity polymers used in
medicine are reviewed in terms of their basic chemical and
physical properties. The main part of this article, however,
is devoted to polymers in biomedical engineering applica-
tions, including tissue engineering and drug delivery
systems.

Polymers are a very important class of materials. A
polymer can be defined as a long-chain molecule that is
composed of a large number of repeating units of identical
structure. Some polymers, (e.g., proteins, cellulose, and
starch) are found in Nature, while many others, including
polyethylene, polystyrene, and polycarbonate, are pro-
duced only by synthetic routes. Hundreds of thousands
of polymers have been synthesized since the birth of
polymer science. Today, polymeric materials are used in
nearly all areas of daily life.

Polymers can simply be divided into two distinct groups
based on their thermal processing behavior: thermoplas-
tics and thermosets. Thermoplastics are linear or branched
polymers, and they soften or melt when heated, so that
they can be molded and remolded by heating. This property
allows for easy processing and recycling. In comparison,
thermosets are three-dimensional (3D) network polymers,
and cannot be remelted. Once these polymers are formed,
reheating will cause the material to scorch.

In addition to classification based on processing char-
acteristics, polymers may also be grouped based on the
chemical structure of their backbone. Polymers with one

identical repeating unit in their chains are called homo-
polymers. The term copolymer is often used to describe a
polymer with two or more repeating units. The sequence of
repeating units along the polymer chain can form different
structures, and copolymers can be further classified as
random copolymers, alternating copolymers, block copoly-
mers, and graft copolymers. In random copolymers, the
sequence distribution of the repeating units is random,
while in alternating copolymers the repeating unit are
arranged alternately along the polymer chain. A block
copolymer is one in which identical repeating units are
clustered in blocks along the chain. In graft copolymers, the
blocks of one type of repeating unit are attached as side
chains to the backbone chains.

Unlike simple pure compounds, most polymers are not
composed of identical molecules. A typical synthetic poly-
mer sample contains chains with a wide distribution of
chain lengths. Therefore, polymer molecular weights are
usually given as averages. The number average molecular
weight (Mn), which is calculated from the mole fraction
distribution of different sized molecules in a sample, and
the weight average molecular weight (Mw), which is cal-
culated from the weight fraction distribution of different
sized molecules, are two commonly used values. The sta-
tistical nature of polymerization reaction makes it impos-
sible to characterize a polymer by a single molecular
w̌eight. A measure of the breadth of the molecular weight
distribution is given by the ratios of molecular weight
averages. The most commonly used ratio is Mw/Mn. As
the weight dispersion of molecules in a sample narrows,
Mw approaches Mn, and in the unlikely case that all the
polymer molecules have identical weights, the ratio Mw/Mn

becomes unity. Most commercial polymers have the mole-
cular weight distribution of 1.5–10. In general, increasing
molecular weight corresponds to increasing physical prop-
erties and decreasing polymer processability.

In many cases, individual polymer chains are randomly
coiled and interviewed with no molecular order or struc-
ture. Such a physical state is termed amorphous. Amor-
phous polymers exhibit two distinctly different types of
mechanical behavior. Some, like poly(methyl methacry-
late, PMMA) and polystyrene are hard, rigid, glassy plas-
tics at room temperature, while others, like polybutadiene
and poly(ethyl acrylate), are soft, flexible, rubbery materi-
als at room temperature. There is a temperature, or range
of temperatures, below which an amorphous polymer is in a
glassy state, and above which it is rubbery. This tempera-
ture is called the glass transition temperature (Tg). The
value of Tg for a specific polymer will depend on the
structure of the polymer. Side groups attached to the
polymer chain will generally hinder rotation in the polymer
backbone, necessitating higher temperatures to give
enough energy to enable rotation to occur.

For most polymers, the Tg constitutes their most impor-
tant mechanical properties. At low temperatures (< Tg), an
amorphous polymer is glass-like, with a value of Young’s
modulus in the range of 109–1010 Pa, and it will break or
yield at strains greater than a few percent. When the
temperature is > Tg, the polymer becomes rubber-like, with
a modulus in the range of 105–106 Pa, and it may withstand
large extensions with no permanent deformation. At even
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higher temperatures, the polymer may undergo perma-
nent deformation under load and behave like a highly
viscous liquid. In the Tg range, the polymer is neither
glassy nor rubber-like. It has an intermediate modulus
and has viscoelastic properties.

CHEMICAL AND PHYSICAL PROPERTIES OF MAJOR
COMMODITY POLYMERS

This section reviews the major polymers used in medical
applications, with a brief discussion of chemical as well
as physical properties and their application. They are
grouped as homopolymers or copolymers.

Homopolymers

Polyacrylates (e.g., PMMA) and poly(hydryoxyethyl
methacrylate) (PHEMA), are used for hard and soft contact
lenses because of their excellent physical, coloring proper-
ties, and ease in fabrication. The PMMA polymer is a
hydrophobic, linear chain polymer that is glassy at room
temperature. It has very good light transmittance, tough-
ness, and stability, making it an excellent material for
intraocular lenses and hard contact lenses. The PHEMA
polymer is used for soft contact lenses. With the addition of
a –CH2OH group to the methyl methacrylate side group of
the PMMA structure, the polymer becomes hydrophilic.
Typically, PHEMA is cross-linked with elthylene glycol
dimethylacrylate (EGDM) to prevent the polymer from
dissolving when hydrated. When fully hydrated, PHEMA
is a hydrogel with potential use in advanced technology
applications (e.g., biomedical separation and biomedical
devices).

Polyolefins, which include polyethylene (PE) and poly-
propylene (PP), are linear chain polymers. Polyethylene is
a highly crystalline polymer that is used in its high density
form for biomedical applications because low density forms
cannot withstand sterilization temperatures. The high
density form is used for drains and catheters. The ultra-
high molecular weight form (UHMWPE) is used in ortho-
pedic implants for load-bearing surfaces in total hip and
knee joints. The material has good toughness, creep prop-
erties, resistance to environmental attack, and relatively
low cost. The PP is related to PE by the addition of a methyl
group along the polymer chain. It has similar properties to
PE (e.g., high rigidity, good chemical resistance, and ten-
sile strength) and is used for many of the same applica-
tions. It also has a high flex life, which is superior to PE and
is therefore used for finger joint prostheses.

Polytetrafluoroethylene (PTFE), commonly known as
Teflon, is similar in structure to PE except that the hydro-
gen in PE is substituted with fluorine. This polymer has a
high crystallinity (> 94%), high density, low modulus of
elasticity, and tensile strength. It is a very stable polymer
and difficult to process. The material also has very low
surface tension and friction coefficient. It is used for
vascular graft applications due to the lack of adherence
of blood components.

Poly(vinyl chloride) (PVC) is typically used for tubing for
blood transfusions, feeding, and dialysis. Pure PVC is hard
and brittle. However, for these applications, the addition of

plasticizers makes it soft and flexible. Issues concerning
these plasticizers exist because they can be extracted
during long-term use, making PVC less flexible over time.

Poly(dimethyl siloxane) (PDMS), or silicone rubber, is a
versatile material. Low molecular weight polymers have
low viscosity and can be cross-linked to make a higher
molecular weight rubber-like material. It has a silicon–
oxygen backbone instead of a carbon backbone. The mate-
rial is less temperature sensitive than other rubbers
because of its lower Tg. It also has excellent flexibility
and stability. The applications of PDMS are widespread
(e.g., catheter and drainage tubing, insulation for pace-
maker leads, a component in some vascular graft systems,
prostheses for finger joints, blood vessels, breast implants,
outer ears, chin and nose implants). Since its oxygen
permeability is very high, PDMS is also used in membrane
oxygenators.

Polyamides, commonly known as nylons, are linear-
chain polymers containing –CONH– groups. With the
presence of these groups, the chains attract strongly to
one another by hydrogen bonding. Increasing numbers of
–CONH– groups and a high degree of crystallinity improves
physical properties (e.g., strength and fiber forming ability).
They are used for surgical sutures.

Polycarbonates are tough, amorphous, clear materials
produced by the polymerization of biphenol A and phos-
gene. It is used as lenses for eyeglasses and safety glasses,
and housings for oxygenators and heart–lung bypass
machines.

Copolymers

Poly(glycolide lactide) (PGL) are random copolymers used
in resorbable surgical sutures. The PGL is polymerized by
a ring-opening reaction of glycolide and lactide and is
gradually resorbed in the body due to the ester linkages
in the polymer backbone via hydrolysis.

A copolymer of tetrafluoroethylene and hexafluoropro-
pylene (FEP) is used similarly to PTFE. The advantage of
FEP is that it is easier to process than PTFE, but still
retains excellent chemical inertness and a low coefficient of
friction. The FEP has a crystalline melting temperature of
265 8C, whereas PTFE is 375 8C.

Polyurethanes are copolymers, which contain ‘‘hard’’
and ‘‘soft’’ blocks. The ‘‘hard’’ blocks are composed of a
diisocyanate and a chain extender, with a Tg above room
temperature, and has a glassy or semi-crystalline charac-
ter. The ‘‘soft’’ blocks are typically polyether or polyester
polyols with a Tg below room temperature. Thus, the
material also has rubbery characteristics. Polyurethanes
are tough elastomers with good fatigue and blood-
containing properties. They are typically used for pace-
maker lead insulation, vascular grafts, heart assist balloon
pumps, and artificial heart bladders.

POLYMERS IN BIOMEDICAL ENGINEERING APPLICATIONS

Polymers Used in Tissue Engineering

Synthetic Polymers. The most widely used synthetic
polymers for tissue engineering products, either under
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development or on the market, are poly(lactic acid) (PLA),
poly(glylic acid) (PGA), and their copolymers PLGA. Both
PLA and PGA are linear aliphatic polyesters formed by
ring-opening polymerization with a metal catalyst. The
PLA can also be obtained from the renewable agricultural
source, corn and degrades in two phases: hydrolysis and
metabolization. The PLA and PGA polymers have similar
chemical structures except that the PLA has a methyl
pendant group. Both degrade by simple hydrolysis of their
ester linkages. The PGA can also be broken down by
nonspecific esterases and carboxypeptidases. The degrada-
tion rate is dependent on initial molecular weight, exposed
surface area, crystallinity, and, in the case of copolymers,
the PLA/PGA ratio present. PGA is highly crystalline,
having a high melting point, and a low solubility in organic
solvents. It is also hydrophilic in nature, losing its mechan-
ical strength over a period of 2–4 weeks in the body.

The PLGA was developed to achieve a wider range of
possible applications for PGA. Due to the extra methyl
group in lactic acid, PLA is more hydrophobic and has a
slower rate of backbone hydrolysis than PGA. The PLA is
also more soluble in organic solvents. The copolymer PLGA
degradation depends on the exact ratio of PLA and PGA
present in the polymer. The PLGA polymer is less crystal-
line and tends to degrade more rapidly than either PGA or
PLA. Lactic acid is a chiral molecule that exists in two
stereoisomeric forms that yield four morphologically dis-
tinct polymers. Both d-PLA and l-PLA are two stereore-
gular polymers d,l-PLA is the racemic polymer and meso-
PLA can be obtained from d,l-lactide.The amorphous poly-
mer is d,l-PLA and is used typically for drug delivery
applications where it is important to have a homogenous
dispersion of the active agents within a monobasic matrix.
The l-PLA polymer is semi-crystalline and most commonly
used because the degradation product of l(þ)-lactic acid is
the naturally occurring steroisomer of lactic acid. It is
typically used for high mechanical strength and toughness
applications (e.g., orthopaedics).

Some of the other synthetic polymers currently under
investigation for tissue engineering applications are
described briefly. Polycaprolactone (PCL) is a synthetic
aliphatic polyester with a melting point (Tm) of 55–
65 8C. Degradation of PCL is a slow process that occurs
either by hydrolysis or enzymatic degradation in vivo. The
slow degradation rate of PCL is particularly interesting for
long-term implants and controlled release application.
Poly(hydroxy butyrate) (PHB) and its copolymers are
semi-crystalline thermoplastic polyester made from renew-
able natural sources. In vivo, PHB degrades into hydro-
xybutyric acid that is a normal constituent of human blood.
The PHB homopolymer is highly crystalline and has a high
degradation rate. Its biodegradation and biocompatibility
properties have led to research on its prospective use
as a material for coronary stents, wound dressings, and
drug delivery. Poly(propylene fumarate) (PPF) is an unsa-
turated linear polyester formed by the copolymerization
of fumaric acid and propylene glycol. These polymer
networks degrade by hydrolysis of the ester linkage
to water-soluble products, namely, propylene glycol,
poly(acrylic acid-co-fumaric acid), and fumaric acid. Due
to its unsaturated sites along the polymer backbone, which

are labile and can be cross-linked in situ, PPF is currently
being evaluated for filling skeletal defects of varying
shapes and sizes. Polyphosphoesters (PPE) are biodegrad-
able polymers with physicochemical properties that can be
altered by the manipulation of either the backbone or the
side-chain structure. This property of PPE makes them
potential drug delivery vehicles for low molecular drugs,
proteins, deoxyribonucleic acid DNA plasmids, and as
tissue engineering scaffolds. Since the phosphoester bond
in a PPE backbone is cleaved by water, the more readily
water penetrates, with greater bond cleavage and faster
degradation rate. The products of hydrolytic breakdown of
PPE are phosphate, alcohol, and diol. Polyphosphazenes
are inorganic polymers having a phosphorus–nitrogen
alternating backbone and each phosphorus atom is
attached to two organic or organometallic side groups.
They degrade by hydrolysis into phosphate, amino acid,
and ammonia. The potential application is in low molecular
weight drug release and in formulation of proteins and
peptides. Polyanhydrides are a class of degradable poly-
mers synthesized from photopolymerizable multimetha-
crylate monomers. Many polyanhydrides degrade from
the surface by hydrolysis of the anhydride linkages. The
rate of hydrolysis is controlled by the polymer backbone
chemistry. They are useful for controlled drug delivery as
they degrade uniformly into nontoxic metabolites. Poly-
orthoesters (POE), another class of biodegradable and
biocompatible polymers, can be designed to possess a sur-
face-dominant erosion mechanism. Acidic byproducts auto-
catalyzed the degradation process resulting in increased
degradation rates than nonacidic byproducts. The POE,
which is susceptible to acid-catalysed hydrolysis, has
attracted considerable interest for the controlled delivery
of therapeutic agents within biodegradable matrices.

Natural Polymers. Collagen is a widely used natural
polymer in tissue engineering. It is a structural protein,
being a significant constituent of the natural extracellular
matrix. It has a triple-helical molecular structure that
arises from the repetitious amino acid (glycine, proline,
and hydroxyproline) sequence. In vivo, collagen in healthy
tissues is resistant to attack by most proteases except
specialized enzymes called collagenases that degrade the
collagen molecules. Collagen can be used alone or in com-
bination with other extracellular matrix components (e.g.,
glycosaminoglycan and growth factors) to improve cell
attachment and proliferation. It has been tested as a
carrier material in tissue engineering applications.

Other natural polymers under investigation for tissue
engineering applications are described briefly. Gelatin,
denatured collagen, is obtained by the partial hydrolysis
of collagen. It can form a specific triple-stranded helical
structure. The rate of the formation of a helical structure
depends on many factors (e.g., the presence of covalent
cross-bonds, gelatin molecular weight, the presence of
amino acids, and the gelatin concentration in the solution).
Gelatin is used in pharmaceuticals, wound dressings, and
bioadhesives due to its good cell viability and lack of
antigenicity. It has some potential for use in tissue engi-
neering applications. Silk is a fibrous protein characterized
by a highly repetitive primary sequence of glycine and
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alanine that leads to significant homogeneity in secondary
structure, b-sheets in the case of many of the silks. Silk is
biodegradable due to its susceptibility to proteolytic
enzymes. Silk studies in vitro have demonstrated that
protease cocktails and chymotrypsin are capable of enzy-
matically degrading silk. The mechanical properties of silk
provide an important set of material options in the fields of
controlled release, biomaterials, and scaffolds for tissue
engineering. Alginate is a straight-chain polysaccharide
composed of two monomers, mannuronic acid and guluro-
nic acid residues, in varying proportions. Alginate forms
stable gels on contact with certain divalent cations, such as
calcium, barium, and strontium. Alginate is widely used
as an instant gel for bone tissue engineering. Chitosan, a
copolymer of glucosamine and N-acetylglucosamine is
a crystalline polysaccharide. It is synthesized by the dea-
cetylation of chitin. Chitosan degrades mainly through
lysozyme-mediated hydrolysis, with the degradation rate
being inversely related to the degree of crystallinity.
Chitosan has excellent potential as a structural base
material for a variety of tissue engineering application,
wound dressings, drug delivery systems, and space-filling
implants. Hyaluronate, a glycosaminoglycan is a straight-
chain polymer composed of glucuronic acid and acetylglu-
cosamine. It contributes to tissue hydrodynamics, move-
ment, and proliferation of cells in vivo. Hyaluronan is
enzymatically degraded into monosaccharides. It has been
used in the treatment of osteoarthritis, dermal implants,
and prevention of postsurgical adhesions.

PolymericScaffoldFabricationTechniques (6–8). Scaffolds
for tissue engineering, in general, are porous to maximize
cell attachment, nutrient transport, and tissue growth. A
variety of processing technologies have been developed to
fabricate porous 3D polymeric scaffolds for tissue engi-
neering. These techniques mainly include solvent casting
and particulate leaching, gas-foaming processing, electro-
spinning technique, rapid prototyping, and thermally
induced phase-separation technique, which are described
below.

Solvent casting and particulate leaching is a simple, but
commonly used method for fabricating scaffolds. This
method involves mixing water soluble salt (e.g., sodium
chloride, sodium citrate) particles into a biodegradable
polymer solution. The mixture is then cast into the desired
shape mold. After the solvent is removed by evaporation or
lyophilization, the salt particles are leached out and leave a
porous structure. This method has advantages of simple
operation and adequate control of pore size and porosity by
salt/polymer ratio and particle size of the added salt.
However, the interconnectivity between pores inside the
scaffold is often low, which seems to be problematic for cell
seeding and culture.

Gas foaming is marked by the ability to form highly
porous polymer scaffold foams without using organic sol-
vents. In this approach, carbon dioxide is usually used as a
foaming agent for the formation of polymer foam. This
approach allows the incorporation of heat sensitive phar-
maceuticals and biological agents. The disadvantage of this
method is that it yields mostly a nonporous surface and
closed-pore structure.

Electrospinning is a fabrication process for tissue engi-
neering that use an electric field to control the formation
and deposition of polymer fibers onto a target substrate. In
electrospinning, a polymer solution or melt is injected with
an electrical potential to create a charge imbalance. At a
critical voltage, the charge imbalance begins to overcome
the surface tension of the polymer source, and forms an
electrically charged jet. The jet within the electric field is
directed toward the ground target, during which time the
solvent evaporates and fibers are formed. This electrospin-
ning technique can fabricate fibrous polymer scaffolds
composed of fiber diameters ranging from several microns
down to several hundred nanometers.

Rapid prototyping is a technology based on the
advanced development of computer science and manufac-
turing industry. The main advantage of these techniques is
their ability to produce complex products rapidly from a
computer-aided design (CAD) model. The limitation of this
method is that the resolution is determined by the jet size,
which makes it difficult to design and fabricate scaffolds
with fine microstructure. The controlled thermally induced
phase-separation process was first used for the preparation
of porous polymer membranes. This technique was
recently utilized to fabricate biodegradable 3D polymer
scaffolds. In this approach, the polymer is first dissolved
in a solvent (e.g., dioxane) at a high temperature. Liquid–
liquid or solid–liquid phase separation is induced by low-
ering the solution temperature. Subsequent removal of the
solidified solvent-rich phase by sublimation leaves a porous
polymer scaffold. The pore morphology and microstructure
of the porous scaffolds varies depending on the polymer,
solvent, concentration of the polymer solution, and phase
separation temperature. One advantage of this method is
that scaffolds fabricated with the technique have higher
mechanical strength than those of the same porosity made
with the well-documented salt-leaching technique.

Polymers for Drug Delivery. Over the past decade, the
use of polymeric materials for the administration of phar-
maceuticals and as biomedical devices has dramatically
increased (9–11). One important medical application of
polymeric materials is in the area of drug delivery systems.
There are a few polymer molecules having a drug function,
however, in most cases when polymers are used in drug
delivery systems, they serve as a carrier of drugs. Table 1
lists some of the important biodegradable and nonbiode-
gradable polymers used in drug delivery systems.
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Table 1. Typical Biodegradable and Nonbiodegradable
Polymers Used in Controlled Release Systems

Nonbiodegradable Polymers Biodegradable Polymers

Polyacrylates Polyglycolides
Polyurethanes Polylactides
Polyethylenes Polyanhydrides
Polysiloxanes Polyorthoesters

Polycaprolactones
Poly(b-hydroxybutyrate)
Polyphosphazenes
Polysaccharides



Most of the above biodegradable and nonbiodegradable
polymers have been discussed in the previous sections;
therefore, they are not described further here.

Stimuli-Responsive Hydrogels for Drug Delivery. Hydro-
gels have been used as carriers for a variety of drug
molecules (10). A hydrogel is a network of hydrophilic
polymers that are cross-linked by either covalent or phy-
sical bonds. It distinguishes itself from other polymer
networks in that it swells dramatically in the presence
of abundant water. The physicochemical and mechanical
properties can be easily controlled, and hydrogels can be
made to respond to changes in external factors.

In recent years, temporal control of drug delivery has
been of great interest to achieve improved drug therapies.
Stimuli-responsive hydrogels exhibit sharp changes in
behavior in response to an external stimulus (e.g., tempera-
ture, pH, solvents, salts, chemical or biochemical agents,
and electrical field). The stimuli-responsive hydrogels have
the ability to sense external environmental changes, judge
the degree of external signal, and trigger the release of
appropriate amounts of drug. Such properties have made
it very useful for temporal control of drug delivery (12,13).

Temperature-Sensitive Hydrogels. Temperature is the
most widely used stimulus in environmentally responsive
polymer systems. Temperature-sensitive hydrogels can
respond to the change of environmental temperature.
The change of temperature is not only relatively easy to
control, but also easily applicable both in vitro and in vivo.
Poly(N-isopropylacrylamide) (PNIPA) is representative of
the group of temperature-responsive polymers that have a
lower critical solution temperature (LCST), defined as the
critical temperature at which a polymer solution undergoes
phase transition from a soluble to an insoluble state above
the critical temperature. The PNIPA exhibits a sharp
phase transition in water at � 32 8C, which can be shifted
to body temperatures by the presence of hydrophilic mono-
mers (e.g., acrylic acid). Reversely, the introduction of a
hydrophobic constituent to PNIPA would lower the LCST
of the resulting copolymer.

When PNIPA chains are chemically cross-linked by
a cross-linker (e.g., N,N0-methylenebisacrylamide and
ethylene glycol dimethacrylate), the PNIPA hydrogel is
formed, which swells, but does not dissolve in water.
The PNIPA hydrogel undergoes a sharp swelling-shrink-
ing transition near the LCST, instead of sol–gel phase
separation. The sharp volume decrease of the PNIPA
hydrogel above the LCST results in the formation of a
dense, shrunken layer on the hydrogel surface, which
hinders water permeation from inside the gel into the
environment. The PNIPA hydrogels have been studied to
the delivery of antithrombotic agents (e.g., heparin), at the
site of a blood clot, utilizing biological conditions to trigger
drug release. Drug release from the PNIPA hydrogels at
temperatures below LCST is governed by diffusion, while
above this temperature drug release is stopped, due to the
dense layer formation on the hydrogel surface.

Some types of block copolymers made of poly(ethylene
oxide) (PEO) and poly(propylene oxide) (PPO) also possess
an inverse temperature sensitive property. Because of

their LCST at around body temperature, they have been
widely used in the development of controlled drug delivery
systems based on the sol–gel phase transition at the body
temperature.

pH-Sensitive Hydrogels. Polymers with a large number
of ionizable groups are called polyelectrolytes. The pH-
sensitive hydrogels are cross-linked polyelectrolytes con-
taining either acidic or basic pendent groups, which show
sudden changes in their swelling behavior as a result of
changing the external pH. The pendant groups in the pH-
sensitive hydrogels can ionize in aqueous media of appro-
priate pH value. As the degree of ionization increases (via
increasing or decreasing pH value in the aqueous media), the
number of fixed charges on the polymer chains increases,
resulting in increased electrostatic repulsions between the
chains. As a result of the electrostatic repulsions, the uptake
of water in the network is increased and thus the hydrogels
have higher swelling ratios. The swelling of pH-sensitive
hydrogels can also be controlled by ionic strength and
copolymerizing neutral comonomers, which provide certain
hydrophobicity to the polymer chain. The pH-sensitive
hydrogels have been used to develop control release formula-
tions for oral administration. For polycationic hydrogels, the
swelling is minimal at neutral pH, thus minimizing drug
release from the hydrogels. The drug is released in the
stomach as hydrogels swell in the low pH environment. This
property has been used to prevent release of foul-tasting
drugs into the neutral pH environment of the mouth.

Sometimes, it is desirable that hydrogels with certain
compositions can respond to more than one environmental
stimulus (e.g., temperature and pH). Hydrogel copolymers
of N-isopropylacrylamide and acrylic acid with appropriate
compositions have been designed to sense small changes in
blood stream pH and temperature to deliver antithrombo-
tic agents (e.g., streptokinase or heparin) to the site of a
blood clot.

Electrosensitive Hydrogels. The electrosensitive hydro-
gels, which are capable of reversible swelling and shrink-
ing under a change in electric potential, are usually made
of polyelectrolytes. The electric sensitivity of the polyelec-
trolyte hydrogels occurs in the presence of ions in solution.
In the presence of an applied electric field, the ions (both co-
ions and counterions) move to the positive or negative
electrode, while the polyions of the hydrogels cannot move.
This results in a change in the ion concentration-depen-
dent osmotic pressure, and hydrogels either swell or shrink
to reach its new equilibrium. The electrosensitive hydro-
gels exhibit reversible swelling–shrinking behavior in
response to on–off switching of an electric stimulus. Thus,
drug molecules within the polyelectrolyte hydrogels might
be squeezed out from the electric-induced gel contraction
along with the solvent flow.

Other Stimuli-Sensitive Hydrogels. Hydrogels that respond
to specific molecules found in the body are especially
useful for some drug delivery purposes. One such hydrogel
is glucose-sensitive hydrogel, which has potential applica-
tions in the development of self-regulating insulin delivery
systems.
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INTRODUCTION

Porous materials have received much attention in the
scientific community because of their ability to interact
with biological ions and molecules not only at their sur-
faces, but also throughout their bulk (1). Because of this
intrigue, traditional applications of porous materials have
involved catalysis, bioseparations, adsorption of select spe-
cies, and ion exchange (1). As the tissue engineering field
has emerged due to the continuous need for better implan-

table materials, porous materials have also found their
niche in regenerative medicine. Specifically, porous mate-
rials have been employed as implants for various parts of
the body (e.g., bone, cartilage, vasculature, central and
peripheral nervous systems, bladder, and skin) either as
stand-alone regenerative devices or as drug delivery
vehicles to promote tissue growth. Problems associated
with current implants and the need for better porous
biomaterials in numerous anatomical locations are
described below.

Most significantly, estimated annual U.S. healthcare
costs related to tissue loss or to organ failure surpassed
$400 billion in 1997 (2). An estimated 11 million people in
the United States. have received at least one medical
implant device; specifically, orthopedic implants (including
fracture, fixation, and artificial joint devices) constitute the
majority of these and accounted for 51.3% of all implants in
1992 (3). Among joint-replacement procedures, hip and
knee surgeries represented 90% of the total and in 1988
were performed 310,000 times in the United States alone
(3). Implanting an orthopedic material can be a costly
procedure involving considerable patient discomfort, both
of which can increase if surgical revisions become neces-
sary after an orthopedic or dental implant is rejected by the
host tissue, is insufficiently integrated into juxtaposed
bone, and/or fails under physiological loading conditions.
Unfortunately, the average lifetime of an orthopedic
implant is only 15 years due to many factors including
the lack of osseointegration into surrounding bone. Cur-
rent metallic implants are for the most part nonporous
with subsequent poor surface properties to promote new
bone ingrowth quickly.

The reason for such a high number of implanted
orthopedic–musculoskeletal devices stems from numerous
bone diseases. For example, approximately one out of seven
Americans suffer from some form of arthritis, which is an
inflammatory condition due to wear and tear in the joint
(4). The cost of arthritis and rheumatic diseases reaches
$86.2 billion a year, according to a study by the Arthritis
Foundation and the National Institutes of Arthritis and
Musculoskeletal and Skin Diseases (NIAMS) (5). Although
a very common disease, repairing damaged articular car-
tilage is challenging due to its limited ability to self-repair
as a result of its avascularity. In fact, one of the most popu-
lar surgical techniques to repair cartilage is not through
the use of a biomaterial, but rather is a surgical technique
that further injures cartilage to induce scar tissue form-
ation. This scar tissue is intended to serve as new cartilage,
but since it does not match the mechanical properties of
cartilage tissue, patients receiving such treatments
usually suffer from additional complications and pain after
only 5 years of this procedure.

The story is not any better for vascular diseases requir-
ing biomaterial intervention. Specifically, the leading
cause of death in the United States is vascular disease
(including atherosclerosis), affecting � 58 million people
(6). Atherosclerosis, which is hardening of the arteries, is
caused by accumulation of cholesterol, fatty molecules, and
other substances inside the vessel wall as the lumen
becomes gradually narrower. Consequently, complete
blockage of the lumen may result, inhibiting the blood flow
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through that blood vessel. Treatments for these conditions
require the use of a vascular graft, initially seeking auto-
logous (or taken from an individual’s own tissue) materials.
For those patients receiving a synthetic vascular graft,
success rates for vessels < 7 mm approaches only 25%
after 5 years. Current biomaterials used as small diameter
vascular grafts are usually nonporous and result in the
eventual reaccumulation of undesirable substances that
clog the vessel lumen to block blood flow.

Neurological problems also necessitate the use of bio-
materials. For example, Parkinson’s disease, Huntington’s
disease, Alzheimer’s disease, and epilepsy prevail as com-
mon central nervous system (CNS) degenerative patholo-
gies, especially targeting the aging population. While most
of these diseases may cause a form of dementia (a mental
deterioration), Alzheimer’s disease involves the loss of
nerve cells related to memory and mental functions,
whereas Parkinson’s and Huntington’s disease affect the
mind and body. Among these, > 1.5 million Americans
have been affected by Parkinson’s disease (6) and � 24.4
million people are diagnosed with Alzheimer’s disease and
stroke, costing > $174 billion annually (7). These diseases,
however, account for only those affecting a portion of the
CNS: the brain. Equally as troubling are spinal cord dis-
functions. Spinal cord injuries can seriously cause damage
to a person’s quality of life, contributing to � 200,000
Americans with this disability and expenses of up to
$250,000 a year per individual as reported in 1996 (8).
Various treatment methods, such as the use of pharma-
ceutical agents, electrical stimulation probes, and bridges
or conduits to physically connect damaged regions of the
spinal cord have been developed and improved. However,
few clinically approved porous biomaterials are available
for treating peripheral and central nerve damage. This
is despite the fact that pores in biomaterials could be
very useful for guiding nerve fibers through damaged
tissues.

Bladder is another organ that could benefit from the use
of porous biomaterials. Urinary cancer stands as one of the
most common forms of bladder disease, which is the second
most common malignancy of the genitourinary tract and
the fourth leading cause of cancer among American men
(9). Conventional treatment methods include the resection
of the cancerous portion of the bladder wall in conjunction
with intravesical immunochemotherapy (10). However,
these treatments have been less than successful due to
local and systemic toxicity of chemotherapy agents (11) and
possible reoccurrence of the cancer (12–14). The best
approach to resolve these problems is to completely remove
the bladder wall, which clearly leads to the need for a
replacement porous biomaterial with highly effective
designs matching the material and mechanical properties
of the native bladder tissue.

The above statistics highlight the current state of dis-
eases in numerous organs and the potential effect porous
biomaterials could have in treating these ailments. It is
currently believed that porous biomaterials may be the
solution to healing these damaged organs if designed
appropriately. The next section will emphasize the features
a successful porous biomaterial should have for regenerat-
ing tissues.

FEATURES OF THE NEXT GENERATION OF SUCCESSFUL
POROUS BIOMATERIALS

An ideal porous scaffold for regenerating the tissues–organs
mentioned in the previous section should have these char-
acteristics (15,16): a highly porous three-dimensional (3D)
interconnected network of pores for cell infiltration and
subsequent tissue ingrowth; biodegradable or bioresorb-
able in a controllable manner with a rate that matches that
of tissue growth; appropriate surface chemistry to promote
desirable cell adhesion, proliferation, and differentiation;
permeable for transporting sufficient amount of nutrients
and metabolic waste to and from cells; mechanical proper-
ties that match that of the tissues surrounding the bioma-
terial in situ; and ease of processibility for various desired
shapes and sizes to match specific tissue abnormality.

Several studies have confirmed that biomaterial pore
size, interconnectivity, and permeability (among other
properties) play a crucial role in tissue repair (17–19).
Specifically, from the aforementioned list, in the following
sections surface, mechanical, degradation, porosity, pore
size, and pore interconnectivity properties important for
the success of porous biomaterials are elaborated.

Surface Properties

Porous Biomaterial Surface Interactions With the Biologi-
cal Milieu. Assuming that the porous biomaterial has a
clean surface after synthesis (Fig. 1a), the surface will be
contaminated with various substances in air (e.g., hydro-
carbons, sulfur, and nitrogen compounds) immediately
before implantation (Fig. 1a and b) (20). Sterilization
and/or introducing coatings can remove or reduce the level
of contaminants. The initial interaction between an
implant and the biological milieu In vivo occurs with water
molecules (Fig. 1d) as a mono- or bilayer forms on the
surface depending on the porous biomaterial’s surface
hydrophilicity (or binding strength of water molecules to
the implant surface) (21). Water layers form within nano-
seconds as other ions contained in body fluids (e.g., Cl� and
Naþ) interact with the adsorbed water molecules depend-
ing on the porous biomaterial surface chemistry (Fig. 1e). It
is also possible that water interactions containing ions can
penetrate the bulk porous biomaterial. Subsequently, pro-
teins adsorb to their surfaces via initial adsorption, and
then possible protein conformational changes or denatura-
tion occurs (Fig. 1f). Replacement of these initial proteins
with other proteins contained in bodily fluids may occur
when biomolecules with stronger binding affinities
approach the surface at a later time. Final conformations
of the adsorbed proteins may differ from what occurred
initially (Fig. 1g). Cells then interact with or bind to the
adsorbed proteins on the porous biomaterial surface
(Fig. 1h). The type of cells attached to proteins adsorbed
on material surfaces and their subsequent activities will
determine the tissue formed on the surface (Fig. 1i).

Protein Interactions with Porous Biomaterials
Protein Structure. Clearly, as just mentioned, one of the

key events that will determine porous biomaterial success
or failure is initial protein adsorption. To further explore
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this, first protein structure must be discussed. There are
four levels of protein structure: primary, secondary, ter-
tiary, and quaternary structures. It is important to under-
stand how these different types of protein structures
influence initial interactions with surfaces and conse-
quently control cellular adhesion. The primary structure
of a protein is its linear sequence of amino acids. Each
amino acid is linked to another through peptide bonds.
Some amino acids have side chains that are charged or are
neutral. Those of particular importance in aqueous solu-
tions exhibit polar characteristics. Other amino acids
change their properties depending on the pH of the solu-
tion they reside in. Therefore, it should not be surprising
that proteins exist with a wide range of properties as

shown in Table 1. Table 1 describes the diverse nature
of proteins in terms of size, shape, stability, and surface
activity. To emphasize this diversity in protein properties,
note the different interactions of albumin compared to
fibrinogen on polyethylene (Table 1). Albumin is a cell
nonadhesive protein while fibrinogen adsorption
enhances a series of events leading to blood clot formation,
a common problem of porous biomaterials in vascular
applications.

Secondary protein structure consists of ordered struc-
tures in the protein chain. Two main secondary structures
of proteins are the a-helix and b-pleated sheet. The degree
of these structures may vary in a single protein and they
are controlled by hydrogen-bonding mechanisms, which
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Figure 1. Schematic of the porous biomaterial–tissue interface. (Adapted from Ref. 20) (a) An
initially clean porous biomaterial surface possesses surface atoms. (b) A porous biomaterial surface
is contaminated with molecules from the ambient environment. (c) The surface is cleaned and
passivated by saturation of dangling bonds. (d) A water bilayer forms immediately after
implantation. (e) Hydrated ions (e.g., Naþ, and Cl�, and Ca2þ) are incorporated into the water
layer. (f) Proteins adsorb onto the surface depending on their concentration and size as well as
properties of the porous biomaterial surface. (g) Various types of proteins adsorb to the surface at
different conformations. (h) Cells bind to the proteins that adsorbed on the porous biomaterial
surface. (i) Activity of the cells at the interface determines the type of tissue formed at that site.



are electrostatic attractions between oxygen of one chemi-
cal group and hydrogen of another chemical group.

Tertiary protein structures are the overall 3D shape of
the protein that can be quite ordered or extremely compli-
cated. The tertiary structure of proteins is a consequence of
its primary structure as it depends on the spontaneous
interactions between different amino acids and, under
aqueous conditions, the spontaneous interactions between
amino acids and water. There are four main interactions
among residues of amino acids that contribute to the
tertiary structure of proteins, each with different
strengths: covalent, ionic, hydrogen, and van der Waals
bonds. Of these interactions, covalent bonds are the stron-
gest, ionic bonds are also strong (occurring between che-
mical groups with opposite charges), and van der Waals
forces resulting from interactions between hydrophobic
molecules are the weakest. However, the most influential
bonds on protein tertiary structure are the weakest bonds:
hydrogen bonds and van der Waals bonds. This is true
since, compared to covalent and ionic bonds, these weaker
bonds have many more opportunities for interacting in
protein tertiary structure. In addition, because proteins
exist in aqueous media, residues of amino acids must
interact with water, which is a highly polar compound that
forms strong hydrogen bonds. Therefore, the most stable
structure of proteins in aqueous media is globular, having
hydrophobic areas in the center and hydrophilic areas in
the outer layer. Thus, although a generalization, it is
possible that the adsorption of proteins to a porous bioma-

terial surface will be influenced by the presence of these
hydrophilic amino acids on the outside of proteins in solu-
tion. However, when proteins come in contact with solid
surfaces (e.g., porous biomaterials), protein structure will
drastically change.

Only proteins that posses numerous subunits have
quaternary structure. How these subunits interact will
determine the quaternary structure of the protein. Inter-
actions between amino acids on the exterior of the tertiary
structure (mostly hydrophilic) will influence the quatern-
ary structure, but certainly some hydrophobic interactions
will also occur at the surface and impact quaternary struc-
ture.

Under certain extreme conditions (e.g., conditions that
are outside of the physiological range or outside the range
of 0–45 8C, pH 5–8, and in aqueous solutions of � 0.15 M
ionic strength), proteins may loose their normal structure
(23). In other words, under such conditions, the spherical or
globular tertiary structure most soluble proteins assume in
aqueous media will unfold or denature. The structure of
denatured proteins has been described as a random coil
structure similar to those found in synthetic polymers (23).
Since the structure of the protein has changed from that
of a hydrophilic–hydrophobic exterior–interior to a more
random arrangement, often times denatured proteins
loose their solubility, become less dense (folded protein
structures have densities of � 1.4 g�cm�3), and loose their
bioactivity (23). Although there have been many examples
of protein denaturation in solution, in general, only few
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Table 1. Diverse Properties of Proteins a

Protein Function Location Size, kDa Shape, nm Stability Surface Activity

Albumin Carrier Blood 65 4.2 � 14.1 Denatures
at 60 8C

Low on polyethylene

Fibrinogen Clotting Blood 340 46.0 � 6.
(trinodular
string)

Denatures
at 56 8C

High on polyethylene

IgG Antibody Blood 165 T-shaped Low on polyethylene
Lysozyme Bacterial

lysis
Tear;

hen egg
14.6 4.5 � 3.0

(globular)
DGn ¼
�14 kcl�mol�1

High on negatively
charged surfaces

Hemoglobin Oxygen
carrier

Red blood
cells

65 5.5 (spherical) Normal form Very high on
polyethylene

Hemoglobin S Oxygen
carrier

Sickle red
blood cells

65 5.5 (spherical) Less than
hemoglobin

Much higher
air–water activity
than hemoglobin

Myoglobin Oxygen
carrier

Muscle 16.7 4.5 � 3.5 �
2.5 spherical)

DGn ¼ �12 kcl�mol�1

Collagen Matrix
factor

Tissue 285 300.0 � 1.5
(triple helical
rod)

melts at 39 8C

Bacteriorhodopsin Membrane
protein

26 3.0–4.0 long DGn ¼ �8.8 kcl�mol�1

denatures at 55 8C
High at cell membrane

Tryptophan
Synthase
alpha
Subunit
(wild type)

Enzyme 27 DGn ¼ �16.8 kcl�mol�1 High air–water activity
compared to ovalbumin

Tryptophasn
Synthase
Variant
alpha Subunit

Enzyme 27 Much less active at
air–water interface
than wild type

aSee Ref. 22.



cases of full protein denaturation on porous biomaterial
surfaces have been reported (23). That is, generally, pro-
teins adsorbed at the solid–liquid interface are not fully
denatured and retain some degree of structure necessary to
mediate cell adhesion.

Protein Interactions Mediated by Surfaces. Soluble pro-
teins present in biological fluids (e.g., blood plasma) are the
type of proteins that are involved in immediate adsorption
to surfaces (24). In contrast, insoluble proteins that com-
prise tissues (like collagen and elastin) are not normally
free to diffuse to a solid surface; these proteins may, how-
ever, appear on solid surfaces of implantable devices due to
synthesis and deposition by cells (23). As mentioned, in
seconds to minutes, a monolayer of adsorbed protein will
form on solid surfaces (23). The concentration of proteins
adsorbed on a material surface is often 1000 times greater
than in the bulk phase (23). Thus, extreme competition
exists for protein adsorption due to a limited space avail-
able on the surface. Because of their diverse properties just
described, proteins do not absorb indiscriminately to every
material surface; that is, complimentary properties of the
surface and of the protein as well as the relative bulk
concentration of each protein determine the driving forces
for adsorption (25,26). Moreover, this initial interaction is
extremely important since some proteins are not free to
rotate once adsorbed to material surfaces due to multiple
bonding mechanisms. Thus, immediately upon adsorption,
proteins are somewhat fixed in a preferred orientation or
bioactivity to the bulk media that contains cells (23). Some
porous biomaterial surface properties that have influenced
protein adsorption events include chemistry (i.e., ceramic
versus polymer), wettability (i.e., hydrophilicity compared
to hydrophobicity), roughness, and charge as will be dis-
cussed later.

One of the major differences between a flat two-dimen-
sional (2D) substrate surface and that of a 3D porous
material is tortuosity. Clearly, protein interactions are

much different on materials due to tortuosity. Specifically,
a curved porous surface allows for greater surface area,
enhanced interactions between adjacent electrons of the
atoms on the surface of the pores, increased localization of
point charges, and the potential for greater surface energy
due to a larger juxtaposition of localized surface defects.
Collectively, all of these differences between a nonporous
and porous biomaterial provide for a much more complex
environment for interactions between proteins and pore
surfaces. It is the challenge of the porous biomaterial
community to understand this challenge and thus design
scaffolds that control select protein interactions.

Protein-Mediated Cell Adhesion. Interactions of pro-
teins (both their adsorption and orientation or conforma-
tion) on porous biomaterials mediate cell adhesion. These
interactions lead to extreme consequences for the ultimate
function of an implanted device (27,28). An example of the
importance of protein orientation for the adhesion of cells is
illustrated in Fig. 2. A typical cell is pictured in this figure
with integrin receptors that bind to select amino acid
sequences exposed once a protein adsorbs to a surface
(Fig. 1h). It is the ability of the cell to recognize such
exposed amino acids that will determine whether a cell
adheres or not. For example, many investigators are
designing porous biomaterials to be more cytocompatible.
However, it is the adhesion of select cells that must be
emphasized. That is, many attempts have been made to
immobilize select cell adhesive epitopes in proteins (e.g.,
the amino acid sequence arginine-glycine-aspartic acid or
RGD) onto polymeric tissue engineering scaffolds. But,
once implanted into bone, not only do desirable osteoblasts
adhere, but so do undesirable fibroblasts (cells that con-
tribute to soft not bony tissue juxtaposition).

Not only will cell adhesion be influenced by the exposure
of amino acids in adsorbed proteins, but so will subsequent
cell functions (e.g., extracellular matrix deposition). This is
true since for anchorage-dependent cells, adhesion is a
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Surface properties affecting protein conformation/bioactivity:
Chemistry, wettability; topography; surface energy; etc.
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Figure 2. Influence of protein conformation on cell integrin binding. Cell adhesion and its
subsequent activity will be determined by the type of integrins that the cell uses to adhere to
adsorbed proteins. (Adapted and redrawn from Ref. 35.)



crucial prerequisite for subsequent cell functions. More-
over, specific intracellular messages that control subse-
quent cell functions are transferred inside the cell
depending on which integrin receptors are utilized by
the cell to adhere to adsorbed proteins. For example, a
recent study by Price et al. (29), demonstrated that new
bone growth was promoted when osteoblasts adhere via
heparin sulfate proteoglycan binding mechanisms (as
opposed to RGD) to vitronectin adsorbed on porous ceramic
scaffolds.

In this manner, it is clear that cells interact with their
external environment through mechanical, electrical, and
chemical signals transmitted through the cell membrane.
As mentioned, cell adhesion is established through cell-
binding regions of extracellular matrix proteins and
respective cell-membrane-intercalated receptors (i.e.,
integrins) among other mechanisms. Integrins are a family
of transmembrane heterodimeric glycoproteins that are
receptors for specific epitopes of extracellular matrix pro-
teins and for other cell-surface molecules (30). Integrins
exist as a dimer complex composed of an a-subunit (120–
180 kDa) noncovalently associated with a b-subunit (90–
110 kDa) (31). Several of these integrins have been identi-
fied that are concentrated at loci, called focal adhesion
sites, of close proximity between cells and extracellular
matrices on substrates (31). Focal adhesion sites are points
of aggregation of, and are physically associated with,
intracellular cytoskeletal molecules that control, direct,
and modulate cell function in response to extracellular
signals (32).

However, integrin–protein interactions are not the only
mechanisms by which cells adhere. Several articles sug-
gested that In vivo (6) and In vitro (33,34) osteoblasts
(bone-forming cells) attach to an implanted material
through cell membrane heparin sulfate proteoglycan inter-
actions with, for example, heparin-binding sites on fibro-
nectin and collagen. Moreover, Nakamura and Ozawa (6)
immunohistochemically detected heparin sulfate on the
membranes of osteoblasts attached to bone matrix.

Whatever the method of cell attachment, protein orien-
tation will alter from surface to surface, since neither
proteins nor materials are homogeneous in properties or
structure on the exterior. The existence of protein regions
that are largely acidic–basic or hydrophilic–hydrophobic or
have select amino acids exposed to the media will greatly
influence how that protein adsorbs to a surface and,
thus, its orientation. Similarly, ceramics, metals, poly-
mers, and composites thereof have vastly different chemis-
tries and atomic bonding mechanisms (i.e., ionic, metallic,
and covalent) to influence protein interactions. The initial
interactions between proteins important for cell functions
and the design of better porous biomaterials is emphasized
in the next section.

Design of Better Porous Biomaterial Surfaces. As men-
tioned, not only do properties of proteins determine the
degree of their interactions with surfaces, but properties of
the media and surface (specifically, wettability, surface
energy, chemistry, roughness, etc.) also influence the
degree of protein interactions (35). Clearly, altering sur-
face properties to control such protein events for mediating

cell function leading to tissue regeneration is at the heart of
the research of many biomaterial scientists and engineers.
Surface properties are so important because proteins have
relatively large sizes and correspondingly large numbers of
charged amino acid residues of different acidity/basicity
well distributed on their exteriors. The polyelectrolytic
property of proteins provides for exciting design criteria
in surfaces to maximize or minimize specific protein inter-
action. Not surprisingly, at a neutral or slightly charged
surface and at a pH in which the net charge on the protein
is minimal, most proteins will exhibit maximum adsorption
(23). For surfaces with a large net charge, initial protein
interactions will be dominated by the degree of the opposite
charge on the surface (23,35).

Consideration of the spatial organization of amino acids
can be used in the design of surfaces to enhance protein
interactions (36). As previously mentioned, for some pro-
teins, hydrophilic and hydrophobic amino acids are present
primarily on the exterior and interior, respectively. This
spatial arrangement has a direct consequence on the initial
interactions of these proteins with surfaces. For example, a
surface that initiates interactions with the exterior hydro-
philic amino acid residues in that type of a protein may
promote its adsorption. In contrast, for the interior hydro-
phobic amino acid residues to interact with material sur-
faces, which may contain desirable cell adhesive epitopes
(e.g., RGD), the soluble protein may have to unfold or loose
tertiary structure. For this reason, one approach to
increase the adsorption of a protein whose external amino
acids are largely hydrophilic, would be to design a material
surface which exhibits polar properties. The same can be
said for any type of protein; that is, through an under-
standing of the amino acids that reside on the protein
exterior when in the appropriate biological milieu, a com-
plimentary surface can be designed. It is important to note,
though, that this is a generalization as many proteins have
a diverse collection of hydrophilic–hydrophobic amino
acids externally that must be considered. In addition, as
previously mentioned, proteins adsorb to surfaces in a
competitive manner in which the adsorption of one protein
will influence that of another.

Several studies have confirmed these speculations that
properties (chemistry, charge, topography, etc.) of porous
biomaterial surfaces dictate select interactions (type, con-
centration, and conformation–bioactivity, etc.) of proteins
(24,37–40). It has been reported in the literature that
changes in the type and concentration (up to 2100, 84,
and 53% for albumin (40), fibronectin (41), and vitronectin
(34), respectively) of protein adsorption on material sur-
faces depends on material surface properties, such as
chemistry (i.e., polymer, metal, or ceramic), hydrophili-
city–hydrophobicity, roughness, and surface energy. Con-
sequently, since protein interactions can be controlled on
porous biomaterial surfaces, so can cell adhesion. For
example, a common porous biomaterial [poly(lactic-co-
glycolic acid) or PLGA] has been modified to increase the
adsorption of vitronectin and fibronectin through NaOH
treatments (42–44). Since both vitronectin and fibronectin
mediate osteoblast, vascular cell, and bladder cell adhe-
sion, these NaOH treated PLGA scaffolds have found
a home in numerous tissue engineering applications.
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However, for the field of porous biomaterials to advance
even further, instead of broadly speaking of protein
adsorption on surfaces, researchers need to investigate
and design succinct regions of surfaces to promote protein
adsorption considering the complexities of their properties.
Only when porous biomaterials are considered from the
context of protein interactions necessary for desirable cell
interactions, will better tissue engineering materials be
formulated.

Mechanical Properties and Degradation Byproducts

Although porous biomaterial surface properties determine
cell attachment, mechanical strength of the scaffold and
the mechanical environment it provides plays an equally
important role in enhancing subsequent cell functions
leading to tissue growth (45). Mechanical forces felt by cell
membrane molecules are interconnected to the cytoskele-
ton that can influence messenger ribonucleic acid (mRNA)
and subsequent synthesis of intracellular proteins (all the
way to the nucleus where gene expression can be changed).
It is for these reasons that mechanical properties must also
be carefully controlled in porous biomaterials. For exam-
ple, a study of various mechanical stimuli placed on equine
articular chondrocytes within nonwoven polyglycolic acid
(PGA) mesh scaffolds indicated that when the stimuli were
removed, after a period of 1 week, the mechanical integrity
of the resulting tissue construct was lost (46). This result
implies that the mechanical stimuli applied to cells within
a porous biomaterial may influence the biomechanical
functionality of the regenerated tissue.

Although most agree that the mechanical properties of a
porous biomaterial should match those of the physiological
tissue they are intending to replace, the specific para-
meters and values desirable in these studies vary. For
bone tissue engineering, for example, Yaszemski et al.
(47) stated that scaffolds should possess mechanical stiff-
ness matching the low range values of trabecular bone
(50–100 MPa), whereas Hutmacher’s design principle
(15,48) suggests matching the native tissue stiffness
(10–1500 Mpa for trabecular bone (49)). Clearly, this wide
range in mechanical values can provide for much different
porous biomaterial efficacies and a consensus needs to be
established.

Once deciding on the optimal mechanical properties
needed in scaffold structures, there are numerous design
parameters that can be exploited to match such values. For
example, for a fibrous mesh, a decrease in fiber diameter
increases mechanical strength due to an increase in fiber
density (50). Obviously, increasing percent porosity and
the diameters of individual pores can also be used to
decrease the strength of scaffolds to match desired values.
These properties not only influence inherent mechanical
properties of scaffolds, but they can also be used to manip-
ulate cell functions.

Specifically, Maroudas postulated that the scaffold sur-
face rigidity or stiffness enhances cell adhesiveness and
cell spreading (51). Pelham and Wang (52) have shown that
focal adhesion contacts in cells and their migration on
acrylamide gels are controlled by scaffold flexibility. They
also suggested that tyrosine phosphorylation might be

involved, activated by local tension at cell adhesion sites
(53). Recently, Ohya et al. (54) studied the effects of hydro-
gel mechanical properties on cell adhesiveness and found
that the higher the strength of the hydrogel formulation,
the greater the capability to withstand cell traction forces,
thereby resulting in greater cell spreading. These authors
also noticed that cells preferred to adhere to stiffer regions
within the hydrogel.

Common pore shapes in porous biomaterials include
tube-like, spherical, and randomly spaced shapes. Differ-
ences in cell attachment, growth, migration, and matrix
deposition by cells have all been observed depending on
pore structure. Specifically, certain cell types prefer a
select pore structure in accordance to their physiological
matrix environment. For example, orthopedic tissue engi-
neering scaffolds should have spherical pores with a high
porosity to allow for immediate bone ingrowth, while main-
taining the mechanical strength and integrity necessary
due to their harsh mechanical environments In vivo (36).
Porous biomaterial pore shapes are critically related to
pore interconnectivity. Not only does pore interconnectiv-
ity in a porous biomaterial affect nutrient–waste diffusion,
but it also influences cell growth. Bignon et al. (55)
observed that the density of pore interconnections deter-
mines cellular colonization rates; meaning that the larger
the macropores (within limits), the fewer pore interconnec-
tions that have to be transversed by the cells thus resulting
in higher colonization rates. Of course, guided cell growth
or migration is possible through deliberate pore shape and
interconnectivity. For example, tube-like or fibrous pore
shapes may promote neurite extension from neurons in
specific directions. Studies have also shown that cells pre-
fer discontinuities within a porous material in terms of
growth and migration; clearly pores provide such disconti-
nuities (56–58).

In addition, maintaining mechanical strength and
structural integrity of porous biomaterials are crucial
because scaffolds may be crushed when implanted or
may degrade over time. Mechanical properties are espe-
cially important to characterize when they change over
time. A thorough knowledge of the degradation process of
the porous materials of interest (including degradation
byproducts) should be mapped in order to control the
mechanical stability and the degradation rate until the
native tissue is formed at the site of implantation.

For porous biomaterials, a range of biodegradation
choices exist, from nondegradable metals to degradable
ceramics and polymers. Importantly as well, degradation
rates of porous materials have in some cases been shown to
be faster compared to solid block polymers (59,60) because
acidic byproducts become trapped inside the bulk as they
degrade, therefore causing an autocatalytic effect. Of
course, trapping of acidic byproducts in polymeric scaffolds
can have detrimental consequences on cell health. Porous
degradable polymers, such as PGA, polylactic acid, PLGA,
and polycaprolactone (PCL) degrade via nonenzymatic
random hydrolytic breaking of ester linkages. Sung et al.
(61) studied the degradation of PLGA and PCL scaffolds
In vitro and In vivo. They found a significant decrease in
the molecular weight of these polymers within 1 month
In vitro and, as expected, at a much faster rate In vivo.
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Specifically, the influence of acidic byproducts from these
polymeric scaffolds on cell health was investigated by
measuring the pH of the media in which the polymers
resided compared to the media in which tissue culture
polystyrene (TCPS) was cultured. Changes in the media
pH occurred only for PLGA (reducing it by 5) whereas no
significant changes were measured during TCPS or PCL
culture for up to 28 days (61).

Moreover, an In vivo study by Hedberg et al. (62) deter-
mined that soluble acidic products from degradable poly-
mers lead to an increased recruitment of inflammatory
cells compared to that induced by the scaffold itself. This
was evidenced by the fact that a minimal inflammatory
response was observed at the site of bone growth juxta-
posed to the surface of polymeric scaffolds, whereas a major
inflammatory response was observed in the scaffold where
there was significant degradation. However, Sung et al.
(61) suggested that an inflammatory response can be ben-
eficial towards angiogenesis that is highly desirable to
remove harmful degradation products from the interior
of a polymer scaffold. This clearly demonstrates the need
for controlling polymer degradation products in order to
elicit a desirable response from host tissue (63). Collectively,
such studies highlight the necessity for a better
understanding of material degradation products on cell
health.

In addition, according to Wu and Ding (64), the mole-
cular weight of a porous PLGA scaffold decreases during
degradation, which not only creates a more acidic local
environment, but also leads to other changes. In their
study, degradation was divided into three stages, marking
distinct characteristics in mechanical properties (Fig. 3). In
the first stage (I), the mechanical strength increased as the
porous scaffold dimensions decreased while the weight
remained constant; this can be interpreted simply as the
change of porous biomaterial dimensions resulting in
mechanical property increases. Increased elastic modulus
of porous PLGA scaffolds with degradation time was also
observed in another study by Zhang and Ma (65) who
contributed this to decreased porosity of the foams with
time. In the second stage (II), a dramatic decrease in
mechanical properties were observed, which was corre-
lated with an increased presence of low molecular weight

degradation products (64). The third stage (III) was char-
acterized by the breakdown of the scaffold’s structural
integrity and associated rapid weight loss due to pH
decreases from acidic degradation products. Understand-
ing of these three distinct phases of mechanical property
degradation for every proposed porous biomaterial is
imperative. In addition, more studies are needed that
correlate cell function at each stage of mechanical property
changes in porous biomaterials as they degrade.

The Role of Porosity, Pore Size, and Interconnectivity

Among other properties (e.g., the aforementioned mechan-
ical properties), porosity can also influence how cells
behave in a scaffold. Open pore structures are desirable
in most tissue engineering applications, providing
enhanced cell seeding, cell attachment, proliferation,
extracellular matrix production, and tissue ingrowth.
For example, for orthopedic applications, both In vitro
and In vivo studies demonstrated exceptional osteoblast
proliferation and differentiation leading to new bone
growth in PLGA foams with 90% porosity (66,67). In addi-
tion, a study by Sherwood et al. (68) reported that osteo-
chondral composite scaffolds with 90% porosity at the
cartilage portion allowed full incorporation of the chondro-
cytes (cartilagesynthesizing cells) into the scaffold.

Permeability, or high interconnectivity of pores is a
crucial property for a porous biomaterial due to its influ-
ence on cellular communication (16), adaptation to
mechanical stimulation (45), and prevention of the accu-
mulation of acidic degradation byproducts (69,70). It also
allows for uniform cell seeding and distribution, as well as
proper diffusion of nutrients and metabolic wastes. Studies
have shown that when tissues become thicker than
100–200 mm, the oxygen supply to cells becomes limited
in a static environment (71,72). Thus, interconnectivity of
pores is an extremely important design consideration to
increase tissue growth into porous biomaterials.

In addition, as mentioned in the section above, the
increased tortuosity present in porous biomaterials will
influence protein interactions and, thus, manipulate cel-
lular functions. Specifically, because of altered initial pro-
tein interactions, certain cell types (e.g., chondrocytes)
perform much better on porous compared to flat (or non-
porous) biomaterials (42). Moreover, macroporosity (pore
diameters > 50 mm) influences the type of cells adhering to
a polymeric scaffold. For example, large pores (100–
200 mm diameter) have been shown to enhance bone
ingrowth compared to smaller pores (10–75 mm diameter)
in which undesirable fibrous soft tissue formation has been
observed (73). Yuan et al. (74) added that pore sizes
< 10 mm promotes bone ingrowth due to optimal initial
protein adsorption events possibly because of their greater
surface areas. Furthermore, Bignon et al. (55) demon-
strated greater cell spreading on biomaterials with micro
(pore diameters < 10 mm) compared to macroporosity.
Importantly as well, pore wall roughness is influenced
by pore size that may be providing greater roughness to
promote cell functions. Studies are needed to carefully
control pore wall roughness to make accurate comparisons
between scaffolds of various degrees of pore sizes. Since
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very small topographical changes have been shown to alter
cell functions (75), surface roughness values in the nan-
ometer regime could also be incorporated into porous bio-
materials regardless of their pore sizes to significantly
enhance protein–surface and protein–cell interactions
(42,76). Fabrication methods that can provide for the
manipulation of pore properties is further emphasized
here.

POROUS BIOMATERIAL FABRICATION METHODS

Various methods for fabricating porous biomaterials have
been explored to date. Examples for forming polymeric
porous scaffolds include solvent casting with particulate
leaching, gas-foaming processes, emulsion freeze drying,
freeze-extraction, electrospinning, rapid-prototyping, and
thermally induced phase separation. Although polymers
receive the most attention in porous biomaterial applica-
tions, porous ceramics, and metals have been recently
receiving much attention. This is mostly because ceramics
and metals have a long history of implantation, so methods
that can improve their cytocompatibility properties (e.g.,
by creating pores) are highly desirable. For ceramic and
metallic porous biomaterials, electrophoretic deposition,
salt leaching, microsphere (polymer) melt out, and anno-
dization have been commonly employed. These methods
will be briefly described in the following sections.

Cellular Solids

Current methods, such as solvent casting, gas foaming,
vacuum drying, and thermally induced phase separation
(TIPS) in conjunction with particulate leaching techniques
create cellular solids (77). These methods can create porous
constructs easily and in an inexpensive manner (78,79). In
solvent casting, a pellet or powder form of a polymer is
dissolved in a solvent. Then, water-soluble salt particles
(e.g., sodium chloride, sodium citrate) or other particulate
materials [e.g., gelatin, paraffin (79)] are added to the
polymer solution. The solvent is removed through evapora-
tion or lyophilization and then particles are leached out
through the use of water or another solvent (depending
on the particle chemistry) to create the desired porous
structure. The advantages of these methods include sim-
plicity and the ability to control pore size and porosity.
However, the pore shape is limited to the shape of the
porogen and the pore interconnectivity is poor; thus, the
porogen may not be completely removed from the construct
(80). Furthermore, uneven dispersion or settling of the
particles within the constructs may occur. Lastly, these
first generation approaches rarely provided the succinct
spatial ability to control protein adsorption necessary for
the next generation of more successful biomaterials.

For the gas-foaming process, a gas, usually carbon
dioxide (CO2), is utilized instead of using an organic solvent
at high pressures to create a highly porous structure
(80–82). Again, these techniques are easy to implement
and are inexpensive. However, a polymer with highly
amorphous fractions can be processed with this technique
even though the interconnectivity of the pores is very low,
only � 10–30% (18).

Thermally induced phase separation produces a highly
porous material using a solvent at elevated temperatures
followed by lowering the temperatures to separate the
solution into liquid–liquid or solid–liquid phases. Then,
the unwanted solvent is removed through sublimation
(65,83). Although high mechanical strength may be
obtained with this technique, the pore size created with
TIPS normally ranges from 10–100 mm, which does not
satisfy the permeability requirements for the removal and
entry of cellular wastes and nutrients, respectively.

The emulsion freeze-drying method was developed by
Whang et al. (84). A porous structure is obtained through
homogenization of a polymer, organic solvent, and water
mixture; rapidly cooling the mixture to maintain the liquid
state structure; and then removing the solvent, and water
by freeze-drying (80). In Whang’s study, 90% or greater
porosity and up to 200 mm diameter pores were created.
However, this method is user and technique sensitive,
meaning that pore structures and associated interconnec-
tivities greatly depend on the processing method. The
freeze-extraction method is a modified version of the
freeze-drying technique, in which the solvent in the frozen
polymer solution is replaced with a nonsolvent at tempera-
tures below the freezing point of the polymer solution. This
procedure removes the solvent before the drying stage (85).

Electrospinning Technique

In electrospinning, an electric field directs polymer fibers to
form and deposit onto a substrate of interest (86,87).
Specifically, an electric potential is applied as the polymer
solution is injected, which ultimately forms an electrically
charged jet of polymer landing on the target substrate. The
solvent evaporates and porous polymer fibers are formed.
Fibrous polymer scaffolds with diameters of several hun-
dred nanometers can be fabricated using this method, thus,
simulating the physiological fibrous structure of such pro-
teins like collagen that comprise tissues. Only films and
cylindrical shapes of the porous material have been created
through this technique, therefore, further investigations
are needed. But in addition to creating biologically inspired
nanometer fibers an advantage of this process is its ability
to coat an existing implant material. Thus, this technique
could be used to modify the surface properties of currently
used implant materials to promote cell functions.

Rapid Prototyping

Rapid prototyping is a computer-guided manufacturing
system that can produce complex designs rapidly. One
of the prototyping techniques is called 3D printing
(3-DP) and it has been used to fabricate biodegradable
polymer scaffolds for tissue engineering purposes (88). This
technique produces porous biomaterials by ink-jet printing
a binder onto sequential powder layers. Importantly,
growth factors, proteins, cells, and other biological factors
can be incorporated into the porous biomaterial without
risking inactivation because the process is performed at
room temperature. However, a disadvantage of this process
so far includes porous biomaterial size limitations (due to
the size of the ink jet). This can also limit the creation of
desirable fine details or nanostructures on the polymer.
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Microsphere Burnt Out

The microsphere burnt out method is similar to the pre-
viously described salt leaching method except that polymer
microspheres are utilized instead of a salt porogen. This
method is useful for ceramic materials that require a
sintering process at very high temperatures (approaching
10008C) at which point the polymer melts. As a very simple
and easy method, it also has the disadvantages of the need
for large amounts of the microspheres to create high pore
interconnectivity; this results in poor mechanical proper-
ties.

Electrophoretic Deposition

Another attractive method for creating porous ceramics is
electrophorectic deposition (or EPD). Due to a relatively
simple setup and accommodation of complex designs and
shapes, EPD has received much attention for processing
fine particles, especially for coating applications (89). For
this process, Ma used a graphite cathode and a stainless
steel anode in the EPD cell while a current was applied to
induce deposition of the particles onto a designated mate-
rial. In this study, hydroxyapatite 3D porous biomaterials
were fabricated. Hydroxyapatite is the main inorganic
component of bone and, thus, has experienced wide spread
use in orthopedic applications. This simple powder conso-
lidation method requires no additives and high pore inter-
connectivity can be achieved with sufficient mechanical
strength. However, this process can be costly when design-
ing a large sample.

Anodization

Although not many methods exist to create porous metals,
anodization is one that is gaining in popularity. Anodiza-
tion involves the application of a voltage to a metal sub-
merged in an electrolyte solution. Anodization has been
used to create various pore sizes (from 10 nm to 1 mm) and
shapes on two popular orthopedic metal chemistries: tita-
nium and aluminum. In both cases, compared to respective
unanodized metals, increased osteoblast functions have
been reported on anodized titanium and aluminum
(90,91). In addition, a study by Chang et al. (90) demon-
strated that under certain anodization conditions porous
nanotubes were created in titanium that further increased
osteoblast adhesion. Although more testing is required,
these studies highlight the fact that anodization is a fast
and inexpensive method for creating pores in metals neces-
sary for promoting bone growth.

Chemical Vapor Deposition

Another technique used to create porous metals is chemical
vapor deposition. Chemical vapor deposition has been
mostly used to fabricate porous tantalum for orthopedic
applications. Tantalum is a new metal to the orthopedic
field that possesses exception cytocompatibility properties.
Tantalum porous biomaterials have been synthesized
using vitreous carbon as the skeleton structure material
(92). Tantalum was then coated onto the template and the
template was removed by either chemical or heat treat-
ments. Chemical vapor deposition is a common technique

used in the coating industry and can easily be utilized for
the fabrication of porous materials as long as a template or
a mold is provided.

FUTURE DIRECTIONS IN THE DESIGN OF MORE EFFECTIVE
POROUS BIOMATERIALS

Although there are numerous avenues, investigators are
pursuing to improve the efficacy of porous biomaterials,
one approach that involves the incorporation of nanotech-
nology seems to be working. Nanotechnology embraces a
system whose core of materials is in the range of nan-
ometers (1 nm). The application of nanomaterials for med-
ical diagnosis, treatment of failing organ systems, or
prevention and cure of human diseases can generally be
referred to as nanomedicine. The commonly accepted con-
cept refers to nanomaterials as that material with the basic
structural unit in the range of 1–100 nm (nanostructured),
crystalline solids with grain sizes 1–100 nm (nanocrystals),
extremely fine powders with an average particle size in the
range 1–100 nm (nanopowders), and fibers with a diameter
in the range 1–100 nm (nanofibers). There have been many
attempts to improve health through the use of nanotech-
nology, but perhaps the closest to clinical applications
involves nanostructured biomaterials.

The greatest advantage of nanobiomedical implants in a
biological context centers on scientific activities that seek
to mimic the nanomorphology that proteins create in nat-
ural tissues. As seen in Figs. 4 and 5, bone and vascular
tissue possesses numerous nanometer surface features due
to the presence of entities like collagen and other proteins
(93). Dimensions of some additional proteins found in the
extracellular matrix of numerous tissues are found in
Table 2 (94). As can be seen, the fundamental dimensions
of these proteins (and all proteins) are in the nanometer
regime. Clearly, when assembled into an extracellular
matrix that comprises a tissue, these proteins provide a
diverse surface with numerous nanostructured features for
cellular interactions. Since some of these proteins are also
soluble and present in bodily fluids, they will initially
adsorb to implanted materials to provide for a highly
nanostructured surface roughness for cellular interactions.
It is for these reasons that cells of our body are accustomed
to interacting with nanostructured surfaces. This is in
stark contrast to most conventional porous biomaterials
that are smooth at the nanoscale.

Aside from mimicking the surface roughness of natural
tissues, there are other more scientific reasons to consider
porous nanostructured biomaterials for tissue regenera-
tion. Specifically, surface properties (e.g., area, charge, and
topography) depend on the surface feature sizes of a mate-
rial (95,96). In this respect, nanophase materials that, by
their very nature, possess higher areas with increased
portions of defects [e.g., edge/corner sites and grain or
particle boundaries (95,96)] have special advantageous
properties that are being exploited by porous biomaterial
scientists for applications involving proteins and cells. As
mentioned, proteins have complex structures and charges.
Thus, surfaces with biologicallyinspired nanometer rough-
ness provide control over protein interactions that were not
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possible with conventional porous materials. Advances of
porous nanostructured biomaterials pertinent to orthope-
dic, cartilage, vascular, central and peripheral nervous
systems, and bladder applications will be briefly discussed
in the sections below.

Orthopedic Applications

Nanophase ceramics (including alumina, titania, and
hydroxyapatite), metals (e.g., titanium, titanium alumi-
num alloys, and cobalt chromium alloys), polymers (speci-
fically, PLGA, polyether urethane, and polycaprolactone),
and composites thereof have been explored for orthopedic
applications (22,97,98). For these studies, nanophase sur-
face features in ceramics and metals were created by using

constituent nanometer particles, whereas nanostructured
polymers were created using chemical etching techniques.
In all of these studies, regardless of the manner in which
the materials were synthesized, results indicated that
nanophase materials enhanced osteoblast functions (e.g.,
attachment, proliferation, production of extracellular
matrix proteins, and deposition of bone) compared to their
respective conventional formulations (Fig. 6).

In addition, other porous biomaterials with nanostruc-
tured surface features [e.g., carbon nanotubes in polymer
composites (Fig. 7) and porous helical rosette carbon nano-
tubes (Fig. 8)], increased osteoblast functions over conven-
tionally used PLGA scaffolds (99,100). Interestingly, as
opposed to conventional porous biomaterials, helical
rosette carbon nanotubes self-assemble into a porous bio-
material, which when heated to temperatures only slightly
above body temperature solidify (100); thus, these materi-
als could be formulated immediately before implantation to
match the dimensions of any bony defect. These novel
porous helical rosette nanotubes also allow for optimal
pore interconnectivity for the transfer of nutrients and
waste to and from cells (100).
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Figure 4. An AFM image of the surface of
bovine cortical bone. Numerous nanometer
features of bone duplicated in porous
biomaterials are showing progress in ortho-
pedic applications.

Figure 5. Cast replica of vascular tissue demonstrating nano-
meter roughness. (Adapted from Ref. 93.) Vascular tissue has
numerous irregular nanometer features that when duplicated in
porous biomaterials show progress in vascular applications.

Table 2. Nanometer Dimensions of Extracellular Matrix
Proteinsa

Protein Characteristic Dimensions

Fibronectin Dimmer of two identical subunits; 60–70 nm long;
2–3 nm wide

Vitronectin Linear molecule 15 nm long
Laminin Cruciform configuration with one 50 nm long arm

and two 35 nm short arms; total length 50 nm;
total width 70 nm

Collagen Triple helical linear protein consisting of 2 a(1)-
chains and one a(2); 300 nm long; 0.5 nm wide;
67 nm periodicity

aSee Ref. 94.



Cartilage Applications

Such pore interconnectivity is also crucial for cartilage
forming cells, chondrocytes, since chondrocytes reside far
apart from each other and their main communication is
through their extracellular matrix. Recently, a porous
biomaterial matrix fabricated via solvent casting and
particulate leaching to create nanometer surface rough-
ness was tested for cartilage applications (42). The polymer
used was PLGA and it was modified to possess nanometer
surface features through soaking for 10 min in 10 N NaOH
(Fig. 9). Compared to conventional PLGA, results showed
increased chondrocyte adhesion, proliferation, and synth-
esis of a cartilage extracellular matrix (as noted by collagen
and glycosaminoglycan synthesis) (42).

Vascular and Bladder Applications

Not only do osteoblasts and chondrocytes interact better
with nanophase materials, but so do other cells such as
vascular (including endothelial and vascular smooth mus-
cle cells) and bladder cells. For example, Miller et al. (43)
and Thapa et al. (44) created nanometer surface features
on PLGA films by developing novel molds of NaOH treated
PLGA (Fig. 10). When compared to PLGA films without
nanometer surface features, vascular smooth muscle cell,

endothelial cell, and bladder smooth muscle cell functions
were enhanced on the nanostructured PLGA. For bladder
applications, Pattison et al. (76) created NaOH induced
nanofeatures onto 3D PLGA scaffolds and also observed
greater bladder smooth muscle cell adhesion, proliferation,
and collagen synthesis. Their studies have further demon-
strated increased fibronectin and vitronectin adsorption on
nanostructured PLGA compared to conventional PLGA,
thus, providing a key mechanism for why vascular and
bladder cell adhesion is enhanced on nanostructured
PLGA surfaces (43). In addition, PCL and polyurethane
have been modified to possess nanostructured surface
features by NaOH and HNO3 treatments, respectively;
increased vascular and bladder cell functions have been
measured on these treated compared to nontreated
polymers (43,44). Such studies highlight the versatility
of modifying numerous polymers to possess nanostruc-
tured features for enhanced vascular and bladder
applications.
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Figure 6. The scanning electron microscopy (SEM) images of
PLGA composites containing either conventional or nanophase
titania. Increased bone regeneration has been measured in
polymer composites containing nanometer compared to
conventional ceramics. Bar ¼ 10 mm.

Figure 7. The SEM image of a polyether urethane composite
containing nanophase carbon fibers. Increased bone regene-
ration has been measured in polymer composites containing
nanometer compared to conventional carbon fibers. Bar ¼ 1 mm.

Figure 8. The transmission electron microscopy (TEM) micro-
graph of porous helical rosette carbon nanotubes. Individual outer-
tube diameters are 4.6 � 0.09 nm. Increased bone regeneration
has been measured in helical rosette nanotubes compared to
currently used titanium implants.

Figure 9. The SEM images of PLGA possessing conventional and
nanoscale surface roughness. Nanoscale surface roughness was
created by fabricating molds of PLGA etched in 10 N NaOH for
10 min. Increased functions of chondrocytes, vascular cells, and
bladder cells have been measured on polymers with nanoscale
compared to conventional surface features. Bar ¼ 1 mm.



Central and Peripheral Nervous System Applications

Finally, McKenzie et al. (101) also provided evidence that
biomaterials created to have numerous nanometer fea-
tures can decrease glial scar tissue formation while at
the same time increase interactions with neurons. These
materials were created by combining carbon nanofibers to
polyether urethane. In addition, these investigators have
aligned carbon nanofibers in such porous structures to
control the direction of axon extension from neurons. In
this manner, such porous nanostructured biomaterials
could be used to regenerate electrical activity in damaged
areas of the brain.

CONCLUSIONS

All these indications point to the conclusion that a success-
ful implantable porous biomaterial should possess proper-
ties and structures that simulate the formation of an
extracellular matrix similar to that of the target organ it
intends to replace. Equally as important for porous bioma-
terials are appropriate mechanical strength, mechanical
structural integrity, degradation rate, permeability, por-
osity, pore structure, pore interconnectivity, surface
energy, surface roughness, and surface chemistry. These
all play a role in the function of an optimal porous bioma-
terial to regenerate tissue. Importantly, to date, to address
some of these material properties, several processing tech-
niques have been developed. Although much more needs to
be learned concerning the most important aspects of tissue
regeneration on porous biomaterials, proper attachment of
the appropriate cell is crucial. This is mediated by initial
protein interactions that must be the focus of future endea-
vors to design more effective porous biomaterials. Recent
evidence has been provided that porous biomaterials with

nanostructured surface roughness might just control
initial protein interactions pertinent for enhancing cell
functions necessary to improve the efficacy of orthopedic,
cartilage, vascular, central and peripheral nervous system,
and bladder applications.
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INTRODUCTION: FROM MEDICAL TO MOLECULAR
IMAGING

Medical imaging conventionally refers to the non invasive
or minimally invasive techniques employed to view inter-
nal organs of the body, typically for diagnosing disease. In a
broader sense, it refers to a field that enables acquisition,
processing, analysis, transmission, storage, display, and
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archiving of images of internal body parts for interpreta-
tion and patient management (diagnosis, disease staging
and evaluation, treatment planning and follow-up). Med-
ical imaging was practically born with the discovery of the
X rays by W. C. Roentgen in 1895 and has since based its
success on observation and the accumulated experience of
the examining physician.

Molecular imaging is a natural out grown of the medical
imaging field. Recent advances in molecular biology have
resulted in an improved understanding of many disease
and natural processes. Consequently, molecular imaging
links the empirical diagnostics and experimentally tried
treatment management protocols with the fundamental
understanding of the underlying processes that generate
the observed results. As discoveries of the molecular basis
of disease unfold, one top research priority is the develop-
ment of imaging techniques to assess the molecular basis of
cell dysfunction and of novel molecular therapy. Molecular
imaging techniques are ideally based on technologies that
have an intrinsically high resolution (spatial and temporal)
and allow the detection of low concentrations of target
biomolecules involved, such as nuclear medicine imaging
(Positron Emission Tomography, PET; Single-Photon
Emission Tomography, SPET), magnetic resonance ima-
ging (MRI) and spectroscopy (MRS), optical tomography,
autoradiography, or acoustical imaging.

The examination of biochemical processes with an ima-
ging technology is of vital importance for modern medicine.
As, in most cases, the location and extent of a disease is
unknown, the first objective is an efficient means of
searching throughout the body to determine its location.
Imaging is an extremely efficient process for accomplishing
this aim, because data are presented in pictorial form to the
most efficient human sensory system for search, identifica-
tion, and interpretation: the visual system. Recognition
depends on the type of information in the image, both in
terms of interpreting what it means and how sensitive it is
to identifying the presence of disease.

PET stands in the forefront of molecular imaging and
allows the quantitative evaluation of the distribution of
several pharmaceuticals in a target area in vivo. PET is a
unique diagnostic imaging technique for measuring the
metabolic activity of cells in the human body. It produces
images of the body’s basic biochemistry and biological
activity in a noninvasive way, combining techniques
applied in nuclear medicine with the precise localization
achieved by computerized image reconstruction. PET is
therefore a powerful diagnostic test that is having a major
impact on the diagnosis and treatment of disease, as well as
on patient management.

PET images can demonstrate pathological changes and
detect and stage tumors long before they would be revealed
with other conventional imaging modalities. Traditional
diagnostic techniques, such as X rays, computerized tomo-
graphy (CT) scans, or MRI, produce anatomical images of
what the internal organs look like. The premise with these
techniques is that a visible structural change exists in
anatomy caused by disease. However, biochemical pro-
cesses are also altered with disease and may occur before
a change in gross anatomy occurs. Furthermore, PET can
provide medical doctors with important early information

about very subtle changes of function in the brain and
heart, due to disease-related modifications in tissue perfu-
sion, cell metabolic rates heart disease, or neurological
disorders (Alzheimer’s, Parkinson’s, epilepsy, dementia,
etc.), allowing physicians to diagnose and treat these dis-
eases earlier and, consequently, more efficiently and accu-
rately, according to the axiom ‘‘the earlier the diagnosis,
the better chance for treatment.’’ PET can also help phy-
sicians monitor a patient’s response to treatment, as well
as identify distant metastases that can affect treatment,
helping curtail ineffective treatments and reduce unneces-
sary invasive procedures. The field of PET has been emer-
ging today into clinical diagnostic medicine and is approved
by many insurance carriers for coverage.

HISTORY OF PET

The positron emission and detection of the radiation pro-
duced was a known technique that dates back to the early
days of the twentieth century. However, it is only in the last
few decades, with the booming development of fast electro-
nic circuits and powerful computer systems, that this
knowledge could be used in practice as a valuable diag-
nostic tool: The electronic circuits used in PET should be
able to detect the coincidental arrival of two high energy
photons (a timing resolution of the order of few nanose-
conds), and the image reconstruction requires modern
computer systems in order to produce an accurate image
of the activity distribution within a clinically reasonable
time.

In the beginning of the 1950s, researchers at the Mas-
sachusetts General Hospital (MGH) in Boston and the
Duke University in Durham proposed the idea that, in
spite of the short half-lives of the, by that time recently
discovered, positron-emitting radionuclides, they offered
an attractive method for the regional study of metabolism
due to their commonality. A single-detector pair brain
probe was then developed at MGH and used in experi-
ments. However, it was not until the early 1960s that these
positron-emitting radionuclides began to gain popularity,
when a number of centers such as the MGH in Boston, the
Sloan Kettering Institute in New York, Ohio State
University, and the University of California at Berkeley
began to use cyclotrons. At the same time, the first image
reconstruction techniques were proposed by researchers at
MGH, and, in the early 1970s, the concept of computerized
tomography (CT) was presented by Hounsfield, who later
was awarded with the Nobel Prize.

In the early 1970s, the first PET scanners were devel-
oped at the MGH, the Brookhaven National Laboratory,
the Washington University, and the Montreal Neurological
Institute in Canada, used then as research tools. At the
same time, a private company (EG&G OTREC, Oak Ridge,
TN, USA) got involved in the developments of the first ring
PET scanners, joined in the market a couple of years later
by TCC (The Cyclotron Corporation, Berkeley, CA, USA),
and in 1976 the first commercial PET scanner was deliv-
ered at the University of California, Los Angeles (UCLA). A
year later, Scanditronix from Sweden brought Europe into
PET. The first PET scanners used single slices when
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performing tomographs, with transaxial resolution greater
than 2 cm full-width half-maximum (FWHM) and used
NaI crystal material. Such systems were installed at sev-
eral research institutions, apart from the ones mentioned
above, like the University of California at Berkeley, the
Lawrence Berkeley Laboratory, and the University of
Pennsylvania.

By the end of 1970s, PET had shown its potential for
application to clinical medicine. The following generation
of PET scanners reduced detector size and added addi-
tional rings to allow for simultaneous acquisition of multi-
ple slices. The slice resolutions improved from greater than
2 cm FWHM to less than 1 cm FWHM. As time progressed,
more detectors and photomultiplier tubes (PMTs) were
added to these machines to increase their sensitivity and
resolution. In the mid-1980s, the first BGO pixelated
detector blocks were presented. At the same time, the first
dedicated medical PET cyclotron units with automated
radiopharmaceutical delivery systems were commercially
available.

At the end of 1980s, the major medical imaging compa-
nies (mainly Siemens with CTI PET, Inc., and General
Electric with Scanditronix) began investing in PET. The
first whole-body PET scanners have been presented and
research in new detector materials led to significant dis-
coveries (LSO, etc.) in the beginning of the 1990s. Since
then, PET has shown a steady increase in acceptance for
clinical application, both medically and administratively,
and PET centers are being installed worldwide at an
increasing pace. PET is now a well-established medical
imaging technique that assists in the diagnosis and man-
agement of many diseases.

More details on the history of PET instrumentation
and the related developments can be found in References
1 and 2.

PHYSICAL PRINCIPLES OF PET

PET images molecules of substances with a specific biolo-
gical activity. In order to monitor their distribution, kinetic
characteristics, and behavior of (pharmaceuticals) within
the body, these substances are tagged with radioactive
compounds (with short half-life and at extremely low con-
centrations) (3). These radiopharmaceuticals are chosen to
have a desired biological activity, depending on the meta-
bolic activity of the organ under study, and are introduced
to the subject by injection or inhalation.

The most commonly used radionuclides are listed in
Table 1 and are compounds that constitute, or are con-
sumed by, the living body, like carbon, nitrogen, and oxy-

gen. They are isotopes of biologically significant chemical
elements that exist in all living tissues of the body and in
almost all nutrients. Therefore, the above radionuclides are
easily incorporated in the metabolic process and serve as
tracers of the metabolic behavior of the body part, which
can be studied in vivo.

Table 2 shows a list of the major radiopharmaceuticals
used as PET agents with their specific medical applica-
tions. The most common radiopharmaceutical used in PET
studies today is fluorodeoxyglucose (FDG) (4), a chemical
compound similar to glucose, with the difference that one of
the -OH groups has been replaced by F-18. Carbon-11 can
also be used as a radiotracer to glucose. The short half-lives
of these particles allow the subject and the people handling
them to receive only a low radiation dose.

The identification and detection of the presence of the
molecules of the radiotracer in a specified location within
the source (i.e., the body under study) is performed by a
chain of events, based on physical principles and data
processing techniques, which are schematically depicted
in Fig. 1 and briefly described below.

A positron is emitted during the radioactive decay pro-
cess, annihilates with an electron, and, as a result, a pair of
g rays is emitted (two high energy photons of 511 keV
each). The two g rays fly off in almost opposite directions
(according to the momentum conservation laws), penetrate
the surrounding tissues, and can be recorded outside the
subject’s body by scintillation detectors placed on a circular
or polygonal detector arrangement, which forms a PET
tomograph. When the g ray hits a scintillation detector
material, it then deposits its energy in that crystal by
undergoing photoelectric effect, which is an atomic absorp-
tion process where an atom totally absorbs the energy of
an incident photon (5). This energy is then used to eject
an orbital electron (photoelectron) from the atom and is,
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Table 1. The Most Commonly Used Radionuclides in PET

Radionuclide Half-life

Carbon-11 20.3 min
Nitrogen-13 9.97 min
Oxygen-15 2.03 min
Fluorine-18 1.83 h
Gallium-68 1.83 h
Rubidium-82 1.26 min

Table 2. Major PET Radiopharmaceuticals and their
Specific Medical Applications

Agent Images

F-18 fluorodeoxyglucose Regional glucose metabolism
F-18 sodium fluoride Bone tumors
C-11 methionine Amino acid uptake/protein

synthesis
C-11 choline Cell membrane proliferation
C-11 deoxyglucose Regional brain metabolism
O-15 oxygen Metabolic rate of oxygen use/OEF
C-11 carbon monoxide Cerebral blood volume
O-15 carbon monoxide Cerebral blood volume
O-15 water Cerebral blood flow
O-15 carbon dioxide

(Inhaled)
Cerebral blood flow

C-11 butanol Cerebral blood flow
C-11 N-methylspiperone Dopamine D2 and Serotonin

S2 receptors
F-18 N-methylspiperone D2 and S2 receptors
C-11 raclopride D2 receptors
F-18 spiperone D2 receptors
Br-76 bromospiperone D2 receptors
C-11 carfentanil Opiate mu receptors
C-11 flumazenil Benzodiazepine (GABA) receptors



therefore, transformed in visible light. This light can be
detected by specialized devices (photomultiplier tubes,
PMT) that capture and transform it into an electronic
signal, shaped at a later stage by the electronic circuits
of the tomograph to an electronic pulse, which provides
information about the timing of the arrival of the incident
g ray and its energy. Figure 2 summarizes the principles
of gamma ray event detection in PET described here.

By measuring a coincidence photon, the detector array
in a PET system identifies that an annihilation event
occurred inside the volume defined between the surfaces
of the pair of detectors that registered the coincidence
event. At the end of a PET scan, for each pair of detectors,
a number of coincidence events that have been identified
exist. This information represents the radioactivity in the
subject viewed at different angles, when sorted in closely
spaced parallel lines. In order to reconstruct the activity
density inside the source from its projections (events regis-
tered at each detector pair), a mathematical reconstruction
algorithm is applied by computer. The collected data are
corrected for scatter, attenuation, and accidental coinci-
dences; normalized for the differences in detector efficien-
cies, and reconstruct the spatial distribution of the
radioactivity density inside the organ or the system under
study in the form of a 2D or 3D image. The result is a digital
image of the source, where the value of each picture ele-
ment (pixel) or, in modern 3D tomograph systems, volume
element (voxel) is proportional to the activity density inside
the source at the area (or volume) that corresponds to this
pixel/voxel. This image can be directly displayed on a
screen. Further analysis of the data and processing of
the produced images can be carried out with the use of a
computing system.

A high energy photon produced by an annihilation event
can deviate from its original trajectory if it gets involved in
Compton scattering inside the subject’s body, a collision
between a photon and a loosely bound outer-shell orbital
electron of an atom. In this case, because the incident
photon energy greatly exceeds the binding energy of the
electron to the atom, the interaction can be considered as a
collision between the photon and a ‘‘free’’ electron. The
photon does not disappear in Compton scattering, but it is
deflected through a scattering angle u and some of its
energy is transferred to the electron (recoil electron) (5).
In the case this ray gets detected in coincidence with the
second gamma produced at the same event, then this event
will be counted to have occurred in a detector tube that will
not contain the original annihilation site: This is an erro-
neous event (scattered event).

It is also possible that this ray will never reach a
detector crystal and, therefore, get lost. This type of Comp-
ton scattering, along with photoelectric absorption of the
produced gamma rays inside the source, where they have
been generated, are the major sources of attenuation of the
emitted radioactivity.

The physics of positron emission allow for attenuation
correction of the collected data, which can produce a quan-
titatively (but also qualitatively) accurate image that may
resolve small lesions, especially when these lie deep within
the body. In order to correct for attenuation, two additional
measurements are typically performed: the blank scan and
the transmission scan. The blank scan is recorded using an
external source without the patient, representing the unat-
tenuated case. For the transmission scan, the patient and
the bed are placed into the scanner and the attenuated data
are measured using the external source. The attenuation
correction factors (ACF) can be calculated as the ratio of the
measured counts without and with the attenuating object.
The disadvantages of attenuation correction are that it
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Figure 1. This schematic depicts the chain of events that
described the physical properties of high energy gamma pair
emission from positron-emitting radioisotopes. All radioisotopes
used with PET decay by positron emission. Positrons are positively
charged electrons. Positron emission stabilizes the nucleus of
unstable radioisotopes by removing a positive charge through
the conversion of a proton into a neutron. An emitted positron
travels a short distance (positron range, which depends on the
energy of the positron) and collides with an ordinary electron of a
nearby atom in an annihilation reaction. When the two particles
annihilate, their mass turns into two 511 keV gamma rays that are
emitted at 1808 to each other. When detected, the 1808 emission of
two gamma rays following the disintegration of positronium is
called a coincidence line. Coincidence lines provide a unique
detection scheme for forming tomographic images with PET.

Figure 2. Scintillation detectors coupled to photomultiplier tubes
are placed around the detector ring of the scanner. An annihilation
event (�) inside the field of view (FOV) produces two g rays that get
detected by a pair of detectors. The event is identified to occur
inside a specific detector tube (dashed stripe) by the electronic
devices (constant fraction discriminators, CFD, and the
coincidence detection circuit) that connect every pair of detectors.



requires more time for image acquisition and the potential
exists to add noise to the image if the attenuation measure-
ments become misaligned by patient motion or if inade-
quate statistics in the transmission scan are collected.
As a result of noise, transmission measurements are usually
smoothed prior to the division. Otherwise, the noise in the
ACF propagates to the corrected emission sinogram. The
drawback of smoothing is that the resulting blurring of
ACFs propagates to the emission sinogram as well. Tech-
niques for the reduction of noise propagation include, as an
example, classification techniques for the main tissue cate-
gories observed in the transmission images (segmentation)
or the use of iterative methods for the reconstruction of the
transmission images (6).

Compton scattering can also occur inside the detector
crystal before the ray undergoes (the desirable) photoelec-
tric effect. In that case, it is possible that the ray will escape
the detector material and deposit its energy in an adjacent
scintillator, causing the detected event to be mispositioned.
Another source of erroneously counted events is the coin-
cidental arrival at the detector ring of two single gamma
rays coming from two different annihilation events (ran-
dom or accidental coincidence). When three or more g rays
arrive at the detector ring within the time coincidence
window set by the electronic circuitry of the scanner for
the coincidence detection, then these gammas must be
rejected, because it is not possible to recognize, in that
case, the pairs of photons that came from the same anni-
hilation event (7).

The high energy gamma rays have increased penetrating
abilities and can be detected coming from deep-lying
organs better than a particles or electrons (b particles),
which can penetrate only a few millimeters of tissue and,
therefore, cannot get outside the body to the radiation
detector (5). Imaging system detectors must, therefore,
have good detection efficiency for g rays. It is also desirable
that they have energy discrimination capability, so that g

rays that have lost energy by Compton scattering within
the body can be rejected and a good timing resolution to
accurately measure the time difference of the arrival of
two photons. Sodium iodide (NaI), BaF2 (barium fluoride),
and BGO (bismuth germanate oxide) provide both of these
features at a reasonable cost (5). Research for new scintil-
lator materials, like LSO (lutetium oxyorthosilicate) (8),
GSO (germanate oxide) (9), PbCO3 (lead carbonate) (10),
PbSO4 (lead sulfate) (11), CeF3 (cerium fluoride) (12), YalO
(13), and LuAlO (14), is very active in an effort to produce
faster detector crystals with good stopping power and light
output.

Table 3 summarizes some of the main physical proper-
ties of the scintillators used for PET: NaI(Tl), BGO, BaF2,

CsF, GSO, and LSO. In order to interpret this table,
assume the following:

- An elevated density guarantees a high stopping
power for the high energy 511 keV annihilation
photons and consequently assures elevated detection
efficiency. High stopping power also allows the use of
crystals of small dimensions, which means an
improved spatial resolution of the tomograph.

- High scintillation efficiency, due to a good intrinsic
energy resolution of the crystal, leads to a good
energy resolution of the detection system, which
leads to a better discrimination of scatter.

- A fast scintillation (described by a short scintillation
constant decay time) translates to a low dead time of
the system and, therefore, to good count rate perfor-
mance. Moreover, this property directly influences
the temporal resolution (uncertainty of the moment
of detection), on which depends the choice of the
length of the time coincidence resolution window
and, therefore, the rate of accidental coincidences.

The comparison of the characteristics of scintillation
crystals shows that the ideal scintillator for PET must
have the temporal characteristics (decay time) of BaF2,
the density (stopping power) of BGO, and the scintillation
efficiency (light output) of NaI(Tl) (15). It also reveals that
the newest crystals GSO and LSO are very promising for
PET applications.

Originally, NaI was the detector of choice for nuclear
medicine imaging cameras and is still in use by some
manufacturers of gamma cameras, SPET, and even PET
systems. NaI is a scintillation crystal discovered in 1949
with very high scintillation efficiency but a stopping power
too low for high energy photons; therefore, NaI has very
low sensitivity. In the 1980s, BGO emerged as the detector
of choice for PET scanners, a material with considerably
lower light output than NaI but, on the other side, twice as
dense and, therefore, able to detect high energy photons
more effectively. LSO was discovered in the early 1990s
and exhibits a very fast scintillation time (40 ns), which
provides significantly reduced detector dead time and con-
sequently higher count-rate capabilities, which is essential
in clinical PET imaging in order to use the injected activity
most efficiently and to make the emission scan time as
short as possible, meaning the patient spends less time
immobile on the tomograph’s bed without compromising
the image quality.

In the optimization of the design of a PET tomograph, an
important aspect is the way crystals are assembled and the
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Table 3. Scintillation Crystal Characteristics

NaI BGO BaF2 CsF LSO GSO

Density (g/cm3) 3.67 7.13 4.87 4.64 7.40 6.71
Relative scintillation efficiency 100 20 16 6 75 30
Decay constant (ns) 250 300 0.6 2.5 40 60
Hygroscopic Yes No No Yes No No



way they are coupled to the photomultiplier tubes. Various
strategies have been developed, including:

- one-to-one connection crystal-PMT (5);

- detector blocks, where a crystal array (mainly BGO
or LSO) is coupled to a smaller number of PMTs
(15,16);

- NaI(Tl) crystals of large dimensions coupled to a grid
of PMT (Anger logic, common to gamma cameras)
(17);

- the most recent design of a system of GSO crystals
coupled to light guides to a PMT grid (18).

Scintillation detectors have been the dominant element
in high energy gamma ray detection for PET. However,
other technologies have also been applied, explored, and
developed for this purpose. One of the oldest alterantive
technologies is the High Density Avalanche Chamber
(HIDAC) PET system (19), which consists of a Multiwire
Proportional Chamber (MWPC) with the provision of lami-
nated cathodes containing interleaved lead and insulating
sheets and mechanically drilled with a dense matrix of
small holes. Ionization resulting from photons interacting
with the lead is trapped by, amplified in, and extracted
from, the holes by a strong electric field into the MWPC. On
arrival at an anode wire, further avalanching occurs.
Coordinate readout may be obtained from orthogonal strips
on the cathodes. The result is precise, 2D localization of the
incident gamma rays. Every hole on the cathodes acts as an
independent counter. By stacking these MWPCs, millions
of these counters are integrated to form a large-area radia-
tion camera with a high spatial resolution.

The resolution of a PET scanner primarily depends on
the size of the detectors and on the range of positrons in
matter (distance traveled by the positron in the tissue
before interacting with a free electron, see also Fig. 1). For
most of the positron emitters, the maximum range is
2–20 mm. However, the effect on spatial resolution is
much smaller, because positrons are emitted with a spec-
trum of energies and only a small fraction travel the
maximum range, and, in addition, in case of 2D acquisi-
tions, the range of the third dimension is compressed.
Another limitation in the resolution is that the paired
annihilation photons are not emitted precisely 1808 from
each other, because the eþ–e� system is not at complete
rest. Other components of the system resolution are the
sampling scheme used, the interactions between more
than one crystal due to intercrystal scatter, the penetra-
tion of annihilation photons from off-axis sources to the
detector crystals, the reconstruction technique used, the
filters applied, and the organ and patient motion during
the scan.

Three types of spatial resolution exist in a typical ring
PET system, defined by a full-width at half-maximum
(FWHM): the radial, tangential, and axial resolutions.
The radial, or in-slice, resolution deteriorates as we move
from the center of the FOV and is best at the center. The
same happens for the tangential resolution, which is mea-
sured along a line vertical to a radial line, at different
radial distances. In systems with more than one detector

ring, the axial resolution, or slice thickness, is measured
along the axis of the tomograph.

A major source of error during the coincidence detection
is the fact that not all the annihilation events are regis-
tered correctly as mentioned earlier. Additional accidental
coincidences can result from poor shielding or backscatter
and from ordinary g rays from the radionuclide adminis-
tered. The random and scattered coincidences are regis-
tered together with the true coincidences, obtained when a
pair of gammas is correctly identified and classified to the
appropriate detector tube, and are sources of background
noise and image distortion.

In order to keep the number of scattered coincidences
low, a discriminator should be used. A discriminator pri-
marily generates timing pulses upon the arrival of a
photon, but also can verify the total energy of the illumi-
nating ray is above a preset energy threshold. Scattered
rays have already deposited part of their energy and,
therefore, can be identified.

Furthermore, the choice of the appropriate time coin-
cidence (or coincidence resolving time) window is essential:
It has to be narrow enough to keep the number of random
coincidences as low as possible but also wide enough to
include all valid coincidence pulses. In the existing PET
units, the timing accuracy is of the order of tenths of
nanoseconds.

A PET scanner can be designed to image one single
organ, such as the brain or the heart, or can be able to
image any organ in the body, including whole-body scans.
Whole-body studies with F-18-FDG consist of repeated
PET acquisitions at contiguous bed positions in order to
provide 3D images (axial, sagittal, coronal, and oblique cut
planes) covering one considerable portion of the patient’s
body (Fig. 3), which facilitates the search for metastases in
oncological diagnostics (20).
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Figure 3. A whole-body F-18-FDG PET image of a normal subject
(no pathological situation diagnosed). Areas with high metabolic
activity (brain, myocardium) or with high concentration of the
radioactive tracer (bladder) are visible. [Courtesy of A. Maldonado
and M.A. Pozo from the Centro PET Complutense, Madrid, Spain.]



Most PET systems today are whole-body systems (i.e.,
they have a typical transaxial FOV of 60 cm). This FOV is
adequate to handle most patients. The axial FOV of most
PET systems today is limited to approximately 10–15 cm
(21). This relatively narrow axial FOV imposes some lim-
itation on the imaging procedures that can be performed
clinically. It also requires more accurate positioning of the
patient in comparison with conventional nuclear medicine
procedures. For a clinical system, it would be desirable to
extend the axial FOV to 15–20 cm, which would, for
instance, allow full brain (Fig. 4) and heart imaging in a
single frame and more efficient whole-body imaging. As the
detectors contribute a significant portion of the total cost of
the scanner, however, this would bring into question what
would be an acceptable cost for the PET scanner.

MANUFACTURING OF RADIOPHARMACEUTICALS

A cyclotron is a particle accelerator that produces positron-
emitting elements or short-lived radioisotopes. These
radioisotopes can then be incorporated into other chemical
compounds that are synthesized into a final product that
can be injected into a person. These radioisotopes are used
to ‘‘label’’ compounds so it can later be identified where in
the body the radiopharmaceutical is being distributed. The
compounds that are being labeled are organic molecules

normally used in the body, such as sugar, neurotransmit-
ters, and so on (22).

First, the cyclotron bombards nonradioactive elements in
the target with accelerated particles, which converts these
elements into positron-emitting radioactive isotopes of
fluorine, nitrogen, oxygen, or carbon. The major radio-
active isotope produced at almost all sites is fluorine-18
(F-18), which has a half-life of 110 min. F-18 thus produced
from the cyclotron is delivered to a chemical synthesis unit
called the chemical processing unit, which is where F-18 is
incorporated into a precursor to produce the final product
FDG, the labeled sugar molecule. This entire process is fully
automated and performed in the cyclotron lab. When a dose
is needed, it is transported to the PET scan room by various
means, depending on the distance between the production
site and the PET tomograph and ranging from a dedicated
pneumatic tube system to long-distance transport via air or
road.

APPLICATIONS OF PET

Molecular imaging opens the way for medical doctors to
successfully pursue the origin of disease. As long as disease
is of unknown origin, more tests and exams are needed,
something that means increased health-care costs, in
addition to the patient’s discomfort and pain. PET can
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Figure 4. Sequential images from an F-18-FDG PET brain study of a normal individual. Red-
yellow areas correspond to the high metabolic activity in the gray matter (cortex). [Courtesy of A.
Maldonado and M.A. Pozo from the Centro PET Complutense, Madrid, Spain.]



accurately identify the source of many of the most common
cancers, heart diseases, and neurological diseases, eliminat-
ing the need for redundant tests, exploratory surgeries, and
drug overload of the patient. PET produces powerful images
of the body’s biological functions and reveals the mysteries
of health and disease (23).

PET can be used to obtain information about the
tissue perfusion using inert tracers (e.g., O-15 labeled
water), the metabolism with metabolically active tracers
(e.g., F-18-FDG), or the kinetic of a cytostatic drug (e.g.,
F-18-Fluorouracil).

In cardiology (22), this imaging technique represents
the most accurate test to reveal coronary artery disease or
rule out its presence. Traditionally, when a patient shows
signs or symptoms of heart disease, his or her physician
will prescribe a thallium stress test as the initial diagnostic
study. The conventional thallium stress test, however, is
often not as accurate as a PET scan. PET images can show
inadequate blood flow to the heart during stress that can
pass undetected by other noninvasive cardiac tests. A PET
study could enable patients to avoid cardiac catheteriza-
tion when a conventional perfusion or echocardiographic
stress test is equivocal. A PET scan shows myocardial
viability in addition to perfusion abnormality. More speci-
fically, PET exams for metabolism and perfusion of the
heart tissues can determine the need for heart transplant,
in case both are absent in a large area of the heart, or
confirm with certainty that simple bypass surgery would be
enough, when metabolism is maintained even if blood flow
is significantly reduced. As metabolism indicates that tis-
sue is still alive, complicated heart transplantation can be
avoided and coronary bypass would have great chances to
improve cardiac function. Documented studies have shown
that thallium stress testing overestimates irreversible
myocardial damage in at least 30% of cases, which can
result in the patient being placed on the transplant list
rather than receiving bypass surgery or angioplasty. No
other diagnostic test can more precisely assess myocardial
viability than PET. The most recent developments in car-
diac PET have been summarized in Reference 3.

PET can reveal abnormal patterns in the brain and is,
therefore, a valuable tool for assessing patients with var-
ious forms of dementia (3,22). PET images of the brain can
detect Parkinson’s disease: A labeled aminoacid (F-DOPA)
is used as tracer at a PET examination in order to deter-
mine if the brain has a deficiency in dopamine synthesis. If
it does not, Parkinson’s disease can be ruled out and
possible tremors in the patient’s muscles will be treated
in a different manner. Although the only definitive test for
Alzheimer’s disease (AD) is autopsy, PET can supply
important diagnostic information. When comparing a nor-
mal brain versus an AD-affected brain on a PET scan, a
distinctive and very consistent image pattern appears in
the area of the AD-affected brain, where certain brain
regions have low metabolism at the early stages of the
disease, allowing early detection several years before diag-
nosis can be confirmed by a physician. PET can also help to
differentiate Alzheimer’s from other confounding types of
dementia or depression (29). Conventionally, the confirma-
tion of AD was a long process of elimination that averaged
between two and three years of diagnostic and cognitive

testing. PET can help to shorten this process by identifying
distinctive patterns earlier in the course of the disease.
Furthermore, PET allows the accurate identification of
epileptogenic brain tissue (because of its reduced glucose
metabolic rates) and can successfully lead the surgical
removal of the epileptic foci.

In oncology (3,22), in which the clear majority the total
PET examinations refer, this technique inspects all organs
and systems of the body to search for cancer in a single
examination. PET is very accurate in distinguishing malig-
nant tumors from benign growths. It can help detect
recurrent brain tumors and tumors of the lung, breast,
lymph nodes, skin, colon, and other organs. The informa-
tion obtained from PET studies can be used to determine
what combination of treatment is most likely to be success-
ful in treating a patient’s tumor, as it can efficiently
determine the resistance of a specific cancer to the drugs
applied and, consequently, can dynamically optimize the
treatment management and follow-up of the patient on an
individual basis. With this technique, it is possible to
evaluate if a tumor has been successfully destroyed after
therapy, as anatomical follow-up imaging is often not in the
position to assess if a residue is still active or has definitely
been eliminated after chemotherapy, radiation, or surgery.

A summary of the current status and future aspects
of PET for cancer detection, as it has been recently
presented by the Health Technology Advisory Committee
is as follows (23):

Brain Cancer: F-18-FDG PET in brain tumor imaging
may be useful, but its clinical application has yet to be
established. F-18-FDG PET does not appear to be able to
define tumor histology. Additional studies are warranted
regarding the value of F-18-FDG PET in detecting Central
Nervous System (CNS) and nonCNS brain metastasis,
differentiating malignant from nonmalignant lesions,
detecting disease recurrence in subjects who have under-
gone intensive radiotherapy, and in pediatric brain
tumors. As a result of the paucity of data on radiotracers
other then F-18-FDG, further studies will be required to
validate the use of PET brain scanning with these radio-
tracers.

Head and Neck Cancer: Studies suggest that F-18-FDG
PET is superior to MRI but comparable with CT in identi-
fying the presence, absence, or recurrence of cancer.

Pituitary Cancer, Thyroid Cancer, Urinary Cancer, Kid-
ney Cancer: The paucity of data on the use of PET in
pituitary tumors, thyroid tumors, urinary cancer, and
kidney cancer prevents conclusions regarding its value
at this time.

Lung Cancer: Numerous studies evaluating PET for
lung cancer applications demonstrate that PET, using F-
18-FDG as a radiotracer, is effective and may be more
effective than other noninvasive techniques, particularly
CT, in differentiating benign and malignant pulmonary
lesions. Thus, F-18-FDG PET appears to be an effective
means of diagnosing lung cancer, whether a primary dis-
ease or a secondary metastatic disease, and detecting
disease recurrence following lung cancer therapy.

Breast Cancer: Preliminary data suggest that F-18-FDG
PET can differentiate benign from malignant breast
lesions, when used in breast cancer staging, and can
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determine the presence of axillary node involvement.
Although data are scarce regarding the use of PET in
monitoring the effects of breast cancer therapy, available
data suggest that both F-18-FDG PET and C-11-MET PET
may be useful for breast cancer and may show response
earlier than conventional methods. Regardless, due to the
small study samples and limited amount of available data,
further studies will be required to confirm the efficacy of
PET for breast cancer imaging.

Esophageal Cancer: F-18-FDG PET may be valuable in
the staging of esophageal cancer. Evidence is limited by the
small number of subjects in each study and the lack of
additional trials.

Pancreatic Cancer: Studies indicate that PET may have
a role in the imaging of pancreatic tumors, but further
study is needed to verify this indication.

Renal Cancer: F-18-FDG PET shows promise for eval-
uating renal masses, but confirmation is required.

Ovarian Cancer: Preliminary data suggest a potential
role for F-18-FDG PET in ovarian cancer; however, further
studies are required to confirm these findings.

Prostate Cancer: Although F-18-FDG PET has been
used in certain prostate cancer cases, it is possible that
the use of radiotracers other than F-18-FDG may be of
more value. However, insufficient data exists at this time to
draw conclusions regarding the use of PET in prostate
cancer.

Testicular Cancer: With limited data, no conclusions can
be made at this time.

Malignant Melanoma: Additional studies are needed to
determine the role of PET in the imaging of malignant
melanoma.

Colorectal Cancer: F-18-FDG PET may be a valuable
tool for colorectal cancer in diagnosis, preoperative staging,
and monitoring for recurrent disease or treatment
response. However, further study is required to confirm
these findings.

Neuroendocrine Gastrointestinal Cancer: PET proved
superior to CT in detecting, delineating, and visualizing
lesions. The study claimed that PET had a superior role,
but further study is required to confirm this finding.

Malignant Lymphoma: Studies comparing F-18-FDG
PET with alternative techniques found PET to be more
accurate than CT, 99mTc-MIBI SPET, and 111In-soma-
tostatin scintigraphy in detecting untreated and treated
lymphoma. Supportive evidence is limited to a few trials
that are hampered by small study samples. No conclusions
can be drawn at this time regarding the efficacy of PET for
malignant lymphoma.

A major use of PET is its ability for kinetic imaging
analyses. This term refers to the measurement of tracer
uptake over time. An image of tracer activity distribution is
a good starting point for obtaining more useful information
such as regional blood flow or regional glucose metabolism.
The process of taking PET images of radioactivity distribu-
tion and then using tracer kinetic modeling to extract
useful information is termed image analysis. The tracer
kinetic method with radiolabeled compounds is a primary
and fundamental principle underlying PET and autoradio-
graphy. It has also been essential to the investigation of
basic chemical and functional processes in biochemistry,

biology, physiology, anatomy, molecular biology, and phar-
macology. Tracer kinetic methods also form the basis in in
vivo imaging studies in nuclear medicine (24).

Besides its direct clinical applications, PET imaging is
emerging as a powerful tool for use by the pharmaceutical
industry in drug discovery and development (25). The role
of small animal PET imaging (26) studies in rodents for
the discovery of PET tracers for human use is significant,
as it has the potential for permitting higher throughput
screening of novel tracers in transgenic mice as well as
the confounding effects resulting from potential species
differences on receptor affinity, blood-brain barrier (BBB)
transport, metabolism, and clearance. This setting is
expected to allow new and unique experimental labora-
tory studies to be performed.

Other recent developments include dedicated mammo-
graphy devices (known as positron emission mammo-
graphs, PEM) for breast functional imaging (27).
Furthermore, the first PET/CT tomographs have made
their way to the market (28). These are devices that house
a positron tomograph and a CT scanner in a single device,
allowing the acquisition and visualization of registered
images detailing both anatomy and biological processes
at the molecular level of internal organs and tissue, with-
out the need of multiple examinations and further image
processing to achieve similar results.

IMAGE INTERPRETATION

One of the final steps in the processing chain of the PET
study is to produce a final layout of the images for the
diagnosing physician. The conventional way of presenting
the image data is to produce a transparency film (X-ray
film) of the images on the computer display. In addition to
the image data, the film should also be labeled with demo-
graphic data about the study, such as patient name and
scan type. As this information is usually stored in the
image files together with the image data, the labeling
and layout of the images on the display can be automated
in software. With the rapid development of local area net-
works, films may soon no longer be necessary. Instead, the
images can be read from a display system located in the
reading room, which has access to the PET image data
through a computer network. Referring physicians do, in
most cases, require a hard copy of the study, which can be
accomplished using X ray films. With recent improvements
in printer technology, high quality color output may also be
a low cost alternative to the traditional film.

PROCEDURE FOR A PET SCAN

Most patients will be in the PET center for 2 or 3 h,
depending on the type of study being conducted. The patient
is informed as to when to stop eating before the test.
Drinking lots of water is recommended before the scan.
The patients also need to inform the PET center if they
are diabetic or claustrophobic. In general, before the scan is
performed, a catheter is placed in the arm so that the
radioactive tracer can be injected. A glucose test will also
be performed. Depending on the type of study conducted,

414 POSITRON EMISSION TOMOGRAPHY



scanning may take place before and after the injection is
given. After the tracer is given, the patient waits for approxi-
mately 40–60 min before the final scan is done.

PET SCAN AND ASSOCIATED RISKS

The radiation exposure of PET is similar to that of having a
CT scan or any other standard nuclear medicine procedure
involving heart or lung scans. No pain or discomfort results
from the scan. The half-life of F-18 is so short that by the
time the patient leaves the PET center, almost no activity
remains in the body. Patients typically do not experience
any reactions as a result of the PET scan, because the
tracer material is processed by the body naturally. There-
fore, no side effects are expected. Of course, as with any
other nuclear medicine procedure, when breast-feeding or
pregnant, a PET scan must be performed under special
conditions.

CURRENT STATUS AND FUTURE ASPECTS IN PET
INSTRUMENTATION

Technological developments and research in the field of
PET instrumentation are currently marking a fast evolu-
tion (30). New PET systems have been designed and devel-
oped with whole-body scanning capabilities. These systems
are clearly designed for oncological studies (currently
almost entirely performed in the clinical practice with
the use of F-18-FDG), which represent maybe more than
80% of the total PET examinations performed worldwide.
Therefore, a clear shift has occurred from the earliest
systems, which were then mostly oriented to neurological
applications.

The main requirement, which drive current R&D activ-
ities both in academia and in industry, is to increase the
diagnostic accuracy (lesion detectability) of the technique
and, at the same time, decrease the cost of a PET system
installation, operation, and maintenance, which would
allow the widespread use of PET in the clinical practice.
In order to achieve this goal, an optimal balance should be
found between high performance specifications and cost
efficiency for the newly designed tomographs.

In particular, very high resolution 3D PET imaging
(with applications in brain imaging, positron emission
mammography, as well as small animal imaging) has
demanded further advances in scintillation detector
development, image reconstruction, and data correction
methodology.

Table 4 lists the major performance characteristics of
some last-generation tomographs for human whole-body

studies, based on different design architectures and oper-
ating in 3D acquisition mode. For 2D acquisitions, lead or
tungsten septa are placed between the detectors to absorb
scattered radiation (out of slice activity). The septa reduce
the amount of scatter to 10–15% of the total counts
acquired and improve image contrast. For 3D acquisitions,
the septa are removed and each individual detector is
sensitive to radiation from a much larger area (30). This
mode allows a significant increase of the detection effi-
ciency of the order of a factor 5–6 over the 2D mode and
therefore, provides an increase of the SNR in the produced
images, an aspect of extreme importance in whole-body
studies. 3D PET imaging can, in addition, significantly
reduce the amount of tracer activity needed for the exam
and shorten the acquisition time, thus reducing the time
during which the patient must remain immobile on the
tomograph’s bed.

A limitation of the 3D mode, however, is an increase of
the scatter component (almost one out of every two of the
detected events has been scattered in the source or even
inside the scintillation detectors) as well as of the number
of the detected accidental coincidences (randoms) (30). A
good energy resolution is therefore imperative in 3D PET
systems, in order to reduce the scatter component (by
correctly identifying detected g rays with deposited energy
lower than 511 keV). Furthermore, these systems must be
able to manage high count rates in order to match the
radioactivity present in the FOV. High temporal resolution
in PET (high count rate) also permits dynamic imaging
(repeated studies at short time intervals). With high count
rates, pulses receiving a detector block can ‘‘pile-up’’ and
the detector may become paralyzed, which decreases the
sensitivity and detection efficiency of the tomograph. In
addition, when scanning in a high counting rate environ-
ment, the random counting rate increases much more
rapidly than does the true counting rate as a function of
radioactivity in and near the FOV. In general, in 3D mode,
an increased number of random events is detected, which
degradesthe imagequality.Appropriatescatterandrandoms
corrections must therefore be applied to 3D-acquired data
(31). Considering the nature of the scatter correction process
and the heterogeneity of the activity distribution in the
thoracic and abdominal areas (which are of particular
interest for whole-body F-18-FDG PET studies), the use
of scatter correction techniques is not yet consolidated and
their effectiveness regarding the quality and quantitative
accuracy of whole-body PET studies demands more
research work.

The performance of a 3D-enabled PET tomograph is,
therefore, the result of a compromise between the var-
ious physical parameters considered (spatial resolution,
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Table 4. Performance Characteristics of PET Scanners in 3D Mode (15)

Philips C-PET GE Advance ECAT HRþ ECAT Accel Philips Allegro

Crystal NaI BGO BGO LSO GSO
Crystal dimensions (mm) 500 � 300 � 25 4.0 � 8.2 � 30 4.0 � 4.4 � 30 6.8 � 6.8 � 20 4.0 � 6.0 � 20
Spatial resolution FWHM, mm (10 cm) 6.4 5.4 5.4 6.7 5.9
Efficiency (kpcs/Ci/cc) 450 1060 900 900 > 800
% Scatter fraction 25 35 36 36 25
50% Dead time (kcps/Ci) 0.2 0.9 0.6 - 0.6



detection efficiency, energy resolution, and linearity of
count rate). In the modern design of such systems, the
primary objective evolves from the optimization of the
spatial resolution and the efficiency (typical of tomographs
for cerebral applications) to the optimization of the balance
between energy resolution and count rate performance. The
size of the scintillation detector crystals, which together
with the photomultiplier tubes constitute the main elements
in the design of a PET system, determines the intrinsic
spatial resolution of the tomograph. The volume of each
crystal has a minimum, defined by the current technological
limitations, but, at the same time, should be large enough to
include a sufficient mass of material so that a significant
number of the incident high energy g rays are absorbed and
converted to visible (detectable) light. A very small detector
crystal could result transparent to g rays, which would
decrease the system’s sensitivity.

Spatial resolution, an area of interest in the design of
PET systems, refers to the development and implementa-
tion of techniques for the correction of the effect of ‘‘depth of
interaction’’ (DOI) parallax error, which limits the unifor-
mity of the spatial resolution in the FOV for PET tomo-
graphs with rings of detector block arrays (18). In such
systems, the length of the detector crystals is about ten
times as long as their width in order to improve detection
efficiency. Therefore, PET measurements exhibit shift-
variant characteristics, such as broadened sensitivity func-
tions of each detector pair from center to edge of FOV and
for oblique lines of response. Spatial uniformity can be
restored if the DOI of the incident photons is known. A
number of techniques for deriving DOI information from
PET detectors have been proposed, including the use of a
phoswich technique (32) (detector arrangements, com-
posed from scintillation crystal layers; e.g., LSO/GSO phos-
wich block detector, where the distinct temporal
characteristics of the crystals used allow to identify the
DOI), extracting the DOI information by controlling the
light-sharing between two crystals, coupling of two ends of
the detection crystals to separate photodetectors, and
extracting DOI information from a 3D matrix detector
(33). Other approaches include the application of a light-
absorbing band around each crystal, the introduction of a
light-absorbing material between sections of the detector
or use of a Multipixel Hybrid Photomultiplier (M-HPD)
(34). When fully available in commercial tomographs, the
implementation of correction techniques for DOI will allow
the improvement of the spatial resolution and an ultimate
optimization in the design of scintillation detection systems.

In order to draw a full advantage from the increase of
the detection efficiency offered by 3D PET, developments in
the field of the image formation are equally necessary. The
acquired PET data are not an image of the activity dis-
tribution in the source but rather projections of it. The
unknown image must be estimated from the available data
computationally. Great interest is turned nowadays to
completely 3D iterative image-reconstruction techniques
(21). The more interesting feature of iterative techniques
consists of the possibility to incorporate to the reconstruc-
tion process the statistical model of the process of acquisi-
tion and detection. In spite of their high computational
cost, iterative techniques offer greater flexibility in the

data processing, particularly of data with elevated statis-
tical noise. The implementation of these reconstruction
algorithms on clusters of workstations, grid platforms, or
other high performance computing systems is an area of
state-of-the-art research (35).

In spite of the fact that the clinical impact of the
attenuation correction for whole-body F-18-FDG PET stu-
dies is still under discussion and study, iterative image-
reconstruction techniques combined with correction for
measured attenuation seem to offer various advantages:

- anatomical localization and spatial definition of
lesions are improved,

- the geometric distortions observed can be compen-
sated and corrected (requirement for being able to
proceed to the co-recording with anatomical images –
CT, MRI, and so on),

- the tracer update can be quantified.

An issue of greater technological interest for its major
impact on oncological diagnosis is the development of
integrated multimodality systems PET/CT (36). A PET/
CT system consists of a PET tomograph and a CT tomo-
graph, both of the last generation, assembled in a single
gantry, controlled from a single workstation, with one
unique patient bed. A PET/CT system allows the acquisition
of PET and CT images in a unique examination with sig-
nificant advantages:

- reduction of the examination time,

- integrated diagnosis by means of combined use of
information from PET and CT,

- accurate interpretation of the PET functional images
based on anatomical CT images (functional-anatomic
correlation),

- improvement of the PET functional image quality
using the anatomical information from CT (recon-
struction with iterative techniques of the PET data
with the use of the anatomical CT information as a
priori information, for attenuation correction, and
for accurate scatter correction, and for the correction
of the partial volume effect),

- elimination of the radionuclide source for transmis-
sion scanning and elimination of the need for periodic
replacement of decayed transmission sources.

The development of commercial PET/CT systems is
quite recent, and the number of such systems installed
and operational is still limited. Beyond the evaluation of
the clinical effectiveness of such systems, various technical
aspects still demand additional studies based on the clin-
ical experience. The techniques of patient positioning must
be optimized (arm position, etc.). The correction for
attenuation based on CT studies must be validated (cali-
bration of the attenuation-correction coefficients based on
CT to the 511 keV energy window). The alignment of CT
and PET studies must be verified, in particular regarding
the acquisition protocols (conditions of apnea in CT studies
and free respiration in PET studies). Furthermore, the
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performance of these complex and expensive systems
should be compared with the performance of currently
available software-based solutions for the co-registration
and fusion of multimodality images (PET with CT, but also
PET with MRI, ultrasound, etc.), which are shown to
produce very accurate results, at least for brain studies.

Apart from whole-body human examinations, a challen-
ging area of state-of-the-art research at the limits of cur-
rent PET technology is the development of dedicated
tomographs for small animal studies (25). In such systems,
spatial resolution plays a crucial role as they are applied
in the investigation of new pharmaceuticals and the
development of new PET probes, as well as in the field
of modern molecular biology, a scientific area that is cur-
rently focusing its interest toward imaging of laboratory
mice and rats. As both the resolution and the sensitivity of
small animal PET scanners are still limited by detector
technology, image reconstruction algorithms, and scanner
geometry, significant improvements may be expected in the
performance of small animal PET scanners, whether pro-
totype or commercial systems. In addition, multimodality
imaging systems that will provide biological and anatomical
information in an integrated setting, according to the model
of PET/CT (or even PET/MR, etc.) systems already commer-
cially available for human studies, should soon become
available. The role of small animal PET in modern biology
and pharmaceutical discovery and evaluation is in the
process of being established, and it is likely that in vivo
information of great value will be obtained. In addition, it is
probable that the demanding requirements that small
animal studies place on PET will result in technical
advances and new technologies, which will dramatically
improve the spatial resolution and image quality of clinical
PET scanners for humans.

People today expect quality medical care at a reason-
able cost, with accurate diagnosis and treatment, without
having to undergo multiple exams and painful surgical
exploration, and with fast and reliable results. Molecular
imaging techniques, such as PET, display the biological
basis of function in the organ systems of the human
body unobtainable through any other means (37). PET
is changing the way doctors manage care of their
patients for some of today’s most devastating medical
conditions.
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italian). XI Nat. Course on Professional Continuing Education
in Nuclear Medicine (Pisa, 29-31/10/2001) Online. Available at
http://www.aimn.it/ecm/pisa_01/Gilardi.pdf.

16. Casey ME, Nutt R. A multislice two dimensional BGO detector
system for PET. IEEE Trans Nucl Sci 1986;33:460–463.

17. Karp JS, Muehllehner G, Mankoff DA, Ordonez CE, Ollinger
JM, Daube-Witherspoon ME, Haigh AT, Beerbohm DJ.
Continuous-slice PENN-PET: A positron tomograph with
volume imaging capability. J Nucl Med 1990;31:617–627.

18. Surti S, Karp JS, Freifelder R, Liu F. Optimizing the perfor-
mance of a PET detector using discrete GSO crystals on a
continuous lightguide. IEEE Trans Nucl Sci 2000;47:1030–
1036.

19. Jeavons A, Parkman C, Donath A, Frey P, Herlin G, Hood K,
Magnanini R, Townsend D. The high-density avalanche cham-
ber for Positron Emission Tomography. IEEE Trans Nucl Sci
1983;30:640–645.

20. Phelps ME, Cherry SR . The changing design of positron
imaging systems. Clin Positron Imag 1998;1(1):31–45.

21. Tarantola G, Zito F, Gerundini P. PET instrumentation and
reconstruction algorithms in whole-body applications. J Nucl
Med 2003;44(5):756–768.

22. Let’s Play PET. 1995, May 1. Online. Available at http://laxmi.
nuc.ucla.edu:8000/lpp/lpphome.html.

23. Health Technology Advisory Committee. 1999, March. Posi-
tron emission tomography (PET) for oncologic applications.
Online. Available at http://www.health.state.mn.us/htac/pet.
htm.

24. Phelps ME. Positron emission tomography provides molecular
imaging of biological processes. Proc Nat Acad Sci 2000;97(16):
9226–9233.

25. Fowler JS, Volkow ND, Wang G, Ding Y-S, Dewey SL. PET
and drug research and development. J Nucl Med 1999;40:
1154–1163.

26. Chatziioannou AF. Molecular imaging in small animals
with dedicated PET tomographs. Eur J Nucl Med 2002;
29(1):98–114.

27. Kontaxakis G, Dimitrakopoulou-Strauss A. New approaches
for position emission tomography (PET) in breast carcinoma.
In: Limouris GS, Shukla SK, Biersack H-J, eds. Radionuclides
for Mammary Gland–Current Status and Future Aspects.
Athens, Greece: Mediterra Publishers; 1997. p 21–36.

28. Beyer T, Townsend DW, Brun T, Kinahan PE, Charron M,
Roddy R, Jerin J, Young J, Byars L, Nutt R. A combined

POSITRON EMISSION TOMOGRAPHY 417



PET/CT scanner for clinical oncology. J Nucl Med 2000;
41(8):1369–1379.

29. Reba RC. PET and SPECT: Opportunities and challenges for
psychiatry. J Clin Psychiatry 1993;54:26–32.

30. Fahey FH. Data acquisition in PET imaging. J Nucl Med 2002;
30(2):39–49.

31. Castiglioni I, Cremonesi O, Gilardi MC, Bettinardi V, Rizzo G,
Savi A, Bellotti E, Fazio F. Scatter correction techniques in 3D
PET: A Monte Carlo evaluation. IEEE Trans Nucl Sci 1999;
46(6):2053–2058.

32. Schmand M, Eriksson L, Casey ME, Andreaco MS, Melcher C,
Wienhard K, Flugge G, Nutt R. Performance results of a new
DOI detector block for a high resolution PET-LSO research
tomograph HRRT. IEEE Trans Nucl Sci 1998;45(6):3000–
3006.

33. Shao Y, Silverman RW, Farrell R, Cirignano L, Grazioso R,
Shah KS, Vissel G, Clajus M, Tumer TO, Cherry SR. Design
studies of a high resolution PET detector using APD arrays.
IEEE Trans Nucl Sci 2000;47(3):1051–1057.

34. Meng LJ, Ramsden D. Performance results of a prototype
depth-encoding PET detector. IEEE Trans Nucl Sci 2000;
47(3):1011–1017.

35. Kontaxakis G, Strauss LG, Thireou T, Ledesma-Carbayo MJ,
Santos A, Pavlopoulos S, Dimitrakopoulou-Strauss A. Itera-
tive image reconstruction for clinical PET using ordered sub-
sets, median root prior and a We-based interface. Mol Imag
Biol 2002;4(3):219–231.

36. Townsend DW. From 3-D positron emission tomography to 3-D
positron emission tomography/computed tomography: What
did we learn? Mol Imaging Biol 2004;6(5):275–290.

37. Phelps ME. PET: The merging of biology and imaging into
molecular imaging. J Nucl Med 2000;41:661–681.

See also COMPUTED TOMOGRAPHY; IMAGING DEVICES; RADIOPHARMACEU-

TICAL DOSIMETRY.

PROSTATE SEED IMPLANTS

MARCO ZAIDER

Department of Medical Physics,
Memorial Sloan Kettering
Cancer Center
New York

DAVID A. SILVERN

Medical Physics Unit, Rabin
Medical Center
Petah Tikva, Israel

INTRODUCTION

Prostate seed implantation is a radiation therapy proce-
dure by means of which small radioactive sources (collo-
quially referred to as ‘‘seeds’’) are permanently implanted
in the tumor-bearing tissue. In the absence of more specific
information concerning the location within the prostate of
tumor deposits, the goal of the implant is to deliver a
minimum dose to the entire prostate gland while minimiz-
ing the dose to any adjacent healthy tissues, in particular,
the urethra and rectum. As cause-specific death in prostate
cancer is predominantly the result of distant metastasis
(and not local failure), the raison d’être of prostate implan-
tation must be the notion of some causal link, as opposed to

mere association, between local control and distant disease
(1–3). Whether this is indeed the case, remains at this time
controversial (4).

The absorbed dose in the target as well as its spatial and
temporal configuration is the only treatment tool available
to the radiation oncologist. Consequently, patient eligibil-
ity for permanent prostate implants is based on the phy-
sician’s ability to physically deliver the dose to the target,
in other words, placing the seeds at relevant locations
within or near the gland. Guidelines for patient selection
consist of stage (T1–T2 disease) and prostate volume (less
than about 50 cm3). (Staging refers to the size and location
of the tumor, whether tumor cells have spread to the lymph
nodes, whether cancer cells have metastized to other parts
of the body and to the abnormality of the tumor cells – this
latter is referred to as grade and quantified by the Gleason
score. Thus, T1 refers to a clinically inapparent tumor (not
visible or palpable), and T2 refers to a low-grade tumor
confined within the prostate. Pretreatment with androgen-
ablation therapy is sometimes used to reduce the prostate
volume.) Counter-indications for brachytherapy are short
life expectancy (<5 years), the presence of metastatic dis-
ease, prior transurethral resection of the prostate (TURP),
prostatitis, acute voiding symptoms, and inflammatory
bowel disease (5).

The treatment may be delivered as monotherapy
(implant alone) or in combination with external beam
radiation therapy (EBRT) depending on whether the dis-
ease is confined (in which case monotherapy is adminis-
tered) or extends beyond the prostate. Indications for
combined treatment are extracapsular extension (ECE)
and/or seminal vesicle invasion (SVI). It has been sug-
gested that the patient’s prognosis category as defined
by pretreatment stage, Gleason score, and prostate specific
antigen (PSA) may be taken as an indication of the like-
lihood that the disease did not spread outside the prostate;
essentially, the lower the risk, the larger the probability of
a confined tumor. Two classification schemes are currently
in use. According to one proposal, low-risk patients are
those with T1–T2b stage, Gleason 2–6, and PSA of less
than 10 ng/mL. Intermediate-risk patients have one unfa-
vorable factor: PSA larger than 10 ng/mL, Gleason score 7
or larger, or T2c or greater. High-risk patients have at least
two unfavorable risk factors. The other sorting idea con-
siders the risk low when PSA � 10 ng/mL, Gleason <7,
and T1a or T2a; intermediate when 10.1 < PSA � 20,
Gleason ¼ 7 or T2b, and high otherwise (6,7).

The implant is a three-step process: First, using an
imaging study of the prostate, the treatment planner cal-
culates the number and location of seeds within the prostate
volume that will result in a dose distribution in agreement
with the prescribed constraints. The implantation is per-
formed as a one-off outpatient surgical procedure. A post-
implant evaluation, based on which the dosimetric quality of
the implant is assessed, follows the treatment.

As with the other treatment choices (radical prostatect-
omy, EBRT), the survival benefits of transperineal perma-
nent interstitial implantation among men with early,
localized prostate cancer are uncertain (8,9). This state of
affairs is compounded by the fact that the treatment of
prostate cancer by either modality is accompanied by the
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risk of (occasionally permanent) rectal and urinary toxicity,
as well as sexual disfunction (10–12). (Brachytherapy may
be less likely to result in impotence in urinary incontinence
than other forms of treatment.) Thus, for many patients
with early, localized prostate cancer (the typical brachyther-
apy candidate), the decision to undergo a treatment of
questionable benefit yet tangibly impacting on their quality
of life (QOL) is understandably difficult; as a result, dimin-
ishing the risk of complications, and at the same time
maintaining good dosimetric coverage of the tumor, remains
the overriding concern in prostate brachytherapy.

In this article, we shall provide a step-by-step tutorial on
permanent prostate implants, (by necessity) as practiced at
the Memorial Sloan Kettering Cancer Center (MSKCC).

PREPLANNING OR INTRAOPERATIVE PLANNING?

Two modalities are currently in use for planning prostate
implants. Preplanning refers to the situation where the
treatment plan is completed several weeks before the
actual implantation. The American Brachytherapy Society
(ABS) discourages this approach, essentially because of
well-recognized problems that may develop at the time
the plan is implemented (5). For instance:

1. It is difficult to duplicate the patient position in the
operating room (OR) to match the patient position
during the preplanning simulation.

2. Patient geometry can change over time; for instance,
urine in the bladder or feces in the rectum may swell
the prostate.

3. A pretreatment plan may prove impossible to imple-
ment due to the needle site being blocked by the pubic
symphysis.

The alternative to preplanning, which we and others
strongly advocate, is to perform the plan in the OR using
ultrasound (US) images of the treatment volumes acquired
with the patient on the operating table in the implantation
position (13–19). The ability to obtain a dose-optimized
plan within a reasonable time (say, 10 minutes or less)
is the key to intraoperative approach. Clearly, a manual
(i.e., trial and error) approach to finding optimal seed
positions in the OR will not do. The sine qua non condition
of OR-based planning is then the availability of a compu-
ter-optimized planning technique, as described below.

ISOTOPE SELECTION AND DOSE PRESCRIPTION

The two isotopes commonly used for permanent prostate
implants are 125I (mean photon energy Eg ¼ 27 keV, half
life T1/2 ¼ 60 days) and 103Pd (Eg ¼ 21 keV, T1/2 ¼ 17
days). An important property these isotopes share is their
low effective energies. At these energy levels, practically all
decay radiation emitted by the implanted sources is
absorbed in the patient’s body. This enables the patient
to be discharged shortly after the implant procedure with-
out fear of posing a radiation hazard to the general public
or to the patient’s family.

Dose prescription in prostate brachytherapy makes use
of the concept of minimum peripheral dose (mPD), which is
defined as the largest isodose surface that completely
surrounds the clinical target (20). The total dose prescrip-
tion for patients treated at MSKCC is 144 Gy (mPD) for 125I
and 140 Gy for 103Pd (21). The initial dose rate Ḋð0Þ
corresponding to these values can be calculated from

Dtotal ¼
T1=2

lnð2ÞD
˙ ð0Þ (1)

Thus, for 125I, one has _DDð0Þ ¼ 7 cGy=h, whereas for 103Pd,
the corresponding value is 24 cGy/h. Based on radiobiolo-
gical considerations it was hypothesized that the higher
initial dose rate of 103Pd may be more appropriate for
rapidly proliferating tumor cells. Gleason score is taken
as marker for such cells, hence, the notion that 103Pd
should preferentially be used for high-grade tumors. Retro-
spective studies have failed to demonstrate any clinical
(22,23) or dosimetric difference between the two isotopes.
(One may also note that in the United States, the price of a
typical 125I seed is about half the price of a 103Pd seed; as
well, a typical implant would use, say, 75 125I seeds as
against some 100–110 103Pd seeds.)

A second difference between the two isotopes is the
potential for somewhat larger relative biological effective-
ness (RBE) of the 103Pd compared with 125I (24,25).

THE PHYSICAL CHARACTERISTICS OF 125I AND 103Pd

125I is produced in a reactor by irradiating 124Xe with
neutrons to form 125Xe. 125Xe has a 16.9 h half-life and
decays to 125I via electron capture. 125I in turn decays to an
excited state of 125Te via electron capture. The excited
125Te nucleus immediately releases its excess energy in
the form of a 35.5 keV gamma photon in 6.66% of the
transformations, with the energy of the remaining
93.34% of the transformations being released as internal
conversion electrons (26). The rearrangement of the orbital
electrons results in the emission of characteristic X rays
and Auger electrons. The Auger electrons are blocked by
the encapsulation of the source and do not directly con-
tribute to patient dose. As a result of the lower energy
characteristic X-ray emissions, the average photon energy
of 125I is 28 keV.

103Pd is produced in a reactor by irradiating stable 102Pd
with neutrons. 103Pd decays with a 17 day half-life to
excited states of 103Rh via electron capture. The excited
103Rh nuclei lose nearly all of their excess energy via
internal conversion (26). The rearrangement of the orbital
electrons results in the generation of characteristic X rays
and Auger electrons. As is the case with 125I sources, the
Auger electrons are blocked by the encapsulation and do
not directly contribute to patient dose.

The radioactive sources must be fabricated to high-
quality control standards. The sources must remain bio-
compatible in vivo for decades. To prevent the internal
contents of the sources from diffusing into the body tissues,
the integrity of the source encapsulation must also remain
sound for a period of decades. The physical size of the
sources must be sufficiently small to allow their interstitial
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implantation without causing undue tissue trauma or
interfering with physiologic function. In addition to bio-
compatibility issues, the sources must be physically strong
enough to maintain their shape and integrity during ster-
ilization, routine handling, and implantation. As well as to
the need for physical ruggedness, the encapsulation must
be made of a material that will not absorb an undue
fraction of the emitted photons. For the purpose of source
localization on radiographs and computed tomography
(CT) images, it is desirable for the sources to be radio-
opaque while causing minimal imaging artifacts.

For meeting the aforementioned requirements, tita-
nium is the material of choice for source encapsulation.
Titanium is as strong as steel but 45% lighter. It is only
60% heavier than aluminum but twice as strong. This
metal is also highly resistant to sea water. As human
tissues have a high degree of salinity, titanium can main-
tain its integrity in vivo for the remainder of the patient’s
life. Titanium has an atomic number of 22, low enough not
to cause serious artifacts on CT images. Due to the high
strength of titanium, the encapsulation can be made thin,
minimizing absorption of the emitted photons. The main
drawback of titanium is that it is expensive, significantly
adding to the cost of the radioactive source.

The actual internal structure of the radioactive sources
is vendor specific. The thickness of the titanium encapsu-
lation ranges from 0.04 to 0.06 mm (26). In the classic
Amersham 6711 source, the radioactive material is
adsorbed to the surface of a silver rod. A schematic repre-
sentation of this source is shown in Fig. 1. The silver serves
as a radio-opaque marker. In other source models, the
radioactive material is adsorbed onto resin beads, impreg-
nated in ceramic material, or coated by other means onto
various substrates. Most 125I and 103Pd radioactive sources
include radio-opaque marker material. Gold, silver, tung-
sten, and lead are the commonly employed marker materi-
als used in 125I and 103Pd sources. The differences in the
internal structures of the radioactive sources result in
vendor-specific dose distributions. These differences result
in differing photon energy spectra, source anisotropy, and
self-absorption properties. The dosimetric properties of 125I
and 103Pd sources are discussed in the next section.

DOSIMETRY

Before any radioactive source can be employed in a clinical
implant procedure, the dose distribution around the source

in question must be known. One obvious requirement is
that the accuracy of the dose calculations be as high as
possible. Another useful requirement is wide acceptance of
the dosimetric formalism applied. A universal dose form-
alism simplifies comparison of treatment outcomes of
implants performed by different institutions and helps
establish universal treatment protocols.

To assure accurate dosimetric calculations, the follow-
ing physical properties must be ascertained:

1. Photon interactions with structures inside the source
and encapsulation.

2. Geometric distribution of radioactive material within
the source.

3. Photon interactions with the tissues encompassing
the source.

4. Reduction of radiation intensity as a function of
distance from the source.

Photon interactions within the source have a noticeable
effect on the shape, intensity, and energy spectrum of the
dose distribution surrounding the source. These internal
photon interactions affect the anisotropy of the emitted
radiation. (Source anisotropy is a measure of angular
dependence of the dose distributions surrounding the
source.) For a point source with no asymmetric self-
absorption, dose would only be a function of distance from
the source without any angular dependence. Photon inter-
actions inside the source also influence the energy spec-
trum of the emitted photons. Depending on the physical
construction and materials used to fabricate the source, the
emission spectra will vary among different source models.
Lower energy photons will be preferentially attenuated
compared with higher energy photons. The degree of fil-
tration is dependent on the construction of the source.
Another alteration to the intrinsic spectrum of the radio-
active material is the generation of characteristic X rays by
photoelectric interaction with the materials inside the
source. One noteworthy example of spectral variations
among different 125I source models is the use of silver as
the radio-opaque marker used by certain manufacturers.
Silver has a K-edge that occurs at 25 keV (27,28). As the
intrinsic photon emissions of 125I are in this energy range,
the photoelectric cross section for interaction with the silver
marker is high. As a result, I125 sources using silver as the
radio-opaque marker will have a local peak around 25 keV
in their emission spectra. I125 sources using another ele-
ment for radio-opacity will not exhibit a 25 keV peak in their
emission spectra. Differences in source construction also
influence the degree of Compton scattering, further altering
the emission spectra. The geometric distribution of the
radioactive material inside the source will affect the angular
dependence of the dose distributions around the source
as well as the dose reduction as a function of distance from
the source. This effect will be investigated when source
geometry factors are discussed later in this section.

Another important factor that must be calculated by a
dose formalism is tissue attenuation as a function of dis-
tance from the source. Tissue attenuation is a function of
how the emission photons interact with the tissues. When
using I125 or 103Pd sources, the predominant interactions
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are Compton scattering and photoelectric effect. In soft
tissue, the probabilities of photoelectric and Compton
interactions are equal at a photon energy of about
25 keV (28). The dose decreases with distance from the
source due to these photon interactions.

The simplest dosimetric formalism is to assume point-
source geometry, neglecting angular dependencies on the
dose distributions. In this formalism, the dose is strictly a
function distance from the source. Two components are
assumed to contribute to the resulting dose at a given
point. One component is the dose falloff due the geometric
shape of the radioactive source. For a point source, this
falloff component is the inverse square law, namely 1/r2.
This dose falloff occurs irrespective of any photon interac-
tions in the medium surrounding the source. It is solely
dependent on the photon fluence intensity being geome-
trically reduced by the inverse square law. The second
component of dose falloff results from photon interactions
in the surrounding medium. One analytical approach to
modeling this phenomenon is to assume that the dose
reduction follows a simple exponential function, namely
F(r) ¼ e�mr where m is an average linear attenuation coef-
ficient for the energy spectrum of the emitted photons. It is
also assumed that dose is directly proportional to the
source activity A. The equation for calculating the dose
using this formalism is

DðrÞ ¼ GA fmedTav
e�mr

r2
(2)

where D represents the dose at distance r and A is the
source activity. The factors G and fmed are the exposure rate
constant and the tissue f-factor, respectively. The f-factor
converts the exposure in air to absorbed dose in a small
piece of tissue just large enough to assure electronic equi-
librium. Tav is the average life an isotope atom exists before
undergoing a nuclear transformation and m is the effective
linear attenuation coefficient. This analytical equation
suffers from two drawbacks, the first being that this expo-
nential equation is only rigorously correct for narrow-beam
geometries. In deriving this equation, it is implicitly
assumed that all photons that interact with the medium
are removed from the beam and that no further interac-
tions of scattered photons occur in the path of the beam.
The geometry of a radioactive source in a medium is clearly
not narrow-beam. Compton photons do in fact interact with
the medium in the beam and hence contribute to dose. A
second drawback of using an exponential is the implicit
assumption that the photons are mono-energetic, clearly
not the case for either 125I or 103Pd emissions. Although this
formalism is not rigorously correct for the reasons stated, it
has been used for many years in brachytherapy treatment
planning. By empirically determining values for G and m,
the discrepancies of calculated and measured doses could
be made acceptably small. In the years that this equation
was used, modern instrumentation was not available for
precise dose measurement, computers were slow, and the
standards of conformance were not as stringent as today.

The accuracy of the formalism can be improved by
replacing the exponential equation with a data table.
The values in the table consist of experimentally measured
doses in water at known distances, multiplied by the

square of the distance. Photon interactions in water are
similar to those in soft tissue. The dose at any arbitrary
distance from the source is calculated via linear interpola-
tion of the tabulated data and by dividing by the square of
the distance. Using tabulated data solves the two problems
associated with the exponential function. As tabulated
data were derived from measurements in the true broad-
beam geometry of the source, the formalism inherently
accounts for the dose occuring from Compton-scattered
photons as well as the primary photons. As a table could
be created for any source model, the data will inherently
account for the energy spectrum of the emitted photons. An
added benefit provided by the table is that it accounts for
the selective tissue filtration of lower energy photons with
increasing depths. As the emission spectra vary among
different source models, the tissue filtration will also like-
wise vary.

A more sophisticated formalism can be developed by
accounting for the geometric distribution of the radioactive
material inside the source. The most natural extension of
the formalism is the assumption that the radioactive mate-
rial is distributed as a line source. Although the distribu-
tion of the radioactive material in many commercially
available sources is not a true uniform line, the line source
model is still a more accurate and realistic representation
than the point source model. Applying a line source model
significantly complicates the dosimetric computations.
When applying the point source model, only the distance
from the source to the calculation point need be known to
uniquely determine the dose. By contrast, using a line
source model requires that the angular orientation in
addition to the distance of each dose calculation point in
relation to the source be known. The angular orientation of
the calculation point with respect to the source needs to be
calculated using analytic geometry.

The angular dependence of the dose distribution around
a source is the result of two separate processes. The first
results from the distribution of the radioactive material
inside the source, and the second results from the angular
dependence of attenuation of the photons within the
source. To develop a formalism based on a line source, it
is easiest to start by calculating the dose to a differential
piece of tissue in empty space. It is assumed that there is no
attenuation in the tissue and that electronic equilibrium
exists. As tissue effects will be introduced at a later stage,
this assumption does not compromise the rigor of the
development of the formalism. At this stage, the self-
absorption and tissue attenuation will not be considered.

The angular dependence of dose resulting from the
geometric distribution of the radioactive material can be
modeled by a line source. A schematic representation of a
line source is shown in Fig. 2.

For any point P one can define a two-dimensional coor-
dinate system as shown in Fig. 2. With such a coordinate
system defined, the dose to any point P from the line source
can be calculated. It is seen from Fig. 2 that the following
formulation holds:

X ¼ �r cos u; Y ¼ r sin u; r ¼ Y=sin u; tan u ¼ �Y=X;

X ¼ �Y=tan u ð3Þ

PROSTATE SEED IMPLANTS 421



The differential length dX is calculated to be

dX ¼ Yðtan uÞ�2ðsec uÞ�2du ¼ Yðsin uÞ�2du (4)

The total activity A of the line source is assumed to be
uniformly deposited along the active length L of the
source. Under ideal conditions, uthe dose to a differential
piece of tissue at point P in free space is given by

DðrÞ ¼ AG fmed
Tav

r2
(5)

To calculate the dose from the line source shown in Fig. 2,
the source can be considered a continuum of differential
point sources resulting in

dD ¼ A

L
G fmedTav

dX

r2
¼ A

L
G fmedTav

d0
Y

(6)

The total dose to point P is thus

D ¼ A

L
G fmedTav

Z02

01

d0
Y
¼ A

L
G fmedTav

02 � 01

r sin 0
(7)

By using equation 7, it is now possible to account for the
linear distribution of radioactive material inside the
source. In clinical brachytherapy, however, one is gen-
erally interested in knowing the dose when the source is in
the patient and not in free space. This means that the
photon interactions with the surrounding tissues must be
factored into the analysis. Additionally, the self-absorp-
tion of the source must be taken into account. Unlike the
linear distribution of the radioactive material, the self-
absorption and tissue interactions are not amenable to a
rigorous treatment. These data must be derived either
from direct measurement or from Monte Carlo simulation,
or a combination of the two. The data tables would need to
be two-dimensional to account for the distance from the
calculation point to the source as well as the angular
orientation of the calculation point to the center of the
source. As the active length of the source is known, the
values of u1 and u2 are uniquely determined. Once these
data tables are available, the component of the dose due to
geometric distribution of the radioactive material can be
removed from the data by dividing the tabulated doses by
the ideal line source dependency. Reviewing equation 7,
one can separate the terms involving the linear distribu-

tion of the radioactive material. Doing this yields the
following:

G ¼ 02 � 01

Lr sin 0
(8)

where G is referred to as the geometry factor. Dividing the
tabulated doses by G removes the line source contribution.
Removing the geometry factor reduces the dependency of
the data on distance from the source, enabling the use of
smaller data tables for attaining the same degree of
accuracy. The data tables still account for the tissue
interactions and self-absorption. For permanent implant
brachytherapy, the data tables can be in the form of total
dose per unit source activity (or air kerma strength) because
the implant time is infinite and the isotope half-life is
known. The new formalism can be summarized as follows:

1. For each point P in space, define a two-dimensional
coordinate system and compute the distances to the
centers of each implanted source and compute the
respective angles u, u1, and u2.

2. Use equation 8 to calculate the geometry factors at
point P for each implanted source.

3. Interpolate the data tables based on the distances
and angles for each implanted source calculated in
step 1.

4. For each implanted source, multiply the respective
geometry factor, source activity (or air kerma
strength), and interpolated table value together.
Each product represents the dose to point P for each
implanted source.

5. Sum the individual doses to obtain total dose at point
P.

These calculations are tedious and time consuming if
performed by hand. The only feasible way forward is to
code the formalism in software and have the computer
perform the computations. In this way, a finely spaced
three-dimensional data grid of calculation points can be
rapidly calculated. The dose at any arbitrary point in space
can be calculated by interpolating the three-dimensional
grid of calculated doses. This will be discussed in a later
section devoted to treatment planning.

The dose formalisms discussed thus far are but a small
sample of the calculation methods used in brachytherapy
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treatment planning. They were discussed to serve as
illustrative examples and to provide a brief introduction
to the physics involved in the development of dosimetry
formalisms. Over the years, many different dosimetry
formalisms have been proposed and implemented. By
the early 1990s, treatment planning computers have
become ubiquitous in radiotherapy departments. With
many such systems in use, questions began to arise
regarding the accuracy, consistency, and general agree-
ment of the calculated doses generated by these systems.
It was obvious that there were differences in the values
calculated by these treatment planning systems as each
system implemented its own dosimetric algorithm. Dur-
ing this same period, researchers also proposed new
formalisms based on physical quantities not widely used
in brachytherapy treatment planning. As a result of these
issues, the American Association of Physicists in Medicine
(AAPM) decided that the time had come to develop a
standardized brachytherapy formalism. The adoption of
such a formalism would standardize the dosimetric cal-
culations, reducing the differences in values calculated by
different treatment planning systems. The doses calcu-
lated among different institutions will be in closer agree-
ment, enabling more realistic comparisons of different
brachytherapy protocols.

The AAPM Radiation Therapy Committee Task Group
43 established a new recommended formalism. This form-
alism was published in 1995(26). The Task Group 43
(TG43) formalism is a radical departure from most estab-
lished methodologies used up to that time. In following the
new formalism, changes in dosimetric values in some
instances were of sufficient magnitude to mandate changes
in prescription doses for maintaining clinical consistency
with older formalisms.

The most fundamental change recommended by TG43 is
to use air kerma strength Sk in lieu of activity. The activity
of a radioactive source is the number of disintegrations per
unit time. As a fundamental unit, activity in and of itself
does not provide any information regarding the nature of
the energy deposition of the decay emissions. Traditional
dosimetry formalisms need to use exposure rate constants
and f-factors to convert from activity to exposure in air to
dose deposited in tissue. The exposure rate constant is also
isotope-specific.

Air kerma strength is defined as follows. A mass of air,
dm, is placed a distance rref from the source along the
perpendicular bisector. The source and air mass are in a
vacuum. Air kerma strength is the kerma rate in mass dm
multiplied by the square of the distance rref. Unlike activ-
ity, which is only applicable to radioactive isotopes, air
kerma strength can be applied to any source of uncharged
particles. For example, the radiation output from a linear
accelerator or X-ray tube can also be quantified in terms of
air kerma strength.

Another new quantity used by TG43 is the dose rate
constant L defined as the dose rate to water at a distance of
1 cm from the perpendicular bisector of the source. Using
the dose rate constant represents another departure from
basing absorbed dose on exposure to air. It is a trend in the
medical physics community to move toward basing dosi-
metric calculations and measurements on dose to water.

The dose rate constant replaces the exposure rate constant
used in older brachytherapy formalisms.

For modeling the contribution of the geometric distribu-
tion of the radioactive material inside the source, TG43
endorses the use of either a point source representation
(inverse square law) or a line source representation (equa-
tion 8). These geometric factors have been in use before the
advent of the TG43 report.

The interactions of the emitted photons in tissues are
modeled by a new function defined by TG43, namely the
radial dose function g(r). The function g(r) is given by
the following equation:

gðrÞ ¼ dDðr; 00Þ=dt Gðr0; 00Þ
dDðr0; 00Þ=dt Gðr; 00Þ

(9)

where D is the dose at a point along the perpendicular
bisector at a distance r from the source and G is the
geometry factor that is equal to either the inverse square
law or equation 8. In equation 9, u0 is equal to p/2. The
radial distance r0 is the reference distance to which all
TG43 parameters are normalized. In practice, r0 is taken
to be 1 cm. It must be stressed that g(r) is only defined
along the perpendicular bisector of the source. It can be
seen that when r is equal to r0, g(r) equals 1. The factors
in equation 9 involving G remove the dependency of the
geometric distribution of radioactive material inside the
source on g(r). The radial dose function models the inter-
actions of the photons with tissues along the transverse
axis of the source. In practical implementations of TG43,
g(r) is based on tabulated values, which in turn are based
on measured data or Monte Carlo simulations. In some
implementations, analytic functions are fit to the data,
whereas in others, the value of the radial dose function is
calculated via interpolation.

Another phenomenon that needs to be modeled is the
anisotropic nature of the radiation resulting from photon
interactions inside the source. If there were no interactions
of the radiation within the source, all of the angular
dependence of the radiation pattern would result from
the geometry factor, assuming the source is in a homo-
geneous medium. In reality, however, self-absorption is
significant, especially at the low energies of 125I and 103Pd.

In the original TG43 report, three methods of modeling
source anisotropy were proposed. The most general of these
models is the source anisotropy function F(r, u). This
function is defined as follows:

Fðr; 0Þ ¼ dDðr; 0Þ=dt Gðr; 00Þ
dDðr; 00Þ=dt Gðr; 0Þ (10)

This function in effect is the ratio of the dose rate at an
arbitrary distance from the source r and angle u multiplied
by the ratio of the geometry factor at a distance r but on the
transverse axis and the geometry factor at the location r
and u. This function quantifies the angular variation of the
dose distribution removing the contribution of the geome-
try function. In most practical implementations, the ani-
sotropy function is calculated via bilinear interpolation of a
two-dimensional data table.

A second method for modeling source anisotropy is
to represent source anisotropy as a function of only the
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distance from the source. In this case, the dose rate is
averaged over all values of solid angle from 0 through 4p
steradians. The one-dimensional function is referred to
as the anisotropy factor fan(r). By taking advantage of
the cylindrical symmetry of radioactive sources, the solid
angle integral for defining this factor reduces to the
following:

fanðrÞ ¼
1

2dDðr; 0Þ=dt

Zp

0

dDðr; 0Þ
dt

sin 0 d 0 (11)

One fundamental difference between defining fan(r) and
F(r,u) should be pointed out. The geometry factor is not
removed from fan(r) as is the case for F(r, u). From a
numerical standpoint, the average value of the geometry
factor taken over 4p steradians is nearly equal to the
nominal value of G(r,u0). This is especially true for dis-
tances greater than the active length of the source. More-
over, fan(r) is an average value that will result in an
inevitable error in the actual dose calculation. Factoring
out the geometry factor would not significantly improve
the accuracy of the dosimetry. If the geometry factor
contribution was in fact removed, two anisotropy factors
would need to be calculated, one for point source geometry
and the other for line source. The main motivating factor
for defining fan(r) is to accommodate existing treatment
planning systems that do not support two-dimensional
dose calculations. Given a choice, using F(r,u) is preferred
as it is rigorous.

A third anisotropy correction method prescribed by the
original TG43 report is the use of an anisotropy constant
fan that is an average value independent of distance. The
original TG43 report was updated in 2004. In the updated
report, use of anisotropy constants was made obsolescent
and is no longer considered consistent with current stan-
dards of practice. A more detailed discussion of the TG43
update is discussed below.

Application of the TG43 formalism can be summarized
by the following equations where all of the terms have been
discussed:

dDðr; 0Þ ¼ SK L
Gðr; 00Þ
Gðr0; 00Þ

gðrÞFðr; 0Þ (12)

Equation 12 is the rigorous implementation of the original
TG43 formalism. A simpler implementation of equation 12
for use in treatment planning systems not supporting two-
dimensional dose calculations is the following:

dDðr; 0Þ ¼ SK L
Gðr; 00Þ
Gðr0; 00Þ

gðrÞfanðrÞ (13)

The third equation using the anisotropy constant is as
follows:

dDðr; 0Þ ¼ SK L
Gðr; 00Þ
Gðr0; 00Þ

gðrÞfan (14)

Use of equation 18 is no longer recommended in the
updated TG43 protocol. All treatment planning systems
need to be capable of performing one-dimensional calcula-
tions. It is thus always possible to use the anisotropy factor
fan(r). In some treatment planning systems, the product of

the radial dose function and the anisotropy factor may need
to be used if only one distance-dependent term is used for
calculating the dosimetry.

To end this section, a brief discussion of the updated
TG43 formalism is presented. This update was published in
2004, 9 years after the original TG43 report (29,30). In the
original formalism, the same radial dose functions were
used irrespective of geometry factor. In the new formalism,
two sets of radial dose functions are recommended. One
radial dose function is to be used for point source geometry,
whereas the other is to be used for line source geometry.
Although the updated and original reports define the radial
dose function using the same equation, the published values
could be used for both geometry factors. To improve the
consistency of the dose calculations, two sets of radial dose
functions are now recommended. The choice of geometry
factor dictates which radial dose function is to be used.
Further refinements were also made in the tabulated values
presented. In the intervening 9 years between the original
report and the update, several new radioactive sources were
introduced. The updated report includes published data for
use with the newer source models. In the new report, the use
of anisotropy constants is no longer recommended.

ULTRASOUND-GUIDED IMPLANTATION TECHNIQUE

The implantation proceeds as follows. The patient is placed
in the extended lithotomy position. An ultrasound probe is
positioned in the rectum, and needles are inserted along
the periphery of the prostate using a perineal template as a
guide. Trans-axial images of the prostate are acquired at
0.5 cm spacing (from base to apex), transferred to the
treatment planning system using a PC-based video capture
system, and calibrated. For each US image, prostate and
urethra contours as well as the anterior position of the
rectal wall are entered. Needle positions are identified on
the ultrasound images and correlated with the US tem-
plate locations. The contours, dose reference points, needle
coordinates, and data describing the isotope/activity avail-
able along with predetermined dose constraints and their
respective weights serve as input for the dose optimization
algorithm.

TREATMENT PLANNING

A commissioned treatment planning system is the mini-
mum equipment required for performing brachytherapy
treatment planning. State-of-the-art treatment planning
systems are based on modern computer hardware and
software. Practically all modern brachytherapy treatment
systems implement the TG43 dosimetry formalism for low-
energy radioactive sources. These systems provide inter-
faces to imaging scanners such as CT, US, and magnetic
resonance imaging. Having a scanner interface presents
the opportunity of superimposing the dosimetric informa-
tion on the anatomical images. It is a simple matter to
superimpose dosimetric and anatomic information on a
series of images. In most situations, the anatomical images
are parallel to one another. The treatment planning com-
puter calculates the doses to a three-dimensional grid of
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points spatially registered with the anatomic images. After
the dosimetric calculations are completed, the dose distri-
butions are represented as a series of colored contour lines
commonly known as isodoses. Isodoses are analogous to the
contour lines of a mountain on a topographical map. In the
case of a mountain, the contour lines represent locations of
equal elevation. In a similar manner, isodoses represent
the locus of points of equal dose. An example of isodose
contour lines superimposed on an axial ultrasound of the
prostate is shown in Fig. 3.

In Fig. 3, the outermost yellow contour line represents
50% of the prescribed dose. This is the lowest dose level
shown in the figure. Similarly, the innermost lavender
contour represents 150% of the prescribed dose. Usually,
but not always, the inner isodoses represent higher doses
than the outer contours. On a topographical map of a
mountain, the inner contour lines represent higher eleva-
tions than the outer contours.

Viewing isodose contours superimposed on anatomical
images provides a means for visually evaluating the con-
formity of the dose distributions with the target anatomy.
Ideally, the prescription isodose line should exactly con-
form to the shape of the target volume. This goal is not
generally achievable although it can be approached. In
Fig. 3, the green contour is the prescription isodose line.
There is close conformity of the green isodose line with the
prostate. In addition to being able to visually evaluate the
conformity of the prescription isodose with the anatomy, it
is also possible to ascertain doses received to critical struc-
tures. In the case of the prostate, the critical structures
where excessive doses should be avoided are the rectum
and urethra. Referring to Fig. 3, it is observed that the
urethra receives less than 120% of the prescription dose. To
properly evaluate a treatment plan, the isodoses on all
images must be reviewed. Some slices may manifest excel-

lent conformity and satisfactory critical structure doses,
whereas reviewing other images may reveal unsatisfactory
dose distributions.

In traditional prostate brachytherapy treatment plan-
ning, the physicist manually selects source and needle
locations in an attempt to optimize the treatment plan.
This entails maximizing the conformity of the prescription
isodose with the prostate and minimizing the doses
received by the critical structures. This is a tedious,
time-consuming process because the conformity and criti-
cal structure conditions must be simultaneously met on all
slices. Often, improvement on one slice degrades the dosi-
metry on another. There is no universal standard regard-
ing what constitutes an acceptable treatment plan. There
are differing opinions both among individual physicians
and treatment centers. These differences generally pertain
to acceptable dose values covering the prostate and critical
structures. Despite these differences, however, the aim of
treatment planning is to maximize the coverage of the
prescription dose to the prostate and minimize the doses
to the critical structures.

A popular graphical method for evaluating treatment
plans is known as a cumulative dose volume histogram,
commonly referred to as a DVH. A cumulative DVH is a
graph of the volume of a target or critical structure as a
function of minimum dose received by the volume. A typical
cumulative DVH plot is shown in Fig. 4. Referring to this
figure, it is observed that at low doses, the volume covered
is essentially 100%. This shows that the target as well as
the adjacent critical structures receive a significant dose.
In Fig. 4, the blue graph represents the DVH for the
urethra. It is observed in this graph that around 95% of
the urethra receives doses exceeding 50% of the prescrip-
tion. As the urethra traverses the prostate, it is physically
impossible for the urethra not to receive a significant dose
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Figure 3. Isodoses superimposed on
an ultrasound image of the prostate.
The thick white contour line delineates
the prostate. The inner isodose lines
depict higher dose levels than outer con-
tours. Note the conformity of the green
prescription isodose with the shape of
the prostate. The inner white contour is
the urethra. Note avoidance of the 120%
isodosecontourwith theurethra,aradio-
sensitive critical structure.



without sacrificing the dose to the prostate. In well-
designed treatment plans, the urethral doses are mini-
mized. The specific criteria depend on the preferences of
the physician or institution.

As was briefly indicated, manually optimizing prostate
treatment plans is a time-consuming process. To address
this issue, the authors developed an automated treatment
planning and optimization system. The optimizer used in
this system is based on a genetic algorithm (GA) (13,19).
GAs are a genre of optimization algorithms that attempt
to find the optimal solution of a problem based on evolu-
tionary natural selection (31–34). In the case of the intrao-
perative optimizer, a population of bit streams is used to
represent a population of treatment plans. Each bit stream
is a one-dimensional array of numbers whose values are
either one or zero. The length of the arrays is equal to the
total number of potential source locations in the implant.
The three-dimensional coordinates of each potential source
location are known and fixed. If a source is present at a
potential site, the bit for the corresponding site location is
one. Conversely, if a source is not present at a potential
site, the corresponding bit in the stream is set to zero. In
this way, the treatment planning problem is encoded in a
form amenable to genetic optimization.

To determine ‘‘how good’’ is the plan represented by a bit
stream, an objective function is defined. The job of the
objective function is to calculate a score, representing a
figure of merit. The larger the score, the better the treat-
ment plan, as determined by the criteria defined in the
objective function. For instance (19), let PD be the pre-
scription dose; the prostate score is the number of (uni-
formity) points that satisfy PD � D � 1.6 PD, the urethral
score is the number of points in the urethra for which
D � 1.2 PD, and the rectal score sums up all points in
the rectum for which D � 0.78 PD. From this one obtains

a raw score:

Raw score ¼ 5� ðprostate scoreÞ þ 35� ðrectal scoreÞ
þ 50� ðurethral scoreÞ

and a final score (used in the optimization algorithm),
which is a linear function of the raw score [¼A � (raw
score) þ B].

The objective function is defined to increase the score for
greater coverage of the prescription dose to the prostate.
On the other hand, as the doses to the rectum and urethra
increase, the score is decreased. As can be observed, there
are conflicting requirements and the score reflects all of
these conditions.

At the beginning of execution, the bit streams are
randomly assigned arbitrary bit patterns. During execu-
tion of the GA, these bit streams are gradually ‘‘evolved’’
into higher scoring streams, indicating improvements in
the treatment plans they represent. In an attempt to
improve the scores of a population of treatment plans,
the GA mimics biological evolutionary processes. Cross-
over, mutation, and survival-of-the-fittest are simulated by
the GA in an attempt to maximize the scores received by
the population. Two bit streams in the population are
selected to act as ‘‘parents.’’ Crossover is implemented by
interchanging corresponding randomly selected bits
between the parents. Mutation is affected by inverting a
very small (�1%) number of bits in the two bit streams. The
modified bit streams are evaluated and replace the two
lowest-scoring chromosomes in the population.

In biological evolution, the fitter species has a higher
likelihood of survival compared with the lesser fit species.
This means that although the lesser fit species has a nonzero
probability of survival, species that are better suited to their
environments have higher survival probabilities.
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Figure 4. Typical cumulative DVH for
a prostate implant.



Natural selection is simulated in the GA by favoring
higher scoring bit streams to act as parents. In 50% of the
parent selections, the two highest scoring bit streams are
selected to act as parents. In the other 50% of the selec-
tions, two bit streams are randomly selected, irrespective of
their score. The parents undergo crossover and mutation
and replace the two lowest-scoring bit streams in the
population. After this process is repeated several thou-
sands of times, a population of high scoring bit streams
is generated. This in turn translates into a population of
optimized treatment plans. The highest scoring treatment
plan is selected to be used for the implant.

The GA can generally generate a treatment plan in
under 5 min. Actual execution times depend on the size
of the prostate and the number of needles used for implant-
ing the radioactive sources.

Other optimization algorithms used in prostate bra-
chytherapy are simulated annealing (35,36) and branch-
and-bound (13–15).

SECONDARY DOSE VERIFICATION

Once the plan is approved by the clinician a second phy-
sicist must independently verify and formally approve the
plan. An estimate of the total number of seeds can be
obtained with the following equations, which give—for a
given average dimension of the volume to be implanted,
davg—the total source strength SK required (37):

For a 125I permanent implant and a prescription dose of
144 Gy:

Sk

U
¼

5:709
davg

cm

� �
davg � 3 cm

1:524
davg

cm

� �2:2

davg > 3 cm

8>>><
>>>:

(15)

For a 103Pd permanent implant and a prescription dose of
140 Gy:

Sk

U
¼

29:41
davg

cm

� �
davg � 3 cm

5:395
davg

cm

� �2:56

davg > 3 cm

8>>><
>>>:

(16)

One evaluates the total number of radioactive sources
needed by dividing the total required source strength SK

by the single-seed strength used in that implant. In gen-
eral, one seeks agreement of 10% or better between the
planned and the expected number of seeds.

The plan verification must also determine that the
correct prescription dose was used and that input data
to the planning software was correctly entered.

DOSE ESCALATION TO PROSTATE SUBVOLUMES

If information is available on tumor burden in specific
subvolumes of the prostate, dose escalation to these voxels
is recommended. For instance, it has been hypothesized
that regions of the prostate where the choline/citrate ratio,
as determined by magnetic resonance spectroscopy (MRS),

is elevated may contain clinically significant cancer (38–
42). In general, ‘‘clinically significant’’ refers to cancer cells
that are fast proliferating and/or radioresistant (features
associated with local failure) or of high grade and thus with
a potentially larger probability of distant dissemination.
There is limited evidence of a correlation between choline
levels and histological grade (Gleason score). As well,
biochemical arguments have been invoked to support the
expectation that a larger value of this ratio is expected to
reflect an increased rate of cell proliferation although no
direct proof exists yet.

As applied at MSKCC, the implementation of an MRS-
based dose escalation amounts to increasing the dose to the
MRS-positive voxels to 200% of the prescription dose (with
no upper limit) while keeping the urethral and rectal dose
within the usual range of constraints (14).

POST-IMPLANT ANALYSIS

At MSKCC, post-implant evaluation is performed the day
of the implant. The number of seeds implanted is confirmed
with a pair of planar radiographic films. A CT study (3 mm
slices) is then obtained, and anatomical structures are
marked out on each slice. The coordinates of the center
of each seed are determined by using appropriate computer
software (Interplant Post-implant Analysis System, Ver-
sion 1.0: Burdette Medical Systems, Inc., Champaign, IL).
With the seeds thus identified, (DVHs) are calculated for
each structure of interest and compared with the original
plan.

CLOSING WORDS: KNOWN PROBLEMS AND POSSIBLE
FIXES

Permanent brachytherapy prostate implants are now a
well-accepted treatment modality for early stage prostate
cancer. The two major limitations of this procedure are
higher incidence of urethral complications (when com-
pared with external-beam radiotherapy) and — for some
patients — lower than prescribed delivered doses. In this
section, we list several unresolved issues that may be
responsible for this state of affairs and suggest possible
solutions.

Post-implant evaluations of permanent prostate
implants often indicate significant differences between
the intended plan and its actual implementation. Although
an experienced physician can minimize the magnitude of
these differences, many factors controlling execution of the
plan (e.g., bleeding, tissue swelling) are subject to random
fluctuations. This often leads to a higher than intended
dose to urethra and rectum and/or lower or higher doses to
the prostate, especially at the periphery of the gland. In our
view, this discrepancy represents the most important
obstacle and challenge that currently needs to be overcome
to achieve consistent application of a low urethral and
rectal dose range and thereby reduce morbidity after pros-
tate brachytherapy. In a series of recent articles the con-
cept of intraoperative dynamic dosimetric optimization has
been proposed (43–46). The idea is to re-optimize the plan
several times during the implantation based on the actual
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positions of the seeds already implanted. The key problem
is obtaining in real time (and within a reasonable time
interval — 5 min or less) the coordinates of the implanted
seeds in the system of reference used for planning. Visua-
lization of the actual seed positions on the intraoperative
ultrasound image is difficult, if not impossible, to achieve
because of significant artifacts noted on the ultrasound
image from needles and/or hemorrhage within the gland.

One can reconstruct seed coordinates from fluoroscopic
images taken at three different angles (43,44) or, equiva-
lently, from a CT study obtained in the OR for instance,
using a C-arm with CT capabilities. CT-based systems that
perform seed segmentation do exist (e.g., Variseed from
Varian Medical Systems, Inc, Charlottesville, VA; Inter-
plant Post-implant Analysis System, Burdette Medical
Systems, Inc., Champaign, IL), but at this time they do
not seem to have the capability of performing this task on
the fly and at the same time maintain the required seed-
detection reliability.

A second problem concerns the effect of changes in
prostate volume (edema shrinkage) as well as seed migra-
tion after implantation and the effect this has on a treat-
ment plan that is based on the geometry of the target at the
time of implantation. A method of planning that incorpo-
rates temporal changes in the target-seed configuration
during dose delivery and makes use of the concept of
effective volume has been developed by Lee and Zaider (47).

The preceding enumeration of problems has been brief
and (admittedly) selective, but we hope to motivate the
reader to take a careful look at these important issues. The
desideratum of dosimetric conformality in permanent pros-
tate implants remains a topic of active interest in the
brachytherapy community, and no doubt the last word
on this subject has not yet been spoken.
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PULMONARY PHYSIOLOGY

JOHN DEMENKOFF

Mayo Clinic, Dept. of Anesthesia
Scottsdale, Arizona

INTRODUCTION

Present day pulmonary function testing is available in all
hospitals and in a less sophisticated form in many physi-
cians’ offices. Such was not the case until the 1940s, when
the fruits of physiological research dating back 150 years
blossomed on the heels of World War II. This so-called
golden age of pulmonary physiology spurred many of the
currently available lung function tests which are used for
diagnosis and treatment of existing lung disease; screening
for early pulmonary disease; evaluation of respiratory
symptoms such as cough and shortness of breath; perfor-
mance of disability evaluations; preoperative assessment
of thoracic and other surgical patients; determination of
level of cardiopulmonary fitness; monitoring of adverse
pulmonary effect of certain drug therapies.

Over the years, many have contributed to an under-
standing of the lung and how it works in health as well as in
disease. These discoveries have provided building blocks of
knowledge which form the basis of current modern pul-
monary function testing.

PRE-1940S

Leonardo DaVinci: This genius drew detailed anatomi-
cal illustrations clearly depicting a bellows function
of the respiratory muscles.

John Malysed: In 1674, he constructed a model of the
chest and lungs with a bladder enclosed inside a
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simple bellows with the neck outside. With a glass
plate on one side, one could watch the bladder inflate
and deflate when the bellows operated.

John Hutchinson: In 1848, he developed a spirometer
and measured the vital capacity in thousands of
normal subjects (1). He also differentiated normal
and abnormal results quantitatively, thus ushering
in a diagnostic use for pulmonary testing.

Humphrey Davey: Discoverer of hydrogen gas in the
early 1800s. This led the way for measuring various
lung volumes and compartments other than Hutch-
inson’s vital capacity. Davey built his own spirom-
eter, filled it part way with hydrogen, and breathed it
back and forth ‘‘for seven quick breaths’’, finally
exhaling fully into the spirometer. Then by measur-
ing the amount and concentration of hydrogen in the
spirometer and assuming an equal concentration in
his lungs, he calculated the amount of air in his lungs
at the end of full exhalation, known today as the
residual volume. Modern day lung volume determi-
nations use the inert gas helium with a slightly
different protocol, but the fundamental principles
remain the same.

Marie Krogh: Prior to 1915, many eminent physiologists
believed that oxygen was actively secreted by the
lungs into the blood stream. Marie Krogh challenged
this popular notion with her diffusion experiments
using carbon monoxide. She devised a single breath
test in which a subject first fully exhaled to residual
volume, then inspired deeply from a spirometer con-
taining 1% carbon monoxide. After an initial exhala-
tion and a six second breath hold, the subject
completed a full exhalation. Krogh measured the
alveolar gas before and after the six-second breath
hold and calculated the uptake of carbon monoxide by
the bloodstream.

The amount of CO transfer was noted to be entirely by
the process of diffusion and proportional to the pres-
sure differential across the alveolar capillary mem-
brane (P1 � P2). Because CO binds so tightly to the
hemoglobin molecule, P2 is small. The driving pres-
sure P1 can be easily calculated. Krogh took advan-
tage of these factors in devising her test, which
confirmed the importance of diffusion, not secretion,
in the lung.

For many reasons open to speculation, the importance of
Krogh’s work was not fully appreciated nor devel-
oped clinically until the 1940s. The reader is referred
to a delightful discourse on such medical curiosities
in Ref. 2.

POST-1940S AND THE GOLD AGE OF PULMONARY
PHYSIOLOGY

What occurred in the 1940s was a combination of intellect
and pluck driven by military contracts and government
funds. The resulting research and understanding of lung
physiology paved the way for development of current-day
pulmonary function laboratories. Some of the more brilli-

ant, resourceful and ingenious researchers of this time are
listed below.

Julius Comroe

Chairman, Department Physiology and Pharmacology,
University of Pennsylvania, 1946–1957. Director
of Cardiovascular Research Institute, University of
California, San Francisco, 1957–1983. At both of
these institutions, Dr. Comroe developed and fos-
tered world-renowned faculty who studied multiple
facets of pulmonary physiology. While at the Uni-
versity of Pennsylvania, Comroe demonstrated his
ingenuity by adapting a used surplus bomber nose
cone as a body plesthymograph. He wanted to apply
Boyle’s Law to the measurement of lung volumes, air
flow, and airway resistance. His work ushered in
modern-day plethysmography. His text, Physiology
of Respiration (2) remains a classic.

Herman Rahn, Wallace O. Fenn, Arthur Otis

These remarkable men formed the core of a research
effort at the University of Rochester. An account of
this creative ground work is found in Ref. 3, and is
rich in historical facts. In the 1940s, pneumotacho-
graphs had to be fabricated by individual research
groups. In the Rochester group’s first model, a cluster
of soda straws encased in a brass tube served as the
flow resistance element. In later versions, they used
as resistive elements glass wool enclosed in a lady’s
hair net. Their contributions are evident today, as
many of their postdoctoral fellows and research
associates have gone on and taught the next genera-
tion of pulmonary specialists.

Andre Frederick Cournand, Dickinson Woodrow
Richards

Bothrsharedshared the1956 Nobel Prize inmedicine and
physiology, and formed the famous Bellevue Hospital
Cardiopulmonary Lab at Columbia University. Their
observations regarding prolonged nitrogen washout
in the lungs of emphysematous patients fostered the
clinical use of diagnostic pulmonary function tests.
They also established normal values and formulated
testingprotocols.Theypioneeredcatheterizationofthe
right heart, making way for analysis of mixed venous
bloodandmoreaccuratecardiacoutputandpulmonary
blood flow via the direct Fick technique.

Pulmonary blood flow

¼ O2 consumption

Arterial-mixed venous O2 difference

Current interventional cardiology, and the understand-
ing of complex interrelatedness of pulmonary diseases on
the heart, stem from these studies done in the 1950s at
Columbia.

Since the mid-1960s, pulmonary function testing has
evolved more slowly. Tests that are reproducible, well
tolerated by patients, and offer helpful clinical information
have been further refined by advances in instrumentation
and computerization.
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With the advent of rapidly responding gas analyzers,
highly accurate and calibrated pneumotachographs, and
sophisticated computer software, the study of lung function
during exercise has become possible. The complex interac-
tions of metabolic-cardiopulmonary systems is discussed
below, in the section on exercise physiology. While a boon to
performance-minded athletes, these tests also shed light on
limitation of exercise tolerance due to diseases of the heart
and lung.

From the time of DaVinci to the present, great strides
have been made in the understanding of lung function and
its measurement. Now simple acts, such as blowing out a
candle or coughing, are known to be dependent on elastic
recoil of the lungs and complex airways dynamics. Both
properties of the lung are measured with pulmonary func-
tion testing.

Each test discussed in the following text carries with it a
rich historical and intellectual story line.

PHYSIOLOGICAL PRINCIPLES UNDERLYING MODERN
PULMONARY FUNCTION TESTS

The interpretation and analysis of pulmonary function
tests is often conveyed in physiological terms rather than
as specific medical diagnoses. As such important under-
lying physiological concepts are presented that will provide
a deeper understanding of pulmonary function test results.
Many of these concepts have been developed and refined
over time and represent a legacy of scientific achievement.

SINGLE BREATH NITROGEN WASHOUT

Aptly named, this test measures the nitrogen concentra-
tion of a normal exhalation after a deep inhalation of 100%
oxygen. It was developed by Fowler in 1948 to measure the
anatomic dead space Vdanatomical.

During normal tidal breathing, a part of each breath
remains in the conducting airways of the upper airway and
tracheobronchial tree. It never reaches the alveoli; there-
fore it does not participate in gas exchange and is referred
to as anatomical dead space. The fraction of total ventila-
tion (OE) that reaches gas exchanging space of alveoli is
called alveolar ventilation or OA.

OA ¼ OE � f � Vdanatomical

where f ¼ respiratory frequency

In Fowlers method (Fig. 1), a simultaneous recording of
nitrogen and exhaled volume is made after a deep inhala-
tion of pure oxygen.

At the start of expiration, the gas comes from the
anatomical dead space, which contains no nitrogen. Along
the course of the S-shaped N2 washout, a front between the
alveolar air and dead space air can be determined (see
Graphical depiction below).

The anatomical dead space is related to body weight and
is � 150 mL for a normal man. The extrathoracic fraction,
mouth and pharynx, contributes 66 mL with a range of 35–
105 mL, depending on jaw and neck position. Anatomic
dead space represents an inefficiency of the design of the

respiratory system. With each breath, a significant volume
of air must be moved, requiring work, for which no benefit
is derived.

PHYSIOLOGICAL DEAD SPACE BOHR EQUATION

Inefficiencies also occur at the level of the alveoli where
some air reaches the alveoli, but gas exchange never
occurs. For example, the upper lobes in a normal resting
upright lung are well-ventilated, but not perfused.

This is wasted ventilation, and when added to the
anatomic dead space is designated as the physiological
dead space. This can be measured by application of the
Bohr equation (4). If one complete expiration is collected in
a bag, the amount of carbon dioxide is [FECO2 � VT]. This
volume of CO2 comes partly from the nonexchanging
dead space, which has a volume from the inspired air
[VD � FICO2], plus the volume from alveolar gas
FACO2 � [VT � VD].

½FECO2 � VT� ¼ FICO2 � VD þ FACO2½VT � VD�

FACO2 ¼
VT � FECO2 � VDFICO2

VT � VD

VD ¼
½FACO2 � FECO2�VT

FACO2 � FICO2

If inspired, CO2 is zero then FICO2 ¼ 0.
Hence,

VD ¼
FACO2 � FECO2

FACO2
VT

VD

VT
¼ FACO2 � FECO2

FACO2

FACO2 ¼ Alveolar CO2 fractional concentration measured
by obtaining an alveolar sample.
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Figure 1. Fowler’s method. For determination of anatomic dead
space. See text for description. The flat portion of the curve is called
the alveolar plateau and represents pure alveolar gas.



FECO2 ¼ Mixed expired CO2 fractional concentration mea-
sured from a collection of expired air; Douglas bag or
mixing chamber.

The parameter VD/VT is called the dead space to tidal
volume ratio where the dead space is physiologic and
includes the anatomic dead space. It is an efficiency rating,
typically 0.3 in normals and up to 0.5 or so in patients with
emphysema. In the latter case, 50% of the breath is wasted
and does not participate in gas exchange.

FORCED EXPIRATION AND DYNAMIC COMPRESSION

The most familiar maneuver that utilizes a maximal
expiratory effort is a cough. The resulting dynamic airway
compression facilitates clearance of bronchial secretions.
Even at maximal exercise, such flow rates are not attained,
thus demonstrating an impressive reserve in flow charac-
teristics of the lung.

The complex mechanics of forced exhalations were elu-
cidated by the work of Hyatt, Schilder, and Fry. They
described a maximal expiratory flow volume curve, where
instantaneous expiratory flow is plotted against volume
instead of time (as is done with FEV1). Flow reaches a
maximum at 80% of vital capacity and reaches zero at
residual volume. The curve is shown to be effort-dependent
>75% of VC and effort-independent <75%.

Once dynamic compression occurs, the lung behaves as
a Starling Resistor (Fig. 2). The flow then depends on the
elastic recoil of the lung and airway resistance upstream
from the compressed lung segment. Under these condi-
tions, an increase in effort produces no increase in flow.

DIFFUSION AND DIFFUSING

The purpose of the lung is to deliver oxygen to the blood
stream and remove the byproduct of metabolism, carbon
dioxide. This process begins with mass transport of oxygen
down conducting tubes of diminishing caliber called
bronchi, bronchioles, terminal bronchioles, and finally
air sacs or alveoli. Simple diffusion then occurs at the
interface between the walls of the alveoli and pulmonary
capillaries. The 300 million or so alveoli in the human lung

create a surface area for diffusion of 85 m2. The rat at which
gas, either oxygen or carbon dioxide that transverses this
membrane follows Fick’s law of diffusion and is propor-
tional to the surface area of the sheet and inversely propor-
tional to its thickness.

The diffusion coefficient is proportional to the solubility
of the gas and inversely proportional to the square root of
the molecular weight (Fig. 3).

V
˙

gas ¼
A

T
�DðP1 � P2Þ

D ¼ Solffiffiffiffiffiffiffiffiffiffi
MW
p

where MW ¼ molecular weight
When applying this formula to the special case of oxygen

diffusion the partial pressure of oxygen in the alveolus
(PAO2) or driving pressure (P1) is 100 mmHg (13.2 kPa)
while that in the pulmonary capillary (P2) is 40 mmHg (5.3
kPa). The amount of oxygen transferred depends in part on
this pressure differential (P1 � P2); 100 mmHg (13.2 kPa)
minus 40 mmHg (5.3 kPa), which results in a diffusion
gradient of 60 mmHg (7.9 kPa). In addition the thickness of
the alveolar-capillary membrane (normally 0.3 m) appears
to be of equal importance. When this membrane is thick-
ened by disease states, such as pneumonia, pulmonary
fibrosis, asbestosis, or silicosis, oxygen transfer is consid-
erably impaired.

The complexity of oxygen diffusion becomes apparent
when one considers that red blood cells carrying the hemo-
globin molecule typically spend only 0.75 s in the pulmon-
ary capillary. Given a normal driving pressure (P1�P2) of
60 mmHg (7.9 kPa) and a healthy alveolar-capillary mem-
brane (0.3 mm thick) equilibrium (P1 ¼ P2) will occur in
0.25 s. In other words, as blood exits the gas exchange
space it will have gone from a PO2 of 40 mmHg (5.3 kPa)–
100 mmHg (13.2 kPa) rapidly.

Various lung diseases can compromise the elegant process
of diffusion outlined above. In some the alveolar oxygen level
is reduced thereby diminishing the driving pressure. In
others diffusion is impaired by a thickened alveolar capillary
membrane. And finally, with exertion, as blood flow
increases, the time available to load oxygen onto the hemo-
globin molecule is reduced. Any one or combination of these
factors can lead to a reduction in the diffusion of oxygen.

Having said this, the actual measurement of the diffus-
ing capacity of the lung for oxygen as a clinically useful
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Figure 2. A Starling Resistor that is a mechanical analog for
dynamic compression of the airways. The collapsible tubing in the
chamber represents small airways. The pressure P2 is pleural
pressure during a forced vital capacity maneuver which
collapses the airways at the equal pressure point, that is,
P2 > P3. The pressure P1 represents the elastic recoil of the
lungs. Flow is proportional to P1�P2.
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Figure 3. The process of diffusion and Fick’s law of diffusion.
Within the lung P1 would represent the alveolar space and P2 the
capillary space.



pulmonary function test has proved difficult to develop.
This is due to the fact that the capillary oxygen pressure is
ever increasing as P2 approaches P1 creating a back pres-
sure thus slowing diffusion as red cells travel along the
pulmonary capillary bed. The parameter P2 can be calcu-
lated through a very complex and cumbersome integration
method. In the final analysis, oxygen transfer then is
actually significantly dependent on total flow of pulmonary
capillary blood rather than diffusion alone.

Unlike oxygen, carbon monoxide transfer is diffusion-
limited because it binds so tightly to hemoglobin that the
partial pressure of CO in pulmonary capillary blood is low.
There is little back pressure, so the amount of carbon
monoxide transferred is related only to the driving pres-
sure P1 (P2  0), which is the alveolar pressure PA of
carbon monoxide.

Ogas ¼
A

T
�D

� �
ðP1 � P2Þ

Ogas

P1
¼ A

T
�D

The above equation is simplified as follows, where DL is
called the diffused capacity of the lung and includes the
area, thickness, and diffusing properties of the sheet and
the gas concerned.

DLCO ¼
A

T
�D ¼ OCO

P1CO
¼ OCO

PACO

P1 ¼ Driving pressure ¼ PACO ¼ Alveolar CO

P2 ¼ 0

DLCO ¼
OCO

P1 � P2
DLCO ¼

OCO

PACO

GAS LAWS

By convention, pulmonary function test results are
expressed either at body temperature and ambient pres-
sure, saturated (BTPS), ambient temperature and pres-
sure, saturated (ATPS), or standard temperature and
pressure, dry (STPD). A working knowledge of gas laws
is essential for accurate conversion from one state to
another.

Gas inside the lung is at BTPS. The pressure is the
barometric pressure (PB), and saturated refers to the satu-
rated water vapor pressure (PW), which is a function of
temperature. At normal body temperature (37 8C), PW is
47 mmHg (6.2 kPa).

Gas measured in the equipment is at ambient tempera-
ture, dry (ATD) if the expired water vapor is absorbed prior
to the measurement or if inspired gas is from a cylinder.
Alternately, it is called ATPS if expired gas is collected, but
the water vapor was not absorbed. At normal room tem-
perature (25 8C), PW is 22 mmHg (2.9 kPa).

Inspired gas from the atmosphere is ordinarily between
ATPD and ATPS. Since buildings typically are at 50%
relative humidity, PW is 50% of 22 mmHg (1.4 kPa) or
11 mmHg (1.4 kPa).

Boyle first published his ideal gas law in 1662. It states
that, for a given mass of gas at constant temperature, the

volume varies inversely with the pressure:

PV ¼ RT

Charles’s law states that, for a given mass of gas at
constant pressure, the volume varies directly with the
absolute temperature. Thus V/T is a constant, where T
designates a temperature on the absolute or kelvin scale.

Combining both these gas laws gives an approximation
of real gases under various conditions.

P1V1

T1
¼ P2V2

T2

Usually called the ideal gas law.
Suppose that a patient expires into a Douglas bag,

which is then transferred to a laboratory at 20 8C and
squeezed through a dry gas meter. From a knowledge of
the number of expirations collected and the respiratory
frequency, the volume of gas at 20 8C corresponding to the
minute volume ventilation OE can be calculated. If
the minute volume was 6 L at ATPS then, by use of the
combined gas law equation, volumes can be adjusted to
BTPS and STPD.

Assume that the patient’s body temperature is 37 8C,
the saturated water vapor pressure is 18 mmHg (2.4 kPa)
at 20 8C and 47 mmHg (6.2 kPa) at 37 8 C and that the
barometric pressure is 760 mmHg (101 kPa). Because
water vapor does not follow the ideal gas law, its partial
pressure is subtracted.

ð760� 18Þ
273þ 20

� 6 ¼ ð760� 47Þ � V2

273þ 37

So that

V2 ¼
742� 6� 310

713� 293
¼ 6:61 L BTPS

The same volume of 6 L measured under atmospheric
conditions would represent 5.45 L under STPD, that is, 760
mmHg (101 kPa) and 0 8C.

ð760� 18Þ
273þ 20

�6 ¼ 760

273
� V3

V3 ¼
742� 6� 273

760� 293
¼ 5:45 L ATPD

BTPS is used for lung volumes and ventilation OE,
ATPS for maximal inspiratory and expiratory flow,
and STPD for oxygen consumption and carbon dioxide
output.

CALCULATION OF OXYGEN UPTAKE

Oxygen uptake is the difference between oxygen breathed
in and the amount in the exhaled air.

OO2
¼ ðOI � FIO2Þ � ðOE � FEO2Þ

Where OO2
is the oxygen uptake in liter per minute; OI is

the inspired minute volume (L�min�1), FEO2 is the mixed
expired oxygen fraction, and FIO2 is the inspired oxygen
fraction. Because the volume of inspired air is slightly
greater than expired air (more O2 consumed than carbon
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dioxide, CO2, is produced), a correction factor using mea-
sured nitrogen is used.

OI ¼ OE
FEN2

FIN2

� �

This has been attributed to the British researcher and is
referred to as the Haldane Transformation. It is used to
calculate the inspired volume when only OE is measured,
the latter being much easier to measure than the former.

Substituting this correction factor into the original
equation,

OO2
¼ OE �

FEN2

F1N2

� �
� F1O2

� �
� ðOE � FEO2Þ

since FEN2 ¼ (1 � FEO2 � FECO2), this becomes

OO2
¼ OE

ð1� FEO2 � FECO2Þ � 0:2093

0:7904

� �
�OE � FEO2

reducing to

OO2
¼ OEðð1� FEO2 � FECO2Þ � 0:265Þ � ðFEO2Þ

By convention, OO2
is expressed under standard conditions

(STPD).
During a standard cardiopulmonary exercise stress, all

the variables on the right side of the equation are measured
as follows:

OE Douglas bag for collection

or
Pneumotachograph interfaced with a

computer for exercise testing

FEO2 Measured from Douglas bag at rest

or
Mixing chamber for exercise testing

FECO2 Measured from Douglas bag at rest

or
Mixing chamber for exercise testing

Calculation of carbon dioxide output OCO2

OCO2
¼ OE � FECO2

Because there is little CO2 in inspired air this, calcula-
tion becomes much simpler. Again by convention, OCO2

is
also expressed under STPD.

Respiratory Exchange Ratio (R).

R ¼
OCO2

OO2

This value is typically 0.8 during the steady state of
respiration and represents the ratio of CO2 produced to
oxygen consumed by the metabolic pathways of the cell.
The value of R is fixed depending on the primary source of
fuel being metabolized. Pure carbohydrate gives a ratio of
0.7 and fat burns at a ratio of 1.0. A typical ratio is 0.8 and
represents a mixture of the two food groups being meta-
bolically consumed.

In the nonsteady state, the amount of CO2 exhaled
rapidly changes based on the level of hyper or hypoventila-

tion, so R may vary from 0.6 to 1.4. In addition, CO2

produced by bicarbonate buffering of lactic acid adds to
the OCO2

produced by metabolism during peak exercise.
This will be discussed further in the section on cardiopul-
monary exercise testing.

The measurement of OO2
, OCO2

, and the ratio OCO2
/OO2

provide important information on assessing overall lung
function, at rest and especially during exercise testing.

INSTRUMENTATION

Volume Measuring Devises

In order to calculate minute ventilation (OE), and other
derived variables such as OO2 and OCO2

the expired volume
over time is collected in a Douglas bag or meteorological
(Mylar) balloon. So collected, the expired gas is then con-
nected and emitted into a large spirometer, such as the
120 L Tissot spirometer, and the volume is measured by use
of a calibration factor. The Tissot spirometer is a typical
water-filled spirometer, but due to its size and the con-
siderable inertia of the bell, it is not used for measuring
tidal breathing. Smaller water-filled spirometers (9–13.5)
liters have a lower airway resistance and an appropriate
response time (up to 20 Hz) needed to measure forced
exhalation. All water-sealed spirometers, regardless of
size, are configured similarly and operate on the same
principles (Fig. 4). A bell is sleeved between the inner
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Kymograph.



and outer housing. Water fills the space between the inner
cylinder and outer housing, providing an airtight seal for
air entering the bell. Rigid tubing connects the inner
cylinder to exhaled air from the patient or collection bag.
A CO2 absorbant is placed in circuit when rebreathing
maneuvers are carried out, such as resting metabolic rate
or FRC determinations. When forced maneuvers, such as
MVV, FVC, FEV1 or PEFR are accomplished, the absor-
bant is removed, thereby reducing resistance in the expira-
tory system.

As air enters or leaves the spirometer the chain-sus-
pended bell rises and falls. These movements are recorded
by means of pens moving in parallel. A kymograph drum
turns at a preselected pace, adding a time dimension to the
volume changes. This allows measurement of the based
variables such as MVV, FEV1, FEF25–75, PEF.

Another type of spirometer is the so-called dry rolling
seal, also called the Ohio spirometer. A horizontal cylinder
is attached to a flexible rolling seal. As air enters, the
rolling seal allows the cylinder to move horizontally. Linear
transducers attached to the cylinder are interfaced with a
computer, allowing measurement of volume over time and
flow.

Dry gasmeters typically measure inspired air to avoid
accumulation of moisture on a bellows mechanism. The
movement of the bellows is transmitted to a circular dial
that is labeled with appropriate volumes.

A spirometer that uses a wedge-shaped bellows is called
a wedge spirometer (5). The bellows expands and collapses
as gas moves in and out. One side is stationary, while the
other side moves a pen that records the changes. Pressure
activation moves the chart horizontally, giving a time
domain to the recording.

The peak flow meter (6) is a spirometer that works on a
completely different principle from other spirometers. It is
known as a variable orifice meter (Fig. 5), popularized as
rotameter gas flow meter on anesthesia machines (7). As
air enters the flow meter, a bobbin or light-weight marker
is entrained in the vertical column of air. The flow meter
has a variable inner orifice dimension that increases with
height. The bobbin records the peak flow M, which corre-
sponds to a particular inner orifice (r). The original peak
flow meter was developed by F. M. Wright of England in
1959 and is often referred to as the Wright peak flow meter
(6). It is based on Poiseuille’s equation.

M ¼ pPr4

8n‘

M ¼ flow

r ¼ radius

FLOW AND VOLUME TRANSDUCERS

Instantaneous flow signals generated from flow transdu-
cers discussed below can be integrated with respect to time,
thereby obtaining volume measurements. Harmonic ana-
lysis of respiratory flow phenomena has shown significant
signals out to 20 C.P.S., requiring all devices to respond
with fidelity at this frequency (8).

The Fleish Pneumotach (9) quantifies airflow by mea-
suring the pressure drop across an in-line obstruction, such

as mesh or porous membrane (Fig. 6). The pressure drop
follows Poiseuille’s law and is for laminar or nonturbulent
flow. To prevent nonlaminar flow, various size pneumota-
chographs are used for different settings, such as studying
children or exercising adults.

A Pitot tube that utilizes the Venturi effect is another
type of flow meter (Fig. 7). The pressures of two tubes, one
facing and one perpendicular to the air stream, is mea-
sured with a differential pressure transducer. Air flow
velocity is proportional to the density of the gas and to
the square of the pressure difference. They do not depend
on laminar flow, typically are low weight and as opposed to
pneumotachograms are low resistance breathing circuits.
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Figure 5. A variable orifice flow meter.
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Figure 6. Fleisch pneumotachograph.
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Figure 7. Pitot tube.



Hot-wire anemometers measure mass flow by detecting
the increase in current needed to heat a hot wire placed in
the air stream as air flows over and cools the wire (Fig. 8).

A turbine transducer uses a low mass helical impeller
mounted on bearings. As the impeller blade spins with
airflow, an interposed light beam is broken and digital
signals proportional to the flow are sent to the pressure
sensor (Fig. 9).

The accuracy of each of these flow meters is potentially
affected by the temperature, viscosity and density of the
gas measured as well as the flow character (laminar or
turbulent). When proper calibration is maintained, these
devices produce a � 3% accuracy, as recommended by the
American Thoracic Society Guidelines (10).

GAS ANALYSIS

Rapidly responding (<100 ms) gas analyzers have made
breath-by-breath analysis possible. Such measurements of
expired oxygen and carbon dioxide give dense data useful
in interpretation of cardiopulmonary exercise stress tests.
When speed of analysis is not essential, chemical analysis
by the Scholander or Haldane methods provide accurate
results and are considered the gold standard. Gases mea-
sured by this method are used to validate other calibrating
gases.

OXYGEN ANALYZERS

Discrete oxygen analyzers commonly used are paramag-
netic, fuel cell or zirconium oxide. Each are calibrated over
the expected range of measurement (e.g., 12–21%) by
validated control gases. Of the three mentioned, the later
two respond very quickly and so are used in breath-by-
breath analysis. Paramagnetism is a distinctive property of
oxygen: The molecules aligning in a magnetic field and
thus enhancing it. A typical use of this slower responding
analyzer is measuring oxygen concentration in large col-
lecting bags or mixing chambers. Of note, oxygen does not
have suitable absorption bands in the ultraviolet (UV),
infrared (IR), or visible wavelengths. The following sec-
tions discuss gases that do have these properties.

NONDISPERSIBLE INFRARED GAS ANALYZERS

This instrumentation (7,11) is used for multiple polyatomic
gases including CO2 and CO, commonly measured in pul-
monary function testing. An IR beam is directed alter-
nately through a reference and measurement cell. By
means of a chopper wheel, a detector senses the alternating
change in absorption of selected IR wavelengths. This
signal is amplified with a high input impedance ac ampli-
fier, rectified and displayed on a meter or digital recorder.

NITROGEN METER

The fact that nitrogen molecules can be excited in a low
pressure electric discharge to emit visible light in the
purple region forms the basis of the nitrogen meter
(7,11). A 1500 V electric potential difference is maintained
and optical filters select appropriate wavelengths in the
violet range. The resulting light intensity is measured by a
photocell with an amplifier.

MASS SPECTROMETER

Used primarily in research labs, mass spectrometry is
capable of analyzing any gas with speed, specificity, sensi-
tivity, and accuracy unmatched by any other method.
Molecules of the sample are ionized at low pressure by a
beam of electrons, and the ions are deflected in a circular
path by a magnetic field. The stream of particles splits into
beams of different molecular weight, any one of which can
be detected by a suitably placed collector. Due to expense,
mass spectometry is not a typical part of clinical (hospital
or office-based) pulmonary function testing.

PULMONARY FUNCTION TESTS

Pulmonary function tests do not provide a complete diag-
nostic picture. At best, they support a clinical impression
that is formed by a thorough history, physical exam, and X-
ray studies. Given the myriad of lung function tests avail-
able, an informed decision on the most important ones to
order maximized their usefulness.

SPIROMETRY

A forced exhalation maneuver after a deep inhalation is
recorded by a moving kymograph on a small water-filled
spirometer. A pneumotachograph with computer interfa-
cing could be used with equally acceptable results. A tra-
cing of volume over time is obtained and the following
measurements are derived (Fig. 10). This is called a forced
vital capacity maneuver.

FVC Forced vital capacity. This value is effort
dependent and depends on the full cooperation
of the patient.

FEV1 From the tracing, the amount of air exhaled in
the first second is measured. Patient effort is
required to obtain a reliable value.
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Figure 8. Hot wire anemometer.

Airflow

Figure 9. Turbine.



FEV1/FVC This ratio is helpful in ascertaining airflow
obstruction and is typically 70% in normal
people.

FEF25–75 This is a flow rate and represents the slope
DV/DT during the mid-section of the spirom-
eter tracing. It is where dynamic compression
of airways occurs (Fig. 11).

PEFR Peak expiratory flow rate. The steepest slope
on the curve, typically at 80% of the vital
capacity maneuver.

MMEF Mid-maximal expiratory flow rate is a slope
taken at 50% of the vital capacity maneuver. It
reflects smaller airways airflow.

All along the spirometric curve, an infinite number of
slopes can be determined, from which a flow–volume
curve could be constructed. However, a flow signal
from a pneumotachograph plotted against time is
the preferred method of generating this data.

SVC Slow Vital Capacity. Instead of a forced man-
euver, the vital capacity may be performed
with less effort. In normals, the FVC and

SVC are equal. Because of air trapping,
patients with emphysema more fully exhale
with the SVC.

FLOW–VOLUME CURVES

Spirometers and flow-volume curves contain the same
information, displayed differently. Below is a typical
flow–volume curve generated by a pneumotachograph
(Fig. 12). A forced expiratory maneuver is performed.
Pneumotachographs can measure peak inspiratory flow
volume curves, which are important in diagnosing obstruc-
tive supraglottic lesions. Expiratory flow-volume curves
can unmask central airway tumors not appreciated on
simple spirometry at 50% FVC nor seen on standard chest
X ray (12).

This curve reflects phenomena in small airways where
dynamic compression occurs. Normally, flow here is
dependent on gas density. This fact forms the basis for
flow–volume measurements after inhalation of 80%
helium–20% oxygen mixtures. When overlayed, the
flow–volume curves of smokers show little difference after
breathing low density helium–oxygen compared to room
air (79% nitrogen–21% oxygen). The density indepen-
dence reflects increased resistance in diseased small air-
ways and is a very sensitive early indication of smoking-
induced lung disease.

LUNG VOLUME

There are three methods for measuring the lung volume
FRC or functional residual capacity: body plethysmogra-
phy, nitrogen washout(13), or helium dilution. Once the
FRC is measured, residual volume can be determined by
asking a patient to exhale completely from FRC to residual
volume (RV). The air left in the lung is the residual volume.
The total lung capacity is then determined by measuring a
deep inhalation from RV (inspiratory capacity) and adding
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Figure 10. A normal spirographic tracing volume versus time.
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Figure 12. Flow volume curve. Forced exhalation from TLC to
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that to the residual volume already measured (Fig. 13).

RV ¼ FRC� ERC

ðERC ¼ expiratory reserve capacityÞ
TLC ¼ RV þ IC

ðIC ¼ inspiratory capacityÞ

FRC BY PLETHYSMOGRAPHY

A plethysmograph is an airtight box of known volume,
similar to a telephone booth, in which a patient sits. A
mouthpiece connects the patient to air outside the appa-
ratus and pressure sensors are located within the box and
within the breathing capacity. At the end of a normal tidal
breath, a shutter on the mouthpiece closes and the subject
is asked to make respiratory efforts. As the subject tries to
inhale, the volume of the lung expands slightly while the
pressure drops due to the chest (lung) expansion (Fig. 14).
Applying Boyle’s law, if the pressures in the box before and
after the inspiratory effort are P1 and P2, respectively, V1 is
the preinspiratory box volume and DV is the change in
volume of the box (or lung) DV can be obtained from the
equation P1V1 ¼ P2(V1 þ DV).

Applying Boyle’s law to the gas in the lung,
P3(V2) ¼ P4(V2 þ DV), where P3 and P4 are the mouth
pressures before and after the inspiratory effort and V2

is the FRC. Thus FRC can be obtained.

The body plethysmograph measures the total volume of
compressible gas, including any that is trapped behind
closed or poorly communicating airways.

The other two methods measure only volumes based on
gas communicating with and open to airways. This is not
an issue in normal subjects, but in diseased lungs consid-
erable amounts of gas are trapped and do not communicate
freely. Therefore the FRC values differ depending on
methodology.

NITROGEN WASHOUT

If a subject quietly breathes 100% oxygen for several
minutes, all the nitrogen emptied from the lung can be
determined by multiplying the exhaled volume by the
exhaled nitrogen concentration. Since the initial lung con-
centration of N2 is 80%, the measured volume of nitrogen
exhaled multiplied by 1/0.8 equals the volume of the lung
prior to 100% oxygen breathing. The value of FRC can be
underestimated if significant parts of the lung communi-
cate poorly or not at all with the inspired oxygen (13).

HELIUM DILUTION

As a subject breathes from a spirometer with a known
concentration of helium, after several normal breaths the
helium concentration in the lung and spirometer equili-
brate (Fig. 15), Since helium is insoluble in blood, none of it
is absorbed, so the final equilibrium concentration is a
reflection of dilution only. The amount of helium before
equilibration is (C1 � V1) and equals that after equilibra-
tion C2 (V1 þ V2) solving for V2, V2 ¼ ðC1V1=C2Þ � ðV1Þ.
During the equilibration period oxygen is added to the
spirometer and carbon dioxide is absorbed.

Although many other measurements of lung function
are perhaps more useful, knowledge of the lung volumes is
essential in other complex measurements such as diffusing
capacity.

DIFFUSING CAPACITY

Given the challenges with measuring the diffusing capa-
city of the lung for oxygen, carbon monoxide as originally
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Figure 13. Lung volume. Measurements by a water
filled spirometer.

Figure 14. The FRC by whole body plethysmography utilizing
Boyle’s law.



used by Marie Krogh in 1914 is used for current day
measurements. There are at least seven variations of this
method that have since been developed.

The most common of these is the single-breath modified
Krogh technique attributed to Kety and Fowler. Both
helium and carbon monoxide are inhaled. After a period
of breath hold (15 s), the alveolar portion of the exhaled gas
is collected and the concentration of carbon monoxide and
helium is measured.

The initial alveolar carbon monoxide concentration is
calculated thus:

FICO�He%in expired alveolar sample

Inspired helium percentage
¼ FACO

DLCO

¼ Alveolar volume STPD� 60

Seconds of breath hold� PB� 47
� ln

FICO alv

FECO alv

� �

In the above equation, the alveolar volume is measured
by a helium dilution technique similar to that in lung
volume determinations.

CLOSING VOLUME

This sensitive test detects early changes in lung function and
reflects pathology in the small airways. Smokers have an
abnormally high closing volume prior to any other pulmonary
function test changes. In this test, the subject inhales a
breath of 100% O2 to TLC. During the subsequent exhalation,
the nitrogen is measured through the alveolar plateau to an
abrupt rise in exhaled nitrogen, so-called phase 4 (Fig. 16).
This signals closure of airways in the base of the lungs and
preferential emptying of upper airways. Less of the 100%
oxygen inhalation is distributed to the upper lung, making it
richer in nitrogen. It is this fact that creates phase 4. In some
lung diseases, the closing volume is above the FRC. This
means that airways close even during normal breathing and
is an indication of advanced disease.

MAXIMAL VOLUNTARY VENTILATION

This test measures the volume of air moved during 15 s of
repetitive forced deep maximal exhalations. A water filled

spirometer is used for measurement with a time kymo-
graphic tracing. Pneumotachographs with real time com-
puter graphics may be used. The main requirement for
accurate test results is a low resistance breathing circuit
and avoidance of resonance in the system. Both problems
have been overcome by modern spirometers, valves and
tubing. Although this is formally a lung test, nonpulmon-
ary factors such as motivation, muscular strength and
endurance are very important and must be taken into
consideration when interpreting the test. The results are
expressed in liters per minute BTPS.

PEAK FLOW

Peak flow meters have the distinct advantage of being
handheld, self-contained and thus very portable. This is
an effort-dependent test, yet it is an excellent reflection of
airways function. Its main utility is quickness and simpli-
city, and it is often used for the management of asthma.
Much like a home glucose meter in a diabetic, the peak flow
meter can give objective assessment of airways function
throughout the day to help guide treatment and presage
severe attacks.

PULMONARY PHYSIOLOGY 439

Figure 15. Helium equilibration. Technique for FRC
determination.
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Figure 16. Abrupt rise at the end of exhalation called phase (IV)
correlates with the closing volume.



STANDARDIZATION OF PULMONARY
FUNCTION TESTS

The American Thoracic Society published standards on
spirometry in 1979 at the Snowbird Workshop. An official
update was issued in 1994, which details equipment and
procedural guidelines to enhance accuracy and reproduci-
bility.

Without meticulous attention to these recommenda-
tions, the utility of all pulmonary function tests is compro-
mised.

CARDIOPULMONARY STRESS TESTING

Cardiopulmonary stress testing (14) uncovers disorders of
the respiratory system as it functions in the integrated
cardiopulmonary response to the metabolic demands of
increasing incremental work loads. During the course of
a cardiopulmonary stress test, the following variables are
measured in real time:

W´ Work

fc Heart rate

OO2
Oxygen consumption

OCO2
Carbon dioxide production

OE Minute Ventilation

R OCO2
/OO2

OE/OO2
Efficiency of ventilation

OE/OCO2
Efficiency of ventilation

PETO2 End tidal PO2

PETCO2 End tidal PCO2

PECO2 Mixed expired CO2

The instrumentation required to make these breath-by-
breath and time-averaged measurements are rapid
responding CO2 and O2 meters; pneumotachograph for
flows, ventilation; mixing chamber for collection of exhaled
gas; ECG; ergometer cycle, arm, treadmill; computer inter-
face with full graphics in real time.

Limits to exercise appear often in clinical medicine with
the presenting problem of dyspnea or shortness of breath
on exertion. The genesis of this symptom may reside within
either the respiratory or cardiac systems or both simulta-
neously. Analysis of data obtained from cardiopulmonary
stress testing can aid in clinical diagnosis.

Testing begins with an incremental ergometric work
load that creates a systemic metabolic response measured
as oxygen uptake or consumption. There is a strong repro-
ducible linear relationship between the work load and
oxygen consumption. It is derived from the coupling of
work and mitochondrial metabolic pathways for cellular
energy generation.

With increasing work loads and oxygen consumption,
the total ventilation of the lung increases. This requires
higher airflow which in normals, even at peak work loads,
never reaches flows measured in maximal flow–volume
curves. Such is not the case in obstructive lung disorders,

where reduced flow is a hallmark of the disease. Exercise is
limited due to the inability to generate flows capable of
sustaining the metabolic demands.

As the exercise test progresses real-time analysis of
dead space can be measured. Typically the PECO2 ¼
PACO2 ¼ PaCO2 remains constant with the mixed expired
CO2 PE CO2 increasing. This is reflected in a decrease
in the OE/OCO2 marking increased efficiency as more
CO2 is exhaled per breath. By making use of the Bohr
equation:

VD=VT ¼
FACO2 � FECO2

FACO2

it appears that VD/VT or wasted ventilation decreases
with increased exercise. This occurs because lung apical
units not perfused but ventilated at rest now are fully
perfused and participate in gas exchange. If VD/VT does
not decrease with exercise, then it is likely based on a
structural disease such as emphysema. The work of
breathing at any given work load is higher in these
patients in part because VD/VT (wasted ventilation)
remains abnormally high.

As the level of incremental work load increases, the
delivery of oxygen fails to meet the metabolic demands of
tissues and anaerobic metabolism becomes prominent.
Lactic acid is dumped into the blood stream and is quickly
buffered by bicarbonate, which generates more carbon
dioxide. A dramatic upsurge in OCO2 marks this point
and is called the anaerobic or metabolic threshold. The
parameter RðOCO2=OO2Þ values that previously were 0.8
are now 1.2–1.4, indicating a combined metabolic and
buffer source of carbon dioxide. Ventilation (OE) is driven
by the chemical stimulation of lactic acidosis in addition to
the demands of oxygen delivery.

Data from such a stress test yields much clinically
useful information and allows one to differentiate a pul-
monary from a cardiac cause for exercise limitations. Car-
diopulmonary deconditioning has a distinct pattern as does
obesity. Low peak OO2 and low A.T. as a percent of OO2

max are good indications of these two conditions.

Future of Pulmonary Function Testing

No doubt, advances in instrumentation and computers
will continue to refine pulmonary function testing. Min-
iaturization of testing equipment allows complex mea-
surements not only in the laboratory but also in the
wild. The burgeoning science of sleep medicine is an
example of this.

Epidemiological studies will explore the relationship of
pulmonary function to health and uncover what makes the
vital capacity so vital to life. A fundamental role for FEV1 in
total mortality independent of cigarette smoking has been
proposed. Whether reduced lung function leaves an indi-
vidual open to oxidative stress is unknown.

If pulmonary function proves to be a long-term predictor
for overall survival rates in both genders, it could be used
as a tool in general health assessment.

The search for tests that implicate early potentially
reversible lung disease will continue. The benefit to asymp-
tomatic patients and society as a whole is obvious.
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The long-term effects of air pollution and impact of air
quality on lung health will always be of prime concern, not
only to the general public, but to government officials who
set air quality standards.

Perhaps pulmonary function testing will ultimately
guide and protect us all.

TERMINOLOGY—DEFINITIONS—EQUATIONS

Spirometer A measuring device for determining
lung volume, its subcompartments,
and expiratory flow rates.

FRC Functional residual capacity: The
volume in the lung after a normal
exhalation. At this volume the recoil
pressure of the lungs inward is
exactly balanced with the outward
recoil pressure of the chest wall.

FEV1 Forced expiratory volume in the first
second:Theamountofairexpired in
the first second of a forced expira-
tory maneuver.

TLC Total lung capacity.
RV Residual volume: The volume of air

left in the lungs after a full exhala-
tion.

FVC Forced vital capacity: The amount of
air exhaled during a complete exha-
lation.

FEF25–75 Forced expiratory flow: The mean
expiratory flow measured between
75 and 25% of the vital capacity
during forced exhalation.

PEFR Peak expiratory flow rate during
forced exhalation.

MVV Maximal voluntary ventilation expres-
sed in liters per min.

DLCO Diffusing capacity for carbon mon-
oxide.

Flow–volume curve A maximal exhalation measuring
flow versus volume.

PAO2 Alveolar oxygen partial pressure.

PACO2 Alveolar carbon dioxide partial pres-
sure.

PETO2 End tidal oxygen partial pressure.

PETCO2 End tidal carbon dioxide partial pres-
sure.

PEO2 Mixed expired oxygen partial pres-
sure.

PECO2 Mixed expired carbon dioxide partial
pressure.

Oo2 Volume of oxygen take up per min-
ute.

Oco Volume of carbon dioxide output per
minute.

OE Minute ventilation: Total volume of
air expressed per minute from the
lungs.

VT Tidal volume: The volume of a single
breath.

VD The volume of physiological dead
space.

VD/VT The ratio between dead-space volume
and tidal volume. This ration
indicates the efficiency of ventila-
tion.

VA Volume of alveolar gas in the tidal
volume.

General gas law PV ¼ RT

Boyle’s law P1V1 ¼ P2V2 (temperature constant)

Charles’s law
V1

V2
¼ T1

T2
(pressure constant)

Poiseuille’s law V˙¼ Ppr4

8n

P ¼ Pressure difference across
length ‘ and radius r

n ¼ Coefficient of viscosity

Bohr equation VD=VT ¼
PACO2 � PECO2

PACO2

BIBLIOGRAPHY

1. Hutchinson J. On the capacity of the lungs, and on the
respiratory functions, with a view of establishing a precise
and easy method of detecting disease by the spirometer. Med
Chir Trans (London) 1846;29:137.

2. Comroe JH Jr. Retrospectoscope. Insights into medical dis-
covery. Menlo Park, (CA): Von Gehr Press; 1977.

3. Otis AB, Rahn H. Developments of Concepts in Rochester,
New York, in the 1940’s. In: West JB, editor. Pulmonary
Gas Exchange Volume 1. New York: Academic; 1980. pp.
33– 65.

4. Bates DV, Macklem DT, Christie RV. Respiratory Function in
Disease. 2nd ed. Philadelphia: Saunders; 1971.

5. Horton GE, Phillips S. The expiratory ventilagram: applica-
tion of total and time vital capacities and maximal expiratory
flow rate, as obtained by a bellows apparatus, for bedside and
office use. Am Rev Respir Dis 1959 Nov; 80:724–731.

6. Wright BM, McKerrow CB. Maximum forced expiratory flow
rate as a measure of ventilatory capacity: with a description of
a new portable instrument for measuring it. Br Med J 1951
Nov. 21; 5159:1041–1046.

7. Hill DW. Physics Applied to Anesthesia. New York: Appleton-
Century-Crofts; 1972.

8. McCall CB, Hyatt RE, Noble FW, Fry DL. Harmonic content of
certain respiratory flow phenomena of normal individuals. J
App Physiol 1957 Mar; 10(2):215–218.

9. Bouhuys A. The clinical use of pneumotachography. Acta Med
Scand 1957 Nov. 15; 159(2):91–103.

10. Standardization of Spirometry. Official statement of the
American Thoracic Society. Am J Respir Crit Care Med.
1995;152:1107–1136.

11. Gaensler EA. Evaluation of pulmonary function: methods.
Annu Rev Med 1961;12:385–408.

PULMONARY PHYSIOLOGY 441



12. Miller DR, Hyatt RE. Obstructing lesions of the larynx and
trachea: clinical and physiologic characteristics. Mayo Clinic
Proc. 1966 Mar; 44:145–161.

13. Emmanuel G, Briscoe WA, Cournand A. A method for the
determination of the volume of air in the lungs: measurements
in chronic pulmonary emphysema. J Clin Invest Feb 40:329–
337.

14. Cooper CB, Storer TB. Exercise testing and interpretation.
Cambridge (MA): Cambridge University Press; 2001.

Reading List

West JB. Respiratory Physiology the Essentials. 7th ed. Philadel-
phia: Lippincott Williams & Wilkins; 2004.

See also HEART-LUNG MACHINES; LUNG SOUNDS; RESPIRATORY MECHANICS

AND GAS EXCHANGE; VENTILATORY MONITORING.

PUMPS, INFUSION. See DRUG INFUSION SYSTEMS.

442 PULMONARY PHYSIOLOGY



Q

QUALITY CONTROL, X-RAY. See X-RAY QUALITY

CONTROL PROGRAM.

QUALITY-OF-LIFE MEASURES, CLINICAL
SIGNIFICANCE OF

CELIA C. KAMATH

JEFFREY A. SLOAN

Mayo Clinic
Rochester, Minnesota

JOSEPH C. CAPPELLERI

Pfizer Inc
Groton, Connecticut

INTRODUCTION

The field of patient-reported outcomes, particularly health-
related quality of life (QOL), has burgeoned in the last few
years (1,2). The importance assigned to the study of these
outcomes has been attributed to the aging of the population
and consequently higher prevalence of chronic diseases,
along with the reality that medical treatment often fails to
cure the disease, but may affect QOL (3). Health-related
quality of life has gained attention in research and clinical
trial settings (3,4).

The increasingly important role assigned by patients
and clinicians to QOLs role in medical decision making has
resulted in greater attention paid to the interpretation of
QOL scores, particularly as it relates to clinical significance
(5–7). Clinical significance relates to the clinical mean-
ingfulness of intersubject or intrasubject changes in
QOL scores. Clinical significance has been difficult to
determine, in part due to the development of a myriad of
QOL instruments over the past decade (8,9). Some of these
have had little or no psychometric validation (1,2,6,10,11)
or clinical validation (9,12). Moreover, relative to tradi-
tional clinical endpoints, like survival and systolic blood
pressure, QOL as a clinical endpoint is relatively unfami-
liar especially in regard to interpretation and relevance of
changes in QOL scores (13).

Why is clinical significance of QOL scores important? It
aids in the design of studies by helping to determine sample
size calculations. Evidence of clinical significance may be
used by regulatory agencies for drug approval, by clinicians
to decide between treatment alternatives, by patients to
make informed decisions about treatment, by the health-
care industry for formulary and reimbursement decisions,
and by healthcare policy makers to make policy decisions
regarding resource allotment. Early evidence of the clinical
implications of QOL is evident in the links between survi-
val and QOL components (e.g., patients’ fatigue levels,
social support, and group counseling) (14–17). Even a
simple, single-item measure of patient global QOL can
be related to patient survival (18). Changes in QOL scores

can also be linked to positive economic (19,20) and social
(21) outcomes.

HISTORICAL BACKGROUND

Statistical significance as measured by a P-value is influ-
enced by sample size and data variability. While statistical
significance can be considered a prerequisite for clinical
significance, only clinical significance assigns meaning to
the magnitude of effect observed in any study. Historically,
Cohen (22) was responsible for proposing one of the earliest
criteria for identifying important change, which can be
construed as clinically significant. He suggested that a
small effect size (defined later in this article) was 0.2
standard deviation units, a medium effect size was 0.5,
and a large effect size was 0.8. Although his intention was
to provide guidance for sample size calculations in the
social and behavioral science, Cohen’s benchmarks have
extended to healthcare research to decide whether or not a
change in QOL scores is important. Current research
suggests that a moderate effect size of one-half a standard
deviation unit (effect size¼ 0.5) is typically important (23).
A more recent and popular definition of clinical significance
uses an anchor-based approach based on an external stan-
dard that is interpretable and appreciably correlated to the
target QOL measure, in order to elucidate the meaning of
change on the target QOL measure.

Embedded under the rubric of clinical significance is the
minimum important difference, a lower bound on clinical
significance. One definition of a minimum important dif-
ference (MID) is ‘‘the smallest difference in score in the
domain of interest which patients perceive as beneficial
and which would mandate, in the absence of troublesome
side-effects and excessive cost, a change in the patient’s
management’’(24). Some researchers prefer to use the term
‘‘minimally detectable difference’’(25,26); other approaches
have sprouted (e.g., the empirical rule effect size, ERES,
method) (27,28).

No single solution to the challenging topic of assessing
clinical significance exists. Nevertheless, a series of pro-
posals has engendered understanding and appreciation of
the topic. Special issues in Statistics in Medicine (1999,
Vol. 18) and the Journal of Consulting and Clinical Psy-
chology (1999, Vol. 67) have been dedicated to the topic of
clinical significance of QOL and other clinical measures.
Proceedings from a meeting of an international group of
�30 QOL experts were published recently in a special issue
of the Mayo Clinic Proceedings (2002, Vol. 77) (29–35),
which provides practical guidance regarding the clinical
significance of QOL measures.

CHAPTER OUTLINE

This article draws largely from recent scientific literature,
including the Mayo Clinic Proceedings (29–35) and other
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sources (4), to provide an overview on the clinical signifi-
cance of QOL measures.

The following section on Design and Methodology covers
the different perspectives and existing methods to deter-
mine clinical significance. The next section on Examples
illustrates trials in which researchers attempted to define
the concept on specific QOL measures. Then the section on
Recent Developments highlights new methods to deter-
mine clinical significance. Finally, the section on Conclud-
ing Remarks discusses some future directions for research.

DESIGN AND METHODOLOGY

Perspectives for Determining and Interpreting Clinical
Significance

Clinical significance involves assigning meaning to study
results. The process of establishing such meaning can be
conceptualized in two steps: (1) understanding what
changes in score mean to the concerned stakeholder
(e.g., patient, clinician, clinical researcher, policy maker)
and (2) making results of clinical studies interpretable and
comprehensible to such stakeholders or decision makers
(30,36). The term clinical in relation to significance has
different meaning and implications for different stake-
holders such as patients, clinicians, and society.

From the patient’s perspective, clinical significance can
be defined as the change in QOL scores that patients
perceive as beneficial (or detrimental) and important that
prompts them to seek health care or request changes in
their treatment (33), or that induces patients to determine
that the intervention has been successful (24). From the
clinician’s perspective, it can be defined as the diagnosis of
the clinician as to the amount of change in QOL scores that
would mandate some form of clinical intervention (37).
From the societal or population perspective, clinical sig-
nificance is based on the values of the group surveyed,
where importance is defined by the outcomes that are
deemed worthy of society’s resources. Any or all of these
perspectives for defining clinical significance may be
applicable, but they may not always be in agreement (4).

An equally important issue is the different perspectives
for interpreting clinical meaningfulness of changes in
reported QOL (35). For example, a clinician may use
QOL data to explain the treatment alternatives to a patient,
while a health policy maker may describe to elected officials
the financial impact on a patient population whose QOL has
changed. Similarly, a regulatory agency and pharmaceuti-
cal company may ascertain the appropriate level of evidence
for a successful research study (35). Thus QOL results must
be framed, analyzed, and presented in a way that is mean-
ingful to the pertinent audience and its respective needs.
Only then will the concept be meaningful and gain greater
acceptance and use over time.

METHODS TO EXPLAIN THE CLINICAL SIGNIFICANCE OF
HEALTH STATUS MEASURES

Two common approaches used to establish the interpret-
ability of QOL measures are termed anchor and distribu-
tion based. The characteristics of each approach are

described below. Several examples will be given later in
the section on Examples. Interested readers are encour-
aged to read Lydick and Epstein (1993) [Lydick, 1993 #40]
Crosby et al. (4), and Guyatt et al. (30) for an expanded
discussion of the concepts presented here.

Anchor-based approaches are used to determine clini-
cally meaningful change via cross-sectional or longitudinal
methods involve comparing measures of QOL to measures
with clinical relevance (4). Cross-sectional methods include
several forms: (1) comparing groups that are different in
terms of some disease-related criterion (38,39); (2) linking
QOL to some external benchmarking criteria (40–42); (3)
eliciting preference-based ratings on a pairwise basis,
where one person’s ratings state serves as an anchor to
evaluate the other person’s ratings (43); and (4) using
normative information from dysfunctional and functional
populations (6). Longitudinal methods involve the compar-
ison of changes in QOL scores across time with the use of
(1) global ratings of change as ‘‘heuristics’’ to interpret
changes in QOL scores (5,24,38,44); (2) significant future
medical events for establishing difference thresholds (45);
and (3) comparisons of changes in HRQOL to other disease-
related measures of outcome across time (46). Anchor-
based methods are cataloged in Table 1.

Anchor-based methods require two properties (30): (1)
anchors must be interpretable, else they will hold no mean-
ing to clinicians or patients; and (2) anchors must share
appreciable correlation with the targeted QOL measure.
The biggest advantage of anchor-based approaches is the
link with a meaningful external anchor (4), akin to estab-
lishing the construct validity of the measure (49). Potential
problems, however, exist with this approach. These include
recall biases (50), low or unknown reliability and validity of
the anchor measure (51), low correlation between anchor
and actual QOL change score (52–55), and complex rela-
tionships between anchors and QOL scores (56) and the
challenge of defining a meaningful change in the anchor
itself.

Hays and Wooley (57) recommend caution in the indis-
criminate dependence and use of a single minimum impor-
tant difference (MID) measure. They also list several
problems in estimating MIDs: the estimated magnitude
could vary depending on the distributional index (57,58),
the external anchor (59), the direction of change (improve-
ment vs. decline) (60), and the baseline value (61). In
general, longitudinal methods are preferable because of
their direct link with change (4).

Distribution-based approaches for determining the
importance of change are based on the statistical charac-
teristics of the obtained sample, namely, average scores
and some measure variability in results. They are categor-
ized as (1) those that are based on statistical significance
using p-values (i.e., given no real change, the probability of
observing this change or a more extreme change), which
include the paired t-statistic (62) and growth curve analy-
sis (63); (2) those that are based on sample variation (i.e.,
those that evaluate mean change in relation to average
variation around a mean value), which include effect size
(22,64), standardized response mean (SRM) (44), and
responsiveness statistic (65); and (3) those that are
based on the measurement precision of the instrument
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(i.e., evaluate change in relation to variation in the instru-
ment as opposed to variation of the sample), which includes
the standard error of the mean (SEM) (7) and the reliable
change index (RC) (6). Distributed-based methods are cata-
logued in Table 2.

An advantage of the distribution-based methods is that
they provide a way of establishing change beyond random
variation and statistical significance. The effect size ver-
sion of the distribution-based methods is useful to interpret
differences at the group level and has benchmarks of 0.20
standard deviations units as a small effect, 0.50 as a
moderate effect, and 0.80 as a large effect (22,64,66).
The measure that seems most promising for the purpose
of establishing clinical significance at the individual
patient level are the SEM and the RC. These measures
are based on the measurement precision of the instrument
and incorporate the reliability of the instrument (e.g.,
Cronbach’s alpha or test–retest reliability), and the stan-
dard deviation of scores. In principle, SEM and RC are
sample invariant. Researchers have favored Cronbach’s
alpha over test–retest reliability to calculate reliability
for the SEM (7,30,67), because this is more conveniently
available over test–retest data.

Distribution methods are particularly helpful when
used together with meaningful anchors, which enhances
validity, and hence meaning to the QOL measure. There is
some encouragement to know that anchor-based measures
appear to coincide with distribution-based methods.
Researchers have found a correspondence between SEM

and anchor-based determinant of a minimum important
difference across difference diseases (7,23,67,68). The 1
SEM benchmark corresponds with an effect size (ES) of
�0.5. Nonetheless, note that the SEM is moderated by the
reliability of the measure, where measures with higher
reliability are ‘‘rewarded’’ by lowering the effect size (ES)
needed to achieve a minimally important difference. Thus
the 1 SEM benchmark corresponds with an ES¼ 0.5, when
reliability of the scale¼ 0.75; the correspondence shifts to 1
SEM is equivalent to an ES¼ 0.33, when reliability
increases to 0.9, which is frequently attainable in focused
assessments. A rationale for a SEM as a measure of MID is
provided by Norman et al. (23) who assert that Miller’s
theory (69) of the limits of human discernment is linked to
the threshold of 0.5 standard deviation units.

EXAMPLES

This section provides examples of studies used to deter-
mine clinical significance and presents general advice for
defining and interpreting clinical significance in clinical
studies. Table 3 includes several examples on the use of
both anchor-based methods and distribution-based meth-
ods to establish clinical significance across a wide range of
QOL measures. These examples span several disease
groups, instruments, and methods for determining clinical
significance. Readers are encouraged to review the cited
papers for further details on these studies.

QUALITY-OF-LIFE MEASURES, CLINICAL SIGNIFICANCE OF 445

Table 1. Anchor-Based Methods of Determining Changea

Type Method Examples
HRQOL evaluated

in relation to: Advantages Disadvantages

Cross-
sectional

Comparison to
disease-related
criteria

39, 47 Disease severity
or diagnosis

Can be standardized
Easy to obtain

May not reflect change
Groups may differ in other

key variables
Comparison to

nondisease-related
criteria

40, 41 Impact of life
events

Easy to obtain
Provides

external basis for
interpretation

May no reflect change
Groups may differ on

other key variables
Relationship to HRQOL

not clear
Preference rating 43 Pairwise comparisons

of health status
All health states

are compared
May not reflect change
Hypothetical, artificial
Time Consuming

Comparison to known
populations

6 Functional or
dysfunctional
populations

Uses normative
information

Normative information
not always available

Amount of change
needed not specified

Longitudinal Global ratings of
change

5, 24, 38, 44 Patients’ or clinicians’
ratings of
improvement

Easy to obtain
Best measure from

individual perspective
Can take into account

a variety of information

Does not consider
measurement precision

Unknown reliability
Influenced by specific

rating scale and anchors
Prognosis of future

events
45 Those experiencing

and not experiencing
some future event

Prospective
Provides evidence

of predictive validity

Does not consider
measurement precision

Difficult to obtain
Changes in disease

related outcome
48 Changes in clinical

outcome
Tied to objective outcome

measure
Known psychometric

properties

Does not consider
measurement precision

Assumes strong
HRQOL-outcome
correlation

aReprinted with permission from Ref. 4.



We begin with a classic paper by Jaeschke et al. (24), one
of the first papers on clinically meaningful differences
determined through the anchor-based approach. The mag-
nitude of difference considered minimally significant was
an average of 0.5 per item on a 7-point scale, which was
confirmed by Juniper et al. (5) on the asthma quality of life
questionnaire (AQLQ). A third study, by Kazis et al. (64),
examined the difference between statistical significance
and clinical significance.

Using several pain studies and the Pain Intensity
numerical rating scale (PI-NRS) scale, Farrar et al. (70)
found a reduction of 2 points or 30% on the 11-point
pain scale to be clinically significant. Using the Western
Ontario and McMaster Universities Osteoarthritis Index

(WOMAC) scale for osteoarthritis, Angst et al. (71) com-
pared estimates derived from anchor- and distribution-
based approaches; they determined sample sizes for spe-
cified changes signifying worsening and, separately,
improvement. Using the chronic heart failure question-
naire (CHQ), Wyrwich et al. (7) also compared anchor and
distribution-based approaches in determining that 1 SEM
equals the MCID of 0.5 per item determined by the anchor-
based approach. Finally, using the functional assessment
of cancer therapy–Lung (FACT-L) questionnaire, Cella
et al. (72) showed the convergence of three different com-
plementary approaches on clinical significance.

Taken from Sprangers et al. (34), Table 4 provides a
useful checklist of questions to help in interpretation of
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Table 2. Distribution-Based Methods of Determining Change a

Method Reference
HRQOL evaluated

in relation to: Calculation Advantages Disadvantages

Paired
t-statistic

62 Standard error of
the mean change

x1 � x0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
ðdi � dÞ2

nðn� 1Þ

vuut
None Increases with

sample size

Growth curve
analysis

63 Standard error
of the slope

Bffiffiffiffi
V
p Not limited to pre-test

and post-test scores
Uses all of the

available data

Increases with
sample size

Requires large
sample sizes

Assumes data
missing at random

Effect size 22, 64 Pre-test standard
deviation

x1 � x0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
ðx0 � x0Þ2

q

n� 1

Standardized units
Benchmarks for

interpretation
Independent of

sample size

Decreases with
increased baseline
variability of sample

Does not consider
variability of change

May vary widely
among samples

Standardized
response
mean

44 Standard deviation
of change

x1 � x0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
ðdi � dÞ2
n� 1

r Standardized units
Independent of

sample size
Based on variability

of change

Varies as a function of
effectiveness of
treatment

Responsiveness
statistic

65 Standard deviation
of change in a
stable group

x1 � x0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
di stable � dstable

� 	2

n� 1

s Standardized units
More conservative

than effect size
Independent

of sample size
Takes into account

spurious change due
to measurement error

Data on stable subjects
frequently not available

Standard error
of measurement

7 Standard error
measurement

x1 � x0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ðx0 � x0Þ2ð

ffiffiffiffiffiffiffiffiffiffiffi
1� r
p

Þ
ðn� 1Þ

s Relatively stable across
populations

Takes into account
the precision of
the measure

Cutoffs based on
confidence intervals

Assumes measurement
error to be constant
across the range of
possible scores

Reliable change
index

6 Standard error
of the
measurement
difference

x1 � x0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðSEMÞ2

q Relatively stable across
populations

Takes into account
precision of measure

Cutoffs based on
confidence intervals

Assumes measurement
error to be constant
across the range of
possible scores

aReprinted with permission from Ref. 4.



Table 3. Examples of Studies for Determining Clinically Significant Change

Authors and Instrument–Anchor Used Study Description Study Results Comments

Jaeschke, Singer and
Guyatt (1989) (24)

Chronic Respiratory
Questionnaire & Chronic
Health Failure Questionnaire.

QOL dimensions:
individual domains of dyspnea,

fatigue and emotion.
7 point scale
focus: change scores

Anchor:
Longitudinal within-patient

rating of change since last visit
A Very great deal worse (�7) to
A Very great deal worse (þ7)

75 patients
QOL questionnaires

completed at baseline
and at 2,6,12 &24 weeks.

Links QOL change scores
with classification on
global patient-rated
anchor.

Classification of change on AQLQ
Somewhat worse: �3 to �1;
þ3 to þ1.

Moderately or good deal
worse: �4 or �5; þ4 or þ5

A great deal worse: �6 or
�7; þ6 or þ7

Global Rating of change

None Small Moderate Large

Dyspnea 0.10 0.43 0.96 1.47
Fatigue 0.12 0.64 0.87 0.94
Emotion 0.02 0.49 0.81 0.86

Anchor-based
approach

One of the first
studies to
determine the
magnitude of
change that is
clinically
meaningful

Juniper et al (1994)(5)
Asthma Quality of Life

Questionnaire (AQLQ)
QOL Dimensions:

overall score and individual
domains of activities, symptoms,

emotional
7 point scale
focus: change scores

Anchor:
Longitudinal within-patient

rating of change since last visit
‘‘Worse’’: �1 hardly any worse

to �7 a very great deal worse
‘‘Better’’: þ1 hardly any better
to a þ7 a very great deal better

39 subjects with asthma treatment
AQLQ completed before and
after 8 week asthma treatment

Links QOL change scores with
classification on anchor.

Classification of change on AQLQ
Small: �2 or �3: þ2 or þ3
Moderate: �4 or �5; þ4 or þ5
Large: �6 or �7; þ6 or þ7

Global Rating of change

0–1 2–3 4–5 6–7

Overall QOL 0.11 0.52 1.03 2.29
Activity 0.12 0.47 0.87 1.83
Symptoms 0.20 0.49 1.13 2.21
Emotional 0.20 0.58 1.51 2.70

Anchor-based
approach

Based in part on
these results,
Glaxo-Wellcome
obtained a HqoL
promotional
claim for
salmeterol for
noctural asthma

Kazis, Anderson & Meenan
(1989) (64)

Arthritis Impact Measurement
Scale (AIMS).
64 items, of which 45 are

health status questions.
9 scales
0–10 scale, with higher scores

indicating worsehealth states.

299 patients with rheumatoid
arthritis

AIMS completed at
beginning and end of
5 year-period.

Change Score Effect Size

Scale x5�x1 SDDifference t p-value SRM

Mobility 0.07 2.80 0.43 0.6 þ0.02
Physical

Activity
0.41 2.57 2.76 0.006 þ0.17

Dexterity 0.42 3.63 2.00 0.046 þ0.12
Activities of

Daily Living
0.02 1.76 0.20 0.8 þ0.01

Household
Activities

0.05 1.61 0.54 0.6 �0.03

Anxiety 0.19 2.01 1.63 0.1 þ0.09
Depression 0.25 1.71 2.53 0.012 þ0.14
Pain 0.96 2.49 6.67 0.001 þ0.42
Social Activity 0.36 2.11 2.95 0.003 þ0.17

Combines
anchor-based and
distributional
approaches

Compares
statistical
significance
with clinical
significance

(continued)

4
4
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Farrar JT et al. (2001) (70)
Pain Intensity Numerical Rating

Scale (PI-NRS)
11-point pain scale: 0¼no pain

to 10¼ worst
baseline score¼mean of 7 diary

prior to drug
endpoint score¼mean of last

7 diary entries
focus: change scores

Anchor:
Longitudinal within-patient
Global Impression Change (PGIC)

Very much improved (1) to
Very much worse (7).

10 chronic pain studies with 2724
subjects consisting of several
placebo-controlled trials of
pregabalin and covering several
conditions (e.g., fibromylagia
and osteoarthritis).

Links clinical improvement
on PI-NRS with anchor.
Mean change among ‘much

improved’ on PGIC
Receiver operating

characteristic (ROC) curve
Favorable: much or very much

improved
Not favorable: otherwise

Clinically important difference¼Reduction of about
2 points on PI-NRS; reduction of about 30% on
PI-NRS.

ROC curve analysis:
sensitivity¼77% and specificity¼78%
area under curve¼ 78%

Consistent relationship between change in PI-NRS and
PGIC regardless of study, disease type, age, sex, study
results or treatment group.

Higher base-line scores required larger raw scores for
clinically important differences.

Anchor-based approach

Angst F. et al. (2001)
Western Ontario and McMaster

Universities Osteoarthritis Index:
(WOMAC)
QOL Dimensions:
global score and individual domains
of pain, stiffness and physical
function. emotional
10 point scale
focus: change scores for worsening
and improving patients

Anchor:
Retrospective within-patient
transition rating on health in
general related to osteoarthritic
joint 3 months ago

Much worse
Slightly worse
Equal
Slightly better
Much better

122 patients with osteoarthritis
of lower extremities
Before and after rehabilitation

(3 months)
Links MCID to sample size

for future studies
Mean effect¼mean difference

from baseline to 3 months
within each transition group
separately for global WOMAC
and each domain
MCID for improvement¼

Mean Effect (‘‘slightly better’’)�
Mean Effect (‘‘equal’’)

MCID for worsening¼
Mean Effect (‘‘slightly worse’’)�
Mean Effect (‘‘equal’’)

Effect size (ES)¼MCID/SD
(baseline)

MCID and Sample Sizes

WOMAC Worsening Improvement

(range 0 to 10) MCID ES n* MCID ES n*

Pain
(5 items)

1.10 0.49 66 0.75 0.33 142

Stiffness
(2 items)

0.51 0.19 431 0.72 0.27 216

Physical
Function
(17 items)

1.33 0.61 43 0.67 0.31 167

Global
(24 items)

1.29 0.62 42 0.67 0.32 153

�Sample size per group, assumes 80% power, 0.05 significance
level (two-tailed for two-sample t-test)

Combined anchor
and distributional
approaches

Lower values of
MCID for
improvement
(except stiffness)
than worsening;
improvement
may be subjectively
easier to notice

Larger sample sizes
needed for less
responsive sub scale
(i.e., stiffness)

Table 3. (Continued)

Authors, and Instrument/Anchor Used Study Description Study Results Comments
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Wyrwich et al.(1999) (67)
Chronic Heart Failure

Questionnaire: CHQ QOL domains
Dyspnea (patient-specific 3–5 items

affected by chest pain) scored as
one (extreme amount) to seven
(none at all)

fatigue (4 items), emotional function
(7 items) scored on a 7 point scale:

one (worst), seven (best).
baseline to follow-up

(6,12,18 mths)
change scores combined

Anchor:
Retrospective within-patient

global assessment of change
over last 4 weeks.
‘‘Worse’’: �1 hardly any worse
to �7 a very great deal worse
‘‘Better’’: þ1 hardly any better
to a þ7 a very great deal better

605 cardiac patients in an outpatient setting.
Secondary analysis of data from a RCT.
Anchor standard for MCID

comes from previous research on CHQ
of about 0.5 average per item change
for each domain

Classification of change on anchor: improved,
stable, declined.

Anchor-based method linked QOL change
scores with classification on anchor.
Classification of change on anchor

Minimal clinically important: 1 to 3/
�3 to�1

Moderate clinically important:
4 to 5/�5 to �4.

Large clinically important: 6 to 7/ �7
to �6.

1 SEM based on baseline SD and Cronbach’s alpha
1 SEM (Dyspnea)¼ 2.41 CHQ points per 5 items

equates to 0.48 average per item
1 SEM (Fatigue)¼ 2.10 CHQ points per 4 items

equates to 0.53 average per item
1 SEM (Emot. Func.)¼2.90 CHQ points per 7 items

equates to 0.41 average per item
SEM concords highly with MCID standard of
0.50 per item.weighted kappa (1.0, 0.87, 0.91 for the
3 domains)
used to assess degree of association between
1SEM and MCID.

Combines the anchor
and distributional
approaches.

1 SEM as MCID
also found in
independent study
(7) using the Chronic
Respiratory Disease
Questionnaire

Cella et al. (2002) (22)
Functional Assessment of Cancer

Therapy–Lung Questionnaire:
FACT-L.

7-item Lung Cancer Sub scale
(LCS)

its Trial Outcomes Index (TOI)
adds scores on physical well-

being
sub scale and functional well-

being
sub scale of FACT-L to LCS

scores

Randomized trial with 599 patients
advanced non-small cell lung cancer
3 chemotherapeutic regimens (no
difference in FACT-L)
measurements at baseline and week 12

Three Complementary Approaches to MCID
1) Group means based on baseline

differences in LCS and TOI scores on
following anchors:

prior 6-month weight loss (<5% vs.	5%)
performance status (normal vs. some
symptoms)
primary disease symptoms (
1 vs. <1)

2) Group means based on changes
in LCS and TOI scores over time on
following anchors:

response to treatment (complete/partial
vs. stable vs. deterioration)

time to disease progression (<median time,
>median time)

3) Distribution-based criteria
1/3 and 1/2 standard deviation change

standard of baseline scores, at week 12
scores, change scores.

one standard error of measurement (SEM)
at baseline and at week 12.
Patients classifies as ‘‘declined’’ or
‘‘improved’’ (if � or þ change
scores > 1SEM respectively) or
‘‘unchanged’’ (if change score<1 SEM)

Approximate MCID for 3 approaches converged; Cohen’s
kappa used to compare between empirically derived cate-
gories
(i.e., anchor-based) and distribution-based categories

Clinically meaningful differences:
2 to 3 points for the LCS (on 0-to-28-point scale)

7.1 points (¼2�100/28) on 0-to-100 point sale
5 to 7 points for the TOI (on 0-to-84-point scale)
6 points (¼5�100/84) on 0-to-100 point scale

Combines and
compares anchor
and distributional
approaches.

Use of multiple
clinical anchors to
validate clinically
meaningful
difference.
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Table 4. Checklist for Assessing Clinical Significance over Time in QOLa

What are the characteristics of the
population for whom changes in
QOL are reported?

What are their disease (e.g., tumor
type), treatment (e.g., duration),
socio-demographic and cultural
(e.g., age, ethnicity), and behavioral
(e.g., alcohol use) characteristics?

To what extent are the QOL data
applicable to your patients?

Is actual QOL status of individual
patients reported (e.g., by providing
confidence intervals, standard
deviations, subgroup data, individual
data plots), thus documenting the
amount of individual variation in
response to treatment?

Is the QOL questionnaire relevant,
reliable, valid, and responsive to
change?

Is the questionnaire appropriate given
the research objective and the
rationale for QOL assessment?

Is the questionnaire appropriate given
the domains included and in light of
the disease and population
characteristics?

Is the questionnaire reliable and valid?
Is this information reported in the
article?

Is the questionnaire responsive to
change?
Is this information reported in the
article?

Is the questionnaire appropriate given
practical considerations (e.g.,
regarding respondent burden and
the availability of different language
versions)?

Are patients’ baseline QOL scores close
to the extremes of the response scale?
Do the treatment groups differ in
baseline QOL?

Are the timing and frequency of
assessments adequate?

Is a baseline assessment included?
Is QOL assessed at appropriate times for
determining minimally important change
given the natural course of the disease?
Is QOL assessed long enough to determine
a clinical effect, taking disease stage into
account?
Is QOL assessed at appropriate times to
document treatment course, clinical events,
and post-treatment effects?
Are standard research design procedures
followed (e.g., avoidance of respondent
burden, collection of data prior to
treatment or consultation)?
Is the timing of the QOL assessments
similar across treatment arms?

Is the study adequately powered?
Is the sample size appropriate for

the research questions (e.g., by
providing a power calculation)?

Is a rationale and/or source for the
anticipated effect size specified?

Does the power calculation take into
account: the scale range of the
anticipated effect, the score
distribution (i.e., magnitude and
form), the number of outcome
measures, and research hypothesis
(i.e., equivalence versus difference)?

How are multiple QOL outcomes
addressed in analyses?

Is the adopted approach of handling
multiplicity explicitly described?

Which approach is taken: limiting
the QOL outcomes, use of summary
measures, adjustment of p-values,
and/or multivariate statistical
analysis and modeling?

Did the interpretation of the results
take the problem of multiple
outcomes into account?

How are multiple time-points
handled?

Are the data presented in a
meaningful and suitable way
enabling an overview of QOL
changes over time?

Do the tabular and graphical
presentations take the problems
inherent in the data into account
(e.g., presence of floor and ceiling
effects, patient attrition)?

Are the data appropriately analyzed
(e.g., are all time points included, are
missing data taken into account, are
pre-treatment co-variates included)?

Does the article provide sufficient
information on the statistical models
selected?

Can alternative explanations account
for the observed change or lack of
observed change?
Are dissimilar baseline

characteristics adequately accounted for?
Is the baseline QOL score used as a

co-variate?
Are missing data handled adequately?
Does the article indicate how missing items

within a questionnaire are handled?
Does the article report the number

of missing questionnaires at each
scheduled assessment?

Does the article report the reasons for
missing questionnaires?

Is there an association between patients’
health status and missing QOL data?

If patients with incomplete data are
excluded from the analysis (e.g., by using
complete case methods), does the article
document that these are non-ignorable
missing data?

In cases of nonignorable missing data,
are several analytical approaches
presented to address possible bias in
conclusions based on this QOL data set?

Is observed survival difference
combined with QOL in evaluating change?

If patients have died in the course of the
study, is mortality accounted for in the
evaluation of QOL?

Are summary indices (e.g., QALYs,
Q-TWiST) or imputation techniques used?

Did the patient’s QOL perspective change
over time?
Are changes in patient’s internal

standards, values, and/or the
conceptualization of QOL explicitly
measured?

Are insignificant or small changes in QOL
reported despite substantial changes in
patient’s health status (i.e., deterioration
or improvement)?

How likely is it that patients have
changed their internal standards, values,
and/or their conceptualization of QOL as
a result of adaptation to deteriorating or
improving health?

How is statistical significance
translated into meaningful change?

Does the article provide some guidance
regarding the clinical importance of the
observed change in QOL?

To what extent is the statement of
clinical importance appropriate and
empirically warranted?

aReprinted with permission from Ref. 34.



longitudinal, patient-derived QOL results presented in
clinical trials and the clinical literature. These questions
are based on the premise that detecting meaningful change
depends on the adequacy of the research design, measure-
ment quality, and data analysis.

RECENT DEVELOPMENTS

The One-Half Standard Deviation Rule

It would be desirable to simply define, at least initially,
what a clinical significant result is likely to be. Emerging
research comparing anchor- and distribution-based esti-
mates provides an evolving standard as to what to use as an
initial estimate (23). The anchor-based estimates aver-
aging 0.5 per item on a 7-point scale appear to converge
with an estimate of one-half standard deviation (SD) units.
This latter estimate is derived through distribution-based
methods, such as the effect size approach (22,64), SEM
(7,67,68), and the standardized response mean (73). Poten-
tial moderating factors that could impact these estimates
upward or downward are the method used to determine
minimum difference estimates, the reliability of the mea-
sure and whether patients were suffering from acute or
chronic conditions (23,74)

Empirical Rule Effect Size

Sloan et al. (27,28) have taken this concept one step further
in the form of the ERES by combining Cohen’s effect size
categorization (22) with the empirical rule from statistical
theory (75). The ERES is based on Tchebyschev’s theorem
and states that the distribution of any QOL tool is con-
tained within six SDs of the observed values. The ERES
entails the estimation of QOL change scores in terms of SD
estimates, expressed as units on the theoretical range of a
QOL instrument. Thus small, moderate, and large effect
sizes for comparing QOL treatment groups turn out to be 3,
8, and 13%, respectively, of the theoretical range of any
QOL tool. This simple and intuitive rule to identify the
magnitude of clinically significant changes is likely to be
easy for clinical researchers to comprehend. The rule can
facilitate the design of clinical trials in terms of sample size
calculations and interim monitoring of clinical trials. The
ERES framework for a priori establishment of effect sizes is
sample independent and thus an improvement over sam-
ple-dependent methods (5,21,76).

However, the simplicity of the ERES method gives rise
to some challenges and questions. The theoretical range of
the instrument is rarely observed in its entirety, necessi-
tating the modification of the theoretical range to more
practical limits before calculating the ERES estimate for
one SD as necessarily 16.7% (i.e., one-sixth of distribution
of observed values) of the range. Similarly, truncated dis-
tributions, where the patient population is homogeneously
ill or uniformly healthy, can be accommodated by incorpor-
ating this knowledge into the definition of the appropriate
range. These guidelines for clinical treatments can be used
in the absence of other information, but will need modifica-
tion in their application to idiosyncratic or unique clinical
settings. More research is needed to examine the general-

izability of such benchmarks across baseline patient
health, severity of illness, and disease groups.

Group Change versus Individual Change

Distinctions should be made in determining the signifi-
cance of change at the group versus the individual level.
Every individual in a group does not experience the same
change in outcomes (group level outcomes are assigned a
mean change value). There is higher variability in indi-
vidual responses than those of the group. Depending on
the distribution of individual differences, the same group
mean can have different implications for an individual
(77).

The traversing of group and individual level QOL data
entails procedures for moving from one level to the other
involving two distinctive scientific traditions: deductive
and inductive (31). A deductive approach is employed when
one addresses the extent to which group data can be used to
estimate clinical significance at the individual level. An
inductive approach is used when one evaluates the extent
to which individual change data can be brought to the
group level to define clinical significance. Related to this
is the fact that the lower end of a MID estimate may be
useful for powering studies to detect meaningful differ-
ences between groups (with ES as low as 0.2), while the
higher end of the MID estimate, especially for more sensi-
tive tools, can be used to power studies detecting change at
the individual level. Readers are advised to read Cella et al.
(31) for a more detailed account.

Quality of Life as a ‘‘Soft’’ Endpoint

The ‘‘softness’’ of QOL as an endpoint, relative to say
survival and tumor response, is cited as a particular bar-
rier to implementation and interpretation of results (13).
However, methodological and conceptual strides made in
defining and measuring QOL, and the growing familiarity
with the interpretation and potential utility of QOL data,
make those concerns increasingly outdated.

Psychometric advances have been made in QOL assess-
ment tools across disease areas (8,78–81). Funding oppor-
tunities to study QOL endpoints have allowed for study
designs that are large enough to have power to detect
meaningful differences (13). Moreover, accumulated experi-
ence with analyzing QOL endpoints have resulted in the
recognition that their statistical challenges are no different
from those of ‘‘hard’’ endpoints.

CONCLUDING REMARKS

Several suggestion on clinical significance are offered.
First, the application of multiple strategies for determining
clinical significant is recommended. Doing so would enable
better interpretability and validity of clinically significant
change, add to existing evidence of the magnitude of
change that constitutes clinical significance, and would
provide indicators of distributional parameters that create
convergence or divergence in estimation of clinical signifi-
cance. For example, Kolotkin et al. (46) found convergence
between anchor- and distribution-based methods at
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moderate level of impairment but wide disparities at mild
and severe levels of impairment.

Second, more research in needed into the effect of
psychometric properties (i.e., reliability, validity and
responsiveness of QOL instruments) have in quantifying
clinically meaningful change (4,62,82). Similarly, research
into the psychometric properties of global rating and health
transition scales used in anchor-based methods is also
needed. Global ratings tend to be single item measures
and may therefore fall short in terms of explaining complex
QOL constructs. Anchoring assessment also tends to be
positively correlated with post-treatment states but with
near-zero correlation with pretreatment states, suggesting
a recall bias (83) or response shift (84). More research is
needed to address the cognitive process used by patients to
retrospectively assess changes in health over time (30).

Third, baseline severity results in regression to the
mean (RTM), an error-based artifact describing the statis-
tical tendency of extreme scores to become less extreme at
follow-up. Failure to take this into account may lead to
false conclusions that patients with severe impairments at
baseline have shown clinical significant change, when in
fact this was just RTM. The RTM also has a greater impact
upon data when the measure is less reliable (4,85). More
research is also needed into the effect of baseline QOL
impairment on magnitude of clinically meaningful change
(4,47,48,66,86,87). Similar research is needed in terms of
the generalizability of the standardized benchmarks for
determining clinically meaningful change, especially for
distribution-based methods (4,66). Specifically, how satis-
factory are the evolving benchmarks (effect sizes of 0.2, 0.5,
and 0.8 for small, moderate, and large change, respec-
tively) across different dimensions of QOL (e.g., mental
versus physical), different disease groups (e.g., arthritis
versus cancer), respondents (e.g., patients versus clini-
cians), measures (e.g., generic versus disease specific)
patient populations (e.g., older versus younger), or patient
conditions (e.g., improving versus deteriorating)?

Finally, care must be taken in presenting results of
studies in a way that is familiar to the user of the informa-
tion. For example, translating clinical significance into a
number needed to treat (NNT) and a proportion of patients
achieving various degrees of clinical benefit relative to the
control may provide a desirable way to present study
results (30).
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INTRODUCTION

The term radiation dose planning in radiation therapy
refers to the process of designing treatment strategies
for optimally delivering a desired radiation dose to the
intended volume while minimizing the dose to healthy
tissues as much as possible, and estimating the radiation
dose throughout the irradiated volume. In pursuit of better
energy deposition characteristics, higher and higher
energy photon and electron sources have been developed
and used throughout the history of radiation therapy.
Ionizing radiation dose can be delivered externally using
electron accelerators or radioactive sources, or internally
by implanting radioactive sources in the tumor volume.
Heavy particles (e.g., protons, neutrons, and carbons) have
also been used in radiation therapy, although the high cost
of these machines have limited their widespread applica-
tion. Our discussion will be restrected to radiation dose
planning with external photon beams generated with med-
ical megavoltage electron linear accelerators (linacs),
which is by far the most widely used method of radiation
cancer treatment.

Most medical linacs are isocentrically mounted, that is,
they can rotate around a horizontal axis in 3608. Combined
with the rotation of the treatment couch, radiation can be
directed toward the patient from all possible directions.
Two pairs of collimators or jaws moving in the orthogonal
direction are usually built in the linac head to collimate the
beam into a square or rectangular shape with continuously
variable field sizes. Figure 1 shows a typical medical linac.
A treatment usually involves several beams from different
directions with different beam weights and beam-modify-
ing devices in order to deliver a uniform dose to the target
and to limit dose to surrounding normal tissues. Commonly
used beam-modifying devices include custom-made blocks,
which further collimate the radiation beam into any arbi-
trary shape, and wedge filters, which are wedge-shaped
metal absorbers placed in the path of the beam to cause a
tilt of the resulting isodose curves in the patient. To achieve
optimal results, computer-aided radiation dose planning
has played an increasing role in radiation therapy.

Many steps are involved in planning a radiation treat-
ment. One of the first steps in the process is to establish a
three-dimensional (3D) patient anatomy model based on
the patient’s image information. Toward this goal, one
needs to delineate the areas to be treated (targets) and
any dose-limiting normal structures. Developments in 3D
imaging, digital imaging processing, and multimodality
imaging have greatly aided this process. Treatment
strategies are then developed where radiation beams are
chosen for optimal target coverage without delivering exces-
sive dose to critical structures. Radiation dose throughout
the irradiated volume is calculated, and the plan evaluated.
Several trial and error efforts are usually required before a
clinically acceptable plan is generated. Most of the treat-
ment planning is now performed using computers with
dedicated software called a treatment planning system
(TPS). With the availability of fast processors and large
random access memory (RAM), voluminous patient data
depicting accurate 3D geometry and anatomy from a com-
puted tomography (CT) scanner can be manipulated in a
TPS, giving radiation oncologists and treatment planners
better visualization of the internal structures and greater
ability to tailor the treatment to the particular circum-
stances. Dose display and plan evaluation tools have made
it easier to compare different treatment plans. This article
concentrates on new developments in radiation dose
planning since the first edition of this encyclopedia (1).
The widespread clinical implementation of 3D planning
techniques (e.g., virtual simulation, image registration,
model-based dose calculation algorithms, and treatment
plan optimization) have made a major impact on the current
practice of radiation therapy. All of the new developments
are computationally intensive and require large RAM for
image processing. Their increasing role in radiation dose
planning has tied closely to the development and avail-
ability of fast computers and large RAM.

VIRTUAL SIMULATION

Virtual simulation is a process of delineating target and
normal organs and designing treatment field arrangements
and portals on a computer, based on a detailed 3D model of a
patient built from a sequence of closely spaced transverse
images from a CT scanner. Virtual simulation is now widely
used and has replaced conventional simulation for most of
the treatment planning except in some simple or emergency
cases. Conventionally, the patient simulation is done using a
simulator with the patient in the treatment position. A
conventional simulator duplicates a linac geometry, but
uses a diagnostic kilovoltage X-ray tube to enhance image
contrast. Two-dimensional (2D) projection radiographs are
taken from various gantry positions that have been chosen
for treatment. Target volume and normal structures are
drawn on the 2D simulation films and correct positioning of
the fields and shielding blocks can be obtained in relation to
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anatomical and external landmarks. These geometries are
transferred to the linac for patient treatment. In contrast to
conventional simulation, where the treatment fields are
designed on 2D radiographs while the patient stays on
the simulation table, virtual simulation relies on the 3D
CT data acquired with the patient in the treatment position
and using the same immobilization device as will be used for
treatment. The volumetric CT data represent the ‘‘virtual’’
or digital patient. Target delineation and field design are
then done off-line without the patient’s presence using
dedicated virtual simulation workstations or treatment
planning systems. Figure 2 shows a screen capture of a
commercial virtual simulation package with different
views that aid in visualizing the patient’s internal struc-
tures and in the selection of beams and beam portals for
treatment.

A typical patient CT data set has > 100 axial slices, each
of which contains 512 � 512 picture elements (pixels).
With 16 bits per pixel, a CT data set can easily run over
50 MB. Manipulating, displaying, and storing such volu-
minous data sets require enormous computer resources
and have only been made possible in the past two decades
due to the dramatic advancements in computer hardware.
Historically, the evolution of radiation therapy has been
strongly dependent on the available computer and imaging
technologies and this trend is expected to continue in the
years to come as radiation therapy proceeds into an era of
computer-controlled delivery and real time image guidance
and feedback.

An important step in virtual simulation is the gen-
eration of digitally reconstructed radiographs (DRR) for
treatment planning and verification (2). A DRR is a com-
puter-generated beam’s-eye-view image that simulates
the X-ray attenuation property and projection geometry
of a conventional simulator. It is obtained by tracing the
divergent path of X rays from the radiation source
through the 3D patient CT data set onto a plane beyond
the data set and orthogonal to the central ray. Fast ray-
tracing algorithms have been developed to calculate the
radiological path through a CT data set (3,4). Compared
with radiographs from a conventional simulator, DRRs
offer several distinct advantages. Whereas tumors and
normal anatomic structures are sometimes difficult to
visualize on a conventional radiograph because of the
overlapping effect, they can usually be discerned much
better on an axial CT image. The contours of the tumor
and normal structures drawn on the CT images can be
projected onto the DRR. This greatly helps the treatment
planner in selecting beam geometries that will irradiate
the target while avoiding critical anatomic structures.
The DRRs can be generated quickly for any angular
projection through the body, whereas using a simulator
and film requires many minutes of patient setup and film
developing for each projection. The brightness and contrast
of a DRR can be digitally manipulated to bring out certain
anatomic features. This can be used for patient setup
verification by comparing the DRR with a radiographic
image of the treatment field (portal image) obtained on the
treatment machine. Figure 3 illustrates a DRR with sev-
eral structures and the treatment field shape projected
onto it and the corresponding portal image of the same
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Figure 2. A screen capture of a commercial virtual simulation
software (AcQsim 4.9.1, Philips Medical Systems) depicting the
various tools available for treatment planning. (a) Axial view
through the isocenter of a right posterior oblique (RPO) beam.
(b) Digitally reconstructed radiograph of the RPO beam with the
beam shape (yellow) and various structures projected onto it. (c) A
3D rendering of the patient’s external contour. (d) Sagittal view
through the middle of the patient.

Figure 1. Photograph of an isocentric medical electron linear
accelerator (Elekta Precise, Elekta Inc.).



field. Such comparison verifies both the positioning of the
patient and the treatment field shape.

IMAGE REGISTRATION

Radiotherapy treatment planning has been based mostly
on CT images. Advantages of CT images include high
spatial integrity, high spatial resolution, excellent bony
structure depiction, and the ability to provide relative
electron density information used for radiation dose calcu-
lation. However, CT images do not provide good soft tissue
contrast. Moreover, CT images are anatomic in nature,
that is, they provide snapshots of the patient’s anatomy
without any functional information of various organs
or structures. Other imaging modalities, especially the
magnetic resonance imaging (MRI) and positron emission
tomography (PET), have been used increasingly in radia-
tion therapy planning in conjunction with CT images.
Magnetic resonance imaging provides better soft tissue
contrast than CT images, and is the modality of choice
when delineating treatment target of brain tumors. Posi-
tron emission tomography provides functional information
about tumor metabolism and is a useful tool in tumor
diagnosis, staging, target volume delineation and assess-
ment of therapeutic response. However, current MRI and
PET devices suffer from several drawbacks that make
them unsuitable for radiotherapy planning as the sole
modality. Imaging artifacts and geometric distortions exist
in MR images. PET has a lower resolution than CT and
contains no anatomy information of the normal structures.
Information derived from MRI or PET needs to be fused or
registered with the corresponding CT images for treatment
planning.

Three-dimensional image registration aims at finding a
geometric transformation that maps the volume elements
(voxels) of one tomographic data set onto another tomo-
graphic data set of the same or different modality. Since
different scans are done at different times and possibly
with different patient immobilization devices, image regis-
tration is difficult to perform manually, and sophisticated
computer algorithms have been developed for various
registration applications (5). Some algorithms make use
of common geometric features, such as points, lines, or

surfaces identified on both image sets to determine the
transformation. These features can be extracted either
manually or automatically, and the accuracy in the iden-
tification of the common features directly affects the regis-
tration accuracy. Other image registration algorithms are
based on information contained in the whole image sets
(e.g., the image intensity values) and seek to maximize the
amount of shared information in the two data sets. Image
registration between images of different modalities based
on shared information methods is especially challenging as
different image modalities involve entirely different phy-
sical processes, and therefore voxels of the same tissues can
appear very differently on different images. For example,
high voxel intensity areas on a CT image (e.g., the bone)
may correspond to dark areas on a MRI image. Figure 4
shows an axial CT image of a brain with the registered MR
image. The registered secondary image (MR image in this
case) is interpolated and resampled to give the axial view at
the same axial position as the primary CT image. Contours
of the tumor and normal structures drawn on one image
are transferred and displayed automatically onto the other
image.

Various degrees of simplification have been assumed in
the medical image registration. The simplest and widely
used registration assumes that the transformation is rigid
body, where only image translation and rotation is allowed
with six degrees of freedom. Rigid body transformation
preserves all distances in an image. The most important
and successful application of rigid body registration is in
the head, and particularly the brain. Image registration
between MRI and CT has been the standard practice for the
treatment planning of brain tumors in most cancer centers
in the United States. In more general situations, where
other parts of the body are involved and images are
acquired under different conditions or using different mod-
alities with the patient in different positions, more degrees
of freedom are often needed. The simplest of the nonrigid
body transformations, the affine transformation, intro-
duces an additional six degrees of freedom with anisotropic
scaling and skews. An affine transformation preserves
collinearity (i.e., all points lying on a line initially still
lie on a line after the transformation), parallelism (parallel
lines stay parallel after the transformation), and ratios of
distances in an image, but not necessarily angles or dis-
tances. Image registration with more degrees of freedom
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Figure 3. Comparison of a digitally reconstructed radiograph
(a) and the corresponding portal film (b). The beam shape (yellow)
was projected onto the DRR for treatment verification.

Figure 4. Registered MR (a) and CT (b) images of a brain tumor.
The tumor (red contour) is readily seen on the MR image.



than the affine transformation is an active area of
research and its application in radiation therapy has so
far been limited (6–8). This most general type of image
registration technique is refereed to as deformable image
registration. Commonly used deformable models can be
categorized into two categories: free form B-spline and
biomechanical finite element methods. Clinically, the
need for a robust deformable registration technique is
ever increasing because of the recent development in
image-guided radiation therapy and much research is
being carried out in this area. In four-dimensional (4D)
radiation therapy of breast cancer, for example, where
time-resolved CT images were used to monitor anatomic
changes due to breathing, reconstruction of dose to different
organs relied on the registration between the voxels at
different phases of the breathing cycle (9). However, a
detailed discussion of the subject is clearly beyond the
scope of this article and the readers are referred to the
references cited above.

The drive for more accurate registration between PET
and CT images has led to the development of PET–CT, a
new imaging technology that combines high quality PET
and CT scanners in a single device (10,11). With PET–CT,
patients undergo CT and PET scans sequentially under the
same immobilization with a table translation, therefore
providing simultaneous anatomic and metabolic informa-
tion under almost identical conditions. Image registration
becomes a simple process of correcting for the known table
translation. An added advantage of PET–CT over PET only
is the faster scan time, where the CT scans, which only take
a few minutes, are used for attenuation correction. With
PET only, the attenuation correction is obtained from a
transmission scan, which takes on the order of 30 min.
Although incorporating functional imaging in radiother-
apy treatment planning is relatively new, the interest is
increasing steadily and many studies have shown that new
functional information would change patient management
decisions in many disease sites (12–14).

RADIATION DOSE CALCULATION

Dose calculation plays a pivotal role in radiation therapy
treatment planning. To achieve the expected therapeutic
results, radiation dose distribution throughout the irra-
diated volume should be known to a desired degree of
accuracy. Generally speaking, there are two major types
of dose calculation algorithms: correction and model based.
Correction-based methods compute the dose distributions
in patients by correcting the dose distributions of similar
geometries in a homogeneous water phantom for the beam
modifiers, patient contours, tissue heterogeneities, and
volume scattering effect. There are several algorithms
for heterogeneity corrections. Two simple one-dimensional
(1D) methods are the ratio of TPR, in which only densities
along primary photon path are considered, and the power-
law (or Batho) method, which takes the depth of the
heterogeneity with respect to the depth of the point of
measurement into account. Sontag and Cunningham
(15) implemented the first algorithm, often referred to as
the equivalent tissue/air ratio method, to estimate scatter

dose in three dimensions and took advantage of the
detailed anatomical information derived from CT images.
Wong and Purdy (16) examined eight methods of photon
inhomogeneity correction for their photon transport
approximations and improved correction-based algorithms
by introducing more realistic transport models into the
calculations. The volume scattering effects (scatter dose as
a function of field size and shape) are often computed by
using the equivalent square field method and/or Clarkson
integration (17). Some pencil beam methods, like the finite-
size pencil beam algorithm (18), are also classified as the
correction-based methods. Model-based algorithms simu-
late the treatment situation from first principle and
can directly calculate the dose distributions in a patient
for a given beam energy, geometry, beam modifiers, patient
contour, and tissue heterogeneities. The kernel-based
convolution–superposition and Monte Carlo method are
representatives of the kind. These commonly used algo-
rithms are briefly summarized below.

Correction-Based Methods

Calculation of radiation dose is conventionally done by
interpolating from measured data in a water phantom
and correcting for any nonstandard situations. To serve
this purpose, large amounts of beam data need to be
collected that would allow for data interpolation with
reasonable degree of accuracy. Measurement is usually
done with a computer-controlled automatic scanning
system. Dose as a function of depth along the central axis
of the beam and off-axis distance along the transverse
directions is measured for a large number of field sizes
at a fixed source-to-water surface distance (SSD). These
measurements need to be repeated for both open and
wedged fields. Dose as a function of depth along the central
axis, when normalized to a given depth (usually the depth
of maximum dose for a reference field size), is called the
percentage depth dose (PDD) and was an important quantity
in the early days of radiation therapy when most of the
treatment setups were at a fixed SSD. Figure 5a illustrates
the definition of PDD and can be measured readily with a
scanning system. Modern radiotherapy with isocentric-
mounted gantries typically uses fixed SAD setups. As
the gantry rotates around the patient with the isocenter
near the center of the tumor, the SSD (and the tumor
depth) changes. The quantity most useful for dose calcula-
tion in these cases is the tissue/phantom ratio (TPR), which
is defined as the ratio of dose on the central axis at depth d
in a phantom to dose at the same point and field size at a
reference depth dref and is shown in Fig. 5b and c. When the
depth of dose maximum is chosen as dref, TPR is sometimes
called the tissue-maximum ratio (TMR). Whereas PDD for
the same field size varies significantly with SSD, TPR is
essentially independent of SSD. Therefore, a single TPR
table can be used for all SSDs. Dose calculations based on
TPR or other TPR derivatives have been discussed exten-
sively (1), especially in the textbooks of Johns and Cun-
ningham (19) and Khan (20).

The limitations of correction-based methods are numer-
ous. Patient geometry and internal structures can deviate
significantly from a flat and homogeneous water phantom.
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Although corrections can be made to account for the devia-
tion, they are approximate and do not fully take into
account the effect of secondary electron transport. This
effect arises because secondary electrons ejected by mega-
voltage photons deposit a significant fraction of their
energy far away from their point of origin. In regions where
there is an imbalance between secondary electrons coming
in and going out, such as near the interface between tissue–
bone or tissue–air or in the beam penumbra, a condition
known as charged particle disequilibrium exists. Correction-
based methods are likely to produce erroneous results in
these regions. Nowadays, correction-based dose calculation
algorithms have mostly been replaced by model-based
methods in commercial TPSs, where data measured in a
water phantom under standard conditions are used to fit a
few machine-specific model parameters, which in turn are
used to calculate dose under the existing patient geometry.
These include the convolution–superposition method and
the Monte Carlo method. Nevertheless, correction-based
methods are intuitive and have often been used as a quality
assurance procedure to double-check the results of com-
puter-generated treatment plans at one or a few calcula-
tion points for both conventional and intensity-modulated
radiation therapy (21,22).

Convolution–Superposition Method

In the convolution–superposition techniques (23–27), the
dose deposition is viewed as a superposition of appropri-
ately weighted kernels of point irradiations and the
superposition can be efficiently evaluated by means of
convolution if the kernels are considered as spatially invar-
iant. The kernels, representing the energy transport and
dose deposition of secondary particles stemming from a
point irradiation, can be calculated by Monte Carlo simu-
lation (28). The Monte Carlo method computes dose dis-
tributions by simulating particle transport in a patient
and will be described in the next section. Model-based

algorithms are capable of accounting for electronic dise-
quilibrium, and therefore are more accurate in dealing
with tissue inhomogeneity and calculating dose in the
electronic disequilibrium regions.

A thorough review of dose calculations in radiation
therapy has been given by Ahnesjo and Aspradakis (27).
There are a few different convolution–superposition meth-
ods, which can be divided into point kernel models and
pencil kernel models. Mathematically, the dose at a spatial
point, D(r), comprises contributions from the shower of
secondary particles resulting from primary interaction
sites at r0. Assuming that the direction of all incident
particles is parallel to the central axis throughout the
beam, the total dose deposited by a monoenergetic beam
irradiating a homogeneous medium can be expressed as a
convolution operation:

DðrÞ ¼
Z

Tðr0ÞAðr� r0Þdr0

where A(r � r0) is the dose spread kernel that describes the
mean fraction of energy deposited per unit volume at r per
photon interaction at r0, and T(r0) is the total energy
released by primary X-ray interactions per unit mass, or
TERMA. The above formula forms the basis for point
kernel-based modes. Although the formulation of the point
kernel model is simple and appealing, the demand on
computer time is enormous due to the need for modeling
various second-order beam characteristics. As emphasized
by Ahnesjo and Aspradakis (27), there are three major
issues that must be addressed for accurate dose calcula-
tion: broad primary beam spectral, beam divergence, and
tissue density inhomogeneity. After all these factors are
considered, the convolution–superposition dose calculation
becomes a computationally intensive task. Therefore, their
clinical implementation is tied closely to the availability of
fast computers. The use of fast transform convolution
techniques, such as the fast Fourier transform (FFT)
method, to carry out the discrete convolution greatly facil-
itate the calculation process. Another widely accepted
approach is the so-called collapsed cone convolution (26)
based on an angular discretization of the kernel.

The pencil beam method is essentially a hybrid algo-
rithm that fully accounts for beam modulations and field
shapes, but relies on broad beam scaling/correction meth-
ods to handle heterogeneities and patient contour changes
(18,27). The poly-energetic pencil beams are generally
compiled from a linear combination of monoenergetic
pencil beams within the constraints of a spectrum model
to reproduce a set of depth-doses. The pencil beam kernels
can also be determined by direct Monte Carlo calculation,
or derived experimentally based on scatter factor differ-
entiation.

Monte Carlo Method

Monte Carlo is a statistical simulation method that simu-
lates the tracks of individual particles and all subsequently
generated particles as they traverse the medium (28–30).
The method takes into account all the relevant interactions
and physical processes that take place in the medium. For
each particle, the probability and types of interaction at a

RADIATION DOSE PLANNING, COMPUTER-AIDED 459

d max

P

Q

d

SSD SSD

d ref

r

R

d

S

(a) (b) (c)

Figure 5. Schematic diagram illustrating the definition of the
PDD and the phantom ratio (TPR). The PDD at a depth d is defined
as the dose at the point, D(Q), to the dose at point P, at the same
SSD. It depends both on the SSD and the field size r. The TPR at
depth d is defined as the ratio of dose at point S to dose at point R,
at the same source-to-axis distance (SAD).



point, its path length, and its direction are sampled from
probability distributions governing the individual physical
processes using machine-generated pseudo-random num-
bers. These particles and all the daughter products are
followed until they either are fully absorbed or escape from
the region of interest. Dose distribution and other macro-
scopic quantities can be calculated by simulating a large
number of particle histories. Provided that the physical
models used in the simulation are accurate, Monte Carlo
simulation can accuratelypredict radiation dose distribution
as it simulates particle transport and energy deposition
from first principles. In particular, Monte Carlo simulation
can calculate dose in regions of charged particle disequili-
brium more accurately than any other existing dose calcu-
lation algorithms. For a detailed discussion on the Monte
Carlo method in radiotherapy dose calculation, see the
chapter on ‘‘Radiation therapy treatment planning, Monte
Carlo calculations’’.

An intrinsic limitation of the Monte Carlo method is that
the results contain statistical noise. The statistical error of
Monte Carlo calculation is proportional to 1=

ffiffiffiffi
N
p

, where N
is the number of simulated particle histories. To obtain
dose distributions with acceptably small statistical uncer-
tainty, a large number of particle histories need to be
simulated, which makes the Monte Carlo method compu-
tationally intensive. The prohibitively long computation
time has been the main obstacle for its routine clinical
application. However, the computer speed has been
increasing exponentially (Moore’s law) since the initial
application of the Monte Carlo method in medical physics
in the 1970s and this trend is expected to continue. With
the rapid increase in computer speed and the develop-
ment of innovative variance reduction techniques (31),
Monte Carlo simulation is fast becoming the next gen-
eration dose calculation engine for radiation treatment
planning of photon and electron beams. The first com-
mercial TPS that employs Monte Carlo dose calculation
engine has already been released (PEREGRINE, North
American Scientific) with dose calculation time on the
order of minutes on two 2.4 GHz Pentium Xeon processors
with a grid size of 0.5 � 0.5 � 0.5 cm3. The clinical impact
of using Monte Carlo dose calculations is a subject of
considerable interest and needs to be evaluated carefully
(32).

TREATMENT PLAN OPTIMIZATION

Many treatment-planning parameters affect the quality of
a treatment plan. In conventional 3D conformal radiother-
apy (3DCRT), the treatment parameters that are at the
treatment planner’s disposal include the beam modality
and energy, number of beams, beam and treatment couch
angles, wedge angles and orientations, radiation-defining
blocks, and the weights of each beam. Since the number of
beams used in 3DCRT is usually small (3�5), clinically
satisfactory plans can be produced manually in a trial-and-
error fashion. Disease- and site-specific treatment techni-
ques developed over the decades help to reduce the number
of adjustable parameters significantly. With the develop-
ment and clinical implementation of intensity-modulated

radiation therapy (IMRT), where the fluence of each
radiation beam can be modulated arbitrarily in order to
achieve a highly conformal radiation dose distribution,
manual planning is not practical, and computer optimiza-
tion algorithms have to be used to design complicated
beam fluences (33). Figure 6 shows the fluence maps of a
seven-beam IMRT plan from a commercial inverse plan-
ning system used for the treatment of a head and neck
tumor. Each beam is divided into a grid of 1 � 1 cm
beamlets, and each beamlet can take a fixed number of
fluence levels. Such fluence modulation can be achieved
with a computer-controlled multileaf collimator (MLC).
The treatment planning process where the desired goals
(the output) (e.g., the desired dose distribution and dose
and/or dose–volume constraints, are specified first, and
computer optimization is used to determine the needed
beam fluences (the input) is sometimes termed inverse
planning.

As with any mathematical optimization problems,
inverse planning starts with the construction of an objec-
tive function. The objective function, with its value the sole
measure of the quality of a plan, guides the optimization
algorithm. Additional constraints can also be imposed
which limit the solution space. The compromise between
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Figure 6. Fluence patterns of a seven-beam IMRT treatment plan
of a head-and-neck case from a commercial inverse planning
system (CORVUS 5.0, North American Scientific).



delivering a high dose to the target while limiting the dose
to critical structures is implicitly built into the objective
function. One of the simplest forms of the objective function
that has been used often is the weighted least-squares
function, which can be expressed as

Fobj ¼
1

N

XN

n¼1

rs½dðnÞ � d0ðnÞ
2

where d0(n) and d(n) are the prescribed and calculated
dose distributions, respectively, n is the voxel index, N
is the total number of voxels, and rs is the relative
importance factor of structure s, which controls the
tradeoffs between different structures. The calculated
dose to voxel n can be obtained from the weighted sum
of all the beamlets as

dðnÞ ¼
XI

i¼1

XJðiÞ

j¼1

wi jDi jðnÞ

where I is the total number of beams, J(i) is the total
number of beamlets of the ith beam, Dij(n) is the relative
dose contribution from the jth beamlet of the ith beam to
voxel n, and wij is the weight of the beamlet (i, j). The
parameter Dij(n) can be precalculated, so minimization of
Fobj with respect to wij produces an optimal plan in the
least-squares sense. The choice of the size of the dose
calculation grid is an important consideration in IMRT
plan optimization. While larger grid sizes reduce the
model size and can speed up the computation consider-
ably, too large a grid size will introduce aliasing arti-
facts. An information theory-based Fourier analysis of a
1 � 1 cm 6 MV photon beamlet from a medical linac pre-
dicted that an isotropic dose grid with < 2.5 mm spacing is
sufficient to prevent dose errors larger than a percent
(34). The tradeoffs between target coverage and critical
structure sparing, which is controlled by the weighting
factors rs, are usually not known a priori, and iterative
adjustments are required to tailor the treatment plan
to each particular circumstance. Algorithms aiming to
automate the selection of the weighting factors have been
proposed, which promises to significantly reduce the
labor-intensive effort of the trial-and-error determination
of the factors. In addition, the concept of intravoxel
tradeoff has been introduced and an effective approach
to model the tradeoff based on voxel specific weighting
factors has been proposed (35,36). To obtain an adequate
set of local weighting factors with a manageable amount
of computing time, algorithms based on a priori dosi-
metric capability information and a posteriori adaptive
algorithms were developed. With the introduction of
intravoxel tradeoff, the IMRT dose distribution has been
remarkably improved in comparison with the conven-
tional plan obtained with structurally uniform weighting
factors.

Clinical implementations of IMRT are dominated by
dose- and/or dose–volume-based objective functions. Other
forms of objective functions, particularly those employing
biological indexes, such as the tumor control probability
(TCP), normal tissue complication probability (NTCP), and
equivalent uniform dose (EUD) (37,38), have also been

applied to IMRT plan optimization. The use of biological
indexes is especially appealing, as these are the ultimate
measures of treatment outcomes. However, there is a lack
of clinical and biological data to support these models,
and their clinical use at present is not warranted. For
example, current TCP models do not contain spatial
information, and a cold spot would have the same adverse
effect on the TCP irrespective of its location. In reality, the
treatment outcome very much depends on the location
of the cold spot, that is, whether it is in the periphery
or in the middle of the target. Moreover, the TCP-,
NTCP-, and EUD-based biological models as they are
currently implemented are equivalent to voxel dose-based
physical models in a multicriteria framework (39). It is
expected that as radiation biology research leads to
more robust models, biological based models will become
more widely adopted in radiation therapy treatment plan
optimization.

A practical approach to bridge the gap between biolo-
gically insensible physics-based formalism and a clini-
cally impractical biology-based model is to establish a
clinical outcome driven objective function by seamlessly
incorporating a clinical endpoint to guide the treatment
plan optimization process. Indeed, currently available
dose-based objective functions do not truly reflect the
nonlinear relationship between the dose and the response
of tumors and tissues. On the other hand, biologically
based inverse planning involves the use of a number of
model parameters whose values are not accurately known
and entails a prescription in terms of biological indexes.
Recently, Yang and Xing proposed an effective method for
formalizing the existing clinical knowledge and integrat-
ing clinical endpoint data into inverse planning (40). In
their approach, the dose–volume status of a structure was
characterized by using the effective volume in the voxel
domain. A new objective function was constructed with
incorporation of the volumetric information of the system
so that the figure of merit of a given IMRT plan depends
not only on the dose deviation from the desired dose
distribution, but also the dose–volume status of the
involved organs. The incorporation of clinical knowledge
allows us to obtain better IMRT plans that would other-
wise be unattainable.

The considerable interest in developing faster and more
robust IMRT optimization algorithms has led to research
collaboration between the radiation oncology community
and the operations research (OR) community (41). The OR
community has long investigated various optimization
technologies and has the expertise in addressing large
scale, complex optimization problems [see, e.g., the excel-
lent textbooks of Winston (42) and Chong and Zak (43)].
Such collaboration is expected to enhance the IMRT model
and algorithm development tremendously due to the large
sizes of the problems in IMRT optimization combined with
the clinical need to quickly solve each optimization for
interactive plan review. For example, to avoid the non-
convex nature of conventional dose–volume constraints
(44), Romeijn et al. introduced novel, convex dose–volume
constraints that allowed them to formulate the IMRT
fluence map optimization as a linear programming (LP)
model (45). Using an industrial LP solver (CPLEX 8, ILOG
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Inc.), a seven-field head-and-neck case with �190,000 con-
straints, �221,000 variables, and �1,100,000 nonzero ele-
ments in the constraint matrix has been solved to global
optimality in � 2 min of computation time on a 2.5 GHz
Pentium 4 personal computer with 1 GB of RAM. While
fluence map optimization has been studied extensively
and clinically implemented, other challenging problems,
such as finding the optimal number of beams and their
angles, and fluence map optimization in the presence of
organ motion, have not been solved satisfactorily. The
problem of beam angle optimization has an enormous
search space (46). The goodness of a chosen set of beam
angles is not known until the fluence map optimization is
performed. Current computer technology is not fast enough
to solve such a nested optimization problem for routine
clinical use. It is hoped that the collaboration with the OR
community would help to develop novel and efficient
algorithms in radiotherapy plan optimization.

DOSE DISPLAY AND PLAN EVALUATION

Treatment plans are evaluated based on the dose coverage
and dose uniformity of the target, dose- to-sensitive normal
structures, and magnitudes and locations of any hot and
cold spots. This is best served by displaying the dose as
isodose lines and superimposing them on the correspond-
ing 2D image. Images can be displayed in the axial, sagit-
tal, or coronal planes with the targets and normal
structures delineated and dose distribution can be evalu-
ated by going through the entire irradiated volume slice by
slice. Figure 7 shows the isodose distribution of a head-and-
neck IMRT plan in the three orthogonal planes overlaid on
the corresponding CT images. Other graphic visualization
tools, such as displaying the isodose in 3D as an iso-surface
(47), have also been developed.

For quantitative plan evaluation, dose statistics can be
calculated from the 3D dose distribution. Mean, maximum
and minimum doses to the targets and mean and maximum
doses to the critical structures can aid in plan selection.
Dose uniformity throughout the target volume can be
assessed from the standard deviations of the target dose

distribution. A conformity index, defined as the quotient of
the treated volume and the planning target volume (PTV)
when the treated volume totally encompasses the PTV, has
been introduced (48) to quantitatively evaluate the amount
of normal tissue treated. Biological model-based TCP and
NTCP are now available on some commercial TPS. How-
ever, the large uncertainty in the biological models
combined with the lack of clinical experience limit their
application in current clinical practice.

A very useful tool in 3D plan evaluation is the calcula-
tion of cumulative dose–volume histograms (DVHs) (49).
The DVHs summarize 3D dose-distribution data into 2D
histograms and are helpful in rapid screening of rival
plans. An example of the DVHs of various structures of
a head-and-neck IMRT plan is shown in Fig. 8. The DVH of
a structure is calculated as

%VðDÞ ¼ d�D

V0

P
vðdÞ

where v(d) is the volume of a voxel in the structure receiv-
ing dose d and V0 is the total volume of the structure.
Therefore, each point %V(D) on a DVH curve represents
the percent volume of the structure receiving doses � D.
From the DVH, dose coverage and dose uniformity of the
target(s) can easily be appreciated. The relevant dosimetric
parameter to some critical structures that display serial
nature such as the spinal cord and the brain stem is the
maximum dose (48) and it can be read directly from
the DVH. The functionality of many normal structures
displays a dose–volume effect (50). For example, in trying
to preserve salivary function for head-and-neck patients
using IMRT, planning criteria of at least 50% volume of
either parotid gland receiving doses < 30 Gy have been
established (51,52). The development of � Grade 2 pneu-
monitis in patients after radiation treatment for non-small
cell lung cancer was found to be significantly correlated
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Figure 7. Overlay of isodose lines on an axial, coronal, and
sagittal planes of a head-and-neck cancer. The IMRT plan was
generated using a commercial inverse treatment planning system
(CORVUS 5.0, North American Scientific). The isodose lines are,
from inside out, at dose levels of 76, 72, 49.5, 40, 30, 20, and 10 Gy.
The gross tumor volume (red) and the subclinical target volume
(yellow) are shown as color washes to help evaluate the quality of
the plan.
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Figure 8. Cumulative DVH of different structures of a head-and-
neck IMRT treatment plan. The prescribed doses to the targets are
72 Gy for the gross tumor volume (labeled ‘‘PTV 54 þ 18’’) and
49.5 Gy for the subclinical target volume (labeled ‘‘PTV 49.5’’).
Also shown are the DVHs of the left and right parotids, the left and
right submandibular glands (SMGs), and the spinal cord.



with the percent volume of the total lung exceeding 20 Gy
(53). These dose–volume relations can be obtained directly
from the DVH. Dose–volume histograms from two or more
competing plans can also be overlaid on top of each other to
facilitate plan comparison. The increasing use of DVHs
in routine clinical treatment planning over the past
decade is a direct result of increased computer power
and fast and more accurate dose calculation algorithms
which make dose calculation in the entire irradiated
volume possible.

The DVH should be used with caution. Since a DVH is a
2D histogram of a 3D dose distribution, it does not provide
any spatial information. For example, Fig. 8 indicates that
� 2% of the volume of the target labeled ‘‘PTV 49.5’’ did not
receive the prescribed dose of 49.5 Gy. However, the loca-
tions of the underdosed volume is unknown. While under-
dosed areas near the periphery of the PTV may be
acceptable, they are clearly unacceptable in the middle
of the PTV where the gross tumor volume is located. Thus,
DVHs must replace isodose distributions. Rather, it is a
tool to enhance our ability to choose between different
plans. This is especially true when evaluating IMRT plans,
as the dose distributions of IMRT plans are spatially
independent (54,55). A good DVH is therefore a necessary
but not sufficient condition for a clinically acceptable
treatment plan.

SUMMARY

In the first edition of this Encyclopedia > 17 years ago (1),
Dr. Radhe Mohan envisioned that rapid developments in
computer technology would make CT-based 3D treatment
planning, including visualization of the anatomic struc-
tures and target region in 3D, fast and accurate radiation
dose calculation in the entire irradiated volume, and
sophisticated graphic and analytic tools for treatment
plan display and evaluation, clinically routine. Radiation
therapy has certainly gone through a series of revolution-
ary changes over the past 17 years. Three-dimensional
treatment planning is now a standard practice and has
mostly replaced 2D treatment planning. Monte Carlo dose
calculation, which used to be considered as a luxury
research tool, is now being incorporated into treatment
planning systems. The fast development and widespread
clinical implementation of IMRT over the past decade
have provided the radiation oncology discipline a powerful
tool to deliver highly conformal doses to the tumor volume
while improving sensitive structure sparing. We are
just entering an era of image-guided radiation therapy
with exciting new developments. Recently, these have
spurred efforts toward implementation of time-resolved
or 4D imaging techniques, such as 4D CT (56–58) and 4D
PET (59), into radiation oncology treatment planning and
delivery. Currently, 4D imaging information is mainly
being used as a tool for better definition of patient specific
margins in the treatment of tumors in the thorax and
upper abdomen. The ultimate goal is to establish a new
scheme of 4D radiation therapy, where the 4D patient
model is used to guide 4D planning and treatment. While
there is still a long way to go toward this goal, much

progress has been made, especially in the area of 4D
inverse planning. Another important area that is under
intense investigation is biologically conformal radiation
therapy (BCRT) (60–62). Different from the current radia-
tion therapy, which is aimed at producing a homogeneous
target dose under the assumption of uniform biology
within the target volume, BCRT takes the inhomogeneous
biological information into account and produces custo-
mized non-uniform dose distributions on a patient specific
basis. There are a number of challenges to accomplish the
new radiation treatment paradigm, such as the deter-
mination of the distribution of biological properties of
the tumor and critical structures, the prescription of
the desired dose distribution for inverse planning, and
the technique for inverse planning to generate most faith-
fully the prescribed nonuniform dose distribution. The
most fundamental issue is, perhaps, how to extract the
fundamental biological distribution for a given patient
with biological imaging techniques and how to link the
imaging information to the radiation dose distribution to
maximize tumor cell killing. Hopefully, with the multi-
disciplinary efforts, the issues related to molecular ima-
ging, image quantitation, planning, and clinical decision
making would be resolved in the next decade. This will lead
to truly individualized radiation therapy, and eventually
individualized medicine when combined with the efforts in
molecular medicine.
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INTRODUCTION

Cancer is a disease that touches everyone, either directly or
through a close friend or relative, and radiotherapy is one
of the primary modalities for treating cancer. The intent
may be a full cure or to relieve pain associated with the
cancer and it is either used alone or in conjunction with
other techniques, such as surgery or chemotherapy. The
aim of radiotherapy is to use ionizing radiation (usually
either high energy photons or electrons) to destroy the
tumor while at the same time sparing healthy tissues.
In the delivery of such treatments the quantity of interest
is the absorbed dose (defined as the energy deposited per
unit mass) as it can be used to estimate the biological effect
of the radiation (i.e., cell killing). Too high a dose will kill all
the cancerous cells, but will produce significant side effects
due to damage to other organs. Too low a dose will leave
some malignant cells alive, which can develop into a new
tumor. One of the primary concerns in radiotherapy is
therefore delivering the correct dose to destroy the tumor
with the minimum of side effects and a fine line exists
between under and over dosing. The allowable error in the
delivered dose depends on many factors, such as the type
and location of the tumor, but for some cancers can be as
little as 3–4%.

The output of the machines that produce the radiation
for radiotherapy (linear accelerators, X-ray tubes, radio-
active sources) must be known to a very high accuracy and
a great deal of dosimetry work is carried out in the radio-

therapy clinic to monitor dose delivery. For example, before
the linear accelerator (linac) can be used for patient treat-
ment, daily checks are carried out to ensure consistency of
output. In vivo dosimetry may be used to verify the patient
dose and detailed measurements are made during weekly
and monthly quality assurance sessions checking all
aspects of treatment delivery. Audits are used to check
that procedures are being followed correctly and to ensure
national consistency.

Over recent years the number of treatment modalities
has increased significantly as well as the complexities of
treatment. The oncologist today can choose from an array
of techniques including low energy X-ray tubes (usually
used for superficial tumors); low doserate or high doserate
brachytherapy, where different radioactive species are
inserted or implanted in the body; external beam therapy
using a linac (producing either photon or electron beams);
protons and heavy ions; and neutrons.

The treatment can be simple, such as a single square
field from a 60Co unit, or complex, such as Image Guided
Radiotherapy (IGRT) using a modern linac, where the
patient is imaged immediately prior to treatment, the
tumor volume verified and the dose delivered with a large
number of shaped fields.

To cover all possible radiotherapy techniques is beyond
the scope of this article, and therefore we will focus on
external beam therapy using photon and electron beams,
as this is most common and where dosimetry is most
advanced. The aim is to give a basic grounding in radiation
dosimetry for oncology together with a review of dosimetry
techniques and an up-to-date bibliography where the
reader can obtain further detail.

RADIATION MEASUREMENT AND QUANTITIES

In radiation oncology, we are interested in the relation-
ship between biological damage to cells and the radiation
producing the damage. Various attempts have been made
to define biological dosimeters [e.g., deoxyribonucleic acid
(DNA) strand breaks, chromosome aberrations], but none
have resulted in a quantity that is reproducible and can
be transferred from one situation to another: a primary
requirement for a measurement quantity. Therefore
physical quantities are used as a basis for estimating
biological effects.

Fluence

The particle fluence, F, is defined (1) as dN/da: the number
of particles dN, incident on a sphere of cross-sectional area
da. The use of a sphere expresses the fact one considers the
area perpendicular to the direction of each particle. The
energy fluence C (defined as the energy incident on a
sphere of unit area) is generally of more interest for
photons as it is more closely related to the dose deposited
(see below).

Interaction Coefficients

The stopping power S of a material is defined as the energy
lost by the charged particle (electron or positron) dE, along
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an increment of path dl. Ignoring energy losses due to
nuclear reactions, stopping power has two principal com-
ponents, namely, that due to collisions and that due to
radiative losses. The collision component includes all
energy losses in particle collisions that directly produce
secondary electrons and atomic excitations. It also includes
energy losses due to the production of Cerenkov radiation.
The radiative component includes all energy losses of the
primary electron that lead to bremsstrahlung production.
The collisions of the primary electrons can produce high
energy secondary electrons (d-rays) that then become
involved in independent interactions. The concept of
restricted mass collisional stopping power L is therefore
introduced to calculate the energy transferred to a loca-
lized region of interest. This region of interest is defined
by a threshold (often denoted as D) for the energy trans-
ferred to the secondary (charged) delta particles. Highly
energetic secondary particles with energy above this
threshold escape the region of interest and do not con-
tribute to the local absorbed dose and it is assumed that
electrons with energy below D have negligible range. The
restricted stopping power (LD) is therefore always lower
than the unrestricted stopping power and the choice of
the energy threshold depends on the problem at hand.
For problems involving ionization chambers, a frequently
used threshold value is 10 keV since the range of a 10 keV
electron in air is approximately 2 mm (the typical dimen-
sion of the air cavity of an ionization chamber). The
parameter LD is also known as the linear energy transfer
(LET).

In practice, mass stopping powers (S/r, L/r) are
generally used so that it is easier to compare the properties
of materials with very different densities (e.g., air and
water). A complementary quantity is the scattering power
T, which describes the increase in the mean square scat-
tering angle of the electron beam as it passes through a
material.

For photon beams, there are a much larger number of
possible interactions with the medium, the dominant ones
in the energy range of interest being the photoelectric
effect, Compton effect, pair production, coherent (Rayleigh)
scattering, and nuclear photoeffect. The total interaction
cross-section is simply the sum of all the individual cross-
sections. The attenuation coefficient, m, tends to be used
rather than cross-sections as it describes the probability
per unit thickness that a photon will undergo an inter-
action while traversing a material. As for stopping
powers, the effect of density is removed and for dosimetric
purposes two further coefficients are defined. The mass
energy-transfer coefficient mtr/r relates the energy trans-
ferred from the photon to kinetic energy of charged par-
ticles and is used in the determination of kerma (see
below). The mass energy absorption coefficient men/r takes
account of the fact that some of the energy transferred to
charged particles is not deposited locally, but lost as
bremsstrahlung.

Kerma

Kerma (kinetic energy released per unit mass), is intro-
duced because neutral particles (photons and neutrons)

deposit their energy in two steps: (1) interaction of the
photon with an atom resulting in the transfer of energy to
charged particles (predominantly electrons), and (2) depo-
sition of that energy in the medium via Coulomb interac-
tions (excitation and ionization). The dose contributed
through direct interactions between photons or neutrons
and the absorbing material will generally be negligible
compared with this two-step process. Reference 1 gives
the definition of kerma as:

K ¼ dEtr

dm
(1)

where dEtr is the kinetic energy transferred from photons
to electrons in a volume element of mass dm. Total kerma
can be split into two parts: collisional and radiative kerma.
Collisional kerma, Kcol, leads to the production of electrons
that dissipate their energy as ionization near electron
tracks in the medium. Radiative kerma, Krad, leads to
the production of bremsstrahlung as the charged particles
are decelerated in the medium.

For a monoenergetic photon spectrum, energy E, with
fluence F, equation 1 becomes

K ¼ FE
mtr

r
(2)

where (mtr/r) is the mass energy transfer coefficient. For a
polyenergetic photon beam, equation 2 becomes an integral
over the full photon spectrum. As the photon energy
increases, the maximum energy of the secondary electrons
increases, the concept of a localized energy transfer begins
to break down and kerma is therefore generally limited to
photon energies below 3 MeV.

Absorbed Dose

The absorbed dose is defined as the mean energy imparted
(absorbed) per unit mass. It is a nonstochastic quantity in
that one is not measuring single events-the interaction
between an incident photon or electron and a molecule—
but the mean energy arising through the interaction of the
radiation field with the material it passes through. As the
mass of a sample decreases the energy per unit mass will
become more random (stochastic). Whereas kerma is only
defined for neutral particles, absorbed dose applies both to
photon and electron beams.

Reference 2 applies this definition of absorbed dose in
the situation where there is a small volume of the medium,
which is thermally isolated from the remainder:

Di ¼
dE

dm
¼ dEh

dm
þ dEs

dm
(3)

where Di is the mean absorbed dose in the absorber of
material i, and mass dm; dE is the mean energy imparted
to the absorber by the radiation beam (photons or elec-
trons); dEh is the energy appearing as heat; and dEs is the
energy absorbed by chemical reactions (which may be
positive or negative). The left-hand relation is independent
of the measurement technique while the right-hand rela-
tion represents one of the most common methods for
determining dose: the measurement of heat. The unit of
absorbed dose is the gray (Gy); 1 Gy ¼ 1 Jkg�1.
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It can be inferred from the definitions above that
collision kerma and absorbed dose should be related in
someway, since they both deal with the deposition of
energy in a localized area. If a state of charged particle
equilibrium exists (and assuming no energy losses due to
bremsstrahlung) then the absorbed dose will be equal
to the kerma (conservation of energy). Charged particle
equilibrium (CPE) exists at a point in the medium if the
number and energy of charged particles entering a volume
is equal to that leaving. True CPE only exists in the
special case where there is no attenuation of the photon
beam. In general there is always some photon attenua-
tion, but there is said to be transient charged-particle
equilibrium (TCPE), since the spectrum of charged par-
ticles changes very little as the photon beam penetrates
the medium. Transient charged-particle equilibrium
exists at the center of a broad photon beam at depths
away from the surface (the depth at which TCPE is
established depends on the incident photon energy and
spectrum). For the general case, where TCPE exists
and there are bremsstrahlung energy losses, the dose is
given by

D ¼ Kcol ¼ Kð1� gÞ (4)

where g is the fraction of the energy that is lost to
bremsstrahlung. For a 60Co beam, g has a value of 0.003.

Absorbed dose is also related to the photon energy
fluence at a point in a medium irradiated by a photon
beam under conditions of transient charged particle
equilibrium by

D ¼ C
men

r

� �
b (5)

where b is the ratio of absorbed dose to collision kerma at a
point. As written, equation 5 is valid for a monoenergetic
photon beam; for a realistic (broad) photon spectrum, the
mass–energy absorption coefficient must be averaged
over the photon fluence.

There is a charged-particle analog of equation 5. Under
the restrictive conditions that (1) radiative photons escape
the volume of interest and (2) secondary electrons are
absorbed on the spot (or there is charged-particle equili-
brium of secondary electrons), the absorbed dose to med-
ium is given by the electron fluence multiplied by the
collisional stopping power.

Dose Equivalent

This quantity is useful where the effect produced by
the same absorbed dose is dependent on the particle
type ‘‘delivering’’ the dose. This is the case in biological
damage: the principal pathway for cell killing is a double-
strand break of the cell’s DNA, which is much more likely
for densely ionizing particles, such as protons, neutrons,
and a-particles, than it is for electrons or photons. A
radiation quality factor, w is therefore introduced to take
account of this and the dose equivalent is defined as the
absorbed dose multiplied by this quality factor. Values
of w vary from 1 for photons and electrons to 20 for
a-particles.

PRIMARY METHODS OF DETERMINING ABSORBED DOSE
AND AIR KERMA

Due to the complexities of the measurements, the abso-
lute determination of radiation quantities is almost exclu-
sively the domain of national standards laboratories.
Two primary International System of Units (SI) quantities
are realised by national standards laboratories for radio-
therapy dosimetry: air kerma and absorbed dose. Air
kerma can only be measured using an air-filled ionization
chamber but absorbed dose can be determined in a variety
of ways.

The absolute measurement of absorbed dose has a
number of problems (some fundamental, others practical)
that limit the accuracy of the result and put constraints on
the experimental techniques that can be used.

1. Doses of interest are small. The definition of
absorbed is in terms of the energy absorbed in an
amount of material. Radiotherapy dose levels are
typically < 10 Gy (10 Jkg�1), which represents a
very small energy deposition. If one is trying to
determine this energy absolutely by measuring the
radiation-induced temperature rise (of the order of a
few mK) there is a significant challenge in achieving
uncertainties < 0.1%.

2. The quantity required is the dose in an undisturbed
phantom. In radiotherapy, the required end-point
is the dose to the tumor. However, since radiation
interactions are very material dependent a homoge-
neous phantom is the chosen medium for reference
dosimetry. This immediately presents a problem in
that any measuring instrument will perturb the
phantom and affect the measurement one wishes
to make.

3. The quantity required is the dose at a point in this
phantom. For radiotherapy dosimetry, one is not
interested in the average dose to the whole phantom
(although mean dose or integral dose is required for
radiation protection, when considering lifetime dose
to organs, etc.). Radiotherapy treatments using
photon and electron beams produce significant dose
variations within a phantom; otherwise, healthy tis-
sue could not be spared. It is therefore important to
be able to measure these dose variations, which by
implication requires a small detector. Such a detector
will generally have a larger uncertainty than a larger
detector. Care is required in designing a detector that
samples the dose at a point and does not give some
unwanted averaging.

4. Scattered radiation contributes a significant propor-
tion of the absorbed dose. In a typical radiotherapy
radiation field used for cancer treatment (e.g., a
6 MV photon beam), 15% of the dose at the point
of interest is due to scattered, rather than primary,
radiation. The experimental geometry is therefore
very important and care must be taken in designing
experiments, especially when comparing or calibrat-
ing dosimeters, so that scattered radiation is prop-
erly taken into account.
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5. Optimization of the measurement is difficult. One of
the biggest practical constraints is that in the
measurement of absorbed dose one is not deter-
mining some fundamental constant or characteris-
tic of a material. The dose is the effect of a particular
radiation field at a point in a particular material and
it is therefore not possible to optimise all aspects of a
measurement. There are many ‘‘influence quanti-
ties’’ (material, energy spectrum, geometry) so that
what may appear to be minor variations from the
real measurement problem (dose to a tumor) can
result in significant errors being introduced.

These issues also apply to the determination of air kerma.

Ionometry

An ionization chamber measures the ionization produced
by the incident radiation beam in a mass of air. Histori-
cally, the first quantity to be measured was Exposure
(symbol X) and is simply the charge, Q, liberated in a
volume of air mass mair. It is not a recommended SI unit
but is related to Air Kerma by

Kair ¼ X
W

e

l

l� g
(6)

where W/e is the average energy required to liberate an ion
pair and g has the same definition as in equation 4. The
value of W/e has been measured by a large number of
experimenters of many years and there is an agreed value
of 33.97 eV/ion pair (3), which is constant over widely
varying conditions (air pressure, electron energy, etc.).

For low energy beams produced by X-ray tubes
(< 400 kVp) exposure is measured using a free-air cham-
ber. A typical chamber is shown in Fig. 1. By careful design
and precise manufacturing of the electrodes and entrance
aperture it is possible to accurately define the volume (and
thus mass) of air that is irradiated. The size of the free-air
chamber scales with the incident energy and for a 60Co
beam a free-air chamber would be impractically large:
several meters in each dimension.

At energies of 137Cs (663 keV) and above, one must
therefore use a cavity chamber, where the volume of
the air cavity is small (typically a few cm3). One must
determine the mass of air in the cavity and various
designs been employed:spherical, cylindrical,and ‘‘pancake’’
(Fig. 2).

Until 1990, all absorbed dose measurements in the
radiotherapy clinic were based on air-kerma calibra-
tions using protocols as seen in Refs. 4 and 5. In recent
years, absorbed dose-based calibrations have become
available from national standards laboratories and asso-
ciated protocols produced (e.g., Refs. 6–8). However, air
kerma standards are still required for the dosimetry of
kilovolt X-ray beams, brachytherapy, and radiation
protection.

The dose to the air volume of a cavity chamber irra-
diated by an X- or g-ray beam is given by

Dair ¼
Q

mair

W

e
(7)

Bragg–Gray cavity theory is then used to relate the dose
in the air cavity to the dose to the medium. The conditions
for application of Bragg–Gray cavity theory are

1. The cavity must be small when compared with the
range of charged particles incident on it so that its
presence does not perturb the fluence of charged
particles in the medium.

2. The absorbed dose in the cavity is deposited solely by
charged particles crossing it (i.e., photon interac-
tions in the cavity are assumed negligible and thus
ignored).
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Schematic diagram of the National Physics Laboratory (NPL)
primary standard free-air ionisation chamber
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Figure 1. Diagram of a free-air chamber. (Courtesy NPL.)

Figure 2. Schematics of three graphite-walled cavity ion
chambers designed and operated at the National Research
Council (NRC) - cylindrical (3C), parallel-plate (Mark IV), and
spherical (3S). The 3S utilizes an aluminum electrode, while the
other two chambers utilize graphite electrode.



Condition (2) implies that all electrons depositing the
dose inside the cavity are produced outside the cavity and
completely cross the cavity. Therefore, no secondary elec-
trons are produced inside the cavity and no electrons stop
within the cavity. The dose to the medium is obtained using
a ratio of stopping powers:

Dmed ¼
Q

mair

W

e

S

r

� �

med,air

(8)

where (S/r)med,air is the mass stopping power ratio for the
medium divided by that for air. The Bragg–Gray cavity
theory does not take into account the creation of secondary
(delta) electrons generated as a result of the slowing down
of the primary electrons in the sensitive volume of the
dosimeter. The Spencer–Attix cavity theory is a more
general formulation that accounts for the creation of these
electrons that have sufficient energy to produce further
ionization on their own account.

Equation 8, in principle, gives a possible route to the
absolute absorbed dose, if the stopping power ratio is
known. The Bureau International des Poids et Mesures
(BIPM) maintains such an ionometric standard for
absorbed dose to graphite. This is a graphite walled ion-
ization chamber, whose volume has been determined by
mechanical means, and is described in detail by Boutillon
and Peroche (9). Strictly speaking, however, this is not a
primary device, as the value for the product of W/e and the
stopping power ratio is taken from calorimeter measure-
ments. Although there are independent measurements of
W/e, there is a lack of measured stopping power data (see
below) to provide a true measurement of absorbed dose
absolutely.

As noted above, one of the difficulties in realising a
primary standard cavity ion chamber is defining the effec-
tive volume of the chamber. This problem can be overcome
to a certain extent by the use of an extrapolation, or
gradient, chamber. In such a chamber, the absolute volume
of the cavity is not known, but can be changed by a known
amount, usually by changing the electrode spacing. Assum-
ing that the chamber does not perturb the medium then the
dose is given by

Dmed ¼
DQ

Dx

W

e

S

r

� �

med,air

1

A rair
ð9Þ

where DQ is the change in the measured ionization
charge for a change in the electrode spacing of Dx, A
is the area of the electrode and rair is the air density.
The dose measurement becomes a relatively simple
charge measurement and the problem of the determina-
tion of volume is reduced to that of determining the
area of the collecting electrode. Klevenhagen (10) car-
ried out some of the first work on gradient chambers for
the determination of dose in megavoltage photon and
electron beams and Zankowski and Podgorsak (11)
describe a chamber where the entire device is manu-
factured from a plastic with similar radiation properties
to water (see Fig. 3). It is a parallel plate chamber with
a fixed radius and the plate separation is varied by way
of a precision micrometer. The charge gradient DQ/Dx
can be determined at the 0.2% level and the effective

area of the collecting electrode (determined by a capa-
citance measurement) has an uncertainty of 0.1%. The
limiting factor for this type of device is the uncertainty
in W/e and the stopping power ratio at energies other
than 60Co.

An extrapolation chamber is also the device of choice for
b-ray brachytherapy sources (such sources are used for the
treatment of ophthalmic cancers) and one can derive
absorbed dose using the Bragg–Gray principle (12).

Calorimetry

A calorimeter directly measures the absorbed dose as it is
defined above. Although care must be taken in the design
of a calorimeter, in terms of geometry and material com-
position, no primary conversion factor (e.g., W/e, G-value)
is required. However, the basic operating principle of
calorimetry is that all the energy deposited by the radia-
tion is expressed as heat. If this is not the case, then there
is said to be a heat defect. The heat defect can be due to
crystal dislocations, radiation-driven chemical reactions
or some other mechanism and is strongly material depen-
dent. It follows from equation 3 that if there is no heat
defect then

Di ¼ cpDT (10)

where cp is the specific heat at constant pressure and DT
is the temperature rise in the material (absorber). The
size of the > element > that defines the measured dose
will depend on the specific application as well as the
design of the calorimeter and the material used. A mate-
rial with a high thermal conductivity will require
mechanically defined components (e.g., some small absor-
ber thermally isolated from the rest of the material), while
it is much easier to measure a point dose in a material
with a low thermal conductivity. Inhomogeneities in the
phantom will affect the scattering of the radiation beam,
and therefore change the absorbed dose measured. A
correction will be required to give the dose in a homo-
geneous medium.
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The three challenges in calorimetry are therefore
to (1) measure the radiation induced temperature; (2)
measure a material of known specific heat capacity, and
(3) make sure that what is measured is relevant to the
particular application of the radiation beam. These pro-
blems have been addressed in a number of (often novel)
ways over many years, but currently there are basically
two types of calorimeter: graphite (e.g., see Refs. 13
and 14) and water (e.g., see Ref. 15). Graphite has some
obvious advantages: it is solid and a graphite calorimeter
can be made smaller and more robust than a water
device. For example, McEwen and Duane (16) demon-
strate a calorimeter designed to be taken routinely into
radiotherapy clinics. There is no heat defect or convec-
tion to consider for graphite and the temperature rise
pure unit absorbed dose is much larger than that of
water due to the low specific heat capacity (cp,graphite

� 700 cp,water � 4200 Jkg�18C�1). However, the high
thermal conductivity is an issue and the quantity rea-
lized is absorbed dose to graphite so a conversion is
required to obtain absorbed dose to water (see below).
Since water is the standard reference material for radia-
tion dosimetry the majority of standards laboratories are
moving over to water calorimeters as the primary stan-
dard and the device operated at the National Research
Council in Canada is shown in Fig. 4. The major pro-
blems in developing a water calorimeter are controlling
convection and obtaining a stable (ideally zero) heat
defect for the sample of water irradiated. The present
state-of-the-art in calorimetry yields an uncertainty in
absorbed dose to water of � 0.3% and for recent reviews
of calorimetric development see Ross and Klassen (17),
Williams and Rosser (19), and Seuntjens and DuSautoy (20).

Chemical Dosimetry

In chemical dosimetry, the absorbed dose is determined
from some chemical change in an appropriate material and

any well-characterized chemical reaction where the reac-
tion product(s) can be measured with good precision may
serve as the basis for the dosimeter. Chemical dosimeter
systems were developed as early as 1927 and a wide range
of systems have been studied. Although, in principle a
chemical dosimeter is a secondary device, in that it does
not directly measure the absorbed energy, it can be
regarded as a primary device if the relation between
absorbed energy and chemical change can be determined
absolutely. This relationship is termed the radiation che-
mical yield and is expressed as the number of molecules or
ions of product X liberated per unit absorbed energy,
designated G(X). Assuming that the G-value is known
and is constant with dose then the absorbed dose is
given by

D ¼ DM

GðXÞr (11)

where DM is the volume concentration of molecules pro-
duced by the radiation absorbed and r is the density of the
medium.

To act as a primary dosimeter, a chemical dosimeter
should be dose, dose-rate, and LET independent. Aqueous
systems are preferred as they are basically water equiva-
lent, although this introduces a containment vessel whose
effect must be taken into account.

The ferrous sulfate (21) dosimeter is the most widely
used and longest established dosimetry system. It demon-
strates the advantages and problems of chemical dosi-
meters. The reaction mechanism is the oxidation of
ferrous to ferric ions, in aerated sulfuric acid. The oxidation
proceeds via a number of reactions involving hydroxyl
radicals, hydroperoxy (HO2) radicals, and hydrogen per-
oxide. The ferric ion formation is directly proportional to
energy absorbed as long as some oxygen remains in the
solution, hence the requirement for aeration. All the reac-
tions are fast (< 1 min), therefore there is no aftereffect
under usual g- or electron irradiations. However, great
care must be taken in the preparation of the solutions,
particularly with regard to water purity as organic impu-
rities can have a significant effect. Spontaneous oxidation
of the ferrous ions occurs that can be corrected for by the
use of an unirradiated sample as a control.

The concentration of ferric ions may be determined by
titration, but absorption spectroscopy is generally a more
convenient technique, using ultraviolet (UV) wavelengths
of 304 or 224 nm. The Fricke dosimeter is dose-rate inde-
pendent for 60Co radiation in the range 0.1–40 Gys�1

(a range that covers both radiotherapy and industrial
dosimetry applications) and for linac irradiations, G(Fe3þ)
production is linear up to a maximum dose-per-pulse of
2 Gy (significantly greater than radiotherapy linacs). The
normal dose range is 5–350 Gy, although this can be
extended by suitable modifications of the composition of
the system, or of its analysis. With care, Fricke dosimetry
is capable of 0.1% precision, but for absolute dosimetry
one requires an accurate determination of the G-value. As
with ionometry, this factor can be determined from calori-
metry, but preferably one would like an independent
measurement. Such a measurement is possible if one
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knows the total energy in the radiation beam. Roos and
Hohlfeld (22) describe the system developed at the PTB
(Physikalisch Technische Bundesanstalt) in Germany
based on a microtron accelerator with a very well deter-
mined electron energy and beam current. With such a
system an uncertainty in the G-value (the effective
response of the Fricke is actually derived in this measure-
ment) of < 0.4% is achievable and the overall uncertainty
in measuring absorbed dose to water is � 0.5%. Other
chemical dosimeter systems include ceric sulfate, oxalic
acid, potassium dichromate, and alanine, which cover
higher dose ranges than Fricke. However, G-values for
these systems are either unknown, or have a much larger
uncertainty, and therefore cannot be regarded as primary
dosemeters.

Conversion of Dose Between Materials

Since dose is material dependent, the primary device
one uses to measure absorbed dose may not yield the
quantity required. A conversion procedure is therefore
needed. If the uncertainty on this conversion is suffi-
ciently large then the usefulness of the primary device
is called into question. The majority of effort in this area
has concentrated on water and graphite since graphite
is commonly used for primary standard calorimeters
and water is the material of interest for radiotherapy
dosimetry.

For electron beams, the conversion factor is a product
of two factors: a ratio of stopping powers and a fluence
correction (the latter takes account the differences in
scattering power between the two materials). The most
accurate values for stopping powers are those given in
Ref. 23, but these are based on calculation alone and a
quoted uncertainty of � 1% for each material is given.
There have been a number of attempts to measure stop-
ping powers (e.g., Ref. 24), but these did not have the
accuracy to validate the calculations. One of the problems
in measuring stopping powers is that it is only possible to
measure relatively small energy losses and this signifi-
cantly increases the precision required if the achieved
overall uncertainty is to be < 1%. Faddegon et al. (25)
presented a new technique using a large sodium iodide
detector to directly measure elemental stopping powers
and McPherson (26) reports the results of such mea-
surements. The standard uncertainty on these measure-
ments (0.4–0.7%) is significantly lower than the previous
attempts and is at a level where the calculated values
in Ref. 23 can be tested. Fluence corrections are deter-
mined either through direct measurement in phantoms
of different materials or using Monte Carlo simulations
(see below).

For megavoltage photon beams, there is more than one
method available for converting dose from one material to
another. Burns and Dale (27) describe two methods: the
first making use of the photon fluence scaling theorem
(28) and the second based on cavity ionization theory.
Nutbrown et al. (29) repeated the experimental work of
Burns and Dale and applied a third method based on
extensive Monte Carlo simulations. Fricke dosimeters

can also be used to transfer the dose between materials
as it can be assumed that the G-value is independent of
the phantom material (27).

Monte Carlo: A Primary Technique for the Future?

There has been a rapid development of Monte Carlo tech-
niques for radiation dosimetry in the last 10–15 years. A
Monte Carlo calculation is based on radiation transport
physics and tracks individual particles as they interact
with the detector and phantom. By averaging over a large
number of particles (typically > 10 million), statistical
fluctuations can be reduced to an acceptable level. The
big advantages of a Monte Carlo simulation are (1) there is
no reliance on a physical artifact, such as a ion chamber or
calorimeter, and (2) you are not constrained by many of the
problems of physical measurement as outlined above and
can derive the exact quantity you require. Calculations
initially focused on determining correction factors, such as
the ion chamber wall effect for air kerma standards and the
effect of inhomogeneities in a medium. More recent Monte
Carlo codes have included the accurate simulation of the
radiation source (e.g., BEAM (30)) and the detector (e.g.,
EGSnrc (31)). The sophistication has reached the level
where they may be considered as viable alternatives to
measurements.

In considering the idea of Monte Carlo as a primary
technique one can clearly not escape some absolute mea-
surement for the primary realization of absorbed dose. For
example, the absolute beam current produced by a linear
accelerator or the total activity of a radioactive source
would be required as an input to the simulation, but the
dose itself would be calculated. If this measurement can
be determined with high accuracy and the absolute uncer-
tainties in the Monte Carlo can be reduced, then this
offers a potential alternative to the present primary
standards. The major limitation is the accuracy of input
data for the physics models: interaction cross-sections,
stopping powers, and so on are not known accurately
enough. The high accuracy obtained in the determination
of correction factors in dosimetry is because in those
situations one does not rely in such a direct way on
absolute interaction coefficients, but on differences (or
ratios) in interaction coefficients, where one benefits from
the cancellation of correlated uncertainties. To date, the
majority of the effort has been in developing the Monte
Carlo codes (improving efficiency and refining the physics
modeled), but there are still significant gaps in the input
data so it is not clear whether the potential for the
absolute application of Monte Carlo techniques can be
fulfilled.

REFERENCE OR SECONDARY DOSIMETERS

As with primary devices, there are number of different
types of secondary dosimeter that are used in radiotherapy.
Secondary dosimeters require calibration against a pri-
mary standard and are then used to realise absorbed dose
on a more routine basis.
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Ion Chambers

Ionization chambers (particularly air-filled chambers) are
the most widely used instruments in radiotherapy dosime-
try. They offer a number of characteristics which are
particularly suited to the measurement of therapy radia-
tion beams - sensitivity, long-term stability, and ease-of-
use. The most widely used chamber is the Farmer-type
(33), an example of which is shown in Fig. 5. Chambers of
this type show excellent stability (figures of � 0.3% over
25 years are not uncommon) with the only disadvantage
being a lack of waterproofing. A waterproof sleeve is there-
fore required for measurements in water. Such a sleeve
should be thin (< 1 mm), close fitting (no air gaps), and
made from some low Z material to minimize any additional
perturbation effect [PMMA-poly(methyl-methacrylate) is
commonly used].

Parallel-plate chambers, which are usually waterproof,
are recommended for the dosimetry of electron beams.
The NACP design (34) is one of the most widely used
(Fig. 6).

Ionization chambers are usually vented to the atmo-
sphere and therefore an air density correction, fTP, is
required to normalise for variations in air temperature
and pressure (Tair and Pair, respectively):

f TP ¼
273:15þ Tair

273:15þ Tref
 Pref

Pair
(12)

Pref is taken to be 101.325 kPa, but there is no agreed value
for Tref. In Europe a value of 20 8C is used, while in North
America the reference temperature is 22 8C. Care must
therefore be taken when comparing results from different
laboratories.

A correction for the humidity of the air in the chamber is
not generally applied. The presence of water vapor affects
the value of W/e (36), as well as stopping power and

mass-energy absorption coefficients. However, for relative
humidities between 10 and 90% (when comparing to a
standard humidity of 50%) the effect is a maximum of
0.1%.

A correction is required to account for the incomplete
collection of charge due to ion recombination in the
chamber volume. The correction for ion recombination
is the sum of two components: initial recombination
and general or volume recombination. General recombi-
nation takes place when oppositely charged ions from
different ionization tracks (i.e., created by different inci-
dent ionizing particles) recombine while they drift under
the influence of the electric field toward their respective
electrodes. Initial recombination takes place when oppo-
sitely charged ions from the same ionization track recom-
bine; as the name suggests, this process takes place
before the electric field is able to pull the track structure
apart and therefore precedes general recombination.
Initial recombination is independent of dose rate but
general recombination depends on the ion density in
the cavity. This ion density depends on the dose rate
for continuous radiation and on the dose per pulse for
pulsed beams. Initial recombination is typically small
(� 0.1–0.2% for the usual cylindrical and parallel-plate
chambers employed in radiotherapy). General recombi-
nation is typically a small effect for continuous radiation
(e.g., kilovoltage X-ray beams or 60Co g-ray beams) but
for pulsed beams it can often be significant, especially so
for modern linear accelerators that employ large dose-
per-pulse values (recombination corrections of up to 5%
have been reported).

The theoretical aspects of ion recombination for pulsed
and continuous radiation have been well discussed in the
literature (37–39). However, in recent years a number of
authors (40–42) have presented recombination data that
do not agree with the standard theory. A number of
possible mechanisms have been proposed, including ion
multiplication, air volume change, and direct collection of
primary electrons, but at present there is no consensus
as to which, if any, of these is the reason for these
anomalous results. Dosimetry protocols recommend that
a full 1/I against 1/V plot be measured where I is the
measured Ionization current and V is the polarizing voltage
to establish the range of linearity where the standard theory
holds and the chamber then operated at voltages to remain
within that range (Fig. 7).

Ion chamber measurements must also be corrected for
the effects of polarity. The polarity effect is the difference
in readings obtained in the same irradiation conditions,
but taken with positive and negative polarizing voltages.
Boag (43) identified a number of components of the polar-
ity effect including secondary electron emission (due to
the Compton effect) that produces a negative current
independent of polarity; uneven distribution of the space
charge due to a difference in the drift velocity of negative
and positive ions; variation of the active volume due to
space charge distortions; stopping of fast electrons in the
collecting electrode not balanced by the ejection of recoil
electrons; and collection of current outside the chamber
volume due to leakage in solid insulators. In practice, it is
difficult to identify the mechanisms acting in a particular
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Figure 5. Radiograph of a NE2571 Farmer-type chamber. One
can see the graphite outer wall of the cavity, aluminum central
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Figure 6. Schematic of the NACP parallel-plate chamber (taken
from Ref. 35). Design features include waterproof construction, low
Z materials to minimize the perturbation correction, and large
guard ring to minimize in-scatter.



situation, but measurements show that the polarity effect
will vary with chamber type, beam energy and modality,
measurement depth and can vary with other factors, such
as field size.

The polarity correction is given by

fpol ¼
jMþj þ jM�j

2jMj (13)

where the superscripts þ or � indicate the reading (M)
with collecting voltage positive and negative, respectively,
and M in the denominator is the reading taken with the
normal polarity used during measurements. Table 1 sum-
marizes typical polarity corrections for chambers in differ-
ent beams.

A variation on the air-filled ionization chamber is the
liquid ion chamber. In this design, the air is replaced by a
liquid, which offers two major advantages: a flat energy
response and an increased carrier concentration (and
therefore increased spatial resolution). Liquid ion cham-
bers have been developed over many years, but their use
as secondary dosimeters has been severely hampered by
the volatility of the liquid (usually a short-chain hydro-
carbon) resulting in loss of signal. However, recent results
(47) show impressive stability and may indicate that

liquid ion chambers have a role to play in reference
dosimetry.

Fricke

The Fricke dosimeter was described in detail in the section
above on primary dosimeters. As a secondary dosimeter it
is used in exactly the same way, except that the G-value is
effectively measured for each batch of solution by compar-
ison with a calorimeter (48). The big disadvantages of
Fricke are (1) the care needed to produce ‘good’ solutions,
and (2) the perturbation correction required for the vessel
holding the Fricke solution (usually glass or quartz) is
generally large. The NRC in Canada has used Fricke to
transfer the dose from water calorimeter to ionization
chambers (49).

TLD

Another class of systems is thermoluminescent dosi-
meters (TLDs). One of the obvious advantages of such
dosimeters is that they can be made very small, and are
therefore ideal for plotting dose distributions. The TLD
material can be used as a powder or can be formed in
various shapes (chips, rods, pellets, etc.). These materials
have a wide dose range, from a few tens of mGy to� 1 kGy.
The readout (measurement of the glow curve) is destruc-
tive, but the dosimeters can be reused. The equipment
required is readily available and the production and read-
out of dosimeters is relatively simple, particularly com-
pared to Fricke or alanine (Fig. 8).

Lithium fluoride is the most widely used system for
radiotherapy applications as it has a mean atomic number
close to that of tissue (Zeff ¼ 8.2, compared to 7.4 for
tissue). It has a fairly flat response with energy (especially
in the megavoltage region) and is therefore not particularly
sensitive to variations in beam quality. Both CaF2 and
CaSO4 are useful in that they have sensitivities 10–100
times greater than LiF but, because of their high Z values,
they show a very rapid change in energy response at low
energies. Lithium borate has a better tissue similarity
(Zeff ¼ 7.4) but has a sensitivity of only one tenth of that
of LiF. As for the other systems based on some chemical
change, TLD materials require calibration against a pri-
mary dosimeter. It is not possible to determine any thermo-
luminescent equivalent of a G-value as the dose response
depends on the annealing process and tends to be batch
dependent. Typical reproducibility at the 1% level is possible
routinely with an overall uncertainty of 2–3% (one standard
deviation). However, Marre et al. (50) obtained a reprodu-
cibility of better than � 0.5% and an overall standard
uncertainty in measuring absorbed dose to water of
� 1.6%. These values are approaching those of ion chambers
although the delay between irradiation and readout and the
care required to achieve this level of precision limit the
applications for this dosimeter.

TLD is an attractive dosimeter for the dosimetry of low
doserate brachytherapy sources. The source strength is
normally too low for small ionization chambers, and large
volume chambers have poor spatial resolution. However,
for 125I, one of the commonly used isotopes in prostate
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Table 1. Typical Polarity Corrections

Beam Cylindrical Chambers Parallel-Plate Chambers

Megavoltage
photons

< 0.2% beyond dmax,
more variable in
build-up region

Generally < 0.3%,
but can show
variable behavior.

Megavoltage
electrons

Up to 1% at lower
end of recommended
energy range (44)

< 0.2% for well-designed
chambers (45).
Can be significant
for other chamber
types (46)



treatment, the mean photon energy in only 27 keV and
therefore the energy dependence of TLD needs to be known
accurately (Fig. 9).

Since LiF is nontoxic, TLD can be used as an In vivo
dosimeter, placed directly on the patient, to verify treat-
ment delivery. It is a less invasive technique compared to
diodes or MOSFET detectors (see below), as there are no
trailing wires or associated equipment.

Alanine

Over recent years, alanine has become more widely
accepted as a chemical dosimeter for radiotherapy dosime-
try. It has a very wide dose range, showing a linear
response from 10 Gy to 70 kGy. It is a solid dosimeter,
with a density and atomic number close to that of water
(close to zero perturbation) and the dosimeters are small:
typically disks are 5 mm in diameter and 3 mm thick, but
can be made as thin as 0.5 mm for measuring low electron
energies. The energy dependence is very small. Zeng et al.
(52) showed that any variation in the sensitivity of alanine

is not more than � 0.5% over the energy range from 60Co
to 25 MV X rays. The dosimeter is read out nondestruc-
tively using ESR (electron spin resonance) spectroscopy.
This nondestructive read-out, together with the long-term
stability of the radiation-induced signal means that ala-
nine has a potential role as a dose record. The National
Physical Laboratory in the United Kingdom offers a
mailed dosimetry service for radiotherapy using alanine
dosimeters.

Summary

For reference dosimetry in radiotherapy clinics the sys-
tem of choice is the ion chamber. Ion chambers are simple
to use, offer high precision and accuracy and give an
immediate reading. Integrating dosimeters (Fricke, ala-
nine, and TLD) tend to be used as QA checks, either
internally or within a wider framework of national or
international comparisons (e.g., TLD is used for both
the IAEA international mailed reference dosimetry ser-
vice (53) and the RPC audit scheme in North America
(54)). Generally, ion chambers are calibrated against
primary standards and then used to calibrate other dosi-
metry systems within the clinic.

CALIBRATION OF SECONDARY DOSIMETERS

Basic Formalism

An ideal secondary dosimeter will have a zero energy
dependence. Calibration against a primary standard
(calorimeter) would then only need to be carried out at
one beam quality (e.g., 60Co). Energy independence also
implies that the calibration coefficient is the same in
photon and electron beams since the dose in a photon beam
is dependent on the secondary electron spectrum generated
in-phantom. In practice, the majority of secondary dosi-
meters commonly in use have some energy dependence.
Ionization chambers, for example, show a variation of> 3%
over the energy range from 60Co to 25 MV photons, with
even larger variations at low X-ray energies.

The obvious method to calibrate an ion chamber in
terms of absorbed dose is to compare a chamber with a
primary device. However, although accelerators were
being used from the 1950s for radiotherapy, there were
no absorbed dose standards for megavoltage photon or
electron beams until the 1970s. Absorbed dose measure-
ments using ion chambers were therefore based on air-
kerma calibrations derived at lower photon energies
(either 60Co or 2 MV X rays). Protocols were developed
to enable users to obtain a measurement of the absorbed
dose delivered by a linac in the clinic. Only in recent years
have absorbed dose-based calibrations become available
from national standards laboratories and associated pro-
tocols produced (e.g., Refs. 6–8). For the purpose of the
following discussion, we will only deal with absorbed dose
calibrations in megavoltage photon and electron beams,
but the principles are basically the same for other situa-
tions (kV X rays, protons, etc.).

The basic formalism for the calibration of an ion cham-
ber is simple. The chamber is compared against the
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Figure 9. Energy dependence of two types of LiF TLD dosimeters
(from Ref. 5). Triangles - TLD-100, diamonds - TLD-100H.
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with 20–30 times greater sensitivity.



primary device and a calibration coefficient (ND,sec) for that
beam is derived

ND,sec ¼
Dstd

Msec
(14)

The parameter Dstd is the dose measured by the primary
device and Msec the chamber reading corrected for influ-
ence quantities. This calibration coefficient will be a func-
tion of the energy of the photon or electron beam and is
given in terms of a beam quality specifier, Qref. The user
then derives the calibration coefficient for the user beam
quality, ND,ref (Quser). Some primary laboratories only
supply calibration coefficients for 60Co and thus correction
factors are required, which are given in dosimetry protocols
(e.g., Ref. 7). An alternative approach, as used in the
United Kingdom’s Code of Practice (6) is to obtain absorbed
dose calibration coefficients in linac photon beams. In this
case there is no need for the calculated conversion factors
and an ion chamber is calibrated in a beam similar to what
it will be used to measure.

A measurement is then made in the user’s radiation
beam to measure the absorbed dose, Duser:

Duser ¼ ND,secðQuserÞMuser (15)

where Muser is the chamber reading.
Implied in equations 14 and 15 is the reference depth at

which the measurement is carried out. The concept of the
reference depth for a calibration is much more important
for electrons than photons. In a phantom irradiated by a
megavoltage photon beam the secondary electron spectrum
(which determines the dose) varies only slowly with depth
(for depths greater than the range of incident primary
electrons). By contrast, in the situation of a primary elec-
tron beam, the electron spectrum seen by the detector
constantly changes from the surface to the practical range.
The choice of reference depth should be both clinically
relevant and reliable in terms of transferring the dose
from the primary laboratory to the user’s beam. For photon

beams there may be only one or two reference depths
defined for all energies while for electron beam dosimetry
all modern protocols define the reference depth as a func-
tion of energy.

Potential Problems with Beam Quality Specifiers

A typical radiotherapy linac accelerates electrons to ener-
gies in the range 4–22 MeV and can also produce brems-
strahlung X-ray beams over a similar energy range. In both
cases, the detector calibration coefficient will be some
function of this spectrum. Since it is not generally possible
to measure the energy spectrum directly a beam quality
specifier (Q) is used. This is obtained by measuring some
property of the radiation beam (e.g., the penetration
through a material). A ‘‘good’’ beam quality specifier is
one such that a value of Q relates uniquely to the effect of a
particular spectrum. A problem arises if Q is not a good
beam quality specifier, that is, there is some ambiguity in
the relation between Q and the effect of the incident
spectrum.

Beam Quality Specifiers for Photon Beams. Typical
photon depth–dose curves from a clinical linac are shown
in Fig. 10 (it should be noted that MeV tends to be used as a
label for electron beams and MV for photon beams). Over
the years, a number of beam quality specifiers have been
proposed for megavoltage photon beams, but all relate in
some way to the penetration of the photons through some
material.

The most widely used parameter has been TPR20,10

(tissue phantom ratio), which is defined as the ratio
of ionization currents at measurement depths of 20 and
10 cm in water with a fixed-field size and source to
chamber distance. The 10 and 20 cm points in Fig. 10
are on the downward portion of the curves, and therefore
TPR is related to a measurement of the attenuation of
the beam.

There has been much debate in recent years over
the sufficiency of TPR20,10 as a beam quality specifier for
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the purpose of ion chamber calibration in terms of
absorbed dose to water. Rosser et al. (55) found that an
error of up to 0.6% could be introduced by the incorrect
application of calibration coefficients using TPR. A num-
ber of other beam quality specifiers have been put forward
as alternatives to TPR including: d80 (the depth at which
the dose is 80% of the peak dose); the HVL of water and
the percentage depth dose at a depth of 10 cm, %dd(10)X

(where a 1 mm lead filter is used to correct for electron
contamination). There is no consensus on this problem
at the moment: the new IAEA Code of Practice (8) uses
TPR20,10 while the AAPM absorbed dose protocol (7) uses
%dd(10)X. However, in practice there is no real contro-
versy: Kalach and Rogers (56) showed that although
%dd(10)X gave better agreement for a wide range of
accelerators, for the heavily filtered beams produced by
modern clinical linacs, TPR20,10 was an adequate beam
quality specifier.

Beam Quality Specifiers for Electron Beams. It is poten-
tially simpler to measure the electron spectrum from a
Linac than a photon spectrum. The most accurate method
is to use a calibrated magnetic spectrometer (57,58), but
this technique tends to be rather time consuming and
the necessary equipment is not always available. The
mean energy of the electron beam can be determined
via activation analysis (59,60) or the determination of
the total charge and energy using a Faraday cup. How-
ever, all these systems tend to be rather complex so the
actual electron spectrum (or even mean electron energy)
is rarely measured.

As with photons, parameters derived from the pene-
tration of electrons in a medium are used as a measure of
electron energy. A typical electron depth–dose curve in
water is shown in Fig. 11. The two most important para-
meters obtained from such a curve are R50, defined as
the depth at 50% of the peak dose; and Rp (the practical
range), defined as the point where the extrapolation from
the point of maximum gradient on the downward part of
the curve meets the extrapolation of the bremsstrahlung
background.

Considerable work has been done to relate these para-
meters to beam energy (see Ref. 2), and it is generally
understood that R50 and Rp described different aspects
of the incident electron spectrum. The parameter R50

relates to the mean electron energy, while Rp is directly
related to the most probable energy. For a symmetrical,
single-peaked spectrum the mean and most probable
energies will be the same but, as shown by Klevenhagen
(62), the spectrum incident on a phantom will be skewed
towards lower energies due to scattering in air. Reference
2 shows depth–dose data for two spectra where the most
probable energy is the same but with different mean
energies (and different energy spreads). In this case,
the two curves give the same value for the practical range,
but different values for R50. However, Burns et al. (63)
collated a large amount of depth–dose data from a wide
variety of linacs and showed that there was a direct
relation between R50 and Rp, indicating that the majority
of linacs in use today either generate symmetrical or very
similar spectra.

RELATIVE DOSIMETRY AND QUALITY/VERIFICATION

For relative dosimetry or for quality (QA) measurements
there are a wide range of dosimetry systems to choose
from (including many discussed above as secondary dosi-
meters). The choice will depend on a number of factors
including application (simple external beam therapy, inten-
sity modulated radiotherapy (IMRT), brachytherapy); pre-
cision; spatial resolution and/or detector size; type of
measurement (i.e., relative, QA, etc.); and immediacy
(instant readout required?). However, one of the primary
drivers will be practical issues such as cost, availability,
complexity and setup time. With so many detectors to choose
from it is difficult to give anything other than a very brief
overview here.

Solid-State Detectors (1D)

Diodes. Semiconductor diodes offer increased sensitiv-
ity over air-filled ionization chambers due to the higher
density of charge carriers. This means that the sensitive
volume can be made� 100–1000 times smaller, giving excel-
lent spatial resolution. The stopping power ratio silicon/
water varies much less with energy than the air/water
ratio, and therefore diodes are ideally suited for measuring
dose distributions. The biggest problem with diodes is that
the sensitivity is dose dependent and diodes need recali-
brating approximately every few hundred gray. Dose
diodes are available in two types: electron and photon.
Photon diodes employ shielding around the sensitive
volume to correct for the effects of scattered radiation in
a photon beam. Uncorrected, an unshielded diode over-
estimates the dose at depth by as much as 15% for a 6 MV
beam and Yin et al. (64) present a method to correct for the
response of diodes in photon beams. Due to the potential for
confusion as to the construction of a diode, dosimetry
protocols usually recommend that diode measurements
are validated using an ion chamber.
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Diamond. Diamond detectors have been investigated
for over 20 years (65,66). The spatial resolution of diamond
detectors (1–6 mm3) is comparable to that of commonly
used silicon diode detectors with the added advantage of
showing high resistance to radiation damage (0.05%
kGy�1, > 100 times lower than typical diode values). As
expected for a solid-state dosimeter, diamond detectors
have a high sensitivity, but also a good long-term stability
and low temperature dependence. Diamond has a reason-
able tissue equivalence for both photon and electron beams.
The majority of recent work with diamond detectors has
focused on their use for small field IMRT and brachyther-
apy, where the high sensitivity and small size are highly
advantageous. Mack et al. (67) compared a number of
techniques for the dosimetry of small radiosurgery beams
and found that a diamond detector gave very good results
down to field sizes of 4 � 4 mm. However, a significant
disadvantage of diamond detectors at present is the very
high cost compared to other solid-state detectors. This is
because at present natural diamonds are used and have to
be carefully selected, since the dose linearity and polariza-
tion effects are very sensitive to impurities and defects in the
crystal. However, the more recent availability of low cost,
polycrystalline diamond specimens produced using chemi-
cal vapor deposition (CVD) offers the potential for improved
diamond detectors with selectable size and impurities.

MOSFETs. The MOSFET dosimeter (68) is a more recent
development. The dosimeter operates by measuring the
threshold voltage of a MOSFET field effect transistor, which
is permanently changed by the absorption of radiation
(radiation damage). As an integrating detector it therefore
has similar applications to TLD or alanine and the small
detector area (only 0.2 � 0.2 mm) offers very high spatial
resolution. The reproducibility is typically � 2%.

Two-Dimensional Detectors

Radiographic Film. Film dosimetry has long been
viewed as an attractive alternative to ionometric and ther-
moluminescent methods as an entire two-dimensional (2D)
chart may be extracted from a single film exposure. In
addition, film has the highest spatial resolution of any
practical dosimeter and is easily set up and exposed.
However, radiographic film dosimetry is not without pro-
blems - daily film calibrations are essential to obtain
absolute dose results and care must be taken with film
handling and processing not to introduce artifacts. A more
fundamental problem is that the high atomic number of
the silver halide film emulsion means that dose response
relative to water varies significantly in the low energy
photon range (< 200 keV), as can be seen in Fig. 12. This
is also an issue for measurements in megavoltage photon
beams where the scatter-to-primary ratio can change
(e.g. off-axis). Having said this, radiographic film dosime-
try is experiencing a renaissance in the radiation therapy
community, driven by the need to verify the absorbed dose
delivered with IMRT, where both detector resolution and
2D data acquisition are advantages.

As with any other secondary dosimeter, a calibration
curve must be derived. The quantity measured using film is

the optical density (measured using a scanner or densit-
ometer) and ideally this should show a linear increase with
dose (Fig. 13).

Although there are obvious problems with radiographic
film, alternatives for 2D dose verification have their own
limitations and therefore it is likely that film will continue
to play a role in dosimetry. Radiochromic film is considered
tissue equivalent and energy independent, but is expensive,
limited in size, and prone to large dose response nonunifor-
mities due to the manufacturing process. Commercially
available 2D ion chamber and diode arrays provide a fast
and accurate evaluation, but are still limited in resolution,
and therefore better used to dose verification rather than
commissioning IMRT. Electronic portal imagers have the
advantage of being available in many modern therapy
centres but by design, they measure fluence patterns,
not dose distributions in phantoms, and therefore inter-
pretations of delivery errors could be difficult.

Radiochromic Film. A radiation-induced color change is
one of the simplest dosimeters one can think of and a number
of systems were developed in the early 1900s. Although
widely used in the radiation processing industry, where
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the large doses can induce easy-to-detect color changes,
radiochromic films have only recently begun to be used once
again for radiotherapy dosimetry. The most promising to
date istheGafChromicmaterial.Oneof themainadvantages
of radiochromic films over radiographic is that they are
essentially tissue equivalent so the energy response relative
to water only changes very slowly with energy (Fig. 14).

As with any dosimeter there are problems in obtaining
high accuracy dosimetric information. Klassen et al. (71)
carried out a detailed investigation and showed that the
precision was affected by the readout method, the readout
temperatureandwavelengthaswellas thepolarizationof the
light source. However, with care, dosimetry with a relative
uncertainty of < 1% is possible for doses of the order of 6 Gy.

EPIDs. Electronic portal imaging devices (EPIDs) have
been gradually replacing conventional radiographic film
for geometric verification in radiation therapy. The obvious
advantage of using an EPID for dosimetry is that they are
now standard equipment on most modern linacs. Early
generations, employing liquid ion-chambers or camera-
based fluoroscopy, generally produced poorer images com-
pared to film, but it was shown that EPIDs could be used for
IMRT quality assurance (e.g., leaf position verification for
Multi- Leaf Collimators, or MLCs). The most recent class of
EPID uses flat-panel photodiode arrays and with improved
spatial resolution and higher detector efficiency are espe-
cially well suited for IMRT applications. However, to use
any EPID for dosimetric IMRT requires calibration coeffi-
cients to relate pixel intensity to either fluence or dose.
Calibration of the EPID is more involved than simple cross-
calibration of pixel response with dose measurements
made with an ion chamber in a homogeneous water phan-
tom, but the ability to verify treatment ‘‘as it happens’’ is a
significant advantage over other methods. Warkentin et al.
(72) describe the use of a flatpanel detector for accurate
pretreatment dosimetric verification of IMRT treatment
fields.

Three-Dimensional Detectors

The adoption of conformal radiotherapy techniques and, in
particular, IMRT, where verification of the delivered 3D
dose distribution is very important, has been a major
driving force in the development of 3D detection systems.
Presently, there are basically three options: TLD (either as
individual pellets or in powder form), film stacks (radio-
graphic or radiochromic), and gel dosimeters.

Gel Dosimetry. Although the use of radiation sensitive
gels for dosimetry measurements was suggested as early as
the 1950s, the use and development of this type of dosimeter
hasonly grownsignificantly in the last decade. Gel dosimeters
offer a number of advantages over other 3D techniques, such
as TLD or film stacks, including resolution, number of data
points, energy dependence, and water equivalence (Fig. 15).

There are currently two main types of gel dosimeter: (1)
Fricke gel – ferrous sulfate solution is incorporated into
aqueous gel matrices of gelatin, agarose or poly (vinyl alcohol)
(PVA). As for the Fricke dosimeter, there is a conversion of
Fe2þ ions to Fe3þ and this change in concentration is readout
via magnetic resonance imaging (MRI) or optical tomogra-
phy. One of the main drawbacks of Fricke gels is that there is
a rapid diffusion of the ferric ions centers within the matrix,
which tends to smooth out the dose distribution. (2) Polymer
gels: This system is based on the polymerisation of certain
materials. Initial work focused on the materials acryla-
mide (AA) and N,N-methylene-bis(acrylamide) (BIS)
with readout again via MRI. One of the main problems
with these systems is that they are sensitive to atmo-
spheric oxygen contamination. A newer formulation
named methacrylic and ascorbic acid in gelatin initiated
by copper (MAGIC) is less sensitive to the presence of
oxygen and looks promising as a gel dosimeter. Perhaps
the biggest problem with gel systems is that they require
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a containment vessel, which can both perturb the dose
measurement and introduce imaging artefacts.

There is a very active gel dosimetry community world-
wide and development continues both on gel formulations
(e.g., reduce diffusion or sensitivity to impurities) and
readout (e.g., CT and ultrasound have been suggested
as alternative readout methods to MRI). For a recent review
of the subject see Baldock (74).

CONCLUSION

This article has outlined the basic theory of radiation
dosimetry and the problems involved in measuring
absorbed dose. A number of primary and secondary mea-
surement techniques have been described together with
the formalism for calibrating dosimeters. Since whole text-
books have been written on this subject, this can be no more
than a brief introduction to the field. Readers are referred
to the extensive bibliography for further detail.
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RADIATION DOSIMETRY,
THREE-DIMENSIONAL
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INTRODUCTION

The goal of radiation therapy is to obtain the greatest
possible local and regional tumor control, with the fewest
complications. The response of many tissues to radiation
can be characterized by a sigmoid curve. Relatively little
response is seen until the dose reaches some threshold
value, after which the response is quite rapid (1,2). In the
region of steep response, relatively small variations in dose
can yield significant differences in the response of both
tumors and normal tissue (3). To minimize the variability
of tissue response, the ICRU has recommended that the
uncertainty in dose delivery be maintained below � 5%
(4–6). Delivering a dose to a patient with a tolerance of 5%
is not a simple matter (7). It has been estimated that the
equipment used by most medical physicists to calibrate
therapeutic radiation beams is itself calibrated with an
overall uncertainty (expressed at the 95% confidence level)
of � 1.5% (8). Uncertainties associated with the character-
ization of radiation beams, patient anatomy, and location of
the target volume, as well as reproducibility of the treat-
ment from day to day must be considered (9,10).

A comprehensive radiation therapy quality assurance
program must address all sources of variability in the
treatment of patients, in an effort to minimize variations.
Technical aspects of quality assurance (QA) must address a
wide array of issues, including the performance of simula-
tion, treatment, and treatment planning equipment, the
stability of measurement and test equipment, the accuracy
and appropriateness of treatment planning calculations,
and the accuracy and completeness of documentation.
Technical quality assurance procedures should also address
inventory, calibration, and treatment planning with bra-
chytherapy sources. Recommendations for QA procedures
can be found in a number of publications (11–23).

As the equipment used to deliver radiation therapy has
evolved, methods of radiation dosimetry have also changed.
Multifield, conformal radiation therapy (CRT), intensity-
modulated radiation therapy (IMRT), stereotactic radio-

surgery (SRS), and stereotactic radiation therapy (SRT)
all produce dose distributions that can be highly irregular
in three dimensions. Conventional two-dimensional (2D)
planning and dosimetry systems are not adequate to simu-
late and measure such distributions. Instead, new dosi-
metry systems are required that can record and display
these complex distributions (24). This article addresses
recent developments in dosimetry systems, and their advan-
tages and complications.

QUALITY ASSURANCE PROCEDURES REQUIRING
DOSIMETRY SYSTEMS

External Beam Calibration Consistency-Basic Parameters

Detector systems are required for measurement of
accelerator output, for compliance with published recom-
mendations for quality assurance. Most published recom-
mendations suggest that accelerator output constancy
be monitored on a daily basis. Consequently, a dosimeter
system that is rugged, reliable, and easy to operate is
required. Most recommendations for daily output consis-
tency suggest that deviations on the order 2–5% be detect-
able; therefore the dosimetry system does not need
extremely high accuracy.

In addition, measurements of beam flatness and sym-
metry are recommended on a periodic basis, often weekly.
Again, as these measurements are to demonstrate con-
sistency of operation at the 2–5% level, high precision is
not required. Several of the available array dosimeters
systems are suitable for such frequent QA measurements
of treatment unit performance.

External Beam Treatment Delivery, Planning Verification

Several treatment applications require the verification of
delivered dose with relatively high accuracy. For example,
IMRT requires the precise delivery of relatively small doses
through a large number of fields. Even small errors in dose
delivery can accumulate and result in a large error in
the final dose. Monitoring of dose delivery during IMRT
is done best using a real time measuring device, such as
online portal imaging. Similarly, CRT delivery demands
confirmation that the correct dose has been delivered. As
CRT is generally delivered through static fields, point
detectors may be used to measure the delivered dose in
a suitable phantom. Several of the simpler point dosimeter
systems described earlier are suitable for this purpose.

Likewise, SRS and SRT delivered with accelerators may
need verification, particularly as SRS is delivered in single
large fractions. Again, under most circumstances, point
dosimeters are suitable here. However, the characteriza-
tion of radiation beams for SRS–SRT requires a dosimeter
with high spatial accuracy. Several of the detector systems
described above would satisfy this requirement, although
questions of electronic equilibrium must be addressed (25).

Total body treatments, such as photon TBI for systemic
bone marrow ablation, or total skin electron therapy for
cutaneous t-cell lymphoma, may require dosimetry to con-
firm the correct delivery of dose under these conditions of
unusual field size and distances.
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External Beam Treatment Delivery In Vivo

Modern external treatment delivery requires that doses be
delivered with accuracy never before required. Procedures,
such as IMRT, are delivered through many field segments,
each delivering a small increment of dose. A systematic
error in dose delivery can result in a significant error in
the final dose received by the patient. Consequently, dosi-
metry devices for confirming correct dose delivery are
necessary. These fall into three broad classes: surface dose
measurements, transmission measurements, and true
In vivo measurements.

Brachytherapy (LDR, HDR, IVBT)

Dosimeter systems are required for at least three purposes
related to brachytherapy: source characterization, confir-
mation of dose distributions from arrangements of multiple
sources, and In vivo dose measurements (26,27).

Imaging Procedures

Dosimetry measurements are required in cardiology, for
procedures, such as cardiac ablation, in which patients can
receive significant doses. A detector to be used in imaging
must not be intrusive, meaning that it must be virtually
transparent to the beam. It must measure dose over a large
area, although accommodation needs to be made for the
possibility that the beam may be moved during irradiation.
Finally, a device attached to the source of radiation, such as
a dose area product meter, may be used.

REQUIRED CHARACTERISTICS OF DOSIMETERS
FOR QUALITY ASSURANCE

A dosimeter for modern CRT must possess a number of
important characteristics. It must be tissue equivalent, as
the dosimeter itself must not perturb the dose distribution.
It must have a linear dose response over a clinically useful
range. Ideally, its response would be independent of dose
rate and of beam modality, making it useful for mapping
dose distributions from isotope units, linear accelerators,
or particle accelerator beams. Some dosimeters must be
able to fill a volume, or conform to a surface. This will
enable the dosimeter to either mimic any portion of human
anatomy, or conform to a section of an anthropomorphic
phantom.

The dosimeter must either provide immediate results or
be stable for a sufficiently long period to enable irradiation
and analysis. Under some circumstances, the delivery of
the intended dose distribution may take some time, as is
the case with brachytherapy. It is important that the
dosimeter remain uniformly sensitive, and unaffected in
response over the time required for irradiation. Further,
the dosimeter must maintain the dose-deposition informa-
tion throughout the time required for analysis. For some
applications, it may be desirable to transport the dosimeter
to another facility for analysis. The dosimeter must remain
stable during shipment, unaffected by a variety of envir-
onmental conditions, throughout the analysis.

The accuracy and precision required of dosimeters for
radiation therapy measurements depend on the intended

use of the detector. Devices intended for reference calibra-
tion of treatment units should enable the determination of
dose with an uncertainty of no more than 0.5%, expressed
at the 95% confidence level (k ¼ 2) (28,29). Dosimeters
intended for verification of dose distributions should pro-
vide an uncertainty in dose measurement of no more
than 2%, again expressed at the 95% confidence level
(k ¼ 2).

DETECTORS FOR THREE-DIMENSIONAL DOSIMETRY

Detector Arrays

A number of manufacturers have marketed arrays of con-
ventional detectors using either ion chambers or diodes.
These devices are not true three-dimensional (3D)
dosimeters, but are included here because they provide
3D information through the use of one, or at most two,
manipulations, such as translation across a beam. For
example, linear diode arrays are available for the Scandi-
tronix water phantom system, and for stand-alone QA
device, such as the Sun Nuclear profiler. An array of
ionization chambers has been described for verifying treat-
ment planning for IMRT (30). The ion chambers are
arranged in several parallel linear arrays, each one offset
from the next. Twenty-four chambers, each 0.03 cm3 in
volume, are arranged in boreholes of a plastic-mounting
frame. The assembly is positioned in a water phantom and
maybe positioned in different orientations to allow mea-
surements in different plains. Commercial ion chamber
devices include the Thebes marketed by Nuclear Associ-
ates, an ion chamber array marketed by Wellhofer, the
RBA-5 marketed by Gammex, and other devices. These
devices range in number of detectors from few (four or five)
to many (Fig. 1).

Plastic Scintillator

Some organic plastics fluoresce visible light when irra-
diated with ionizing radiation. Unlike the fluorescent
screens used in imaging, organic scintillators have the
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additional advantage of being approximately tissue-
equivalent (31). However, this tissue-equivalence at pre-
sent only exists at the energies conventionally used for
megavoltage treatment. Most of the plastic scintillators
currently available exhibit significant differences in the
mass energy absorption coefficient relative to that of water.
More recently, plastic scintillators have been developed for
low energy photon dosimetry that are radiologically water-
equivalent, have improved sensitivity over some others
scintillators, and offer the potential for high spatial resolu-
tion (32,33).

Plastic scintillators may be used as point detectors, in
which their potential for manufacturing into very small
sizes yields the possibility for improved spatial resolution
of measurements. Efforts also have been made to use
plastic scintillators as 2D and 3D detectors (34). Two
techniques have been used; the first being the use of plastic
scintillators as a detector system themselves, using optical
coupling through a light pipe assembly to a video detector.
This method has been described previously (35–37). Sig-
nificant difficulties still exist with the spatial resolution of
these systems. Light emitted by the scintillator can travel
some distance, in any direction, before reaching the light
detector. Unless the plastic scintillator is thin, the resolu-
tion of the image will be degraded considerably. Some
efforts have been to quench the light by adding dyes to
the scintillator, to reduce the distance traveled by the light
obliquely through the scintillator. Until this problem is
resolved, the quality of the imaged dose distribution will
not be adequate for radiation dosimetry.

A second technique involves the use of plastic scintilla-
tors to enhance the response of another detector, such as
radiographic film (38). In this technique, radiographic film
is sandwiched between sheets of organic plastic scintilla-
tor. Several investigators have noted that radiographic
film has a tendency to overrespond to low energy photons
(39,40). The use of an organic plastic scintillator has been
proposed to enhance the response of radiographic film to
higher energy photons, thus making the energy response of
the film detector system more uniform.

Film

Radiographic film has long been used as a radiation detec-
tor, and as a QA device. Again, film itself is not a 3D
dosimeter, but stacks of film have been used to measure
dose distributions in 3D. The difficulties with film are well
known; energy dependence, requirements for processing,
variations from one batch to the next, dose rate depen-
dence, positional dependence, and other issues have been
discussed by a number of investigators (41). More recently,
use of radiochromic film has been proposed. Radiochromic
film requires no processing, has very little energy depen-
dence, no known dose rate dependence, and requires mini-
mal special handling techniques (42,43). The linearity of
response of a recently developed model of film is shown in
Fig. 2.

The use of film for verification of conformal and IMRT
dose distributions has been recommended. At least one
manufacturer has marketed a phantom intended for use
with IMRT (see Fig. 3, for an example of such a device).

TLD Sheets and Plates

Lithium fluoride, a thermoluminescent material, has been
used for many decades as a radiation detector (44). Its use
has been limited principally to point measurements,
because the dosimeter is provided either as extruded rods
or chips, or as a powder that is encapsulated for use.
Thermoluminescent dosimetry has a number of limita-
tions, among them energy dependence, but most notably
a requirement for delay between irradiation and proces-
sing. In addition, an expensive piece of equipment is
required for readout of the material. The limitation of
the device to point measurements has been addressed
recently by the development of TLD sheets. In these, TL
material is distributed in an array across a sheet of backing
film. The film can be irradiated in much the same manner
as conventional radiographic film, and may be immersed in
a water phantom as necessary. As with film, 3D measure-
ments can be made only by stacking multiple sheets of TL
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material. After irradiation, and following the requisite
delay, the film is inserted into a readout device that
selectively heats the individual dosimeter regions using
a laser. Light is collected from the heated regions using a
photomultiplier tube. Through an automated operation, a
matrix of data can be obtained quickly and efficiently.
However, due to the cost of the reader, this dosimetry
system is presently available only as a service (Inovision,
Inc.)

Electronic Portal Imaging Devices

An important aspect of quality assurance in radiation
therapy involves not just the dose delivered to the patient,
but the correct positioning of the patient. For many years,
positioning has been verified through the use of conven-
tional radiographic film, or through the use of video ima-
ging techniques (45,46). Video imaging permits only a
check of the relative position of external landmarks. Radio-
graphic film permits verification of the patient position
through the visualization of internal boning anatomy, but
requires a delay while the film is processed. The introduc-
tion of electronic portal imaging has brought to the clinic
the possibility of immediate verification of patient position.
With the introduction to clinical radiation therapy of mod-
ern techniques, such as IMRT, immediate verification of
correct beam delivery is crucial. The failure or incorrect
programming of a multileaf collimator can result in a
completely unacceptable dose distribution. With on-line
portal imaging, such errors may be detectable promptly,
even during treatment (47–52). A further improvement has
been the introduction of transmission flat-panel detectors
up- and downstream from the patient. These allow the
measurement of photon beam fluence entering and exiting
the patient, and the estimation of dose within the patient.
When combined with images of the patient made at multi-
ple beam angles, as is done for multifield conformal treat-
ment, or IMRT, it may be possible to reconstruct the dose
distribution actually delivered to the patient in three
dimensions.

GEL DOSIMETRY

Gel dosimetry has been examined as a clinical dosimeter
since the 1950s (53,54). During the last two decades,
however, the number of investigators has increased
rapidly, and the body of knowledge regarding gel dosime-
try has expanded considerably (55,56). Gel dosimetry is
still considered by some to be a research project, and the
introduction of this tool into clinical use is proceeding
slowly. However, the interest in, and potential of, gel
dosimetry for clinical use is demonstrated by the level
of participation in three successful international work-
shops held to date on this subject (57–59). This section
reviews the development of gel dosimetry, several of the
formulations that have been investigated intensively,
the characteristics of gel dosimetry that make it desirable
for clinical use, the postulated and demonstrated applica-
tions of gel dosimetry, and some complications, setbacks,
and failures that have contributed to the slow introduc-
tion into routine clinical use.

Fricke Gels

Nuclear magnetic resonance (NMR)-based gel dosimetry
was introduced by Gore who recognized that the ferrous
sulfate Fricke dosimeter (60,61) could be examined with
magnetic resonance rather than spectrophotometry (55).
The Fricke dosimeter is based on the radiation-induced and
dose dependent transformation of ferrous (Fe2þ) ions into
ferric (Fe3þ) ions. These two ions have different electron
paramagnetic spin states and different ionic radii (60,61).
Gore realized that the NMR spin–lattice and spin–spin
relaxation rates (1/T1 and 1/T2, respectively) of the water
protons in the Fricke dosimeter are dependent on the
amount of ferric ion present in the solution and that,
because changes in these parameters produce the contrast
of MR images, radiation induced changes in the solution
should be visible by MRI (55). Soon afterward, other
researchers began investigating the use of Fricke solutions
incorporated into gel matrices (Fricke gels) to provide
spatial stability of the dosimeter (62–65). The most com-
mon matrices investigated were gelatin, agarose, and
sephadex. Each of these systems had its advantages and
limitations, but agarose was probably used more than any
other detector system. While agarose dosimeters are more
sensitive to dose than gelatin-based systems, they are more
difficult to produce because they must be bubbled with
oxygen to ensure a uniform dose response.

Fricke gel dosimeters have a number of advantages;
principle among them is the well-described understanding
of the radiation chemistry of this system. In addition, the
basic and NMR processes leading to the dosimetry response
are well understood (66,67). Fricke gel dosimeters are tissue
equivalent over a large range of photon energies. Like other
gel dosimeters, they are prepared in a liquid form so that
phantoms containing heterogeneities or conforming to
anthropomorphic geometries can be constructed.

However, there are a number of significant problems
associated withtheuseofFrickegels for radiationdosimetry.
The dosimeters require high doses, on the order of 10–40 Gy,
for the radiation-induced changes tobeobserved bymagnetic
resonance imaging (MRI). The ferric ions produced by
absorption of radiation diffuse readily through the gel or
agarose matrix, leading to a decrease in signal intensity, and
a loss of spatial information (64,66–69). Imaging must be
performed within� 2 h of irradiation to avoid serious degra-
dation of the dosimetric detail (70). The diffusion has been
reduced by replacing the gelatin matrix with a poly (vinyl
acohol) (PVA) matrix, which is less porous to the ferric ions
(71). Other investigators have developed further methods to
delay diffusion, although imaging must still be performed
quite soon after irradiation (72). Some improvement in the
diffusion of ions can be achieved by cooling the gel, but this is
rarely practical in a clinical setting. Consequently, Fricke gel
dosimetry has seen only limited clinical use.

Several improvements have been reported recently. For
example, a Fricke gel dosimeter manufactured using a
PVA cryogel technology has been described. The PVA is
a common water-soluble polymer that can be cross-linked
into its cryogel form by simply freezing and thawing. The
cryogel is a rubber like material that holds its shape even
at elevated temperatures. Preliminary reports of the PVA
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Fricke gel dosimeter indicate that its (1/T1) response has
been found to be linear from 0 to 10 Gy, and the ion
diffusion constant was found to be only 0.2–0.5 that of
traditional preparations in gelatin or agarose (73,74).
Representative ion diffusion constants are presented in
Table 1 for several gel mixtures (68).

Some preliminary work using Fricke gel dosimetry in
anthropomorphic phantoms has been reported (79).
Several different gel compositions were investigated,
including a lung equivalent gel that was developed with
a density of 0.4 gcm�3. This allows measurements of dose
within the heterogeneity itself. However, diffusion of ions
continues to be a problem with this dosimetry system.

Polymer Gels

Gels that replaced the Fricke solution with acrylic mono-
mers were introduced in 1992 (80–82). Early work was
conducted using a polyacrylamide gel based on the radia-
tion-induced polymerization and cross-linking of bis and
acrylamide. The formation of acrylic polymer chains largely
resolved the problem of diffusion exhibited by Fricke gels,

as the long polymer chains were too large to diffuse
rapidly. The reciprocal of T2, or R2, the relaxation rate,
was found to vary proportionally with dose, and MR
imaging of polymer gels was shown to yield quantitative
dose distributions (81). Subsequently, alternative gel for-
mulations have been developed in which the bis and
acrylamide are replaced with acrylic acid or methacrylic
acid, which has yielded increased sensitivity of the gels,
and reduced toxicity (83,84). However, the polymer gels
continued to show another disadvantage; their response
was inhibited by the presence of oxygen. This effect was
addressed though the recent introduction of a class of
polymer gel dosimeters containing oxygen scavengers
(85,86). Several variations of these normoxic gel dosi-
meters (so-called because they can be prepared under
normoxic conditions) have been characterized (87).

To avoid the disadvantages of the Fricke gel systems, a
polymerizing gel dosimetry system was developed (MGS
Research, Inc., Guilford, CT). A variety of polymerizing
gels have been developed, many of which are based on
acrylamide or acrylic acid, and are referred to as poly-
acrylamide gels (PAG). The dosimeters are based on
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Table 1. Summary of Diffusion Measurements in the Literaturea

Reference
Diffusion Coefficient,

10�3 cm2h�1
Gel Type and

Concentration, % Other Constituents, mM Temperature, 8C

(64) 18.3 � 1.4 A 1 S 12.5, Fe3þ 1
(64) 15.8 � 1.1 A 1 S 25, Fe3þ 1
(66) 19.1 � 1.0 A 1.5 S 50, Fe2þ 1 25
(75) 10.9 � 1.6b A 1 S 50, Fe2þ 1, NaCl 1 15–17.5
(68) 9.7 � 1.1 A 1 S 30, Fe2þ 1 22
(68) 11.9 � 1.8 A 1 S 30, Fe2þ 1 22
(69) 12.5 � 1.1 Agar S 50, Fe2þ 1, NaCl 1 5
(69) 21.3 þ 0.5 Agar S 50, Fe2þ 1, NaCl 1 24
(76) 8.2 � 0.1 G 4 S 26, Fe2þ 0.2, BE 5 10
(76) 9.1 � 0.1 G 4 S 26, Fe2þ 0.2, BE 5, Fo 70 20
(76) 10.4 � 0.1 G 4 S 26, Fe2þ 0.2, BE 5, P 0.6 10
(76) 4.4 � 0.1 G 4 S 26, Fe2þ 0.2, BE 5, P 0.6 10
(76) 0.7 � 0.1 G 8 S 26, Fe2þ 0.2, BE 5, Fo 46 20
(76) 1.0 � 0.1 G 8 S 26, Fe2þ 0.2, BE 5, Fo 46, P 0.6 20
(76) 4.4 � 0.1 G 4 S 26, Fe2þ 0.2, BE 5, XO 0.2 10
(76) 6.5 � 0.1 G 4 S 26, Fe2þ 0.2, BE 5, BD 0.6 10
(76) 6.1 � 0.1 G 4 S 26, Fe2þ 0.2, BE 5, Fo 46, XO 0.2 20
(76) 6.3 � 0.1 G 4 S 26, Fe2þ 0.2, BE 5, AC 0.6 20
(76) 8.3 � 0.1 G 4 S 26, Fe2þ 0.2, BE 5 10
(77) 14 � 3 A 1.5 S 50, Fe2þ 0.5 22
(77) 20 � 5 A 1.5 S 100, Fe2þ 0.5 22
(77) 22 A 1.5 S 200, Fe2þ 0.5 22
(77) 11 A 1.5 S 50, XO 0.25 22
(77) 5 � 1 G 10 S 50 and 100, Fe2þ 0.5 22
(77) 9 A 1.5, G 3 S 50, Fe2þ 0.5 22
(77) 9 A 1, G 2 S 200, Fe2þ 0.5, XO 0.2 22
(77) 3 � 1 A 1.5, G 3 S 50 and 100, Fe2þ 0.5, XO 0.1 & 0.25 22
(78) 14.6 � 0.1 G S 50, Fe2þ 1.5, XO 1.5
(78) 8.1 � 0.1 G S 50, Fe2þ 1.5, XO 1.5
(78) 8.2 � 0.1 G þ BA S 50, Fe2þ 1.5, XO 1.5, BE 5.0
(78) 17.8 � 0.2 A 1.5 S 50, Fe2þ 1.5, XO 1.5
(78) 16.3 � 0.2 A 3 S 50, Fe2þ 1.5, XO 1.5
(71) 1.4 PVA 20 S 50, Fe2þ 0.4, XO 0.4 20

aA - agarose, Agar= agar, g ¼ gelatin, S= H2SO4, XO ¼ xylenol orange, BE ¼ benzoic acid, Fo ¼ formaldehyde, P ¼ phenanthroline, AC ¼ acetylacetone,

BD ¼ bathophenanthroline disulfonic acid.
bDiffusion coefficient calculated in Ref. 76.



radiation-induced chain polymerization of acrylic mono-
mers dispersed in a tissue-equivalent gel. The BANG
polymer gel system is a proprietary PAG dosimeter made
of a mixture of acrylic monomers in a tissue-equivalent
gel. Early BANG gels were made from acrylic acid mono-
mers and methylene-bis(acrylamide) cross-linker. More
recently, the BANG3 dosimeter was introduce, which
contains methacrylic acid monomer (see Table 2, from
Ref. 84). Other proprietary response modifiers were added
to adjust the dose range and sensitivity. Dissolved oxygen
inhibits free radical polymerization reactions and is
removed from the mixture by passing nitrogen through
it while the gel remains above the gelling temperature,
prior to sealing the vessel. Consequently, vessels of glass
or other material not permeable to oxygen must be used
for irradiating and imaging the gels.

The gelling agent in the BANG dosimeter is gelatin,
which is used because the transverse NMR relaxation rate
of water (R2 ¼ 1/T2) in a gelatin gel is nearly an order of
magnitude lower than that in agarose gels. Therefore the
background R2 in the gel is substantially reduced, which
improves its dynamic range.

MR Imaging of Polymer Gels

Irradiation of the polymer gels induces polymerization and
cross-linking of the acrylic monomers. As polymer micro-
particles are formed, they reduce the NMR relaxation
times of neighboring water protons. Magnetic resonance
imaging can be used to measure dose distributions in the
gel (81,82,88). Water proton NMR (1H NMR) transverse
relaxation time T2 can be t determined from multiple
spin–echo images. Images can be acquired using the Hahn
spin–echo pulse sequence: 908 –t – 1808 –t– acquire for
four or more different values of t. Typical pulse sequence
parameters are TR ¼ 2 s, TE ¼ 11, 200, 400, and 600 ms.
A field of view of 24 cm and a matrix of 128 � 256 can be
used, with one acquisition and a 3 mm slice thickness.

More recently, it has been shown that spin–echo
sequences other than the Hahn sequence described above
can be used for gel imaging. Improved dose resolution can
be achieved through the use of multiple spin–echo pulse
sequences (89,90). Optimization of the imaging sequence is
necessary, especially with regard to the number of echoes
measured. The use of multiplanar imaging can reduce
imaging times but can also lead to interference between
image planes.

Once MR images have been obtained, they are most
conveniently transferred via network to a computer for
which a data analysis and display program has been
written. One example of such a program has been described
previously (82). The program calculates R2 maps on the
basis of multiple TE images, using a monoexponential
nonlinear least-squares fit based on the Levenberg–

Marquardt algorithm (91). The program also creates a
dose-to-R2 calibration function by fitting a polynomial to
a set of dose and R2 data points, obtained from gels irra-
diated in test tubes to known doses. This function can then
be applied to any other R2 map so that a dose map can be
computed and displayed.

Figure 4 shows values of transverse relaxation rates
(R2) for the gels as a function of dose. The pooled data show
that the dose response was highly reproducible over a wide
range of doses. The dose response is well fitted by a straight
line (92).

Additional experiments have shown that the response of
the BANG gel can be adjusted by varying the concentration
of cross-linker used per total amount of comonomer (93).
Figure 5 demonstrates the relationship of R2 to dose for five
different values of the weight fraction of cross-linker per
total comonomer. Figure 5b shows that, in the linear region
of gel response, the greatest sensitivity of the gel was
achieved at 50% cross-linker concentration. Similar data
have been shown more recently for several different poly-
mer gel mixtures (94).

The temperature of imaging has a large effect on both
the gel sensitivity and its dynamic range (93,95). Dose
sensitivity (s�1Gy�1) as a function of concentration of
cross-linker is plotted in Fig. 6. Sensitivity is seen to reach
a maximum at� 50% cross-linker (as described above), but
sensitivity at all concentrations increases as the tempera-
ture at the time of imaging is reduced.

Figure 7 shows that the maximum R2 achievable, and
therefore the dynamic range of the gel, is dependent on the
temperature at the time of imaging. While R2

max increases
with cross-linking, the dependence is enhanced by cooling
the gel during NMR measurement.

For a number of gel compositions presently being eval-
uated, the fundamental chemistry and physics of response
are well understood. Several gel compositions have been
characterized in great detail (82,87,92,96–98). In polymer
gels, for example, it is understood that the interaction of
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Table 2. Composition of BANG3 Polymer Gel Dosimeter

6% Methacrylic acid
1% Sodium hydroxide

5% Gelatin
88% Water

R 2(I) = 1.2 + 0.276 D

R 2(II) = 1.28 + 0.247 D
R 2(III) = 1.27 + 0.253 D

R 
2 = 1.000

R 
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Figure 4. The dose dependence of the transverse relaxation rate
(R2) as a function of dose. Data from several experiments are
shown indicating reproducibility over a wide range of doses (92).



radiation with water produces free radicals, which trigger
the cross-linking of monomers into polymer chains (81,99).
The polymer chains bind water protons tightly causing a
change in their paramagnetic properties that is detectable
by magnetic resonance imaging (92,100). The relationship
between dose and relaxation rate can be influenced by
several additional factors, including accuracy of the
calibration curve (101) and the aging characteristics of
the gel (96,102,103).

The quality of the imaging process is affected by the
homogeneity of the B1 field (104) and the presence of eddy
currents (105). Some additional complications due to the
distortion of MR imaging systems have been identified
(106).

Optical Scanning of Polymer Gels

Dosimetric results with MR imaging have been encoura-
ging, but the need to use expensive and often inaccessible
imaging systems renders this technique somewhat imprac-
tical. In most compositions, polymerization changes the
optical characteristics, and measurements of optical den-
sity can be related to absorbed dose (85,107–111).

Optical computed tomography (OCT) of polymer gels
can be conducted in a similar manner to X-ray CT. To date,

OCT has been limited to transmission measurements,
although the potential exists for measurements of attenua-
tion, fluorescence, scatter, polarization and refractive
index changes (112). Optical computed tomography has
been performed by several investigators (107,109–113), but
in general, the techniques all require the use of a cylind-
rical vessel to hold the gel, a tank filled with a medium
matching the refractive index of the gel, and a monochro-
matic light source. Several of these systems use parallel-
ray geometry and filtered back projection to reconstruct the
image. At least one system uses a diffuse white light and
cone-beam geometry (111).

An optical imaging system employing He–Ne laser CT
scanning of the gel has been described (107). The scanner
operates in a translate-rotate geometry and is capable of
producing stacks of planar dose distributions with pixel
size and slice thickness as small as 100 mm (114).

Optical scanning of several gels has been conducted
using a modified version of a 3D optical CT laser scanner
that was developed recently at MGS Research, Inc.
(107,108,115,116). (see Fig. 8.)

The scanner, which is PC controlled, operates in a
translate-rotate geometry and utilizes a single He–Ne laser
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light source and a photodiode, together with a reference
photodiode to account for fluctuations of the laser output
intensity. The gel is mounted on a central turntable and is
immersed in a liquid that matches the gel’s refractive index
to minimize the loss of signal from projections at the edges
of the gel. The platform on which the light source and the
detector are mounted moves vertically. Isotropic resolution
of 1 mm is achievable using this scanner, with scan times
on the order of 8 min per plane. An image of a gel exposed to
an 192Ir high dose-rate (HDR) source appears in Fig. 9.

Further evaluation of an OCT system has been per-
formed, to determine the stability and reproducibility of
the system (118). In addition, characterization of gels has
been performed to determine the optimum sensitivity con-
sistent with the dynamic range of the scanner (119).

X-Ray CT Scanning of Polymer Gels

The formation of polymer chains increases the physical
density of the gel, and the resulting change in attenuation
coefficient can be measured by measurements of X-ray
transmission, such as by computed tomography (120–
125). While the change in density is small, it has been
shown to vary proportionally with dose (122,126). This

change in density leads to a small change in CT number
when irradiated gels are examined with CT. Recent data
show that this change can be as much as 0.2 kgm3Gy�1

(127). An image of tubes of gel irradiated to different doses
appears in Fig. 10. Methods for improving the quality of
X-ray imaging have been developed, and include the
acquisition of multiple images, background subtraction,
and filtering (126,127).

Ultrasound Imaging of Polymer Gels

Polymerization leads to changes in elasticity of the med-
ium, and the corresponding changes in ultrasound absorp-
tion can be exploited (129–132). Ultrasound has been
used to evaluate changes in density and elastic constant
of a number of materials. Several different ultrasonic
parameters can be measured and these can be used to
characterize materials. The most commonly measured
parameters attenuation and reflection coefficients, and
the speed of propagation. A pulse-echo technique using
one probe or a transmission technique using two probes is
used to measure these parameters. These parameters can
be related to structural properties of the sample including
bulk density, elastic constants as well as sample inhomo-
geneities.

Vibrational Spectroscopic Imaging of Polymer Gels

Finally, vibrational spectroscopy can be used to demon-
strate the conversion of monomers to polymer chains (133–
136). Fourier transform (FT)–Raman vibration spectro-
scopy of polymer gel dosimeters has been investigated as
a means by which the fundamental structure and proper-
ties of the dosimeters might be better understood. Raman
spectroscopy has also been used to investigate the track
structures of proton beams in polymer gel dosimeters (137).
This study illustrated the difficulty in using polymer gel
dosimeters to extract quantitative dose maps when exposed
to proton radiation. Further studies will be required to
determine whether Raman microscopy can be used routi-
nely in the evaluation of polymer gel dosimeters.
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Figure 8. An optical scanner developed for use with polymer gels.
(Photograph by M. Heard.)

Figure 9. The OCT image of a polymer gel exposed to an 192Ir
HDR brachytherapy source. The central region was occupied by
the source during irradiation and was replaced with irradiated gel
for imaging (117).

Figure 10. The CT image of several vials of polymer gel irradiated
to different doses. (Reproduced with permission from Ref. 128.)



CHARACTERISTICS OF GEL DOSIMETERS

Gel dosimeters have a number of characteristics that make
them attractive for radiation dosimetry (138). A novel
comparison of gel dosimeters with conventional dosimetry
systems has been presented in the form of a spider plot (see
Fig. 11, Ref. 110). This graphical presentation illustrates
the relative performance of dosimeters, such as ion cham-
bers, film, TLDs and gels by considering such parameters
as accuracy, volume measured, cost, three-dimensionality,
resolution, energy dependence, and time required for the
measurement. Oldham has shown that gels compare favor-
ably with the other detectors in most characteristics,
including their relative accuracy, volumetric nature, inher-
ent three-dimensionality, high resolution and lack of
energy dependence over much of the important energy
range (110). Methods for characterizing the response of
gels have been found, and in particular, a technique for
characterizing the dose resolution has been described
(89,139,140).

However, today gels are still time-consuming and rela-
tively expensive. Several dosimetric aspects have not yet
been realized, including the absolute accuracy of measure-
ment, and the ability to render a 3D dose distribution
as opposed to multiple planes of data, although progress
is being made rapidly on both aspects. In addition, the
issues of cost and time required are being addressed. The
availability of optical CT scanning and other imaging
techniques are likely to drive down the cost of gel analysis,
and improve the penetration of this modality into the clinic.
At the same time, newer optical CT scanners equipped with
more powerful computers are faster and can perform com-
prehensive imaging of gels in the time previously required
for a single slice.

APPLICATIONS OF GEL DOSIMETRY

Potential applications of gel dosimetry have been summar-
ized on several occasions in the recent past (97,138,141–
143) although the field is developing rapidly. Today it is
considered by many that gel dosimetry has useful char-
acteristics that can facilitate radiation therapy dosimetry,
especially in situations that are not handled well by con-
ventional dosimeters. These characteristics include the
ability to measure complex 3D dose distributions; to inte-
grate dose accurately without dependence on dose rate, at
least over a fairly wide range; tissue-equivalence; high
spatial resolution; and lack of energy dependence over
most of the kilovoltage and megavoltage range. With most
gels, data are stored permanently, making gels suitable
for performance of dosimetry at remote locations (144).
They also are relatively safe to manufacture and handle,
although some components such as acrylamide are toxic and
must be handled with appropriate protection until mixed.

Demonstrated applications of gel dosimetry to date
include basic dosimetry (depth dose, penumbra, wedge pro-
files) in photon, electron, neutron, and proton beams; dose
distributions from imaging procedures; conformal therapy,
stereotactic radiosurgery, and intensity-modulated radiation
therapy (IMRT); dose distributions around brachytherapy
sources (low and high dose rate, and intravascular
sources); internal dosimetry (131iodine doses); and evalua-
tion of tissue heterogeneities. The advances made recently
in these areas will be discussed.

Basic Dosimetry

Gel dosimeters have the capability to record and display
the dose distribution throughout a 3D volume. This ability
affords advantages over conventional dosimeters, even for
basic dosimetry parameters such as percent depth dose in
photon and electron beams (54,92,145). Gel dosimetry has
been shown to be useful to validate simple multiple-field
arrangements (146) and more complex anatomical situa-
tions including tangential breast treatment (147,148), con-
formal therapy (149) and scalp treatment with electron
beams (150). Dynamic functions, such as a programmable
wedge filter are difficult to measure with ionization cham-
bers or diodes, and film is often used to provide data in a
single plane. Gels have proven useful for capturing the
dose distributions from programmable wedge filters, and
allow distributions in multiple planes to be demonstrated
from a single exposure (151).

Dose from Imaging Procedures

More recently, the use of gels to demonstrate dose distribu-
tions from imaging procedures has been explored
(152,153). In a novel experiment, a high sensitivity gel
was used to determine the dose from CT imaging. The
benefit of this measurement is that the dose distribution
throughout a patient volume can be estimated without
requiring the use of numerous point dosimeters (e.g.,
TLD) and without averaging the dose along a line or
throughout a volume (e.g., a pencil ionization chamber).
These benefits may be most apparent in evaluating the
dose distribution from helical CT scanners.
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Figure 11. A spider plot, illustrating the capabilities of several
common dosimetry systems, as well as gels, and the potential
capabilities of gels. (Redrawn with permission from Ref. 110.)



Evaluation of Conformal Dose Distributions

Stereotactic Radiosurgery. Gels have been used to
demonstrate the dose distributions from stereotactic treat-
ments both from dedicated multisource cobalt units and
from linear accelerators (154–161). A clear benefit of gel
dosimeters is that they can display a dose distribution,
especially a highly conformal one as is produced by stereo-
tactic radiosurgery techniques, so that it can be appre-
ciated qualitatively in three dimensions without need of
imaging systems or processing (see Fig. 12, Ref. 161).

In one series of measurements, gels were prepared in
glass flasks chosen for their size and shape, which was
comparable to that of a human head. Additional polymer
gel material from the same batch was prepared in glass test
tubes, for irradiation to selected doses, to generate a dose-
response curve. The gels were prepared in Guilford, CT,
and were shipped to Lexington, Kentucky for irradiation
and analysis (161).

A gel prepared in a 16 cm diameter flask was fitted with
a radiosurgical head frame (Leksell, Elekta Corporation,
Atlanta, GA), as shown in Fig. 13. This flask was also
equipped with a glass rod extending to near the center
of the flask, to be used as a target. The MR images were
obtained and were transferred to a Gammaknife treatment
planning computer (Gammaplan; Elekta Corporation),
where a complicated dose distribution was planned using
multiple target points. Once the plan was completed, the
coordinates of the individual target points were deter-
mined, and the gel was moved to the Gammaknife irradia-
tion unit. Treatments were delivered to each of the target
points, in accordance with the treatment plan. A dose of
10 Gy was delivered to the 100% isodose line.

Dosimetric imaging of the flask and test tubes contain-
ing gel was performed between 25 and 36 h after irradia-
tion. The flask was placed in the head coil of the imager and
the test tubes irradiated for calibration purposes were
placed around the flask. The images were transferred
via network to a Macintosh computer, and the DoseMap
program was used to compute the maps of transverse
relaxation rate (R2).

A dose-response calibration curve was obtained as
described earlier. Images of the gel-filled test tubes were
obtained, and R2 determined as a function of dose.

The calibration curve was then applied to R2 maps of the
flask irradiated with the Gammaknife unit. The result
yielded an image of the dose distribution, as shown in
Fig. 14a and 14b. As all scans were performed with the
head ring and localizer box in place, the coordinates of the
image plane could be determined. These image planes were
located 1 mm from each of the corresponding treatment
plans shown in Fig. 14a and 14b. Finally, isodose curves
were drawn (by the DoseMap program) by interpolating
within the measured dose distribution.

The measured dose distributions were compared with
the treatment plans prepared prior to irradiation by super-
imposing the two data sets. The superimposed data are
shown in Fig. 15a and 15b. The calculated and measured
dose distributions were registered by aligning the point
representing the tip of the glass rod.

The measured dose distributions compare favorably
with the calculated dose distributions. In fact, the dose
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Figure 12. A BANG gel irradiated with a highly conformal dose
distribution produced by a Gammaknife treatment unit. The
distribution can be appreciated qualitatively without the need
of imaging systems or processing. (Photograph by the author.
See also Ref. 161.)

Figure 13. Photograph of a glass flask filled with the BANG
Polymer Gel dosimeter. A glass rod was inserted into the gel to
provide a target around which to localize the dose distribution. The
flask was fitted with a Leksell stereotactic head frame. The gel is
shown as it appeared following irradiation. (Photograph by the
author).

Figure 14. The R2 maps obtained from the irradiated gel
(a) Distribution in the axial plane. (b) Distribution in the
sagittal plane. (Reproduced with permission from Ref. 161.)



map taken in the plane of the target points (Fig. 14a)
indicates regions of overlap not demonstrated by the treat-
ment planning system. As shown in Fig. 15a and 15b, the
measured isodose lines conform in shape quite well with
the calculated data, but seem to show a shift away from the
glass target rod. The dose images were obtained in planes
that were shifted 1 mm from the planes of dose calculation,
and this shift might account partially for the difference in
size and shape of the isodose curves. However, Fig. 15a
shows a shift in the lateral (X) direction away from the
glass target rod, which cannot be explained by a difference
in the axial (Z) coordinates of the planes of calculation and
measurement. Instead, it appears more likely that the dose
distribution was placed � 1 mm further from the glass
target rod than intended.

Evaluation of Repeat-Fixation Stereotactic Radiotherapy.
In recent years, fractionated stereotactic radiation therapy
has been seen as a desirable method of delivering high dose
radiation therapy to malignancies of the brain. Techniques
developed for immobilizing the patient have also been
applied more recently to intensity-modulated radiation
therapy, in which conformal dose distributions are deliv-
ered through multiple fractions to one or more target
volumes. In both techniques, reproducible positioning of
the patient is critical, to ensure that the target volume
receives the intended dose, and normal tissues are spared
to the extent determined by treatment planning techni-
ques. The BANG gel dosimeter has been used in a fractio-
nated regimen to demonstrate the reproducibility of
multiple setups under stereotactic position methods (158).

Intensity-Modulated Radiation Therapy (IMRT). Gels
dosimeters have proven themselves to be valuable for
evaluating and confirming IMRT dose distributions
(146,162–169). Most investigations have been conducted
in simple geometric phantoms (Fig. 16), but others have
employed anthropomorphic phantoms in arrangements
that allowed direct comparison with measurements using
other techniques such as film and TLD (163,165,166).

Beach developed a gel insert for an existing anthropo-
morphic phantom that had been developed with film and
TLD dosimeters (170). The phantom design revision
included converting the existing imaging/dosimetry insert
from a block-style design to a cylindrical design (Fig. 17).
This insert contained embedded structures that simulated
a primary and secondary target volume as well as an organ
at risk (OAR). An additional insert was then constructed to
house the polymer gel dosimeter. This insert was specially
designed using Barex plastic. Both the imaging insert and
the gel insert had an image registration system incorpo-
rated into their construction.
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Figure 15. Composite figures showing both the treatment plan
prepared using a Gammaplan treatment planning computer (drawn
in black, labeled in percent of maximum dose) and isodose curves
measured by the technique described in the text (drawn in gray,
labeled in Gy). (a) The distribution in the axial plane containing the
8 isocenters. (b) The distribution in a perpendicular sagittal plane.
(Reproduced with permission from Ref. 161.

Figure 16. A cylindrical flask containing a normoxic gel shortly
after irradiation with an IMRT treatment. The dose distribution is
clearly visible, demonstrating the change in optical density with
dose. (Reproduced from Ref. 167, with permission.)

Figure 17. An anthropomorphic head-and-neck phantom devel-
oped by the Radiological Physics Center (170) showing the
modifications made to accommodate a gel dosimeter.



X-ray CT images were obtained of the phantom with the
imaging insert in place, and an IMRT treatment plan was
developed. The phantom was then taken to the linear
accelerator, the imaging insert was replaced with the gel
insert, and the IMRT treatment was delivered.

A commercially available optical computed tomography
(OCT) scanner (107) was commissioned for this project and
future work with polymer gel dosimetry. The OCT scanner
was used to image polymer gels before and after being
irradiated. The preirradiation images were subtracted from
the postirradiation images using a pixel-by-pixel subtrac-
tion method. The resultant images had net OD values that
were directly proportional to the dose received by each given
pixel. A comparison of the calculated dose distribution and
the measured distribution is shown in Fig. 18.

Repeated measurements showed that a polymer gel
imaged with optical CT was reproducible to within 1%
(171). Repeated OCT imaging was shown to be consistent
to within 1%. However, the results also showed that the
techniques used to calibrate the gel (irradiation of a similar
gel container with small-diameter beams delivering doses
spanning the expected range) did not provide absolute dose
measurements offering better agreement than 10% with
the calculated data.

Duthoy compared the dose distribution measured with
gels to the calculated distribution, for complex intensity-
modulated arc therapy (IMAT) treatments in the abdomen
(172). Vergote also examined IMAT with gels and observed
a reproducible difference between calculations and mea-
surements in low dose regions near steep dose gradients; a
phenomenon also observed by Cadman et. al. and attrib-
uted to the failure of treatment planning systems to model
the transmission of radiation through the rounded ends of
multileaf collimator leaves (169,173).

Brachytherapy. Determining dose distributions and
confirming the results of planning for brachytherapy treat-
ment is historically difficult. No suitable methods of dosi-
metry have existed in the past to enable measurement and
display of these 3D and complex distributions. Measure-
ments around single sources have been possible only in a
point-by-point fashion, such as with small ionization
chambers or with thermoluminescence dosimeters

(TLDs), (174) or in planar fashion with film (175). These
methods are quite unsatisfactory for anything other than
distributions around single sources, or very simple source
arrangements. In contrast, the BANG polymer gel dosi-
metry system has the capability to measure and display
complex dose distributions from complicated source
arrangements. It is necessary to immerse the applicator
containing the sources into the gel, or arrange for its
introduction into a catheter already placed in the gel.

The ability of gels to record and display dose distributions
around a high dose rate (HDR) source was first demon-
strated over a decade ago (92,176,177). Maryanski et al.
showed the dose distribution around a single catheter into
which a high dose rate (HDR) remote afterloader source had
been positioned (178). The HDR unit was programmed to
dwell the source at several locations in the catheter, to
deliver an elliptical dose distribution. After irradiation,
the gel was imaged with MR, and a map of the dose
distribution was computed. The map is shown in Fig. 19,
where the color intensity is proportional to dose. Isodose
lines, determined from the dose map data, are superimposed
on the intensity map. Points at which the dose was com-
puted by the treatment planning system also are shown.
Excellent agreement between the position of the calculated
dose points and the corresponding measured isodose lines
indicates the agreement between doses measured by the gel
and computed by the treatment planning system.

More recently, measurements have been made in close
proximity to HDR 192Ir sources (117,179) (see also Fig. 9).
These measurements have shown that complications occur
when measurements are made in the steep dose gradients
close to an HDR source. Polymerization of the gel causes an
increase in the gel density and a corresponding decrease in
the volume filled by the gel. The change in density causes
shrinkage of the gel in the vicinity of the source, distorting
the resulting measured distribution. Changes to the com-
position of the gel to increase the concentration of gelatin
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Figure 18. (a) A calculated dose distribution for an IMRT
treatment, shown in a gray-scale format. (b) The measured dose
distribution obtained from optical CT of a polymer gel, following
irradiation with the treatment plan shown in (a). (From Ref. 165,
with permission.)

Figure 19. Use of the BANG gel to measure the dose distribution
around an HDR source. The source was positioned in a catheter
implanted in a BANG polymer gel. The figure illustrates a
comparison between the dose distribution determined from a
MRI image of the gel and the calculated dose distribution.
(From Ref. 178.)



can mitigate the amount and effects of the density changes.
Furthermore, there are suggestions that the high dose
rates found near brachytherapy sources, particularly those
of HDR afterloaders, can introduce temperature gradients
that influences the polymerization of acrylamide monomer
gels (87,93,180,181).

Efforts also have been made to characterize low dose
rate (LDR) sources, such as prostate seeds (182–184), eye
plaques (185), 137Cs afterloading sources (186,187) and
intravascular sources (188). Studies have indicated that
the diffusion of monomers (or ferrous and ferric ions in
Fricke gels) across steep dose gradients can introduce
errors in measurement (92,189). As the use of gels to
measure dose distributions from LDR sources requires long
exposure times, diffusion of monomers or ions could intro-
duce significant errors, and gels exhibiting high diffusion
rates should be avoided for these measurements.

A furtherproblemwithgeldosimetryforLDRbrachyther-
apy has been demonstrated by recent studies indicating
energy dependence at lower energies. Data show that a
polymer gel dosimeter under responds to radiation in the
20–60 keV range (190). Others have shown differences in gel
response from one formulation to another, and suggest that
theMAGATgel ismostwater-equivalentover awiderangeof
energies (191). Changes in mass attenuation coefficient of
polymer gels during irradiation can also introduce errors in
the dose distributions measured around low energy sources.

Internal Dosimetry

Gel dosimetry has shown promise in the determination of
dose distributions from administrations of unsealed
radioactive sources (192). The authors embedded a vial
of 131I into a flask of polymer gel and observed a distance-
dependent change in the T2 signal. They also mixed 131I
into the gel and demonstrated a change in T2 signal that was
dependent on distance from the concentration of activity. No
more recent investigations have been located.

Measurement of Neutron Dose Distributions

Some developments have been reported in characterizing
fast and epithermal neutron beams with gel dosimetry
(193–195). Thin layers of Fricke-xylenol orange gels have
been irradiated in phantoms composed of insensitive gel.
Adding 10B or other nuclides with large cross-sections has
increased the sensitivity of the gel dosimeter to neutrons.
This technique has been used to determine the profiles of
neutron beams used for boron neutron capture therapy.
Some benefits of the use of gel dosimetry are the tissue-
equivalence of the dosimeter to these energies, and the
ability to separate the components of dose.

Measurement of Particle Dose Distributions

Several investigators have demonstrated the use of poly-
mer gel dosimeters to record the dose distributions pro-
duced by proton beams (88,137,196–198). However, several
authors have noticed disagreements between measure-
ments with gels and conventional dosimeters such as
diodes in the peak region of the distribution. Gustavsson
has suggested that the response of gels, as they are based

on the formation of free radicals, is dependent on the LET
of the radiation (197,198). As the LET of the beam
increases in the peak region, the local ionization density
increases. As the distance between the radicals formed in
the gel decreases, the likelihood of recombination of radi-
cals increases. A decrease in the production of radicals with
increasing LET has been described previously (199). Con-
sequently, significant differences appear between depth
dose measurements with gels and those with detectors
such as diodes (see Fig. 20, Ref. 198).

Jirasek et al. performed track energy-deposition calcu-
lations and raman spectroscopy and reported agreement
between these techniques and gel measurements (137).
Their conclusion also was that the high density of delta-
ray interactions close to the track of a proton resulted in
high doses being delivered to the gel. These doses saturated
the response of the gel by consuming the available mono-
mer. This effect was greater near the end of the proton
range, consistent with the results of other authors.

Gels have been used also to demonstrate the dose dis-
tribution produced by 12C ions (200). Similar effects asso-
ciated with decreased radical formation at high LET were
observed in the carbon beam.

Evaluation of Tissue Heterogeneities

A valuable feature of gel dosimeters is that they are very
nearly tissue-equivalent, particularly at photon beam
energies above � 100 kV. Previous investigations have
shown that the BANG gel, the MAGIC and MAGAS nor-
moxic gels, as well as gels based on Fricke or vinyl solutions
have electron densities within 1% of soft tissue, and effec-
tive atomic numbers in the range of 7.4 (190). However,
several investigators have attempted to measure the
effects of nonunit density tissues on external beam dose
distributions. Early measurements were performed to esti-
mate the dose distribution behind high atomic number
heterogeneities, to simulate the presence of bone (201–
204). More recently, measurements have been made
behind or adjacent to cavities filled with air or with
lung-equivalent plastic (168). To attempt a measurement
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Figure 20. The variation in LET as a function of depth for a
monoenergetic proton beam (dashed curve, left-hand scale) and
the measured relative sensitivity for the gel dosimeter (full curve,
right-hand scale). Also shown is the depth dose curve for the proton
beam (dotted curve), normalized to 100% at the Bragg peak.
(Reproduced with permission from Ref. 198.



in lung-equivalent gel, Olberg produced a foam of gel with
the approximate density of lung tissue (205). Other inves-
tigators have evaluated the promise of gel dosimeters to
simulate lung tissue, by introducing polystyrene foam
beads into a gel mixture (206). While these measurements
showed promise, there were several sources of error. First,
the introduction of air, or air-containing polystyrene beads
introduced the possibility of oxygen contamination. Pur-
ging the polystyrene beads with nitrogen, or using nitrogen
rather than air to foam the gel addressed this problem. The
introduction of air or polystyrene eliminated the possibility
of evaluating the measured dose distribution by optical
scanning, and MR imaging must be used. The presence of
air may lead to partial volume imaging effects that could
introduce errors into the measurement.

COMPLICATIONS TO BE ADDRESSED

As was suggested earlier in this article, there are a number
of complications associated with gel dosimetry that remain
to be addressed, and that are inhibiting the routine use of
gels in the clinic. Some of these are listed below, with short
descriptions of the causes of the problems, and possibilities
for correcting them.

Imaging Artifacts

This article has discussed several methods of generating
images of dose distributions using gels. Principal methods
are MRI, OCT, and X-ray CT. Each of these imaging
methods is prone to imaging artifacts, although the type
of artifact and its causes are different with the different
modalities. In MRI, for example, susceptibility artifacts
can result from variations in the conductivity of the volume
being imaged, and interference is likely when multiplanar
imaging of adjacent planes is attempted. The presence of
air or low-density structures can lead to partial volume
effects or susceptibility artifacts.

In OCT, any structure that blocks the light beam is
likely to cause a streak artifact, similar to those produced
by high densities in X-ray CT images. In addition, the
refraction of the light at interfaces between the gel and
other materials can cause ring artifacts or distortion of the
image. The artifacts found in OCT images have been
described (110). An example of the artifact caused by high
optical densities is shown in Fig. 21.

When X-ray CT is used, artifacts can result from the low
signal to noise ratio that occurs because of the very small
density differences present in the gel. These artifacts have
been investigated in some detail previously (121).

Temperature Dependence

The existence of a dependence on temperature during
irradiation of polymer gels was not recognized immedi-
ately, but it has since been shown that this dependence
exists. Furthermore, the temperature dependence can be
more pronounced for some polymer gel formulations than
others. The polymerization that occurs as a result of irra-
diation of the gel is exothermic, and consequently can lead
to a temperature rise that influences further polymeriza-

tion of gel in response to continuing exposure. In extreme
cases, this temperature rise can exceed several degrees
Celcius (207).

Oxygen Sensitivity

The sensitivity of polymer gels to oxygen has been dis-
cussed extensively, and several investigators have
responded by developing gels that contain oxygen scaven-
gers, such as the MAGIC gel (86). The oxygen scavenger
removes oxygen present in the gel at the time of manu-
facture, even if this is done in normoxic conditions. It can
remove additional small amounts of oxygen, but ultimately
will be overwhelmed if exposure to normal atmosphere is
ongoing. While this problem has been addressed, it still
creates minor inconvenience that might limit the success-
ful introduction of gels into routine clinical use. The char-
acteristics of several normoxic gel dosimeters have been
investigated in detail (90,208).

Tissue Equivalence and Energy Dependence

Gels, both Fricke and polymer types, compete well when
compared to other dosimeters in terms of their tissue
equivalence and energy dependence. In comparison to
thermoluminescence dosimeters (TLD), radiographic film,
and even ionization chambers, for example, gels are con-
siderably less energy dependent and are much more tissue
equivalent (209). However, under extreme conditions of
photon energies below 60 keV, and LET values greater
than � 2.5 keVm�1, gels show a dependence that remains
to be fully characterized (190).

Simulation of Nonunit Densities

The benefits of gels discussed in the previous paragraph
lead to the inability of gels to easily simulate nonunit
density tissues. To date, limited efforts have been described
to create low density gel mixtures, to simulate lung tissue.
No attempts have been described to date to create high
density mixtures and are unlikely to be with today’s
emphasis on the use of gelatin-based formulations.

494 RADIATION DOSIMETRY, THREE-DIMENSIONAL

Figure 21. An optical CT scan of a normoxic gel irradiated with a
low dose rate 125I brachytherapy source. The high optical densities
close to the source completely attenuate the laser, resulting in a
streak artifact.



Diffusion of Monomer in Steep Gradients

The diffusion of monomer, and the shrinkage of gel propor-
tional to the creation of long polymer chains, can be
addressed through the development of better gel mixtures.
Avoiding small monomers such as acrylamide can reduce
the rate of diffusion in regions of steep dose gradient, such
as the penumbra of radiation beams (210). Employing
different concentrations of gelatin might reduce or elim-
inate problems associated with shrinkage of gels in high
dose regions. Some normoxic gels may demonstrate
decreased diffusion in regions of steep dose gradient
(90,208).

SUMMARY AND CONCLUSIONS

The importance of quality assurance in radiation therapy
is well documented. High quality, safe, and effective radia-
tion therapy is dependent upon the proper operation of
equipment, the accuracy of alignment devices, and the
dependability of dosimetry procedures. The accurate deliv-
ery of the prescribed dose depends on procedures involving
dosimetry systems. Properly functioning dosimeters are
necessary to assure that the equipment is properly cali-
brated and that treatment planning procedures are con-
ducted correctly.

A wide variety of dosimetry systems are available to
medical physicists today. Choosing the correct dosimetry
system for any given application requires an understand-
ing of the operation of the device and its appropriateness
for the intended circumstances. This presentation has
reviewed a number of dosimetry systems presently avail-
able, their design and operation, and some of the uses for
which they are valuable.

Gel dosimetry offers the promise of accurate and con-
venient dosimetry under a variety of circumstances. In
most of the examples discussed above, gel dosimeters offer
a number of advantages over conventional dosimeters.
Chief among these is the ability to measure a complex dose
distribution throughout a volume with a single radiation
exposure. Additional advantages include tissue equiva-
lence, high spatial accuracy, good dose precision, and
reasonable convenience.

However, gel dosimetry continues to experience little
acceptance in the clinic, largely because some aspects of
promise have not been achieved, and because of a perceived
lack of convenience. Members of the radiation physics
community are apparently not convinced that the benefits
of gels sufficiently outweigh conventional dosimeters such
as film and TLD. It is incumbent on those of us working
with gels to encourage more widespread use, by taking
every opportunity to display the results of measurements
with gels.
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RADIATION PROTECTION INSTRUMENTATION

Radioactive materials and equipment that generate radia-
tion are prevalent in industry, military, education, science
and medical facilities, and even in the home. Many scien-
tific instruments perform dedicated radiation measure-
ment tasks; the nuclear power industry employs possibly
the greatest number of instruments of different designs
and degrees of sophistication. This article describes similar
instruments commonly used for radiation protection in
medicine. Instruments used for radiation dosimetry for
medical treatments (e.g., radiotherapy ionization cham-
bers,) and those used for medical treatments (e.g., nuclear
medicine well-ionization chambers) are excluded. Included
are instruments used for the general tasks of detecting
radiation, determining the types of radiation or species of
radionuclides present, determining quantities of radionu-
clides, and measuring radiation levels around materials
and equipment. The focus is how instruments detect radia-
tion, not their electronic circuity, which is described only
briefly in a few instances. Before choosing an instrument,
the user must know about the availability and choice of
instruments, types and sources of radiation, special terms
that describe quantities of radiation, and measures of
biological dose equivalency that individuals receives in
the presence of radiation. A science discipline, Health
Physics, and a scientific society, the Health Physics Society,
are devoted to these topics (1). Since the1988 first edition of
this article, major changes in medical radiation protection
instrumentation include the development of the Internet
for dissemination, by manufacturers and vendors, of infor-
mation about instrument designs, operating parameters,
and performances; improved performance and electronic
circuitry using chips with complementary metal oxide
semiconductors (CMOS) microprocessor technology of
various types; miniaturization of computer components
that reduce the weight and size of instruments; and new
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definitions and terms used to describe radiation quantities
and units [Note: In addition to the common prefixes of
kilo- (k), mega- (M), giga- (G), milli- (m), micro- (m), nano-
(n), pico- (p), note the use of the somewhat less familiar
femto- (f; 10�15), atto- (a; 10�18), zepto- (z; 10�21), and yocto-
(y; 10�24)] (2). Manufacturers market smaller, compact
survey meters, personnel dosimeters, and specialized
detectors and monitors with improved performance. We
review common features of instruments, such as ionization
chambers, gas-proportional counters, Geiger–Müeller (GM)
tubes, scintillation and solid-state detectors, other less-
common detectors, and photographic films.

AVAILABILITY OF INSTRUMENTS AND INFORMATION

Table 1 lists some major companies and manufacturers of
radiation protection instruments, their worldwide web
Internet addresses, and their electronic mail addresses.
Commercial product catalogues, usually now available on
the Internet, contain a wealth of specific information on
the theory and operation of instruments. This company
list represents no endorsement by the author; these com-
panies were selected because their worldwide web Internet
sites provide details about common radiation protection
instruments advertised for research, laboratory, environ-
mental, security, medical, and health physics (safety and
protection) applications. Basic instruments require only
modest modifications for specific field applications. Table 2
contains a typical product list of medical radiation pro-
tection instruments. Instruments are regularly reviewed
in Technology Monitor articles in Health Physics (3).
One general interest group shares information regarding
procedures, selection, testing, and standardization of
instruments (4). Basic radiation detection principles
and instrument designs are described in university level
science textbooks in Health Physics curricula; comprehen-
sive descriptions appear in Knoll (5), Shapiro (6), Turner (7),
and Gollnick (8).

CHOICE OF INSTRUMENTS

A radiation field often consists of multiple types of radia-
tion. Instruments usually must have the capability to
detect particular types of radiation and produce relative
or absolute measures of their magnitudes, while discrimi-
nating against other types of radiation. Often the radiation
energies must be measured. Common medical uses, Table 3,
include equipment radiation surveys, area monitoring,
area and personnel contamination surveys, personnel dosi-
metry, finding misplaced radioactive materials (radioac-
tive seeds or sources), surveying radioactive packages, air
sampling, and emergency response tasks. Individuals
choosing radiation protection instruments for measure-
ments preferably should know about the radiation environ-
ment under investigation. Is it predominantly photon
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Table 1. Some Distributors and Manufacturers of Radiation Protection Instruments

Company (Product Lines) Internet Address Electronic Mail Address

Berkeley Nucleonics http://www.berkeleynucleonics.com info@berkeleynucleonics.com
Berthold Technologies GmbH & Co. http://www.bertholdtech.com info@BertholdTech.com
Canberra Industries (Packard) http://www.canberra.com customersupport@canberra.com
Capintec, Inc http://www.capintec.com getinfo@capintec.com
Cardinal Health Nuclear Pharmacy

Services (Inovision, Victoreen)
http://www.nps.cardinal.com npsinfo@cardinal.com

Durridge Company, Inc. http://www.durridge.com sales@durridge.com
Far West Technology & Health

Physics Instruments
http://www.fwt.com info@fwt.com

Global Dosimetry Solutions http://www.dosimetry.com info@dosimetry.com
International Specialty Products http://www.ispcorp.com customerservicecenter@ispcorp.com
Landauer, Inc. http://www.landauerinc.com custserv@landauerinc.com
LAURUS Systems, Inc http://www.laurussystems.com sales@laurussystems.com
Ludlum Measurements, Inc. http://www.ludlums.com ludlum@ludlums.com
Ortec http://www.ortec-online.com info@ortec-online.com
Perkin Elmer Life and Analytical Sciences http://www.las.perkinelmer.com products@perkinelmer.com
Technical Associates http://www.tech-associates.com tagold@nwc.com
Thermo Electron Corporation http://www.thermo.com enviromental.radiation@thermo.com

Table 2. A List of Some Medical Radiation Protection
Products

Air Monitors Neutron Meters
Alarm Ratemeters Package Monitors
Alpha Detectors Pocket Dosimeters
Alpha/Beta/Gamma

Detectors
Pocket Survey Meters

Alpha/Beta Detectors Portable Accessories
Area Monitors Portable Scaler/Ratemeters
Beta Detectors Proportional Probes
Beta/Gamma Detectors Response Kits
Connectors Sample Counters
Counters Sample Holders
Detector Accessories Scalers and Accessories
Dosimeters Scintillation Well Counting

and Detection Systems
Gamma Detectors Specialized Monitors
Geiger Counters Specialized Portable Meters
Geiger-Müller Probes Survey Meters
Ion Chambers Test Equipment
MicroR Meters Wipe Counters
Neutron Detectors X-ray Monitors



(X ray or g ray) radiation, charged particle (proton, beta
particle) radiation, neutron radiation, or mixtures thereof?
Spectroscopy measurements can determine the types and
energy distributions, but often measurements require
simpler detection or measurement devices. The radiation
environment may be characterized by the maximum
energy of radiation, whether the radiation source is con-
tinuous, as with an X-ray unit, rapidly pulsed as with some

linear accelerators, or is random decay from a radioisotope.
Is the measurement made in the primary direct beam, or in
scattered radiation beam filtered by radiation barriers?
Choice of instruments depends on why the radiation is
being measured. It is desirable to know the approximate
magnitude of radiation, expressed in some appropriate
units, and the approximate energy of the radiation. It is
then possible to estimate personnel equivalent dose rates
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Table 3. Some Typical Radiation Protection Instruments and Their Major Features

Type Generic Name Characteristics Uses

Portable Survey Meters
Alpha, Beta,

Gamma
Ion Chamber Air ionization chambers to detect alpha,

beta, gamma, and X rays from 50 nSvh�1

to 20 Svh�1; sliding alpha
and beta shield

General purpose survey
meters with large
range features

Beta, gamma Geiger Counter
Rate Meters

Multiple ranges up to 60 kcpm and
5 nSvh�1; uses halogen quenched
GM tube; multiple attachable probes

General purpose survey
meters for lower level
(5 nSvh�1) surveys

Gamma Gamma Survey
Meters

Multiple ranges to 10 mSvh�1; halogen
quenched GM tube with energy
compensation to 40 keV

General purpose survey meter
for gamma ray surveys

Alpha, (H-3),
beta

Gas Proportional
Survey Meter

Measures alphas, low energy beta
to 500 kcpm

For measurements in presence
of volatile vapor, high g-ray
fields, and for surface
contamination

Gamma Micro ‘‘R’’ Meter Uses 1 � 1 in. NaI(Tl) scintillator
to measure 0.1 mSvh�1

For sensitive low level
surveys of mSvh�1 levels

Alpha,
gamma

Alpha-Gamma
Scintillation
Counter

Measures alpha to 2 � 106 cpm using
scintillator; measures gammas to
20 mSvh�1 using GM tubes

For simultaneous measurements
of alpha–gamma contamination

Alpha, beta,
gamma,
neutrons,
X rays

Scaler, Ratemeter,
Single Channel
Analyzer

Multiple ranges (1 nSvh�1–10 Svh�1;
1 cpm–500 kcpm) with single-channel
analyzer with selected windows

For use with multiple probes
of many types; measures
identifies type of radiation
or radionuclide

Neutrons Neutron rem Meter Measures equivalent dose neutrons
using BF3 tube in a cadmium
loaded polyethylene moderator

General purpose neutron
detection for thermal to
high energy neutrons

Personnel Electronic Dosimeters
Gamma Alarming Dose

Rate Meter
Scintillation detector sensitive to

0.1 mSvh�1 to 20 mSvh�1 with
multiple preset alarm levels

Medical personnel monitoring

Gamma, beta,
neutron

Alarming Dose
Rate Meter

Silicon semiconductor detectors;
10 mSv–1 Sv

Medical personnel monitoring

Area Monitors
Gamma Area Radiation

Monitors
Alarming counter rate meters with

adjustable alarm that sounds when
exposure rates exceed preset levels.
Usually have GM tube detectors

Used to monitor areas where
personnel prepare and use
sources; used to determine
that remote control sources
have retracted to a safe.

Air Monitors and Samplers
Beta, Gamma Beta–Gamma Air

Particulate Monitor
Measure airborne particulate beta emitting

particles using pancake-type GM tubes;
133Xe monitors

Alarm monitor for laboratories
using radioactive gasses
emitting beta particles

Well Counting Systems
Gamma, beta Liquid Scintillation

Counting system
Counting of wipe tests from labs, sources

to identify type and amount of
radionuclide

General radiation control and
containment

Spectroscopy
Gamma, beta Multichannel Analyzer

with NaI(Tl) or
Ge detector

Identification of radonuclides by
characteristic spectral analysis

General radiation control and
containment, nuclear medicine
labs, research labs, and so on.



in the radiation field. Multiple instruments with different
features may be required to properly characterize and
measure a radiation environment.

TYPES OF RADIATION

Radiation is a general term used to describe the emission
and propagation of energy through space or a material.
Texts describing instruments describe types of radiation
(5–8). Mohr and Taylor, on behalf of The Committee on
Data for Science and Technology, updated, through 2002,
the numerical (Note: In the interest of better science, we
present exact values as they are not widely published nor
readily available!) parameters of common radiation types
(9). Radiation may be classified as directly ionizing, indir-
ectly ionizing, or nonionizing (e.g., microwaves, laser
lights, ultrasound, not further discussed here). Particulate
forms of radiation (protons, electrons) possess one unit of
electrical charge (160.217653 zC is the unit of electrical
charge of an electron) and directly ionize atoms and mole-
cules, as do particulate radiations with multiple charges,
such as alpha particles.

Indirecty ionizing forms of radiation (X rays, g rays,
neutrons) lack electrical charge, but interact with matter
and produce secondary charged particles (electrons, posi-
trons) that ionize atoms. The magnitude of the energy
possessed by the radiation, frequently expressed in mil-
lions of electron volts (MeV) and the mass of particulate
radiation, expressed in atomic mass units (1 amu is defined
as 1/12 of the mass of the carbon atom, and equals
0.00166053886 ykg) are important physical parameters
that arise in describing the properties of radiation.

Protons have a mass of 1.007276446 amu, possess one
unit of positive charge and are one of the core particles of
the nucleus. Protons are heavy charged particles, that lose
energy mostly by ionization and excitation of atoms as they
exert electromagnetic forces on the orbital electrons sur-
rounding the nucleus. Loosing only a small fraction of
energy during each interaction, protons move through
matter mostly in a straight-line path leaving in their wake
ionized or excited atoms. Heavy charged particles require
great energy to penetrate tissue. A 10 MeV proton has a
range of � 0.11 cm, while a 100 MeV proton has a range of
� 7.5 cm. Protons with several tens of million electronvolts
of energy are used at research facilities with particle accele-
rators as probes to study nuclear structure. Neutrons with
a mass of 1.008664915 amu are slightly more massive than
protons, but lack charge and interact in matter primarily
by collisions with protons to which they impart a portion
of their energy during the collision. Neutrons are gene-
rally classified as thermal if their energies are < 0.5 eV,
intermediate if their energies are > 0.5 eV, but < 0.2 MeV,
and fast if it is > 0.2 MeV, but < 20 MeV. Lacking charge,
neutrons are generally more penetrating in tissue than
protons of the same energy and interact with atoms by
elastic and inelastic collisions. Numerous radioactive
sources serve as neutron generators; an alpha particle
source, such as 241Am, may be mixed with a light metal,
such as beryllium to produce neutrons by a (a, n) reaction.
Nuclear reactors are prolific neutron generators and

numerous research facilities have accelerators capable of
producing neutrons. Alpha particles, usually with several
million electronvolts of energy, consist of two protons and
two neutrons, and appear when certain nuclides decay into
more stable nuclides, such as the decay of 238U to 234Th or
the decay of 226Ra and certain daughters. While large mass
and double charge prevents even the most energetic alpha
particles from penetrating much beyond the most super-
ficial layer of external tissue, alpha particles are hazardous
when ingested into the sensitive epithelium of the lungs.

Electrons have a mass of 0.00054857990945 amu, a
small fraction of the mass of a proton, but carry an equal
quantity of negative charge. Electrons with several tens of
million electronvolts of energy can be generated with elec-
tron linear accelerators and many other pieces of equip-
ment are capable of generating less energetic, but still
hazardous electrons. Electrons interacting in a material
can also produce a spectrum of bremsstrahlung X rays
with the maximum X-ray energy identical to the maximum
energy of the electrons. These X rays are far more pene-
trating that the electrons. Beta particles with several
million electronvolts of energy arise from the nucleus
during certain radioactive decay processes. Negative beta
particles, negatrons, or ordinary electrons, possess a spec-
trum of energies below their maximum energy. Many
nuclear transformations yield multiple beta particles; a
few, for example, the decay of 32P to 32S, yield a single
negative beta particle. Positrons have the same mass as
electrons, but carrying a positive charge and arise in
certain radionuclide transformations, such as the decay
of 22Na to 22Ne. Beta particles and positrons with several
million electronvolts of energy are more penetrating than
alpha particles and even minute quantities of radioisotopes
producing these particles, such as 32P, can potentially
produce damaging skin burns if spilled on the skin and
left unattended.

Gamma rays frequently arise when a daughter radio-
active nuclide in an excited state, decays by beta particle
decay, or by other modes of decay to form a more stable
nuclide, such as the decay of 60Co to 60Ni, yielding 1.17 and
1.33 MeV g rays. These electromagnetic rays can possess
several million electronvolts of energy and, lacking charge
and mass, the more energetic g rays can penetrate deeply
into tissue and other materials. Following their interaction
in a medium, such as tissue, they generate ionizing sec-
ondary electrons that actually produce the damage to cells.

X rays are a form of electromagnetic radiation arising
from changes in the arrangements in the orbital electrons
surrounding the nucleus, yielding characteristic X rays of
several tens of kiloelectronvolts (keV) of energy. Another
form of X rays, bremsstrahlung, are produced when ener-
getic electrons with energy of several million electronvolts
strike high Z targets yielding X rays with very high ener-
gies. Hence, X rays can span a broad energy range, from a
few fractions of million electronvolts to several tens of
million electronvolts depending on how they are produced.
Like g rays, the most energetic X rays have great potential
to deeply penetrate matter. The term photon is used to
describe X rays, g rays, or other form of electromagnetic
energy without referring to the method of production or
source of the radiation.
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Nuclei of atoms, such as a deuterium, 2H, may be
accelerated in highly energetic linear accelerators as a
probe to study the properties of the nucleus of various
elements. Because of the great mass and charge, heavy
charged particles must possess several tens of million
electronvolts of energy to penetrate tissue.

In addition to this limited list of types of radiation,
numerous radioactive isotopes of the elements, such as
60Co, 137Cs, 131I, and 125I, and many more are widely used
in medicine for a host of applications. Radioisotopes,
through decay, can produce alpha particles, g rays, beta
particles, positrons, and X rays and each radioisotope has a
unique spectrum of radiation that allows it to be identified
even in the presence of other radioisotopes. While many
forms of radioactive materials are encapsulated solids,
others are unsealed and as liquids or as gases, are more
readily dispersed during accidental releases. Hence, radia-
tion is a term used to refer to many different forms of
particulate and nonparticulate radiations with energies
from fractions of a million electronvolt to tens and hun-
dreds of million electronvolts. Obviously, the means of
detecting radiation must be specific for the types of radia-
tions present in a specific locale.

SOURCES OF RADIATION

The most energetic X rays, g rays, and heavily charged
particles are found almost exclusively in government or

university sponsored scientific accelerator research facil-
ities. Photons (X and g rays) with energies as high as
several million electronvolts are the most prevalent forms
of radiation as equipment yielding X and g ray are widely
used in medical facilities. X-ray imaging in hospitals is
probably the single most common medical use of radiation,
with diagnostic use of radiopharmaceuticals next in impor-
tance. Beta particle sources and electron producing equip-
ment are the next most prevalent sources of radiation.
Neutron producing sources and equipment are frequently
found in university research laboratories but are less
common in medical facilities.

RADIATION QUANTITIES AND UNITS

Radiation protection definitions and terms often lack clear
meanings, as noted by Storm and Watson (10). Interna-
tional commissions make recommendations, but national
councils and regulatory bodies in different countries (or
even within the same country) adopt or apply the recom-
mendations differently (11). As radiation quantities and
units, Table 4, are used on instrument displays, users must
understand both historical and newly adopted radiation
units. Gollnick offers a useful review (8). We limit this
discussion to popular historical quantities and units and
provided brief, albeit, limited descriptions of current quan-
tities and units recommended by the International Com-
mission on Radiological Protection, Systeme International
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Table 4. International Radiation Concepts and Unitsa

Concept Quantity Symbol SI unit Numerical Value
Relationship to

Other Concepts

Ionization of air by
X and g rays

Exposure X None 1 R ¼ 0.000258 C of charge
released per kilogram of air

Kinetic energy released
per unit mass of material

kerma (collisional) Kcol
air

Sv 1 Gy of energy transfered
per kilogram of material

Kcol
air ¼ XW=e

Absorption of energy
in a material

Absorbed dose D Gy 1 Gy ¼ 1 J of energy absorbed
per kilogram of material

D ¼ X fmed

Risk of biological energy for
different forms of radiation

Radiation
weighting
factorb,c

WR None X rays, g rays, beta particles
¼ 1; Thermal
neutrons, high energy
particles ¼ 5; Alpha
particles, fast neutrons ¼ 20

Equivalent biological effect
in humans

Equivalent dosed HT Sv HT ¼ SWRD

Total (50 y) cummulative
dose to an organ for
internal radiation

Committedd

equivalent dose
HT(50) Sv

Reduced risk of partial
body exposure to radiation

Tissue weighting factorc WT None Skin, bone surface ¼ 0.01; bladder,
liver ¼ 0.05 colon; stomach ¼ 0.12
gonads ¼ 0.20

Sum of weighted equivalent
doses of partial body exposures

Effective dosed E Sv E ¼ SWTHT

Sum of weighted total (50 y)
cummulative doses to
organs from internal radiation

Equivalent dose E (50) Sv Eð50Þ ¼ SWTHTð50Þ

aFor complete concepts, definitions, and descriptions, see Refs. 11, 13 and 14.
bThe equivalent concept, Q, albiet with different values, is used in the United States by the National Council on Radiation Protection Units and the Nuclear

Regulatory Commission.
cFor complete list of WR, WT, see Refs. 11–13.
dSimilar, but different nomenclature is used in the United States by the National Council on Radiation Protection and Units and The Nuclear Regulatory

Commission.



d’ Unites, and the International Commission on Radiolo-
gical Units and Measurements (11–13).

Counts (events) or count rates (events per unit time) are
denoted on instruments that detect the presence and rela-
tive magnitudes of radiation. Count rates of a few counts
per minute (cpm) to millions of cpm are possible, depending
on the radiation field intensity.

Exposure, denoted by the symbol, X, is the measure of
the ability of X and g rays of energies 10 keV to < 3 MeV to
ionize air and is the quotient of DQ/Dm, where DQ is the
sum of all charges of one sign produced in air when all of
the electrons liberated by photons in a mass Dm of air are
completely stopped. Exposure is expressed in a special
unit, the Roentgen (R), equal to 258 mC of charge per
kilogram of air at standard temperature and pressure.
As with count rates, exposure rates generally vary from
�5mRh�1 associated with natural background radiation to
nearly 1 MRh�1 in a linear accelerator X-ray beam. Because
of its historical use in science and medicine, exposure
remains popular even though its continued use is not
recommended in the Systeme International d’ Unites (14).

Kinetic energy released per unit mass of material,
denoted in lower case, by the acronym, kerma, is a measure
for indirectly ionizing radiations (photon, neutron) inter-
acting in a material, of the total kinetic energy of all
charged particles released per unit mass of material.
Kerma possesses a collision component from the kinetic
energy imparted by inelastic collisions with electrons and a
radiation component (usually much smaller) from interac-
tions with nuclei. For X rays absorbed in air, collision
kerma in air is the product of exposure and the average
energy, W , required to produce an ion pair per unit elec-
trical charge. Kerma is measured in gray (Gy), which is one
joule (J) of energy released per kilogram (kg) of the med-
ium. Turner offers a complete description of kerma and its
relationship to other quantities (7).

Absorbed dose, denoted by the symbol D, is a measure of
the amount of the released energy that is absorbed in the
medium per unit mass of the medium. Under conditions of
charged-particle equilibrium, with negligible energy loss,
absorbed dose equals kerma. One joule of energy absorbed
per kilogram of the medium, the gray, is widely used in
medicine as a measure of absorbed dose, as is the
submultiple, the centigray (cGy), 1/100th of a gray. The older
special unit (now abandoned) of absorbed dose, rad, an acro-
nym for roentgen absorbed dose, represents 0.01 J of energy
absorbed per kilogram of the medium (1 Gy ¼ 100 rad).

The absorbed dose in a medium may be determined from
the exposure in air at the same point in the medium by
multiplying the exposure by a conversion factor, fmed that
converts the exposure in air to dose in the medium. The
factor, fmed, is slightly < 1 for most biological materials,
except bone, where values as high as 3 occur for the soft
X rays in the diagnostic energy range.

Different types of radiation produce different degrees of
biological damage when the same amount of energy per
unit mass is deposited in the biological system. The radia-
tion weighting factor, wR, which replaced an older similar
concept, quality factor, Q (now abandoned) is a measure of
this phenomena (11). Radiation weighting factors of unity,
Table 4, are assigned to most electrons, X and g rays, while

factors as high as 20 are assigned to alpha particles and
fast neutrons. Hence, the biologically equivalent effect in
tissue of the absorption of 1 Gy of alpha particles is 20 times
more severe than the absorption of 1 Gy of 1 MeV g rays.

Equivalent dose, usually denoted by the symbol HT, is
the term used in radiation control programs to monitor and
record the biological equivalency of exposure to amounts of
radiations of different energies that an individual has
received. The equivalent dose in sievert (Sv), the product
of the absorbed dose, D, in gray and the radiation weight-
ing factor, wR, is commonly used to express the biologically
equivalency of absorbed doses of particular types and
energies of radiation. Historically, this equivalency was
expressed in the special unit, rem (now abandoned) an
acronym for roentgen equivalent human. As the fmed factor
and radiation weighting factors, wR, � 1 for most photon
energies commonly encountered in many situations, the
units for kerma (Gy), absorbed dose (Gy), and equivalent
dose (Sv) are nearly numerically equivalent and are often used
interchangeably, as were the older abandoned special units, R,
rad, and rem.Table 4 summarizes these relationships.

Committed equivalent dose, usually denoted by the
symbol HT(50), in sieverts, is employed to consider expo-
sure within the body from internally deposited radioactiv-
ity. It represents the total cumulative dose delivered over
50 years to an organ system by ingested radioactivity.

Effective dose, usually denoted by the symbol E, consid-
ers the consequences of partial body radiation exposure (11).
Tissue weighting factors, wT, account for the reduced effects
that occur when only a portion (or organ system) of the body
is irradiated. Values for wT (Table 4) range from 0.01 for
bone surfaces to 0.2 for the gonads. The effective dose, E, in
sieverts, is the sum, over the body, of the products, wT HT for
each partially irradiated portion of the body.

Committed effective dose, usually denoted by the sym-
bol, E(50), in sieverts, is employed to consider exposure
from internally deposited radioactivity. The committed
effective dose, E(50), is the sum, over the body of the
products, wT HT(50), for each partially irradiated portion
of the body > 50 years.

For individuals experiencing both external and internal
radiation exposure, methodologies exist (omitted here) to
combine effective dose and committed effective dose to
estimate cumulative risks from both types of exposures (8).

Activity, denoted by the symbol A, describes an amount
of radioactivity, expressed in decays per second (dps). One
becquerel (Bq) equals one decay per second. The curie (Ci),
the original term used to describe an amount of activity,
equals 37 Gdps. Trace amounts of radioactivity are gener-
ally expressed in the microcuries (mCi) quantities and
laboratory cleanliness standards are often expressed in
picocuries (pCi) or smaller amounts. One becquerel equals
� 27 pCi. Activities of millions of curies are commonly found
in power reactors while curie and millicurie (mCi) quantities
of materials are commonly used in medical applications.

COMMON FEATURES OF INSTRUMENTS

Radiation protection instruments in a facility can be
broadly categorized as those (e.g., area monitors, personnel
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scanners) used in fixed locations and those (e.g., GM detec-
tors, survey meters) moved for use in multiple locations.
Fixed instruments usually are large, heavy, and use per-
manent electrically power. By design, they may have more
features and offer more sensitive detection or measure-
ment features than their portable counterparts. Portable
instruments generally are small, lighter, and battery pow-
ered. Some feature tripod stands for temporary uses of long
duration. Instruments may be categorized as those that
detect or measure a quantity of radiation and those that
grossly or specifically identify types of radiation or radio-
nuclides. Instruments of all types usually feature multiple
signal ranges because of the wide variations in the signal
(counts, exposure, dose, etc.) monitored. The number of
photons or particulate forms of radiation from a sizable
radioactive source or large piece of equipment frequently
varies inversely (or approximately so) as the square of the
distance of the finite size detector from the radiation source
and multiple signal ranges, usually in multiples of 3 or 10,
are required to map the spatial variation of the radiation
around the source or equipment that will vary from the
highest signals measured very near the source to the
smallest signal measured at distances far from the source
of radiation. Current devices often feature auto-zeroing
and auto-ranging of scales. Instrument scales indicate
the magnitude or measure of the radiation detected. Often,
more than one unit will appear on the scales, or users may
electronically select from multiple choices of units. Some
instruments feature a rate mode, usually per second, min-
ute, or hour or integrate mode that sums the signals over
some predetermined time periods. Instrument scales may
only be correct for specific radiation conditions under
which the instrument was calibrated. Instruments can
yield incorrect readings when used under noncalibrated
radiation conditions.

Efficiency of a device is a measure of the number of
output parameters (counts, pulses, etc.) produced relative
to the number of input parameters (g rays, particles, etc.)
producing the output. Efficiencies (absolute, intrinsic, rela-
tive, etc.) have technical definitions beyond the scope of this
article. Different applications require instruments with
different degrees of efficiency, but, generally, high effi-
ciency is desirable.

Signal accuracy is highly variable and depends on the
type of radiation monitored and the design of the instru-
ment. The more intense and hazardous the radiation field
the greater the necessity for more accurate measurements.
Conversely, measurements in very low level radiation
fields need not be as accurate as the risk presented to
personnel is roughly proportionately less. For example,
ionization chambers used as survey meters will be cali-
brated to be accurate to 10% at the one-third and two-
thirds of full-scale deflection while GM counters may only
be 50% accurate over their full-scale range. An instrument
should provide precise reproducible readings. Instruments
need to reproducibly repeat measurements at the same
locations when used repeatedly in the same radiation
fields. Portable instruments often feature rugged weather-
proof designs with lightweight features, such as ergo-
nomic antifatigue handles to facilitate outdoor use for long
times. Individuals with various skill levels frequently use

instruments; some personnel use instruments infre-
quently. In both situations, instruments subsequently suf-
fer some misuse and abuse. Hence, simplicity of use is a
highly desirable feature. Instruments should be designed
with a minimum of controls or knobs to be adjusted, On,
Off, and Battery Check switch positions must be clearly
indicated and any scale selection switches should be
labeled in an unambiguous manner. Some instruments
feature audible signals whose intensity is proportional to
the magnitude of the radiation signals. Such a feature often
is useful on the most sensitive scale, but may be undesir-
able on the higher ranges; hence, usually the audible signal
is switch selectable and may be turned off when desired.
Potentiometer controls necessary during calibration
adjustments and voltage setting control should not be so
accessible that they can be easily changed. Such controls
often are recessed or located on a rear panel so that they can
only be changed in a deliberate manner. While every instru-
ment will not possess all of the features discussed here, this
discussion has included those found most commonly.

Compact, lightweight designs are easily achieved using
microprocessors, liquid-crystal displays, modern CMOS
electronics, and phenol, or acrylonitrile–butadiene–
styrene (ABS) plastic cases. Some devices feature automa-
tically backlight displays in low ambient light conditions.
Current instruments frequently are available with either
digital scales or analog scales; some offer both displaying a
digital reading and an analogue bar graph emulating
analogue meter movement. While digital scales are usually
easily read in a constant radiation environment, they are
inappropriate in rapidly changing radiation fields as the
signal changes rapidly and rapidly changing digital read-
outs are difficult to read and interpret. For these situa-
tions, a freeze mode indicates a peak reading.

The radiation detector may physically be in the instru-
ment with the associated electronics necessary to process
the signals, connected to the counting electronics by a
cable, or feature a remote reading capability, allowing
the observer to stay in an area where radiation exposure
is minimal. A cable connection is common in applications
where the observer is physically in the radiation field
monitored. Cable connectors, with instrument displays of
the probe connected, allow the use of multiple probes or
detectors (GM tubes, neutron probes, proportional coun-
ters, scintillation probes) with different features with a
single count rate meter. Instruments with built-in detec-
tors are free of cable problems, such as the loss of charge by
poor cable insulation. Many devices feature an RS-232
interface or a universal serial bus (USB) cable that can
connect to a computer; data software packages allow data
retrieval, time–date stamps, or use parameter selections,
such as programmable flashing displays and audible
alarms, or measurements for specific applications. Some
instruments feature data logging, the sequential capturing
of hundreds or thousands of data points under different
measurement conditions. Data captured by the instrument
can be downloaded, by cable connection or by via infrared
(IR) communication, to a personal computer for processing
with a numerical spreadsheet (3).

Generally, instruments feature a battery check (a
known scale deflection on an analog device or a brief
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audible tone or indicator lamp on a digital device) that
allows the user to determine that the battery possesses
enough charge to operate the instrument successfully.
Voltage stability is important; many instruments feature
two power supplies, one for the counting electronics and
another for the constant voltage required across the detect-
ing volume. Currently, multiple 9 V alkaline batteries are
widely used, providing 100–500 h of operation. The voltage
across the detecting volume is usually required to be the
most stable. A small variation in this voltage can lead to
large changes in the observed signal, depending on the
design and mode of operation of the instrument. Voltage
stability of 0.1% is usually required for the voltage across
the detector in most radiation detection instruments.

A zero check allows the zero point on the scale, pre-
viously set to zero in a radiation free environment, to be
checked in the presence of radiation. Some devices feature
auto-zeroing scales. Some instruments have an attached
constancy source, a minute quantity of radioactive mate-
rial, such as 0.06 mCi of 238U or 10 mCi of 137Cs, which,
when placed on or near the detector in a predetermined
geometry, yields a predetermined signal on the most sen-
sitive range. Proper instrument use requires all three
items, battery function, zero point, and known response,
to be checked prior to each use. A reduced signal or
complete loss of signal from the radiation protection instru-
ments is particularly dangerous because the user falsely
concludes that little or no radiation is present.

Radiation detectors generally are designed either to
monitor individual events (counts) or pulses or to integrate
(sum) counts or pulses that occur in such a short time
interval that they cannot be electrically separated. In pulse
mode, individual events or signals are resolved in 1 ms,
1 ns, or even smaller time intervals. In integrate mode, the
quantity measured is the average of many individual
events in some very short time period. Some devices fea-
ture signal integration when the device is used in a rate
mode.

Response time of an instrument measures how rapidly
an instrument responds to the radiation detected. The
response time is short (fractions of a second) on the higher
multiple scales and becomes longer (several seconds) as the
scale multiple decreases with the longest resolving times
occurring on the most sensitive scale. The response time (T)
is called the time constant, and is proportional to the
product of the resistance (R) of the electronic counting
circuitry and its capacitance (C). (Fig. 1). Many instru-
ments feature a slow response switch that allows electronic
averaging of a rapidly varying scale signals.

Energy independence is desired for most radiation sur-
vey instruments, such as ionization chambers and GM
counters; the signal is independent of the energy of radia-
tion detected, but is proportional to the magnitude (counts,
exposure, etc.) of the radiation field being monitored. How-
ever, many instruments exhibited a marked energy depen-
dency at lower X or g ray energies; the signal varies as the
energy of the radiation varies even a constant magnitude
radiation field (Fig. 2). Knowledge of the energy depen-
dency of an instrument and of the approximate energy of
the radiation field to be monitored is essential in properly
using a radiation detector. Whether the signal from the

instrument is higher or lower than it should be relative to
the signal observed at its calibration energy depends on
many parameters. Calibration of radiation detectors is
required annually for some regulatory agencies; instru-
ments usually display a calibration sticker indicating the
most recent calibration date, the calibration source, or
sources if several were used to obtain energy response of
the instrument, the scale readings obtained (often in
mSvh�1, mRh�1, or other multiples, or cpm), and the
accuracy and precision of those readings, expressed as a
percentage of the scale reading, any necessary scale correc-
tion factors to be used specific scales, and instrument
response to a reference source containing a minute quan-
tity of radioactive material. By performing a battery check
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Figure 1. Simple schematic of a gas-filled ion chamber. A voltage
(V) is maintained across the central wire anode (An) and chamber
wall cathode (Ct). An incident (g-ray (G) produces ion pairs; they
move to the anode and cathode producing a pulse in the circuit
containing a resistor (R) and capacitor (C).

Figure 2. Typical relative response versus incident photon
energy (kV): (A) is the ionization chamber; (B1) is a Geiger
counter with thin window shield closed. (B2) is a Geiger counter
with thin window shield open.



or by observing that the battery condition is acceptable by
the absence of a low battery indicator, a zero-scale reading
check, and meter response check using a reference source,
the user can determine that the instrument is operating
correctly before use. Moreover, the average energy of
radiation at a particular location in an area is highly
dependent on the relative amounts of primary and scat-
tered radiation present and frequently varies within an
area. Energy dependency is, of course, advantageous when
it is desirable to measure the energy spectrum in addition
to determine the intensity of radiation.

Some instruments are environmentally sensitive;
graphs or tables providing correction factors as a function
of temperature, pressure, and humidity indicate the degree
to which the signal is altered by environmental conditions.
For instruments with the detector volume open to the air,
corrections based on thermodynamic gas laws for the mass
of air present in the detector are employed.

Excessive humidity can cause incorrect instrument
readings. Humidity can cause leakage of current in cables,
at electrical contacts, and at other locations in the electro-
nic circuitry. Usually, an instrument will require a warm-
up time of 1–2 min or longer. Proper warm-up allows
electronic circuitry to stabilize and yields more stable
and reproducible signal readings.

Strong radio frequency (RF) fields associated with some
equipment generating radiation can cause improper sig-
nals in some radiation measurement instruments. The
susceptibility of the instrument to strong rf fields will
usually be discussed in the user’s manual.

Many radiation protection instruments exhibit geotrop-
ism, orientation (gravitational) dependency, or angular
dependency because radiation incident from the sides
and rear of the instrument are attenuated more by metal
casing surrounding the counting electronics than radia-
tion incident on the sensitive detecting volume. The
proper orientation of the instrument for measurement
in a radiation field and the degree of angular response
will be indicated in the users manual or on the calibration
certificate.

As previously noted, some devices are designed to iden-
tify different types of radiation or to identify species of
radionuclides. Many detectors will feature a thin detection
window of only a few milligrams per square centimeters of
thickness protected by a thicker filter, a sliding, or rotating
shield, that allows the least energetic forms of radiation,
such as soft X rays and alpha and beta particles to be
detected through the thin window when the thicker filter is
removed. Conversely, with the shield in place alpha and
beta particles are discriminated against and only higher
energy radiations are detected. Other windowless detec-
tors are designed to detect the low energy radiation by
flowing a radioactive gas through the detector.

Radionuclide identification requires spectroscopy, the
identification of the characteristic radiation spectra of
multiple radionuclides each in the presence of others.
Resolution is the measure of the abilities of devices to
distinguish a single energy in multiple energy radiation
spectra. Different applications require instruments with
different degrees of resolution. Spectroscopy formerly was
limited to using heavy fixed laboratory-based NaI(Tl)

detectors or Ge(Li) detectors often with a multichannel
analyzer to quantify and identify radionuclides in test
samples. Currently, in-field spectroscopy can be performed
with small handheld or portable NaI(Tl)-based detectors or
with portable high purity germanium (HPGe) detectors
that allow radionuclide identification of the most common
radionuclides.

IONIZATION CHAMBERS

The ionization chamber (Fig. 1) consists of a cavity, fre-
quently cylindrical, with a positively charged central elec-
trode (anode) insulated from the chamber walls (cathode)
at negative potential. The direct reading pocket dosimeter,
with an external dosimeter charger (Fig. 3) is a simple
ionization chamber. When fully charged, an internal
quartz fiber, visible under a magnification lens, is deflected
to a ‘‘zero’’ reading. As the dosimeter is irradiated, the
charge is reduced proportionally to the amount of radiation
received. Older pocket chambers are being replaced with
personnel detectors or monitors with more electronic ver-
satility. As a survey meter, an external power source
(Fig. 1) provides the voltage potential; a resistor and capa-
citor in parallel (or equivalent electronic circuitry) are used
to collect the charge produced when ionization occurs in
the chamber. The ionization chamber electrode polarity
may be reversed for special applications. Incident X or
g rays interact in air or a tissue equivalent gas, producing
positive and negative ions in the chamber. If the voltage is
sufficiently high to prevent recombination, that is, the
positive and negative ions rejoining before they reach
the charged surfaces, the negative ions will be attracted
to the central electrode and the positive ions will be col-
lected on the chamber wall. The collected charge flows to
the capacitor and one electronic pulse is detected in the
counting circuitry. In open air chambers, the filling gas is
air at ambient temperature and pressure and appropriate
corrections to the charge collected may be required as
previously discussed.

Historically, ionization chambers were designed to mea-
sure exposure (R); newer instruments may offer equivalent
dose readings (Sv or their submultiples) (Fig. 4). The walls
of the chamber must be sufficiently thick for electronic
equilibrium to be established, that is, the number of elec-
trons entering and leaving the cavity is the same and the
chamber walls are sufficiently thick to stop any electrons
arising from the interaction of the radiations with the gas
or in the chamber walls. Moreover, the chamber walls are
usually designed of air equivalent materials. Sealed ioni-
zation chambers may be filled with a tissue equivalent gas
and usually are designed to measure collision air kerma.
The chamber size must be small relative to the dimensions
of the irradiating beam so the chamber is uniformly irra-
diated. Typical ionizing voltages required across the
sensitive detecting volume are � 150–300 V (Fig. 5), suffi-
ciently high to present recombination of the positive and
negative ions, but not high enough to cause additional
ionizations that amplify the signal. Ion chamber currents
are low, usually 1 pA or 1 fA. A 10 mSvh�1 g ray field yields
� 1 pA; extraneous currents must be minimized in order to
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measure such a small current. Electrical leakages can
occur across lint, dust, or loose conductive materials
between interior conducting surfaces. Cable connections
can exhibit greater leakage current in high humidity. A
guard ring design in some chambers minimizes leakage
and polarization currents that arise after the collection

potential is initially turned on. The insulator between the
outer and inner electrodes is divided into two segments
with the conductive guard ring in between; any leakage
current through the insulator is collected and prevented
from contributing to the true current. The currents from
ionization chambers are normally measured using a
potential drop across a high resistor or a rate of charge
method. The small currents from the ion chamber are
amplified by a vibrating reed electrometer. The amplified
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Figure 3. Personnel dosimeters. Low
dose (bottom left; Dosimeter Corp.,
Model 862;) and high dose (bottom
right; Dosimeter Corp., Model 866)
g- and X-ray pocket dosimeters, with
charger (top left; Jordan Nuclear
Co, Model 750-5). An alarming per-
sonal digital dose meter (center;
Technical Associates, Model PDA-2)
and a miniature pocket digital dosi-
meter (right; Aloka Co, LTD., Model
MYDOSE-mini).

Figure 4. A portable ionization chamber survey meter (Cardinal
Health; Inovision, Model 451). The display shows the features
during the initial check phase immediately after turning on the
instrument.
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Figure 5. Voltage dependence of a gas-filled cylindrical ionization
chamber: (a) Voltage is insufficient to prevent ion recombination.
(b) Ionization chamber voltages are sufficient to prevent recombi-
nation. (c) Proportional counter voltages, the number of secondary
ion pairs is proportional to the number of primary ion pairs.
(d) Limited proportionality region. (e) Geiger voltages produce
maximum number of ion pairs from a single primary ion pair.
(f)Continuous discharge region.



current passes through a precision resister and the vol-
tage drop across the resistor is proportional to the current.
If collected on a capacitor, the rate of charge collected on
the capacitor is proportional to the current. This latter
method is used for smaller current measurements while
the former is used in ionization chambers designed for
more rugged use.

Ionization chambers normally exhibit good energy
independence (Fig. 2) over a large energy range, and this
makes them useful for measurement of X or g rays with
energies from � 7–1000 keV and for measuring low (1
mSvh�1) to high (10 mSvh�1 or higher multiples) dose
rates. Open-air ionization chambers are less useful for
low dose rates of < 1 mSvh�1. Pressurized (up to 8 atm)
ionization chambers allow accurate measurements < 1
mSvh�1. Properly modified ionization chambers, with
sliding shields, may be used to monitor alpha, beta, and
neutron radiation. For example, an ion chamber with
boron on its interior chamber wall or containing boron
gas may utilize the high cross-section of boron for neu-
trons and the subsequent 10B, 7Li reaction, and the
chamber will detect neutrons using the subsequent alpha
particles from this reaction.

GAS PROPORTIONAL COUNTERS

Gas proportional counters (Fig. 6) have similar design
features as ionization chambers, but employ higher vol-
tages between the central electrode and the chamber walls.
The typical operating voltages of 300 up to 1000 V (Fig. 5)
are sufficiently high that, following an ionizing event in the
chamber, the positive and negative ions generate addi-
tional ionizations so that the number of ions from the
initial ionizing events are multiplied � 1 thousand to 1 mil-
lion times. The resulting signal is proportional to the energy
deposited by the initial number of ionizing events. Propor-

tional chambers can be used in either the pulse or integrate
mode, but the pulse mode is used most commonly. They are
capable of detecting individual ionizing events. Because of
amplification, the current from proportional chambers is
much higher than those from ionization chambers. As the
signal from a proportional current is dependent on the
operating voltage, a highly stable power supply is required.
The choice of detector gas in thin-window proportional
counters depends on the type of radiation to be detected.
For counting alpha particles, helium or argon gas fre-
quently is used. For counting beta particles, a high multi-
plication gas is required, such as methane (CH4) or a
mixture of a polyatomic gas and a rare gas, such as argon.
The gasses also help make the proportionally of the cham-
ber more independent of operating voltage. Proportional
counters are generally cylindrical in shape and the central
electrode is a very fine wire of uniform diameter as any
variation in the electrode’s diameter causes small varia-
tions in the resulting signal. Gas (often a mixture of 90%
argon and 10% methane) flow proportional counters
usually have a sample of the radioactive material flow
through the chamber. Either 2p (1808) or 4p (3608) solid
geometries are used, and these systems are very useful for
counting low energy beta particles, alpha particles, or very
low energy photons. Proportional counters are useful for
spectroscopy (energy determination) measurements.

Proportional counters have the ability to discriminate
between alpha and beta particles by discriminating
between the magnitudes of the signals produced. Gas
proportional counters may be used to measure fluence or
absorbed dose.

When neutron spectra are poorly known, neutron rem
meters are used to estimate the equivalent dose for fast
neutrons. Older style neutron detectors consisted of a
proportional counter either lined with boron or filled with
boron trifluoride gas; the boron has a high capture cross-
section thermal neutron detector. The subsequent charged
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Figure 6. Portable gas proportional
counter with alpha probe (Technical
Associates, Model PUG-7A).



particles (alpha particles) from this reaction are readily
counted. Current neutron detectors use 3He as the fill gas
and detect both the proton and tritium, 3H, from the
subsequent reaction (Fig. 7). Fast neutrons can be moder-
ated in several centimeters of high density polyethylene to
thermalize the neutrons for detection by the methods
described. Olsher et al. (15) described recent improvements
in neutron rem meter instrumentation.

GEIGER–MÜELLER COUNTERS

If the voltage on an ion chamber is increased to � 900–
1000 V (Fig. 5), the proportionately exhibited at lower
voltages is lost. Each initial radiation interaction in the
walls or gas of the detector results in complete ionization
of the gas in the detector. Interactions in the detector are
spatially dependent, but generally, the following sequence
occurs. Electrons produced following the initial ionizing
event lose energy as they drift toward the anode. They
lack enough energy to produce secondary ionization until
they approach the anode when secondary ionization begins
to occur. This secondary ionization builds up rapidly pro-
ducing an avalanche of electrical charge in the detector.
These processes reduce the potential difference between
the central electrode and the chamber walls and the
avalanche terminates. Once the necessary ionizing poten-
tial is reestablished, the detector is ready again. One
undesirable aspect of the movement of the positive ions
to the cathode and their resulting collisions with the
cathode causes additional electrons to be ejected from
the cathode. These additional electrons are undesired
and may be controlled by manufacturing a tube contain-
ing a quenching and a filling gas. Organic quenching
gases, such as ethanol or ethyl formate, are depleted by
this process. An inorganic filling gas, such as chlorine,

recombines to provide a continuous supply (8). The energy
of the undesired electrons dissociates these organic mole-
cules rather than starting new avalanches in the tube.
The number of organic molecules available for quenching
limits this method of quenching. An alternative method
uses halogen gases, usually bromide or chlorine. The
extra energy of these electrons is used to disassociate
these halogen molecules. As opposed to the organic mole-
cules, halogen reassociates so that the same atoms are
available again to continue the process.

Geiger–Müeller tubes generally are used as pulse-type
detectors of radiation. Their response is a function of the
intensity of the radiation field. The movement of the posi-
tive ions to the cathode, previously described, requires
from 100 to 200 ms and during this time interval the GM
tube is unable to respond to other radiation interactions,
have not recovered (reassociated) and are unable to resolve
additional events (7). In very intense radiation fields, the
relative long resolving times of GM tubes creates periods in
which the tube is insensitive to radiation events; the GM
tube may not respond to radiation, giving a false zero or low
reading when an intense field is present. However, GM
tubes are excellent as very sensitive detectors of X and
g rays in low level radiation fields. Commercial manufac-
turers offer at least three different GM tubes designs
(Figs. 8,9) for specific applications. Pancake probes, with
covers only a few milligrams per centimeter squared thick,
allow the detection of alpha particles > 3.5 MeV, beta
particles > 35 keV, and g-rays > 6 keV, while thin end
window probes detect alpha particles > 4 MeV, beta par-
ticles > 70 keV, and g rays > 6 keV (Fig. 8). Some pancake-
type probes (Fig. 9) feature removable tin and copper filters
� 3 mm thick that allow energy compensated exposure
rates measurements. Energy-compensated GM probes fea-
ture a design that reduces response energy dependency so
that it responds more like an ionization chamber (Fig. 5).
Geiger–Müeller instruments are basically count rate
meters, but may be calibrated in exposure rate for a
specified energy of photons. Use of the meter in other
energy spectrums different from the calibration spectrum
invalidates the meter reading in mSv/h and mSv/h, but still
the instrument allows the detection of radiation in the
count rate mode.

SCINTILLATION DETECTORS

Luminescence is a physical process in which a substance, a
scintillator, absorbs energy and then reemits the energy in
the visible or near visible energy range. Prompt scintilla-
tors that deexcite in 10 ns following luminescence exhibit
many useful properties as radiation detectors. For every
photon or particle detected, a single pulse is normally
counted and the size of the pulse generated is related to
the energy deposited by the radiation interacting in the
scintillator. Scintillators exhibit great sensitivity and yield
high count rates. They can measure fluence, exposure, or
absorbed dose if calibrated for the energy range of interest.
Moreover, their exceptional sensitivity allows measure-
ment of radiation rates at or near background levels, such
as 1 nSvh�1. Solid inorganic scintillators includes sodium
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Figure 7. Portable neutron survey meter (Cardinal Health,
Inovision, Model190N). (Courtesy Cardinal Health.)



iodide crystals with trace amounts of thallium, NaI(Tl);
cesium iodide with thallium, Csl(Tl); cesium fluoride, CsF;
zinc sulfide with silver, ZnS(Ag); and bismuth germanium
oxide, BiGeO, also known as BGO. The trace amounts of
impurities in these inorganic salt crystals serves as lumi-
nescent process activators that promote the efficient con-
version of the incident radiation energy into light. The
scintillator crystal is connected to a photomultiplier by
direct contact or through a light pipe. The crystal and
photomultiplier must be encased in a light tight case to
prevent light leaks. Typical crystals are cylindrical, � 1 in.
(2.54 cm) diameter by 1 in. (2.54 cm) thick, but larger sizes
(Fig. 10) are available for more sensitive measurements.
The resulting photomultiplier signal is amplified by the

associated counting electronics. Detectors with thin win-
dows are available for the detection of low energy X rays
and energetic beta particles. Inorganic solid crystals are
relatively dense and reasonably efficient for detecting
higher energy photons (Fig. 11). However, they are also
hydroscopic and to protect them from absorbing moisture
are encased in light reflecting cases that promote good
efficiency. Organic crystal scintillators produce their light
by a molecular process. Anthracene and transtiblene are
the most widely used organic crystal scintillators. Incom-
ing radiation excites electrons to higher energy levels of
vibrational states; the electrons subsequentially decay
with a release of energy. Organic liquid scintillators are
formed by dissolving organic scintillators in liquid organic
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Figure 8. Portable GM counter (top;
Ludlum Measurements, Inc. Model
14C) with an open side-window
probe (left; Ludlum Measurements,
Inc. Model 44-38), an end thin-
window probe (center; Ludlum Mea-
surements, Inc., Model 44-7), and a
pancake probe (right; Ludlum Mea-
surements, Inc., Model 44-9).

Figure 9. Acounter (center;Cardinal
Health; Victoreen, Model 190) with
an energy-compensated sliding win-
dow GM probe (left; Cardinal Health;
Inovision, Model 90-12), a pancake
detector with filters (center; Cardinal
Health; Inovision, Model 489-118FS),
and a 1 � 1 in. NaI(Tl) detector (right;
Cardinal Health; Inovision, Model
425-110).



solvents, such as xylene, toluene, and phenylcyclohexane.
A wave shifter fluorescent material shifts the wavelength
of the light from the main solute to a longer wavelength
and lower energy, so that the wavelength more closely
matches the spectral response of the photocathode. Liquid
organic scintillators are widely used because the sources
of ionizing radiation can be dissolved into the solvent and
made a part of the scintillator solution. Low energy beta
emitters’ tritium, 3H (19 keV), and 14C (156 keV), are
counted with high efficiency by these methods (Fig. 12).
Modern pulse processing methods allow separation of
alpha and beta events.

Plastic scintillators consist of organic scintillators that
have been dissolved in a solvent and the existing solvent
polymerized to form plastic scintillators. As plastics can be
made ultrathin, they can be useful for detecting low energy
particles of radiation in the presence of gamma rays or for
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Figure 11. A g-counter system with a 1 � 1 in. (2.54 cm) NaI(Tl)
detector to identify and measure g rays. (Canberra; Packard,
Model Cobra II Auto-Gamma.)

Figure 10. The NaI(Tl) detectors:
1 � 1 in. (left; Cardinal Health; Inovi-
sion, Model 425-110); 2 � 2 in. (5.08
cm) with center well (center; Nuclear
Chicago, Model 321330), and 3 � 3 in.
(2.62 cm) (right; Picker Nuclear
Omniprobe, Model 2830-A).

Figure 12. A liquid scintillation counter system for beta particles
(Canberra; Packard, Model B1500 Tri-Carb).



detecting heavy particles. Plastic scintillators are available
in many physical configurations. Neutrons can be defected
by incorporating a neutron sensitive material, such as
lithium, into the solvent and the subsequent plastic scin-
tillator. Nobel gas scintillators consist of high purity con-
centration of helium or xenon, which have the property
that, following radiation interaction in the gas, both visible
and ultraviolet (UV) light is emitted. While these materials
exhibit a very short deexcitation time of 1 ns, they yield
little light and the conversion of light is reasonably ineffi-
cient; nevertheless, they do have numerous applications
when a fast response time is required.

As with GM probes, scintillation detectors are available
as rectangular pancake probes to detect beta particles
> 100 keV and g rays > 25 keV, thin scintillators to detect
g and X rays> 10 keV, flashlight-like probes to detect alpha
particles > 350 keV and beta particles > 14 keV, and
conventional thick-crystal cylindrical probes for g and
X rays > 60 keV.

Photocathodes have many applications in devices that
measure or detect radiation, such as image intensifiers,
vidicon tubes, and other detectors. Usually, the electronics
required to amplify the initial signal does not have as short
a resolving time as the detector proper, but with modern
solid-state electronics, the resolving times have been shor-
tened to less than microseconds. Because of their extreme
sensitivity, scintillator detectors are useful when detection
and subsequent identification, by spectral analysis, of a
type of radioactivity is required (Fig. 13). While the spec-
tral peaks associated with scintillators are reasonably
broad, their energy resolution is sufficient to allow rapid
identification of minute quantities of various radioisotopes

(Fig. 14). Formerly limited to laboratory analysis, NaI(Tl)
spectroscopy is now available in portable handheld units
(Fig. 15) that, using quadratic compression conversion
(QCC), can identify 128 radionuclides in real-time (1 s
intervals). Quadratic compression conversion creates spec-
tral energy peaks whose widths vary proportionally to the
NaI(Tl) crystal’s energy resolution. All energy peaks are
displays with the same peak width that allows radionu-
clides’ distinct spectra to be more readily identified. The
electronics associated with scintillators must be extremely
stable, but often variations are introduced by environmen-
tal factors. High permeability magnetic shielding materi-
als, for example, Mu-metal, often are used to shield against
stray magnetic fields. Temperature and humidity variation
can produce undesirable electronic noise. As previously
noted, some crystals are hydroscopic and the moisture
absorbed can reduce the efficiency of the process. Pulse
discrimination techniques are often used to distinguish one
type of radiation from another.

SOLID-STATE RADIATION DETECTORS

Thermoluminescence (TL) is the emission of visible light
released by heating previously irradiated solid-state crys-
tals. The light emitted from a thermoluminescent crystal is
proportional to the amount of radiation to which the crystal
has been exposed, and this proportionality holds over a
large range (102–105) of exposures. At very high exposures,
nonlinearity is exhibited and the amount of visible light
released is no longer proportional to the amount of radia-
tion detected. Thermoluminescent dosimetry (TLD) mate-
rials (Table 5) commonly used in medicine, include lithium
fluoride(LiF),available inthree forms(TLD-100, -600, -700,),
and lithium borate manganese (Li2B4O7:Mn) (TLD-800).

514 RADIATION PROTECTION INSTRUMENTATION

Figure 13. A multiple component NaI(Tl) spectroscopy system.
Detector shield (lower left; Ortec) with a NaI(Tl) detector (not
shown); amplifier/bias supply(upper center; Ortec, Model
Acemate); spectral analyzer (lower center; Ortec, Model 92X
Spectrum Master), and computer display (left).

Figure 14. A spectrum measured with a 1 � 1 in. (2.54 cm) NaI(Tl)
dectector: (a) 137Cs full-energy (0.66 MeV) peak; (b) Compton edge
(0.48 MeV); (c) Compton distribution; (d) backscatter peak (0.18
MeV).



Other TLDs used in environmental dosimetry applications,
calcium fluoride manganese (CaF:Mn) (TLD-400), calcium
fluoride dysprosium (CaF2:Dy) (TLD-200), calcium sulfate
dysprosium (CaS04:Dy) (TLD-900), and aluminum oxide
(Al2O3:C) (TLD-500), are not further described here. X rays,
g rays, and neutrons are easily detected with different TLD
materials; the detection of higher energy beta particles is
possible, but quantification of the amount of beta radiation
and calibration of the solid-state detectors for beta radiation

is often more difficult than for X andg rays. The TL materials
exhibit an enhanced response to lower energy (< 200 keV) X
or g rays as compared to higher energy (1 MeV) X or g rays.
For LiF, the over response is only a factor of 1.2, but for
lithiumboratemanganese (Li2 B4 O7:Mn) (TLD-800), there is
an under response of � 0.9. By adding filters, the energy
response of a given type of crystal can be made more uniform
and this is commonly done with TLD detectors used as
personnel radiation monitors (Table 5).
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Figure 15. A portable NaI(Tl) sur-
veillance and measurement (spectro-
scopy) system. (Berkeley Nucleonics
Corp., SAM Model 935).

Table 5. Properties of Some Thermoluminescent Materials

Property/type LiF:Mg, Ti (TLD-100) 6LiF:Mg, Ti(TLD-600) 7LiF:Mg, Ti (TLD-700) LI2B4O7:Mn (TLD-800)

Applications Health and medical
dosimetry

Neutron dosimetry Gamma dosimetry Neutron dosimetry

Relative 6Li (7.5%) 6Li (95.6%) 6Li (0.007%) NAa

concentrations 7Li (92.5%) 7Li (4.4%) 7Li (99.993%)

Density (g mL�1) � 2.6 (ribbons) 2.64 2.64 � 2.4 (ribbons)
� 1.3 (powder) � 1.2 (powder)

Effective Z for photoelectric
absorption

8.2 8.2 8.2 7.4

TL Emission spectra 350–600 nm
(400 nm max)

250–600 nm 350–600 nm
(400 nm max)

530–630 nm (605 nm max)

Temperature of main
TL glow peak

195 8C 195 8C 195 8C 200 8C

Efficiency at 60Co

relative to LiF

1.0 1.0 1.0 0.15

Energy response

30 keV/60Co

1.25 1.25 1.25 0.9

Useful range mR–3 � 105 R mR–105 R mR–3 � 105 R 50mR–106 R
Fading Negligible* 5%/years

at 20 8C
5%/year 5%/year < 5% in 3 months

Preirradiation anneal 400 8C at 1 h þ
(100 8C 2 h or
80 8C at 16 h)

400 8C at 1 h þ (100 8C
at 2 h or 80 8C at 16 h)

400 8C at 1 h þ (100 8C
at 2 h or 80 8C at 16 h)

300 8C at 15 min

Postirradiation anneal 100 8C at 10 min 100 8C at 10 min 100 8C at 10 min
Special feature Low dose rate

dependence
Highly sensitive to

thermal neutrons
Insensitive to neutrons High dose dosimetry

aNot available ¼ NA.



Physically, TLD materials consist of loose powder con-
tained or embedded in plastic holders, compressed crystals
(chips), extruded rods, and chips on a card in a configura-
tion that allows reproducible heating of the detector mate-
rials to selected temperatures. The TL materials exhibit
some undesirable features as radiation detectors. At room
temperature, fading or loss of signals occurs, from < 0.5%
per month for LiF to 5% in 3 months for Li2 B4 O7:Mn. The
degree of fading can be controlled, to some extent, by proper
preparation (annealing) procedures.

The optical readers generally consist of a heating pan or
device that allows the TL material to be uniformly heated
in a controlled manner, at a specified temperature for a
given period of time. The heating device and material
holder are directly below a photomultiplier tube that
usually has some filters to remove any IR radiations and
transmits light in the blue-green region of the visible
spectrum. The signal from the photomultiplier is ampli-
fied and used to prepare a glow curve (Fig. 16) a plot of the
intensity of light versus the heating cycle of heating
elements. Different TL materials exhibit different glow
peaks. Numerous peaks occur in the curve and either the
area under the curve or the height of the major peak is
chosen to be proportional to the amount of radiation to
which the material was exposed. Proper preannealing
(extended heating at a controlled temperature) and post-
annealing of the material will remove some smaller
undesirable peaks (Fig. 16) leaving the main peak that
is used for measurement purposes.

Current TL readers offer automatic features for glow
curve analysis and processing of large numbers of samples
(chips, rods, or cards).

Lithium flouride is the most commonly used TL material
for personnel dosimetry and consists of natural lithium.
Lithium-6 is preferentially sensitive to thermal neutrons
and 7Li is insensitive to thermal neutrons, but sensitive to

g-rays. Hence, by using paired 6Li and 7Li materials, it is
possible to measure thermal neutrons in the presence of
g rays. Use of natural LiF detectors in radiation environ-
ments that contain low levels of thermal neutrons will yield
incorrect dose equivalents for personnel, as the thermal
neutrons will cause an apparent over response of LiF
calibrated only to detect and measure g rays (16).

Optically stimulated luminescence (OSL) is the release
of light by a phosphor following its irradiation by a laser.
Aluminum oxide (Al2O3) containing carbon impurities
exhibit OSL releasing a blue light when excited by a green
laser light. Some personnel radiation monitors employ OSL
technology that offers some improvement over TLD-based
personnel radiation dosimeters (17). The OSL dosimeter
offers greater sensitivity, stability, and accuracy than
TLD dosimeters. Aluminum oxide is highly linear from
1 mSv to 10 Sv; there is little signal fading > 1 year. It does
exhibit an energy dependency below � 100 keV. However,
unlike TLD chips, the aluminum oxide element can be
reread multiple times to confirm an initial reading,
an advantage for personnel dosimeter applications. The
Luxel badge (Fig. 17; Table 6) contains the Al2O3 phosphor
element, with 20 mgcm�2 open filter (paper wrapper),
182 mgcm�2 copper filter, and 372 mgcm�2 tin filter in
a heat-sealed, light-tight hexagonal plastic badge (18). The
combination allows detection of beta particles > 150 keV
with a 100 mSv threshold and X and g rays > 5 keV with a
10 mSv threshold.

Photoluminescence (PL) occurs when the irradiated
crystal emits visible light when exposed to UV light instead
of heat. Silver activated glass encapsulated PL detectors
are available in numerous shapes, sizes, and radiation
levels as low as 100 mSv are detectable, but the detectors
are commonly used to detect higher exposures. Appropri-
ate filters can be used to make the energy response more
linear, but at exposures of 0.1 Sv or higher the response of
these detectors is nonlinear. These materials exhibit some
signal fading that depends on the composition of the glass.
Heating the glass detectors post postirradiation for 30–60
min at 150 8C yields maximum luminescence. Reannealing
requires 40 8C for 1 h, which restores the material to its
preirradiation state. For low level exposure measure-
ments, care is required to keep glass detectors free of dirt,
dust, and other materials that would reduce the amount of
light transmitted through the detector.

Semiconductor materials used for radiation detection,
Si, Ge, CdTe, HgI2, and GaAs, have band gaps, the region
between the valence and conducting band, of < 2.2 eV.
Electrons migrate from the valance to the conduction band,
leaving holes, that act like positively charged electrons, in
the valence band. In a p-type semiconductor, the current is
carried by the positively charged holes; in an n-type semi-
conductor, current is carried by the electrons. Usually, a
potential difference is maintained across the solid-state
semiconductor such that the depletion layer is devoid of
electrons and holes. The interaction of X rays, g rays, alpha
particles, or beta particles generates additional electrons in
the depletion layer; these are then swept away by the
potential difference across the material, yielding a small
current whose magnitude is proportional to the intensity
of the incident radiation Energy required to generate
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Figure 16. Glow cures for TLD-100 (natural LiF) rods exposed to
10 R. (a) Without proper preparation annealing, multiple natural
peaks occur; (b) Using a 1 h annealing at 400 8C and a 2 h
annealing at 100 8C a smoother curve is obtained.



electron–hole pairs range from � 3 to 6.5 eV. Semiconduc-
tors exhibit excellent linear response over a large energy
range and greater efficiency than gas detectors. (For a full
description of semiconductor physics, see Refs. 7 and 8.)

Surface-barrier detectors essentially consist of an
n-type and p-type layers that function as anode and cath-
ode, with an intrinsic I layer (depletion region), without
electrons, in between, in which radiation interactions
occur. Depletion regions range from 0.1 to 1 mm. The
composite is commonly called P-I-N structure. With a
moderate reverse bias applied, radiation interactions cre-
ate electron–hole pairs with each electron and hole leaving,
or depleting, the intrinsic layer, and, with appropriate
circuitry, creating a detection and counting system.

Silicon surface-barrier diode counters are used for
charged-particle (alpha and beta particle) detectors. Alpha
resolution ranges from 12 to 35 keV; beta resolution ranges
from 6 to 30 keV. Passivated Implanted Planar Silicon
(PIPS) detectors use implanted contacts more rugged

than conventional surface-barrier contacts. They can be
costumed-designed for specific applications.

Germanium (Ge) detectors are used for g- X-ray spectro-
scopy to identify not only the amount of radiation present,
but also to identify the type of radioactivity present. These
detectors have excellent energy resolution and are used to
identify the individual X and g rays from a radioisotope,
and with peak fitting programs have the ability to resolve
closely lying peaks (Fig. 18). Lithium drifted geranium,
Ge(Li), detectors have been replaced by high purity pure
geranium (HPGe) detectors that only required liquid-
nitrogen cooling (Fig. 19) or electrically refrigerated cryo-
stats during measurements or use; otherwise they are kept
at room temperature. Lithium drifted silicon, Si(Li), detec-
tors are still used. With microprocessors, these instru-
ments are now used for on-site identification of samples
that may contain several different radioisotopes, a process
previously limited to the laboratory. They are important
tools in research facilities where minute quantities of many
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Figure 17. The Luxel Dosimeter:
Holder (top left); front view (top cen-
ter); rear view (top right); rear view
with attached Neutron 144 detector
(bottom left); detector element show-
ing Cu filter (right), the Al filter (left),
and plastic filter (circle, lower center).
(Courtesy Landauer, Inc.)

Table 6. Parameters of Some Commercial Personnel Dosimetersa

Monitor Designation
Sensitive

Element
Primary Filter and

Thickness, mg cm�2
Radiation Detected and

Detection Threshold, mSv

Gardray Film or Film wrapper (35) b(0.4)
4-chip TLD Plastic (325) X, g(0.1)

Aluminum (375) Thermal neutron (0.1)
Lead (1600)
Cadmium (1600)b

T 2 TLD chips Plastic (75) b(0.4)
Plastic (200) X, g(0.1)

Neutrak 144 TLD-600 Cadmium (660) Thermal neutrons (0.1)
TLD-700 Fast neutrons (0.2)
CR-39

Luxel AI2O3 Open (20) b (0.1)
Copper (182) X,g (0.01)
Tin (372)

aCourtesy of Landauer, Inc. Parameters quoted are those listed in the company’s advertisement.
bCadmium filter provided with film systems only.



different radioisotopes may potentially accumulate and
radioisotope identification is required.

Cadmium telluridide (CdTe) detectors are popular as
they are hygroscopic, do not require a photomultiplier,
require only a 50 V bias, and operate at room temperatures.
They exhibit high sensitivity, but their energy resolution is
intermediate between that of NaI(Tl) and Ge detectors.
They are available in a multitude of small sizes for special
applications.

OTHER DETECTORS

Other physical changes that arise in materials as a result
of irradiation include coloration and nuclear activation.
Color changes occurs in some materials following their
irradiation. Thin films with a cyanide emulsion (GAF-
CHROMIC EBT) will exhibit a deep orange color following
their irradiation by g rays to a dose of 10–100 Gy (19).
These materials exhibit excellent linearity > 1–800 cGy of
radiation dose. While developed for high dose radiation
dosimetry studies on linear accelerators, they can be used
for high dose radiation protection studies.

Neutrons may be detected by numerous nuclear reac-
tions or by the process of counting the number of recoil
proton tracks produced in certain neutron sensitive mate-

rials, materials, such as boron (20). A polycarbonate mate-
rial CR-39 (allyl diglycol carbonate) is insensitive to X rays,
g rays, and beta particles. However, incident neutrons
collide with the protons, which produced changed particle
tracks; the tracks are enhanced by chemically etching the
polycarbonate, so they will be more visible under a micro-
scope. This technology is used as one component in a
composite personnel dosimeter used to monitor radiation
therapy personnel working around linear accelerators with
X-ray energies > 10 MeV (Table 6) (18).

Superheated Drop Detectors (SDD) consists of a small
container of gel holding superheated drops � 0.1 mm
diameter. Neutrons produce recoil protons that strike
the drops, causing them to vaporize, generating an audible
pop or sound that can be counted. The detector is insensi-
tive to g-rays, and is independent of neutron energy to
� 14 MeV. Sensitivity is � 80 bubbles per 10 mSv, with a
minimum threshold of � 1 mSv; there is a linear relation-
ship between the number of bubbles and the neutron dose.
The SDD technology has been incorporated into equivalent
dose neutron survey meters with replaceable SSD car-
tridges that must be changed after exposure to certain
maximum doses. Alternately, bubbles in samples can be
visually counted to determine neutron dose (8).

PHOTOGRAPHIC DETECTORS

Photographic emulsions that darken in proportion to the
amount of radiation they receive represent one of the ear-
liest methods of detecting radiation. Most films consist of a
thin plastic sheet with � 0.2 mm emulsions one or both
sides; the emulsion, usually silver halide granules in a
gelatin mixture is covered with a thin protective plastic
coat. Modern films have emulsions specific for optimal
detection of certain energy and intensity of radiation.
Radiation incident on the emulsion changes the clear silver
halide ions, forming a latent image. During processing
additional silver is deposited, the darkness of the film is
determined by where silver ions are deposited on the film
and the amount of silver deposited. While most films are
limited to dynamic ranges of � 103, multiple film packets
can be used in combination to extend the dynamic ranges to
105 or higher. Fast films are sensitive to the lowest levels of
radiation, while slow films require greater exposure to
darken the films. Usually, the film is used in a protective
cover, which can be a cassette, commonly used for imaging
and including metal screens to enhance the image. Rapid
processing film is wrapped in a thin light tight paper
wrapping that prevent light leaks and may be used without
a cassette.

Personnel monitors frequently use film as the radiation
detector (Table 6). The small film packet in its light wrap-
per is carried in a plastic holder, but the film wrapping is
sufficiently thin to allow the transmission of the low ener-
gies X rays, g rays, or beta particles. Films usually exhibit
an enhanced sensitivity of several factors of 10, to lowest
energies of radiation, below � 100–150 keV, relative to
their response to g rays with energies of 150–1.5 MeV. By
using filters of copper, aluminum, and lead of varying
thickness in the plastic holder in front of the film, estimates
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Figure 18. A g-ray spectrum measured with a 35 cm Ge(Li)
detector with good energy resolution.



of the energies of the radiations darkening the film can be
made. One distinct advantage of film dosimeters is the
permanent record generated. A disadvantage is that radia-
tion incidence at an angle to the filter appears to have
passed through a thicker filter than actually available.
Film badges or monitors are available in numerous con-
figurations for the body, head, wrist, hand, and fingers.
Normally film badges are exchanged monthly if radiation
levels are low; individuals working in a higher level radia-
tion environment may be monitored more frequently.

Numerous environmental factors can fog photographic
film producing erroneous personnel exposure readings.
While films are free of electromagnetic interference, exces-
sive humidity can influence results, as can excessive heat.
Images in films can fade with time so prompt collection and
processing of personnel monitors is important in obtaining
accurate results. Special metal filters, such as cadmium,
may be used in a film holder to produce a neutron sensitive
film by the (n, a) reaction in cadmium. Film dosimeter are
widely used as personnel monitors and the overall accuracy
of a film dosimetry system is usually at least 50% or better
depending on the energy range of use. Lower energy radia-
tion present in small amounts yields the greater uncertainty
in the accuracy of monitor readings. With film dosimeters,

the method of film processing is very important, as incon-
sistent methods of developing film will lead to substantial
errors in the final results. Generally, film processors have
their developer chemistry optimized for a particular type of
film. Monitoring the temperature of the developing chem-
istry is very important and frequent use of calibration films,
films previously given known exposures to radiation, is
required to maintain the integrity of a film dosimetry sys-
tem. Proper care and maintenance and rigorously schedul-
ing of chemical developer replenishers are necessary.
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RADIATION THERAPY, INTENSITY MODULATED
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INTRODUCTION

The past 10 years has seen the rapid emergence of a new
radiation therapy process that has become known as

intensity modulated radiotherapy, or IMRT. This new
process has expanded so rapidly that there are many
misconceptions of its origin as well as its identity. The
concept of modifying the standard radiation pattern
emitted from an external radiotherapy unit has been
employed for decades, for example, in the form of physical
wedges or compensators. To begin to understand this new
technology, it is important to recognize what differenti-
ates the non-uniform intensity patterns associated with
IMRT from those accomplished with other methods. For
example, The National Cancer Institute Collaborative
Working Group for IMRT stated that IMRT is, ‘‘An
advanced form of image-guided 3dCRT that utilizes vari-
able beam intensities across the irradiated volume that
have been determined using computer optimization tech-
niques’’. (1). While this definition is correct, it is a general-
ization that adds to the lack of clarity regarding IMRT
and a review of the literature should allow a better under-
standing of the basic technologies required to produce an
IMRT treatment.

In 1982, Brahme, Roos, and Lax (the BRL paper) pub-
lished an article (2) describing the exact solution for the
beam intensities required for a new nonlinear wedge shape
that could be used to create improved dose uniformity for
targets in a cylindrical phantom that were on or near the
axes of symmetry and rotation of a problem in arc therapy.
The authors also discussed the similarities to the imaging
processes used in computed tomography (CT). This tech-
nique was used to treat 25 patients.

In 1987, Cormack (3) extended the BRL concept to
noncircular symmetry. These results have nonexact solu-
tions, but the author discussed logical approaches to select-
ing the best intensities.

The major step came just a year later in 1988 when
Brahme published an article (4) that proposed the use of
inverse treatment planning using filtered backprojections
to solve both stationary and rotational problems. He
believed that this approach would have a large impact
and stated that it, ‘‘. . . largely avoids the trial and error
approach often applied in treatment planning of today’’.
His planning scheme was to have the physician place
constraints on the doses to tumors and normal tissues
and allow a computer to determine the location and inten-
sities for the beams that achieved these results, as opposed
to the traditional method where the planner places the
beams and then evaluates the resulting dose distribution.

In diagnostic CT, one uses filtered backprojections to
eliminate the artifacts that occur during image reconstruc-
tion. These filters mathematically convert a uniform beam
from an X-ray tube into a nonuniform beam in order to
achieve the proper images. They can have fine spatial
resolution as well as negative values. It is this reality that
creates the fingerprints of the process that is known as
IMRT. In order to perform the reverse process in radiation
therapy, we would have to use small beams and be able to
produce a negative radiation source. This means that we
likely will not be able to produce an exact solution, but only
a ‘‘best’’ solution based on the clinical constraints of the
patient and the source of radiation. For this reason, an
optimization algorithm must be employed. We now have
the unique markers for IMRT, the ability to plan and
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delivery small beamlets of varying intensities that have
been determined by computer optimization.

This article also cleared the path for the two delivery
approaches used today in IMRT, multiple stationary gan-
try positions (fixed field) with dynamic intensity map
creation and arc therapy delivery (tomotherapy) of
dynamic intensity maps. Each of these techniques used
different technologies for delivery of the dose pattern and
had unique problems to overcome. In order to appreciate
the complexities of the technologies, each will be addressed
separately, beginning with the fixed field technique.

The limit for the effectiveness of radiation therapy as a
treatment modality always has been the volume of normal
tissue being irradiated. While early patients had this
volume reduced by the use a library of lead blocks that
were hand placed, the introduction of low melting point
alloys (5) to create patient specific blocking introduced a
major improvement in accomplishing the goal of the reduc-
tion of dose to normal tissue. The disadvantages of this
system include the time to create the blocking as well as the
weight of the finished product. To overcome these pro-
blems, multileaf collimators (MLC) were introduced (6).
These devices were not created to increase blocking effec-
tiveness, but to provide a more efficient blocking system. It
took over a decade for these systems to mature to their
potential, but today they are a common feature on linear
accelerators. Figure 1 shows the exit port of an accelerator
with the MLC leaves fully retracted. This would deliver a
square radiation field. Using the MLC, one can shape the
radiation field easily and Fig. 2 shows a field in the shape of
a diamond. This, and any other shape, are set quickly by
computer control.

The designs of the commercial MLCs have similar char-
acteristics and some differences. The best place to find
particular information is in the American Association of
Physicists in Medicine (AAPM) Report No. 72 (7). There are
some distinctions that will be made here as they affect the
ability of these devices to create the required intensity
maps for IMRT, but one should read Report No. 72 for
more detail.

Most vendors now have leaves that project to a 1.0 cm
width at the treatment distance for the machine, although
there are recent advances to 0.5 cm for a general MLC and
0.3 cm for a special purpose MLC. The MLC will either
replace one set of primary collimators in the head of the
machine or be attached to the machine as a tertiary colli-
mator. The former allows for more clearance between the
patient and the exit port of the linear accelerator, but will
have greater accuracy requirement for leaf position as
inaccuracy is magnified by distance increased distance
from the patient. An additional advantage is that these
leaves can be double focused, allowing for a beam penum-
bra that is constant as a leaf moves across the field.
Tertiary collimators of today have directly opposite
characteristics.

There are additional characteristics that one needs to
evaluate for the use of MLCs in general and IMRT in
particular. One characteristic is the maximum distance
a leaf may travel across the center of the field. This will
determine the maximum field that can be treated with
IMRT unless some additional facility of the collimator is
introduced.

Another is the capability for a leaf moving from one side
to pass its two neighboring leaves from the opposite side.
The capacity to interdigitate leaves is important for some
intensity modulation segmentation techniques, as well as
create stand alone or ‘‘island’’ blocks in the central portion
of a treatment field. Figure 3 shows an interdigitated set of
leaves. The leaves on the edges of the pattern are set to the
centerline of the radiation field and one can see alternating
leaves extending over the center line from each side.

A final characteristic is that no MLC has adjacent leaves
with smooth surfaces. In order to prevent leakage radiation
from streaming through the interface of two leaves, leaves
are keyed or notched to eliminate a direct path for the
radiation. During the creation of an intensity map, adja-
cent leaves may get far enough apart that there can be a
significant increase in unwanted leakage radiation
because the leaf edge is not as thick as the leaf center.
This is called the tongue and groove effect and will be part
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Figure 1. The exit port of a linear accelerator with the MLC
parked completely under the primary collimating jaws.

Figure 2. The MLC positioned to deliver a radiation pattern in
the shape of a diamond.



of a latter discussion regarding the creation of the intensity
maps for IMRT.

Although there was a decade of development for the
MLC, it was obvious that these devices could be used to
create intensity maps and investigators worked on two
methods, both of which are clinically available today
although not from every vendor. The first involves the
creation of a final intensity map by the accumulation of
multiple static fields, or segments. This technique was
investigated theoretically by Bortfeld et al. (8) and Webb
(9) while Bortfeld et al. (10) conducted the first experiment
of such delivery in 1994. As a single segment is completed,
the beam is turned off and the MLC instructed to change to
the next position. Then the beam is turned on and the next
segment is delivered. The NCI–CWG–IMRT defines this
process as Static MLC IMRT or sMLC. As an example, the
MLC in Fig. 4 has the leaves positioned at the boundaries of

a radiation field to be treated. If one begins by positioning
all the leaves to the left-side boundary and moves them
independently across the field at specified dose intervals,
one can deliver a non-uniform dose pattern as shown in
Fig. 5 with the darker colors indicating higher dose.

All vendors currently deliver this methodology although
with some meaningful differences. As mentioned earlier,
the location of the MLC plays a major role in the positional
accuracy of any leaf at the treatment distance and there
are differences in the time each vendor requires to
assure accuracy before initiating the beam on sequence
of the accelerator. This time ranges from milliseconds to
multiple seconds and will discourage the use of intensity
maps with many segments in order to achieve clinically
realistic delivery times. The use of this technique may
result in segments that have the beam on for a fraction
of a second, thereby requiring the accelerator to reach its
steady-state performance in that same short time. The
accelerator manufacturers have developed this capability
on newer accelerators, but one should be careful when
attempting IMRT on older accelerators. The second method
involves the creation of intensity maps by varying the dose
rate while leaves are in motion. The NCI–CWG–IMRT
defines this process as Dynamic MLC IMRT or dMLC.
Currently, it is available from only one vendor. The tech-
nique was postulated by Kallman et al. (11) and the optimal
trajectory equations developed by Stein et al. (12), Svennson
et al. (13), and Spirou and Chui (14). To successfully deliver
such a treatment, the accelerator needs to monitor leaf
positions and alter the dose rate as required to allow leaves
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Figure 3. An example of leaves that are interdigitated. The closed
leaves are set at the middle of the field.

Figure 4. A MLC with the leaves positioned at the boundary of a
shaped radiation field. The leaves on the right will move to meet
the leaves on the left and then all leaves will move across the
radiation field to create a nonuniform intensity map.

Figure 5. The planar intensity map created by the field from
Fig. 4 (black is the highest radiation exposure).



to reach the next positions at the proper time. While this is
the faster means of creating an intensity map, it also has the
potential for more discrepancies in leaf position and dose
than the static approach. These discrepancies are likely to
be small and, with many ports being delivered, are likely to
produce small degradation in the desired pattern. It is also
possible to identify potential large errors and modify them to
be small. This process is usually done with software pro-
grams that optimize the segment delivery. By using this
segmental optimization, one can control the magnitude of
such things as the number of segments, the tongue and
groove effect, and minimize the potential for one beamlet to
have a much higher intensity than any of the others,

Delivery of IMRT with fixed field techniques is the most
common method used because there are so many MLCs in
use and the MLC can be used for conventional beam
shaping without intensity modulation of the beam. How-
ever, the methodology has some drawbacks. Linear accel-
erators are expensive (� $1.8 M) and it is important
economically to treat large numbers of patients on each
accelerator. For this reason, the number of ports to be
treated must be limited to a few, optimal orientations.
For some disease sites, such as prostate, these orientations
can be predetermined and applied to all patients. In other
disease sites, such as head and neck tumors, the disease
presentation may have unique problems that require addi-
tional planning time to seek a satisfactory number of ports
and orientations. There is no single answer to this problem
as situations at each institution vary. For example, a small
center might only have one or two machines while large
institutions are likely to have more and can identify one
that can treat fewer patients.

The alternative to fixed field IMRT is to deliver the
treatment with arc therapy or tomotherapy. Since IMRT
has such a strong similarity to CT, this is a logical
approach. However, with the proliferation of high energy
accelerators over the past 20 years, the use of arc therapy
has diminished dramatically and is employed mainly in
special procedures such as stereotactic radiosurgery (SRS).
There are three implementations of tomotherapy and each
has an analogy to current CT technology. In 1992 a neu-
rosurgeon, Dr. Mark P. Carol, introduced a commercial
system called Peacock (15) to be used as a SRS tool. The
system consisted of a unique multileaf collimator (MIMiC)
that consisted of two rows of 20 vanes each, with each vane
projecting to a nominal 1� 1 cm2 beam at the normal
isocenter of an accelerator (100 cm). The MIMiC is operated
pneumatically and is a binary collimator meaning that the
vane is either open (and permitting radiation to pass) or
closed (blocking radiation). Figure 6 shows a patient’s view
of the MIMiC vanes in an alternating open/close pattern.
One can see the two independent rows. The MIMiC is a
removable tertiary collimator, so the accelerator could also
be used for traditional clinical treatments. Figure 7 shows
the MIMiC and it’s associated hardware in place on an
accelerator. Either a 5 or 108 sector of the arc delivery is
considered a fixed field and a beamlet’s intensity is based
around the center of the arc sector. For a 108 sector, that
means a beam with 100% intensity is open for the entire
108, while a beam with 50% intensity is closed the first 2.58
of the sector, open for the next 58 and closed the last 2.58.

Because of the MIMiCs design, one treats a 2 cm length of
the patient in one arc. It is then necessary to index the
patient precisely and deliver another arc. The process is
repeated until the total length of the tumor is treated. A CT
analogy is a dual slice axial scanner and has the NCI–
CWG–IMRT designation as Sequential Tomotherapy. This
system also has historical importance as it was used to
treat the first patient with IMRT (16) as defined by the
NCI–CWG–IMRT and is still popular in 2004.

In 1995, Yu (17) introduced the concept of intensity
modulated arc therapy (IMAT) that uses a traditional
MLC to deliver tomotherapy. It basically is a combination
of Dynamic Arc, a conformal delivery where the MLC
changes its borders as a function of gantry angle but does
not modulate the beam in the field, and the creation of
intensity maps by using arcs with different shapes multiple
times. This technique has limitations in that there are no
planning systems that automatically create the fields, so
the planner has to develop the skills to do this and that
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Figure 6. The MIMiC collimator as viewed by the patient.
Alternating leaves are open and closed.

Figure 7. A sequential tomotherapy system mounted on a linear
accelerator.



introduces a problem because, given N possible intensities,
there are (N!)2 combinations that can produce that pattern.
As an example, an intensity map with only 3 intensities can
be created using 36 possible patterns. However, with the
use of multiple gantry angles, one can create clinically
acceptable plans for many simple disease presentations.
This technique is extremely useful on machines that would
require seconds to verify leaf positions if one were doing
sMLC. Since it treats the entire volume in each arc, a CT
analogy would be a multislice axial scan. More information
on using this technique is found in a more recent article by
Yu and Shepard (18).

In 1993, Mackie et al. (19) described a novel machine
designed to treat IMRT only with a helical delivery system
just like a helical CT scanner. For this reason, the system
has been defined as Helical Tomotherapy by the NCI–
CWG–IMRT. This machine has the physical appearance
of a CT scanner, with a 6 MV waveguide and associated
electronics mounted on a rotating annulus. A unit at the
time of installation is shown in Fig. 8. The patient is treated
with 6 MV X-rays by having the treatment couch moving at
a constant speed through the bore of the rotating system. In
order to modulate the beam, this machine has a pneuma-
tically driven binary collimator. In addition, this machine
had a series of Xenon detectors mounted on the rotating
annulus opposite the waveguide so that the radiation
exiting from the patient can be captured and analyzed.
This machine became available commercially in 2001, with
the first clinical installations occurring in 2003. Figure 9
shows a helical tomotherapy machine ready for patient
treatment. Because it is the first new design of an external
beam treatment machine since the linear accelerator was
introduced at Stanford in 1955, it deserves some additional
scrutiny.

As with helical CT, the operator can control the pitch
(the distance the table travels per revolution) as well as the
slice width (the machine has moveable jaws that can be set
from 0.5 to 5.0 cm prior to the initiation of treatment).
Using a pitch >1 and a large slice width, one can create a
megavoltage CT image (the waveguide is tuned for 3.5 MV

X-rays) that can be used to verify or correct patient position
prior to treatment. During treatment the exit dose can be
collected in the xenon detectors and mapped back into the
patient to determine the magnitude of any discrepancies
between planned and actual delivery, whether they be
caused by mechanical errors or patient–organ motion.
These types of tools have long been desired to help insure
the accuracy of these more conformal dose distributions.

Similar tools are finding their way into conventional
linear accelerators as vendors are adding kilovoltage X-ray
tubes as well as megavoltage cone CT to their equipment.
There are questions as to how one facilitates the use of
fixed-field delivery with the need to do arc rotations to
gather the necessary information to create the images that
are part of the desired schema.

The last issue to address is the use of optimized treat-
ment planning as a necessary part of the IMRT concept. It
was stated earlier that perfect shapes in CT often require
the application of mathematical filters with negative
values and, since we cannot deliver negative radiation,
optimization tools are required to achieve the best result
possible give the planning constraints. The evaluation of
optimization techniques continues today but the applica-
tion of optimization techniques in use today is very
straightforward. They are either a gradient descent or
stochastic algorithm. In the late 1980s, Webb (20) as well
as Mohan et al. (21) investigated the stochastic algorithm,
Simulated Anneling, as a possible algorithm. This was
appropriate because the algorithm was powerful and no
one was sure just how complicated the optimization need be
to create a clinically useful plan. Because of this, Carol
designed his system based on Webb’s work with this sto-
chastic optimization algorithm.

By their nature, stochastic optimizations are slower
than gradient descent algorithms because they permit
the solution to get worse for a number of iterations as
an attempt to avoid being trapped in a local minimum.
Over time, it became clear that gradient descent algo-
rithms are useable and today all planning systems now
use gradient descent algorithms and some use both. There
is a product that uses no optimization at all and was given
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Figure 8. A helical tomotherapy machine at installation. One can
see the gantry ring holding the accelerator components.

Figure 9. A helical tomotherapy machine in an operational
configuration and looking much like a diagnostic CT scanner.



an IMRT moniker by the vendor, but this product does not
meet the NCI–CWG–IMRT definition of IMRT. Research
interest in the subject continues to grow. A literature search
of ‘‘inverse treatment planning’’ found 39 publications in
1998, 48 in 2000, and 108 in 2002, so we can expect opti-
mization algorithms to continue to be tested and improved.

The rapid acceptance of IMRT as a delivery technique is
unprecedented in radiation therapy. A mere 6 years after
Brahme postulated the concept in 1988, Carol had pro-
duced a commercial system that was used clinically.
Within a decade after that event, not only do vendors
supply additional technology for their accelerators to treat
IMRT, but also a new vendor has emerged with a drama-
tically new machine to treat only IMRT. Image guided
systems are being adapted to take advantage of the power
to shape radiation fields easily and precisely with IMRT.
This technology should continue to expand.
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INTRODUCTION

Radiation therapy, or radiation oncology, is one of the
primary modalities (along with surgery and chemother-
apy) for the treatment of cancer patients. Its origins can be
traced to the early 1900s and today radiation therapy
facilities can be found in most major medical centers and
many free standing practices. This medical specialty and
its success depend strongly on the technology used for
cancer diagnosis and planning, delivery, and verification
of patient treatments. Therefore, the amount of efforts
and resources invested in the improvement of radiation
therapy related technologies is significant. One of the
cornerstones of modern radiation therapy practices are
volumetric patient images, computed tomography (CT),
magnetic resonance (MR) imaging, nuclear medicine ima-
ging (positron emission tomography (PET) and single posi-
tron emission tomography (SPECT)), and ultrasound (US).
Medical images are used for cancer detection, disease
staging, treatment planning, for verification of treatment
delivery, and for evaluation of treatment outcomes and
patient follow up. Imaging devices that are used to image
cancer patients for radiation therapy treatment planning
are called Radiation Therapy Simulators. The distinguish-
ing characteristics of radiation therapy simulators, in
addition to their basic imaging properties, are that these
devices need to have the following characteristics; (1) the
modality allows patients to be imaged in their treatment
position, (2) that the acquired images have high spatial
accuracy, and (3) that the dataset be able to provide
image datasets that are of sufficient quality to be used for
validating the radiation beam shape and anatomic loca-
tion. While these may seem like relatively straightforward
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requirements, the design and implementation of radiation
therapy simulators can be technically challenging. The
main source of technical difficulties stems from the fact
that the design of the medical imaging devices on which
the simulators are based has historically been driven by the
needs of diagnostic radiology that have less concern for
patient positioning or for the spatial accuracy of the image
datasets. For diagnostic scanning, patients often assume a
comfortable position with their arms on the side or on
abdomen–chest. Diagnostic physicians typically need to
determine the presence of anatomic or functional anomalies,
so a quantified determination of the size, shape, or location
of internal organs or tumors relative to the imaging mod-
ality hardware is not a primary consideration.

For radiation therapy imaging, the patient extremities
(arms and legs) are often positioned away from the torso to
provide access by the radiation treatment beams. Patients
are also imaged in immobilization devices that are subse-
quently used during treatment. Additionally, image spatial
accuracy and the geometry of images is extremely impor-
tant in order to precisely deliver the radiation to the tumors
while avoiding radiation sensitive organs. Radiation ther-
apy simulator design is based on an imaging device that
was originally developed for diagnostic imaging, and then
the device is modified to accommodate patient imaging in
the radiotherapy treatment position and to improve image
spatial accuracy and geometry to satisfy the needs of
radiation therapy treatment planning. This approach is
slowly changing and more devices are being designed
exclusively for radiation therapy or major features of diag-
nostic imaging equipment are designed with radiation
therapy in mind. This change in manufacturer attitude
is reflected in description of radiation therapy simulators
in the rest of this article.

The majority of simulation history in radiation therapy
is based on conventional simulators (1–6). However, the
modern practice of radiation therapy is dominated by
CT simulators. Shortly after the introduction of clinical

CT scanners in the early 1970s, it was realized that this
imaging modality has much to offer in a radiation oncology
setting. The CT images provide volumetric information not
only about target volumes, but about critical structures as
well. Using CT images for radiation therapy treatment,
planning has improved dose delivery to target volumes
while reducing dose to critical organs. The CT images also
provide relative electron density information for hetero-
geneity-based dose calculations. A major weakness of CT
imaging is a relatively limited soft-tissue contrast. This
limitation can be overcome by using CT images in conjunc-
tion with MR studies for treatment planning. The PET
images can be used to add physiological information. Ultra-
sound has also been useful for imaging in brachytherapy.
Multimodality imaging-based treatment planning and tar-
get and normal structure delineation offer an opportunity
to better define the anatomic extent of target volumes and
to define their biologic properties.

Tatcher (7) proposed treatment simulation with CT
scanners. This short article described the feasibility of
CT simulator and indicated potential economical benefits.
In 1983, Goitein and Abrams (8,9) further described multi-
dimensional treatment planning based on CT images.
Sherouse et al. (10,11) went on to describe a CT image
based virtual simulation process that they referred to as a
‘‘software analog to a conventional simulation’’. This series
of manuscripts described software tools and addressed
technical issues that affect today’s CT-simulation process.
The manuscripts pointed out the need for fast computers,
specialized software, but also for improved patient immo-
bilization and setup reproducibility.

The radiation oncology community eagerly embraced
the concept of virtual simulation and in early 1990s com-
mercial software packages became available. These sys-
tems consisted of a diagnostic CT scanner, external laser
positioning system, and a virtual simulation software work
station. One of the early commercial CT simulation
packages is shown in Fig. 1.
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Figure 1. The CT-simulator room
layout. (Image courtesy of Philips
Medical Systems, Cleveland, Ohio.)



The CT simulators have matured to a point where they
are one of the cornerstones of modern radiation oncology
facilities. Today’s systems incorporate specially designed
large bore CT scanners, multislice CT scanners, high qual-
ity laser positioning systems, and sophisticated virtual
simulation packages. Many systems incorporate dose cal-
culation capabilities and treatment plan analysis and eva-
luation tools.

Additional virtual simulation software features and
functions along with increased efficiency and flexibility
have enabled CT simulators to replace conventional simu-
lators in many facilities. This trend seems to be further
fueled by the increased demand for imaging studies for
conformal three-dimensional (3D) and intensity modulated
radiation therapy (IMRT) treatment planning where con-
ventional simulators are of limited value. Figure 2 shows
the place of CT simulation in the treatment planning
process.

Both MR and PET–CT simulators are recent develop-
ments in radiation therapy simulation and are designed to
complement CT simulation process and shortcomings of CT
imaging. Magnetic resonance imaging offers superior soft
tissue contrast and PET provides information about biolo-
gical tissue properties. Computed tomography has rela-
tively poor soft tissue contrast and provides rather limited
information about functional tissue characteristics. Both
MR and PET imaging in radiation therapy imaging greatly
enhance our ability to accurately define anatomical and
biological properties of tumors and normal tissues.

The implementation of simulation and treatment plan-
ning process varies greatly between radiation oncology
departments. This diversity is in part driven by significant
technical differences between simulation and treatment
planning systems offered by different manufacturers. The
discussion of radiotherapy simulators provided here
describes general characteristic of processes and technol-
ogy used for radiation therapy treatment planning. For
more specific details, readers are referred to suggested
readings list.

TECHNOLOGY OVERVIEW

In the late 1990s, the imaging equipment manufacturers
began designing major devices (CT, MR, and PET scan-
ners) specifically for radiation therapy or with radiation
therapy needs in mind. This paradigm change resulted in
a multitude of imaging devices available for radiation

therapy simulation. Not only are there new devices (CT,
MR, PET), but conventional simulators are being improved
as well in order to be able to compete with other imaging
modalities.

CONVENTIONAL SIMULATOR

The radiation therapy simulator has been an integral
component of the treatment planning process for > 30
years. Conventional simulators are a combination of diag-
nostic X-ray machine and certain components of a radia-
tion therapy linear accelerator (1–6). A conventional
simulator, as seen in Fig. 3, consists of a diagnostic
X-ray unit and fluoroscopic imaging system (X-ray tube,
filters, collimation, image intensifier, video camera, gen-
erator, etc. (13), patient support assembly (a model of the
treatment table), laser patient positioning and marking
system, and simulation and connectivity software. The
treatment table and the gantry are designed to mimic
the geometric functions of a linear accelerator. The gantry
head is designed to accommodate the common beam mod-
ification devices (blocks, wedges, compensating filters), in a
geometry that mimics the linear accelerator. The simulator
provides transmission radiographs with radiation portal-
defining collimator settings outlined by delineator wires.
By using primarily bony landmarks, the physician deline-
ates the radiation portal outlines.

Imaging chain: One of the major improvements in con-
ventional simulator design was the replacement of image
intensifiers and video camera systems by amorphous sili-
con detectors. The new imagers produce high spatial and
contrast resolution images which approach film quality,
Fig. 4. More importantly, these images are distortion-free,
a feature that is important for accurate geometric repre-
sentation of patient anatomy. The introduction of high
quality digital imagers in conventional simulation further
facilitates the concept of film-less radiation oncology
departments.

Simulation software: Conventional simulation software
has also undergone many improvements. Modern simula-
tors use the Digital Image Communications in Medicine
(DICOM) standard (14) for data import capabilities. Treat-
ment field parameters can be imported directly from the
treatment planning computer for verification on the simu-
lator. The software can then automatically set the simu-
lator parameters according to the treatment plan. This
facilitates efficient and accurate verification of patient
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treatment setup on the conventional simulator. These
simulators also have DICOM export capabilities that
improves the reliability of treatment setup parameter
transfer directly to a record and verify system or to a
treatment planning computer. The ability to import and
capture digital images enables conventional simulators to
have tools for automatic correlation of treatment planning
and verification fields.

Another potential improvement for conventional simula-
tors is the capability of providing cone-beam CT (15,16).
Because newer simulators are equipped with digital imaging
hardware, two-dimensional (2D) projection image datasets

are acquired while the gantry is rotating. The projection data
is used to reconstruct a high spatial resolution CT image
dataset. This capability will significantly improve imaging
capabilities and usefulness of these devices. Figure 5 shows a
cone beam CT image from a conventional simulator.
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Figure 3. Modern version of a conventional
simulator. (Image courtesy of Varian Medical
Systems, Palo Alto, California, copyright# 2002.)

Figure 4. Digital image of a head from a modern conventional
simulator equipped with an amorphous silicon imager. (Image
courtesy of Varian Medical Systems, Palo Alto, California,
copyright # 2002.)

Figure 5. ConebeamCTimageofaheadacquiredonaconventional
simulator. (Image courtesy of Varian Medical Systems, Palo Alto,
California, copyright # 2002.)



While it is often mentioned that conventional simula-
tors can be completely replaced with CT simulators, new
features and usefulness of conventional simulators are
slowing down this process. Conventional simulator con-
tinues to be an important component of radiotherapy pro-
cess even though its use for treatment planning of many
tumor sites has been significantly reduced.

CT Simulator

Computed tomography simulator (10,11,17–26) consists of
a CT scanner, laser patient positioning–marking system,
virtual simulation–3D treatment planning software, and
different hardcopy output devices, Fig. 1.

The CT scanner is used to acquire volumetric CT scan of
a patient that represents the virtual patient and the simu-
lation software recreates the functions of a conventional
simulator. In recent years, the three most significant
changes in CT-simulation technology have been the intro-
duction of a larger gantry bore opening (Large Bore CT)
(27), multislice image acquisition (Multislice CT) (28), and
addition of CT-simulation software directly on the CT
scanner control console. These innovations improve the
efficiency and accuracy of the CT-simulation process. They
also improve the patient experience by allowing patients to
be positioned in more comfortable positions while reducing
the simulation procedure time.

Large Bore CT: Large bore CT scanners (defined here as
having > 70 cm diameter bores) were specifically designed
with radiation therapy needs in mind. One of the require-
ments in treatment of several cancer sites (breast, lung,
vulva, etc.) is for extremities to be positioned away from the
torso. When acquiring a CT scan with a patient in such
treatment position, extremities often cannot fit through a
conventional 70 cm diameter scanner bore opening. In such
situations, patient positioning needs to be modified to
acquire the scan. This can result in less than optimal
treatment position (patient may be less comfortable and
therefore the daily setup reproducibility may be compro-
mised) or in a mismatch between the imaging and treat-
ment positions. The first large bore CT simulator was
introduced in 2000, and several additional models with
enlarged bore opening have been introduced since then.

Large bore scanners also have increased the available
scan field of view (SFOV), which determines the largest
dimension of an object that can be fully included in the
CT image. It is typically 48–50 cm in diameter on most
conventional 70 cm bore opening scanners. For treatment
planning purposes it is necessary to have the full extent of
the patient’s skin on the CT image. Lateral patient separa-
tion can often be > 48–50 cm and the skin is then not
visible on CT images. Increased SFOV available on large
bore scanners solves this problem. There are, however,
differences in implementation of extended SFOV and valid-
ity of quantitative CT values (quantitative CT) at larger
image sizes. The CT numbers for some scanners are accu-
rate only for smaller SFOVs and the values toward the
periphery of large SFOV images are not reliable. This can
be a concern for some dose calculation algorithms because
inaccurate CT numbers can lead to dose calculation errors.
The impact of CT number accuracy for increased SFOV

images on dose calculation accuracy should be evaluated
during scanner commissioning.

Multislice CT: In 1992, Elscint introduced a scanner
that had a dual row of detectors and could simultaneously
acquire two images (slices). Since then, multislice CT has
gained wide spread acceptance and scanners that can
acquire up to 64 slices are now available from all major
vendors. The basic design behind the multislice CT
technology is that multiple rows of detectors are used to
create several images for one rotation of the X-ray tube
around the patient.

One of the obstacles for radiation therapy scanning with
single-slice scanners is the limited tube heat loading cap-
ability. Often, fewer images are taken, slice thickness is
increased, the image quality is decreased (reduced mAs), or
scan pitch is increased to reduce the amount of heat
produced during the scan and to allow for the entire scan
to be acquired in a single acquisition. Due to the longer
length of imaged volume per tube rotation (multiple slices
acquired simultaneously), the tube heat loading for a par-
ticular patient volume is reduced when using a multislice
scanner relative to a single-slice scanner and multislice
scanners are generally not associated with tube heat
loading concerns. Faster acquisition times and decreased
tube loading of multislice scanners, which allow longer
volumes to be scanned in a single acquisition, can provide
an advantage over single-slice systems for treatment plan-
ning purposes. Multislice technology can be especially
beneficial for imaging of the thorax where breathing arti-
facts can be minimized with faster scanning. Multislice
technology also facilitates dynamic CT scanning, often
referred to as 4D CT (29,30). This application of multislice
CT in radiation therapy is yet to be fully explored.

Multislice scanners are also capable of acquiring thin-
ner slices that can result in better quality digitally recon-
structed radiographs, used for treatment portal validation,
and more accurate target delineation because of the
improved spatial resolution with thinner slices, (Fig. 6).

CT simulator tabletop: This section and discussion
about simulator tabletops applies equally to all simulators
used in radiation therapy (conventional, MRI, CT, and
PET) and treatment machines. Tabletops used for patient
support in radiation therapy during imaging or treatment
should facilitate easy, efficient, reproducible, and accurate
patient. It is not only important that a tabletop improves
patient positioning on a single device (i.e., treatment
machine), but the repositioning of a patient from one
imaging or treatment device to another also has to be
considered. A great improvement in this process is if all
tabletops involved in patient simulation and treatment
have a common design. They do not have to be identical,
but they should have the same dimensions (primarily
width), flex and sag under patient weight, and they should
allow registration (indexing) of patient immobilization
devices to the tabletop. Figure 7 demonstrates this con-
cept. The CT simulator tabletop has the same width as the
linear accelerator used for patient treatment and both
allow registration of patient immobilization system to
the treatment couch. The ability to register the immobi-
lization device and the patient to a treatment table is
extremely important and improves immobilization, set-up
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reproducibility, accuracy, and efficiency. The patient is
always positioned in the same place on the treatment
machine and patient daily setup can be facilitated using
the treatment couch positions. If the patient is registered
to the treatment couch, the coordinates of the couch used
for patient treatment can become a part of parameters
that are set and tracked in the linear accelerator record
and verify system.

Patient marking lasers: A laser system is necessary to
provide reference marks on patient skin or on the immo-
bilization device. Figure 1 shows a laser system for a CT
simulator:

Wall lasers: Vertical and horizontal, mounted to the side
of the gantry. These lasers can be fixed or movable.

Sagittal laser: Ceiling or wall mounted single laser,
preferably movable. Scanner couch can move up/down
and in/out, but cannot move left/right, therefore the sagit-
tal laser should move left–right to allow marking away
from patient mid line.

Scanner lasers: Internally mounted, vertical and hor-
izontal lasers on either side of the gantry and an overhead
sagittal laser.

MR Simulator

The MR images for radiotherapy treatment planning are
usually acquired in diagnostic radiology departments

because few radiation oncology departments have a dedi-
cated MR scanner. Furthermore, currently the majority of
radiotherapy MR studies are limited to brain imaging. The
MR scanner has a superior soft tissue contrast compared to
CT imaging and there are several benefits that MR can
offer for target delineation based on this advantage. There
have been several reports describing use of MR scanners
for imaging and treatment simulation in radiotherapy
(31–35). Some of these reports have suggested that MR
studies can be used without a corresponding CT scan for
radiotherapy treatment planning. Indeed, if spatial dis-
tortions (the geometry of imaged objects is not always
reproduced correctly), which is the largest concern with
MR imaging, can be removed or minimized MR studies
can be used as the primary imaging modality for several
treatment sites. Superior soft tissue contrast provided by
MR can also be an advantage for treatment planning of
certain extracranial tumor sites like prostate, for example
(36,37).

Conventional MR scanners are not well suited for
extracranial imaging for treatment planning. The main
difficulty is placement of patient in treatment position
with immobilization device in the scanner. The small
diameter and long length of conventional MR scanner
openings significantly limits patient positioning options
for imaging. Open MR scanners do not share these dif-
ficulties and patients can be scanned in conventional
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Figure 6. The CT slice thickness DRRs are 5,
3, and 0.8 mm. Thinner slice thickness images
reveal much more relevant anatomical detail.

Figure 7. Similarity in design of simulator
and treatment machine tabletops allows effi-
cient and accurate reproducibility of patient
positioning. (Image courtesy of MED-TEC,
Inc, Orange City, Iowa.)



treatment positions. At least one manufacturer offers an
open MR scanner that has been modified to serve as a
radiotherapy simulator, Fig. 8. The scanner table is
equipped with a flat top and external patient alignment
lasers. The geometry of the scanner is then similar to the
CT simulator. Another manufacturer offers a 70 cm dia-
meter gantry opening conventional MRI scanner. The
depth of the scanner opening is 125 cm. The dimensions
of this scanner are very similar to a conventional CT
scanner and in fact the scanner could be mistaken for a
CT scanner. The ergonomics of this scanner are also well
suited for radiotherapy simulation.

One of the major challenges with MR imaging for
radiotherapy treatment planning are geometric distor-
tions in acquired images. The MR scanners are often
equipped with correction algorithms that will minimize
geometrical distortions. These corrections do not affect
the entire image and only the center portion of the image
(center 20–35 cm diameter) is adequately correct (within
2 mm). Therefore, the representation of patient’s skin
and peripheral anatomy for larger body sections may be
inaccurate. The effect of these inaccuracies must be eval-
uated if dose distributions will be calculated directly on
MR images.

PET–CT Simulator

The PET images for radiotherapy planning can come from
a standalone PET scanner or a combined PET–CT unit.
Combined PET–CT scanners are being installed in radia-
tion oncology departments and are used for PET scanning,
but also these machines can be used for CT scanning only
without PET acquisition. Due to this purpose, these scan-
ners can be classified as CT simulators, though PET–CT
simulator term may be more appropriate. Combined PET–
CT scanners offer several advantages for radiotherapy

imaging and are generally preferred over stand-alone
units.

The first combined PET–CT prototype was introduced in
1998 at the University of Pittsburgh (38), since then all
major manufacturers have produced several commercial
models. The key description of PET–CT scanners is that a
PET and a CT scanner are combined in the same housing.
Meaning that there are two gantries (PET and CT) com-
bined in one housing sharing a common couch. Image
reconstruction and scanner operation is increasingly per-
formed from one control console.

Combined PET–CT scanner design varies among differ-
ent vendors with respect to PET detectors, image quality
and resolution, speed, image field of view; number of CT
slices, scanner couch design, gantry bore opening, and
other considerations. Currently, the commercially avail-
able scanners have a 70 cm gantry opening for the CT
portion, though large bore CT scanners will likely become
part of PET–CT scanners in the future. The PET gantry
opening ranges in diameter from 60 to 70 cm, meaning
that some of the commercial scanners have a nonuniform
gantry opening as the patient travels from the CT portion
of the scanner to the PET side. More importantly, the
scanners with the smaller gantry opening on the PET side
will pose the same difficulties for radiotherapy scanning
as stand-alone PET scanners. Again, the size of patient
immobilization devices and patient scan–treatment posi-
tion will have to be adapted to the size of the gantry
opening.

The combined PET/CT technology offers two major ben-
efits for radiotherapy planning. First, because the images
are acquired on the same scanner, providing that the
patient does not move between the two studies, the patient
anatomy will have the same coordinates in both studies.
These images have been registered using hardware rather
than software registration. The second benefit of the
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Figure 8. A MR simulator. (Image courtesy of Philips
Medical Systems, Cleveland, Ohio.)



combined PET–CT units is that CT images are used to
measure attenuation correction factors (ACFs) for the PET
emission data, obviating the need for a time-consuming
PET transmission scan (39,40). The use of CT images
to generate PET ACFs reduces the scan time up to 40%
and also provides essentially noiseless ACFs compared
with those from standard PET transmission measure-
ments (41). Shorter scan times can benefit radiotherapy
patients who are scanned in treatment position that
often can be uncomfortable and difficult to tolerate for
prolonged amounts of time. One of the concerns with
ACFs generated from CT images is mismatch or mis-
alignment between CT and PET images due to respira-
tion motion. The PET images are acquired during many
cycles of free breathing and CT images are acquired as a
snapshot in time at full inspiration, partial inspiration,
or some form of shallow breathing. The breathing motion
will cause mismatch in anatomy between PET and CT
images in the base of lung and through the diaphragm
region. This mismatch can result in artifacts in these
areas that may influence diagnosis and radiotherapy
target definition in this region. There are various gating
methods that can be used during image acquisition to
minimize the motion component and essentially acquire
true, motionless, images of patient anatomy. Gated or 4D
CT (with time being the fourth dimension) can be used to
generate more reliable ACFs and also for radiotherapy
treatment planning where gated delivery methods are
being used.

Virtual Simulation Software

As with all software programs, user-friendly, fast, and well
functioning virtual (CT) simulation software with useful
features and tools will be a determining factor for success
of a virtual simulation program. Commercially available
programs far surpass in-house written software and are
the most efficient approach to virtual simulation. Several
features are very important when considering virtual
simulation/3D treatment planning software:

Contouring and localization of structures: Contouring
and localization of structures is often mentioned as one of
the most time consuming tasks in the treatment planning
process. The virtual simulation software should allow fast
user-friendly contouring process with help of semiauto-
matic or automatic contouring tools. An array of editing
tools (erase, rotate, translate, stretch, undo) should be
available. An ability to add margins in three dimensions
and to automatically draw treatment portals around target
volumes should be available. An underlining emphasis
should be functionality and efficiency.

Image processing and display: Virtual simulation work-
station must be capable of processing large volumetric sets
of images and displaying them in different views as quickly
as possible (near real-time image manipulation and display
is desired). The quality of reconstructed images is just as
important as the quality of the original study set. The
reconstructed images (DRRs and multiplanar reconstruc-
tion) are used for target volume definition and treatment
verification and have a direct impact on accuracy of patient
treatments.

Simulator geometry: A prerequisite of virtual simula-
tion software is the ability to mimic functions of a conven-
tional simulator and of a medical linear accelerator. The
software has to be able to show gantry, couch, collimator,
and jaw motion, SSD changes, beam divergence, and so on.
The software should facilitate design of treatment portals
with blocks and multileaf collimators.

DISCUSSION

As radiotherapy treatment planning and delivery technol-
ogy and techniques change, so does the treatment simula-
tion. The most significant change in the recent past has been
the wide adoption of CT simulation to support conformal
radiotherapy and 3D treatment planning. A CT simulation
has gone from a concept practiced at few academic centers to
several available sophisticated commercial systems located
in hundreds of radiation oncology departments around the
world. The concept has been embraced by the radiation
community as a whole. The acceptance of virtual simulation
comes from improved outcomes and increased efficiency
associated with conformal radiation therapy. Image-based
treatment planning is necessary to properly treat a multi-
tude of cancers and CT simulation is a key component in this
process. Due to demand for CT images, CT scanners are
commonly found in radiation oncology departments. As CT
technology and computer power continue to improve so will
the simulation process, and it may no longer be based on CT
alone. The PET–CT combined units are commercially avail-
able and could prove to be very useful for radiation oncology
needs. Several authors have described MR simulators where
the MR scanner has taken the place of the CT scanner. It is
difficult to predict what will happen over the next 10 years,
but it is safe to say that image based treatment planning will
continue to evolve.

One great opportunity for an overall improvement of
radiation oncology is the better understanding of tumors
through biological imaging. Biological imaging has been
shown to better characterize the extent of disease than
anatomical imaging and also to better characterize indivi-
dual tumor properties. Enhanced understanding of indivi-
dual tumors can improve selection of the most appropriate
therapy and better definition of target volumes. Improved
target volumes can utilize the full potential of IMRT deliv-
ery. Biological imaging can also allow evaluation of tumor
response and possibly modifications in therapy plan if the
initial therapy is deemed not effective.

Future developments in radiotherapy treatment plan-
ning simulation process will involve the integration of
biological imaging. It is likely that this process will be
similar to the way that CT scanning was implemented
in radiotherapy. The imaging equipment is initially located
in diagnostic radiology facilities and as the demand
increases the imaging is gradually moved directly to radia-
tion oncology.
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INTRODUCTION

Boltzmann Transport Equation

The distribution of radiation in a three-dimensional (3D)
heterogeneous medium is governed by the Boltzmann
transport equation, which is a partial differential integral
equation in six dimensions [3D for position, two (2D) for
direction, and one (1D) for energy].

Due to the complex nature of the Boltzmann transport
equation, analytic solutions are generally not available
except for very simple, idealized cases. For realistic pro-
blems, numerical methods are needed. The Monte Carlo
method is probably the most accurate and widely used
method for solving radiation transport problems in 3D,
heterogeneous geometry.

Random Sampling, Law of Large Numbers, Central Limit
Theorem

The basic idea of the Monte Carlo method is to simulate
physical events by random sampling from known probabil-
ity distributions. For example, the step size a photon
particle travels before the next interaction is sampled from
the exponential distribution. The particular interaction
event is sampled from the relative probabilities of compet-
ing interaction types. If a Compton event occurs, the
energy and direction of the outgoing photon and electron
are sampled from the Klein–Nishina distribution.

There are two mathematical principles underlying the
Monte Carlo method: (1) The law of large numbers, and (2)
the central limit theorem. The law of large numbers says
that as the sample size increases to infinity, the sample
average approaches the mean of the probability distribu-
tion from which the samples were drawn. Since in practice
the sample size is finite, the error of the sample average
needs to be estimated. For this, we make use of the central
limit theorem, which states that the distribution of the
sample averages approaches a normal distribution if the
sample size is sufficiently large. Moreover, the standard
deviation of the mean is inversely proportional to the
square root of the total number of histories. Thus, in order
to reduce the standard deviation of the mean by a factor of
2, the number of histories needs to be increased by a factor
of 4. To estimate the statistical uncertainty, it is common
practice to divide the total number of histories into sepa-
rate groups, with each group containing sufficiently large
number of histories. The sample average of each group,
according to the central limit theorem, is normally distrib-
uted. The standard deviation of the mean is then calculated
from these group averages. Alternatively, a history-by-
history method can be used to estimate the standard

deviation of the mean. In this method, both the quantity
of interest and its square are tallied on the fly for each
history. After the simulation is completed, the standard
deviation of the mean is then calculated using the sum and
the sum of squares of all histories. This method tends to
have smaller uncertainty in the uncertainty estimate than
the multiple group method.

Applications of Monte Carlo Method in Medical Physics

The Monte Carlo method has been applied to a variety of
medical physics problems (1). For radiation therapy, these
include the simulation of the machine head (2–22); dose
calculation for external photon beams (23–38); electron
beams (39–49); proton beams (50–54); and brachytherapy
(55–86). For nuclear medicine, it has been used to calculate
organ doses due to internal emitters (87–97). For diagnos-
tic radiology, it is used for calculating beam characteristics
and dosimetry (98–111). For radiation measurement, var-
ious correction factors for ion chambers have been calcu-
lated with Monte Carlo (112–129).

A number of Monte Carlo codes have been developed
and applied to problems in medical physics (39,43,130–
141). For the purpose of radiation therapy treatment plan-
ning, the EGS4 system and its user codes (43,130,133,135)
are probably the most widely used in North America.

MONTE CARLO SIMULATION

Overview

A Monte Carlo simulation consists of two major compo-
nents: transport and interaction. Transport moves a par-
ticle from one position to another while interaction
determines the outcome of a particular interaction event.
If an interaction results in multiple outgoing particles, as
in the case of Compton scattering or pair production,
then each outgoing particle forms its own transport-
and-interaction track. This repetitive transport-and-
interaction continues until either the particle travels out
of the geometry, for example, exiting the patient body, or its
energy falls below a cutoff energy.

Geometry Specification

For a given Monte Carlo simulation, the 3D geometry
needs to be described by a collection of mathematical
objects. One such package, called combinatorial geometry
(142) has been used by a number of Monte Carlo codes. The
combinatorial geometry package provides a set of primitive
objects, such as sphere, cylinder, box, cone, and so on. An
object in question is then modeled by logical combinations
of these primitives. For example, a hemisphere can be
formed as an intersection of a sphere and a box. The
physical properties of the object are also assigned, includ-
ing the material composition and the physical density. The
combinatorial geometry package is a powerful tool that can
be used to define very complex geometric objects such as
the treatment machine head.

If a 3D image set, such as computed tomography (CT), is
used for dose calculation, then the entire 3D voxel array
defines the geometry. Since the CT image is typically
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acquired with kilovoltage X rays, when it is used for dose
calculation for megavoltage photons or electrons, the CT
Hounsfield number needs to be converted into electron
density ratios relative to water. For radiation therapy dose
calculations, the typical energy range is up to 20 MeV and
the physical properties of the voxel can often be considered
as water equivalent but with varying densities. If, how-
ever, consideration of material composition is important,
such as a metal implant, then different materials can be
assigned to the corresponding voxels. This can be done by
creating a lookup table for material (air, lung, fat, muscle,
water, bone, soft bone, metal) as a function of Hounsfield
number and then subdividing each material as a function
of density.

Transport

During particle transport, the step size is sampled from the
exponential distribution. The exponent in the exponential
distribution is related to the mean free path that depends
on the particle energy and the material in which the
particle travels. For neutral particles (photons or neu-
trons), the step size is relatively large. For example, the
mean free path of a 60Co photon in water is � 16 cm. For
charged particles (electrons, positrons, protons), the step
size is very short due to the Coulomb force. As a result,
direct simulation would be very inefficient. To overcome
this problem, multiple steps are condensed into a single
step, called the condensed-history step (143). Energy
deposition due to continuous slowing down is calculated
along this step and angular deflection is sampled at the end
of the step based on multiple scattering theory.

When transporting a particle, it may cross the boundary
of one geometric object to another. When this happens, the
original step has to be truncated at the boundary. This is
because the next geometric object may have different
physical properties from the current one. The remaining
step size will have to be adjusted based on the new object
and resampled if necessary.

For charged particles, there is continuous energy loss
due to ionization and excitation. The energy can be depos-
ited uniformly along the step or at a point randomly
selected within the step. For neutral particles, there is
no energy deposition during a step. However, if the
KERMA (Kinetic Energy Released per unit Mass) approx-
imation is made, then energy can also be deposited using
the energy absorption coefficient and the step length,
which is an estimate of the photon fluence.

Interaction Types

For radiation therapy dose calculation, we are mostly
interested in photons and electrons, so the discussion of
interaction types here is limited to these radiation particles
only.

For photons, the interaction types are photoelectric,
Compton scattering, and pair production. Coherent scat-
tering is relatively unimportant as it involves no energy
loss and only small angular deflection. In a photoelectric
interaction, the incoming photon collides with an atom and
ejects one of the bound electrons (typically K shell). The
accompanying fluorescent X rays are low energy photons

and are usually ignored in radiation therapy dose calcula-
tions. In a Compton scattering event, the incoming photon
knocks off a loosely bound electron, considered as a free
electron, from the atom. The photon itself is deflected with
a lower energy. This is the dominant event for interaction
of megavoltage photons with matter. The angular distribu-
tion of the outgoing particle is governed by the Klein–
Nishina formula, and the angle of the outgoing particle
uniquely defines its energy. In a pair production, the
incoming photon is absorbed in the field of the nucleus
and a positron–electron pair is produced. For this interac-
tion to occur, the photon energy must be > 1.022 MeV, the
sum of the rest mass energies of the positron–electron pair.

For electrons and positrons, the discrete interaction
types are bremsstrahlung production, delta-ray produc-
tion, and positron annihilation. Bremsstrahlung produc-
tion is caused by the deceleration of charged particles
(electrons and positrons) passing by the atomic nuclei. This
is the mechanism by which photon beams are produced in a
linear accelerator. The bremsstrahlung energy spectrum is
continuous with the maximum energy equal to the kinetic
energy of the incoming electron. The angular distribution
is largely forward. A delta-ray is the secondary electron
ejected from the atom resulting from a large energy trans-
fer from the incoming electron or positron. If the incident
particle is an electron, then the energy of the delta-ray
cannot exceed one-half of the incident electron energy, for
by definition, the outgoing electron with the lesser energy
is the delta-ray. If the incident particle is a positron, then it
can give up all its energy to the delta-ray. Positron anni-
hilation is the process that occurs when a positron and an
electron collide. If they are approximately at rest relative to
each other, they destroy each other upon contact, and
produce two photons of 511 keV each that are emitted in
opposite directions. If they are moving at different relative
speeds, the energies of the photons emitted will be higher.

APPLICATIONS IN RADIATION THERAPY DOSE
CALCULATION

Beam Characteristics

In order to perform dose calculation using the Monte
Carlo method, it is necessary to have accurate information
about the radiation field incident upon the patient, that
is, the phase-space data. This data is difficult to obtain by
empirical means, therefore in practice it is obtained by
Monte Carlo simulation of the machine head. Figure 1
shows a typical configuration of the machine head for a
medical linear accelerator that produces clinical photon
beams. The components directly in the beam are the
target, the flattening filter, and the monitor chamber.
The components that collimate the beam are the primary
collimator, and the upper and lower collimating jaws. The
phase space data can be collected on two scoring planes
above and below the collimating jaws, respectively. For
clinical electron beams, the machine head is similar to
that of photon beams except that the target is removed,
the flattening filter is replaced by a scattering foil system,
and an additional applicator is used for further collimation
of the electron beam (Fig. 2).
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Figure 3 shows the energy spectra of a 15 MV photon
beam. Note that the low energy photons have been filtered
out by the flattening filter. Moreover, the spectrum near
the center of the beam, say, within 3 cm of the central axis,
is harder than that away from the axis, say, 10–15 cm from

the center. The reason is that the flattening filter is thicker
in the middle, thus absorbing more low energy photons.
Figure 4 shows the energy spectrum of a clinical 9 MeV
electron beam. It is clear there are two peaks corresponding
to the thin part and the thick part of the scattering foil
system. Figure 5 shows the angular distribution of the
electrons at the isocenter plane (�100 cm from the
entrance to the primary collimator). Due to the significant
scattering of electrons in the scattering foils as well as in
the air space above the isocenter, the angular spread is
diffused and approximates a normal distribution.

This information about beam characteristics such as the
energy and angular distributions is difficult to measure,
but can be calculated by Monte Carlo with relative ease.
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Figure 1. Production of a clinical photon beam (drawing not to
scale).

Figure 2. Production of a clinical electron beam (drawing not to
scale).

Figure 3. Energy spectra of a 15 MV photon beam.

Figure 4. The energy spectrum of a clinical 9 MeV electron beam.

Figure 5. The angular distribution of a clinical 9 MeV electron
beam.



Treatment Planning Dose Calculation

Many modern dose calculation algorithms other than
Monte Carlo are quite accurate for megavoltage (60Co–
20 MV) external photon beam radiation therapy for sites
that are composed of soft tissue (density � 1 gmL�1) and
bone (brain, pelvis, limbs) (144). However, these algo-
rithms are less accurate when electronic equilibrium is
lost due to more severe tissue inhomogeneities. This may
be a clinical concern in the lung, where soft tissue tumors
are surrounded by low density (� 0.2–0.3 gmL�1) lung and
in the head and neck (H&N) due to the presence of air
cavities. Although Monte Carlo is currently impractical for
routine clinical use, Monte Carlo calculations based on
patient CT scans and inhomogeneous phantoms provide
clinically valuable information, especially when combined
with high resolution phantom measurements (film and/or
TLD). For a summary of the status of the field (145).

Lung Cancer

Since lung has lower electron density than soft tissue,
there is reduced attenuation of the primary photons of a
beam traversing lung compared with the same path length
in soft tissue. Most inhomogeneity correction algorithms
can account for this effect (144). However, other, more
subtle effects are described with reasonable approximation
only by superposition-convolution algorithms (146,147)
and most accurately by Monte Carlo. The cause of these
effects is the long range of the secondary electrons in lung
compared to soft tissue (the range is approximately inver-
sely proportional to the ratio of lung to soft tissue density).
Energy is thus transported outside the beam’s geometric
edge, resulting in a broader beam penumbra and reduced
dose within the beam. Also, especially for a small soft tissue
target embedded in a very low density medium and irra-
diated with a tight, high energy beam, there is a build-
down (low dose region) at the entrance surface and sides of
the target. All these effects are more pronounced for higher
energy beams and lower density lungs (longer electron
ranges) and smaller fields. The clinical concern is that
treatment plans developed with algorithms that do not
account for these effects can result in target underdose
and/or overdose to normal tissues in penumbral regions.
Figure 6 shows characteristic differences between the dose
distribution of a single 6 MV photon beam predicted by a
measurement-based pencil beam calculation that accounts
only for changes in primary attenuation and that predicted
by a Monte Carlo calculation. Lung radiation treatments
usually consist of two or more beams, incident on the tumor
in a cross-fire technique. Figure 7 shows that even in this
patient’s full four-field plan, these characteristic differ-
ences between the Monte Carlo and pencil beam calcula-
tions persist.

The degree to which the target underdose and broader
penumbra in lung may compromise complications-free
tumor control has been addressed in several studies
(24,33,34,148–155). References 148–151 used measure-
ments only to investigate penumbra broadening and
build-down effects. A recent study (154) combined film
dosimetry and EGSnrc and DOSXYZnrc Monte Carlo cal-
culations to study the dose distribution in a 2 � 2 � 2 cm

acrylic (� tissue density) cube embedded in cork, simulat-
ing a small lesion in lung irradiated with a single and with
parallel opposed photon beams from 4 to 18 MV. The
parallel opposed geometry is a common field arrangement
for treatment of lung tumors. Cork density, field size, and
depth of the lesion in cork were varied. For the entire target
cube to receive at least 95% of the dose to its center
required field edges of the parallel opposed fields to be at
least 2 cm from the cube even for the most favorable case (4
MV photons).

Other recent studies from different institutions have
compared more complex treatment plans designed on ana-
tomical phantoms or patient CT image sets and calculated
with Monte Carlo versus the local treatment planning
system calculation algorithm (24,34,152,153,155). In these
studies, as in routine clinical practice, the beam is shaped
to cover the planning target volume (PTV), which is larger
than the grossly visible tumor gross target volume (GTV).
The margin is intended to account for microscopic disease,
setup error and breathing motion. Based on these studies,
it is expected that (a) Results depend on the treatment
planning system algorithm (34,153,155); (b) For the same
planning system, results are patient (phantom geometry)
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Figure 6. Dose distribution of a single 6 MV photon beam (a)
predicted by a measurement-based pencil beam calculation that
accounts only for changes in primary attenuation and (b) that
predicted by a Monte Carlo calculation. The red contour indicates
the target. Please use online version for color figure.



dependent as well as dependent on beam energy
(24,33,34,153,155); (c) Changes quoted depend on the
dosimetric coverage factor being evaluated. Mean target
dose and dose encompassing 95% of the target volume are
relatively insensitive indices; minimum dose (a single
point) and dose-volume points on rapidly changing portions
of the dose-volume histogram are more sensitive; (d) The
PTV is usually underdosed relative to expectations from
the treatment planning system. The degree of underdose
varies from 1 to 20%, for 6 MV photons, depending on the
dosimetric coverage factor, the lung density and the tumor
location. For most of the cases reported, the underdosage is
< 10%; (e) The planning system results for coverage of the
GTV are more similar to Monte Carlo, as is expected
because the margin results in a larger distance from geo-
metric beam edge to the GTV border than to the PTV
border; (f) The greatest differences are for tumors sur-
rounded by very low density lungs (33,34); (g) There are
greater differences for high (e.g., 15 MV) than low (6 MV)
energy beams (153); (h) Normal organ doses (primarily
lung and spinal cord) are only slightly affected.

Head and Neck Cancer

H&N cancer radiation therapy usually includes photon
irradiation with low megavoltage beams (60Co—6 MV).
Target tissue often borders on naturally occurring or sur-

gical air cavities. Experiments demonstrate that build-
down accompanying the loss of electronic equilibrium in
air cavities in tissue-equivalent phantoms can cause up
to a 25% underdose within the first millimeter of tissue
(156–159), with particularly pronounced effects for small
(� 5 � 5 cm2) fields, such as are used for treatment of
larynx cancer. Whether this impacts on local control of
larynx cancers treated with 6 MV beams versus 60Co has
not been resolved (160). The penumbra broadening and loss
of dose within the beam that are noted in lung also occur in
air cavities but the small size of these cavities, compared to
the size of a lung, prevent these effects from posing a
serious clinical problem.

Monte Carlo calculations compared well with parallel
plate ion chamber measurements for single field and par-
allel opposed field irradiation (4, 6, and 8 MV photons) of a
4 � 4 � 4 cm3 cavity centered in a 30 � 30 � 16 cm3

phantom (161) though neither method had the spatial
resolution to probe the build-down region in detail. A
few studies have compared dose distributions on patient
CT image sets for clinical beam arrangements as calculated
with the local planning system and with Monte Carlo
calculations for the same beams (31,33,162). Differences
between the two calculation methods are more noticeable
for individual beams than when all the beams (from two to
seven, depending on the plan) are combined for the overall
treatment plan. Monte Carlo predicts inferior target cover-
age compared to the planning system, but the differences,
which depend on dosimetric index and tumor geometry,
are less than in lung. Spinal cord maximum dose differ-
ences of < 1 Gy were reported in (31) (with the Monte
Carlo calculation sometimes higher, sometimes lower)
and 3 Gy higher as calculated by Monte Carlo in (162).

DISCUSSION

For treatment planning dose calculations, Monte Carlo is
potentially the most accurate method. Monte Carlo dose
calculation for electron beams has recently become avail-
able on a commercial treatment planning system (48). For
photon beams, however, it has not been practical for rou-
tine clinical use due to its long running time. To improve
the computation efficiency, there are variance reduction
techniques available. The most common techniques are
splitting and Russian roulette (136). In splitting, a particle
isartificiallysplit intomultipleparticles inimportantregions
to produce more histories. In Russian roulette, particles are
artificially terminated in relatively unimportant regions to
reduce the number of histories. In both techniques, the
particle weight, of course, needs to be adjusted to reflect
the artificial increase or decrease of histories.

In addition to dose calculation, perhaps a more impor-
tant application of Monte Carlo is to provide information
that cannot be easily obtained by measurement. For exam-
ple, in the simulation of the machine head, the phase-space
data provide information on the primary and scattered
radiation from various components in the machine head.
These data provide important information in understand-
ing the beam characteristics and may be used for other dose
calculation methods.
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Figure 7. Dose distributions of a four-field plan in the lung.
Figure (a) and (b) show dose distributions on a transverse plane
predicted by a measurement-based pencil beam calculation and by
a Monte Carlo calculation, respectively. The red contour indicates
the target. Please see online version for color figure.
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INTRODUCTION

The curative goal in radiation therapy is to deliver suffi-
cient doses of tumoricidal radiation to a target volume
while protecting the contiguous normal tissues. As radia-
tion dose and accuracy of treatment delivery correlate with
improved disease-free survival and avoidance of toxicity,
quality control must be maintained throughout the plan-
ning and delivery of radiotherapy. The International Com-
mission on Radiation Units and Measurements (ICRU) has
recommended that treatment should be delivered to within
5% of the prescribed dose. Treatment planning and deliv-
ery is a multistep process that includes clinical decision
making, patient immobilization, simulation, delineation of
target and avoidance structures, determination of beam
number and orientation, dose calculation, dosimetric scru-
tiny, patient set up, and treatment administration. In
order to meet the ICRU’s stringent recommendation, each
of these steps must achieve better than 3% accuracy, and
yet several studies have shown that geometric uncertainty
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and dosimetric inaccuracy impact the clinical reality of
radiotherapy. Patient misidentification, set-up variability,
organ motion, block or multileaf collimation placement
errors, and dosimetric miscalculation can lead to under-
dosing or overdosing the target volume and unintentional
irradiation of normal surrounding tissue. Studies have
shown that these types of errors occur at various stages
in the treatment planning and delivery process, are often
due to inadequate communication and mistakes in data
transfer, and quality assurance procedures facilitate early
detection of and reduction in their occurrence (1,2). A
recent review of radiation therapy errors over a 5 year
period at a major tertiary cancer center found that 44% of
errors were due to field deviations, 38% due to incorrect use
of beam modifiers, and 18% due to deviations from the
prescribed dose. Once a quality improvement intervention
that addressed several technological issues such as elec-
tronic charting was initiated, a significant impact in error
reduction was noted (3). The numerous important quality
assurance duties coupled with the increasing sophistica-
tion of radiation treatment planning and delivery systems,
calls for an integrated comprehensive program that vali-
dates, verifies, and maintains accuracy throughout the
entire process of radiation therapy delivery (4).

Treatment inaccuracies can be divided into systematic
or treatment preparation variations (which include posi-
tioning errors, organ motion during treatment planning
simulation, contouring errors, field shaping errors, and
machine calibration errors) and random or execution var-
iations (which include day-to-day patient misalignment
and organ motion during treatment). A comprehensive
quality assurance program must encompass both systema-
tic and random uncertainty in treatment planning and
delivery in order to minimize their occurrence. Although
both types of errors lead to geometrical deviations of the
target volume, they have different effects on the delivered
dose. Systematic errors cause a displacement of the dose
distribution away from the intended target and random
errors lead to blurring of the dose distribution. The impact
of systematic errors on target dose and the tumor control
probability is therefore much greater than the impact of
random execution variations (5,6). Identifying and correct-
ing planning preparation errors early in the treatment
process is critical in order to mitigate their impact on
the treatment outcome.

To minimize treatment inaccuracies, it is essential that
each radiation oncology department establish a ‘‘quality
system’’ or quality assurance program to provide the orga-
nizational structure, responsibilities, procedures, processes,
and resources for assuring the quality of patient manage-
ment. A series of checklists to monitor compliance with the
objectives of the program should be developed and applied.
Due to the ever-changing nature of radiation oncology, this
quality assurance program should be reviewed annually.

SIMULATION QA

The foundation of treatment planning is the simulation
process. After the radiation prescription has been filled out
to include the intended target, the organs to avoid, and the

total and fractional doses, the patient undergoes treatment
planning simulation, during which anatomical data is
acquired, patient topography is measured, and the target
volume and avoidance structures are delineated. Radiation
therapy simulators use fluoroscopic, X-ray and computed
tomography (CT) techniques to visualize internal anatomy
in relation to external landmarks and can be divided into
two broad categories: conventional or fluoroscopic simula-
tors and CT simulators. These simulators can replicate the
treatment machine geometry either physically, in the case
of a conventional simulator, or virtually on a computer for
CT simulation. The quality assurance program for the
physical simulators must be parallel to that of the treat-
ment machines, so that the geometric relationship between
the treatment unit and the target volume can be accurately
and consistently reproduced. To ensure the same accuracy
in the case of virtual simulation, the treatment unit must
be precisely modeled in the simulation computer.

To minimize intratreatment movement, and to ensure
accurate daily positioning, patients are simulated (conven-
tional or CT) in the treatment position with the use of
special immobilization devices. These devices extend
beyond the treatment site and rigidly immobilize the
patient while providing them with support to enhance
relaxation and minimize movement. Studies comparing
set-up variations in immobilized versus free set up of
patients note a significant reduction in positioning errors.
In patients without custom immobilization, the percentage
of fractions with set-up errors greater than 5 mm ranged
from 17–57% and errors greater than 10 mm occurred in
15% of fractions (7,8). A randomized trial analyzing
patients in the prone position receiving pelvic radiotherapy
found a statistically significant benefit when using rigid
immobilization. In the group treated without immobiliza-
tion, 31% of port films had isocenter deviations greater
than 10 mm compared with 11% in the immobilized
patients. Average set-up deviations in the anteroposterior,
right-left, and superior-inferior directions were 5.2 mm,
3.2 mm, and 4.3 mm in the patients treated without immo-
bilization versus 2.9 mm, 2.1 mm, and 3.9 mm in those
treated with rigid immobilization, respectively (9). Patient-
related uncertainties also include organ motion. The
patient’s treatment position can impact the extent of both
inter- and intrafractional movement. A randomized trial
analyzing organ motion during treatment demonstrated
less prostate motion in the supine treatment position. The
mean anterior-posterior organ motion was 0.1 mm for
patients treated in the supine position as opposed to
0.7 mm in those treated prone (10). These data demon-
strate why proper immobilization is such a vital part of the
quality assurance program. It should be noted that the
integrity of immobilization devices should be checked on a
daily basis during the treatment course.

Quality assurance of the conventional simulator is
necessary to avoid inaccuracies that could lead to target-
beam misalignment. After installation, and prior to clinical
use, a detailed customer acceptance procedure is often
performed and can act as a baseline for ongoing testing.
A complete QA program for a simulator should follow the
guidelines detailed in the American Association of Medical
Physicists (AAPM) Task Group 40 (TG40) report (4) and be
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augmented by any city, state, or federal guidelines. Table 3
of TG40 specifies the tests to be performed and at what
frequency and to what tolerance to perform them. As a
minimum, the lasers and the optical distance indicator
should be checked daily. On a monthly basis, evaluation
of mechanical uncertainties includes a check of field size
settings and rotational settings, light-field radiation field
congruence, treatment couch movement, laser positioning,
and cross-hair centering. An example of a monthly QA
checklist is shown in Fig. 1. A more thorough series of
mechanical checks should be performed on an annual
basis. These checks include determination of true axes of
rotation of the simulator and the coincidence of these axes.
Annual tests of the X-ray generator are essential to ensure
that the exposure to the patient is minimized. It is impor-
tant to check the imaging chain as image quality can
directly affect patient care. Specialized phantoms can be
used to determine the spatial and contrast resolution.
Conventional simulators are equipped with X-ray and
fluoroscopic modes, and both modes should be tested.

During conventional simulation, fluoroscopy is used to
determine the treatment portals to cover the appropriate

target volume. When using fluoroscopic simulation, one
must be certain that the field size and shape adequately
encompasses the target volume. Without detailed knowl-
edge of the true extent of the tumor volume, fluoroscopi-
cally determined treatment portals may result in
inadequate coverage. In an analysis of patients with cer-
vical cancer, reconstruction of CT-defined tumor volumes
on the simulation films demonstrated inadequate anterior
and posterior borders in a significant proportion of patients
(11). When the simulation and target localization is com-
pleted, the position of the treatment field’s isocenter is
marked on the patient’s skin or immobilization apparatus.
In order to be able to consistently reproduce the treatment
set up established at the simulation, three or more laser
beams are used to establish fiducial marks often called
triangulation points on the patient. A detailed recording of
these simulation parameters, including gantry and colli-
mator settings and the source-skin distance (SSD) for each
treatment field, in the treatment chart will allow for accu-
rate repositioning in the treatment room (12). The data
acquired at the time of simulation can also be directly
captured into a Record & Verify system (R&V), obviating
the need for manual entry with the potential of transcrip-
tion error. At completion of the simulation, a set of simu-
lation films that show the field size, field isocenter, and
projected anatomy from the chosen beam direction and
distance is obtained. These films are used as the standard
by which the future port films in the treatment room will
be measured for set-up accuracy and to assess patient
movement.

Over the past several years, CT simulators have been
replacing or used in conjunction with conventional simu-
lators. The CT simulator acquires CT images of a patient
and sends them to a computer workstation on which a
virtual simulation can be performed. The patient’s anat-
omy can be reconstructed in 3D allowing for a display in a
beam’s eye view (BEV) perspective of the target and its
relation to the normal surrounding tissues in different
treatment angles. The BEV is used to create beam aper-
tures that geometrically conform to the projections of the
target and normal anatomy through different treatment
angles. The computer software can be used to define the
treatment isocenter, and a CT-generated virtual image of
the patient is then used to complete the simulation with a
digitally reconstructed radiograph (DRR) or a digitally
composited radiograph (DCR). DRRs are computed radio-
graphs that use the CT simulation data to provide planar
reference images with the target volume, organs at risk,
isocenter, and field edges shown. The DCR is created by
computer enhancement or suppression of the CT numbers
that allow for better visualization of the targeted organs.
Although the principles of patient immobilization, treat-
ment field delineation, and patient coordinate marking are
similar to those of conventional simulation, the digital
nature of CT simulation requires additional quality con-
trols. During the acceptance testing, a CT dataset of a
humanoid phantom is used for treatment planning to
assess contouring capabilities, isocenter calculation, tar-
get localization, and DRR reconstruction and data trans-
fer from the CT to the treatment planning system. The
phantom is then used to test field size accuracy, virtual
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Figure 1. Monthly checklist for simulator machine QA.



gantry and collimator rotation, and the ability to accu-
rately shift the isocenter. In addition to standard QA
procedures for conventional CT scanners, CT simulators
require interval testing of the laser system and of the
data link to the virtual simulation computer system that
allows tumor contouring, isocenter and field size defini-
tion, transfer of coordinates to the patient’s skin, as well
as construction of the DRR (13). Upon completion of
virtual simulation, the patient’s images, contours, and
treatment beams are electronically sent to the treatment
planning system.

TREATMENT PLANNING QA

Modern treatment planning systems consist of complex
software run on sophisticated platforms with multiple
peripheral devices. Recognizing the challenge of ensuring
proper maintenance and use of these increasingly compli-
cated systems, the AAPM Task group 53 (TG53) published
a comprehensive set of quality assurance guidelines that
can be applied to clinical radiotherapy planning (14).
Acceptance testing and commissioning of a treatment
planning system provides the benchmark by which the
system will be evaluated during the periodic quality assur-
ance testing. Acceptance testing is performed after instal-
lation but prior to clinical use of the system. The process
entails testing that the system’s hardware, software, and
peripheral devices function according to manufacturer’s
specifications. These tests ensure that the system can
properly acquire patient data, process anatomical contour-
ing, orient beam direction, perform dose calculation, dis-
play the resultant isodose plots, and print hard copies of
the approved treatment plan’s parameters. The ability to
properly transfer imaging data is confirmed by scanning
phantoms of known geometry with internal markers and
transferring the imaging data to the treatment planning
system. The transferred data is then compared with film
images to validate orientation, measurement, and fiducial
positioning. System commissioning involves extensive test-
ing of the dosimetric algorithms for a variety of clinical
scenarios. The physical properties of each treatment unit
have to be entered into the system and checked for con-
sistency with manufacturer’s specifications. Data such as
percent depth-dose tables, off-axis profiles, and output
factors are acquired using a computer-controlled water
phantom for each treatment beam on each treatment unit
to be used in the planning system. Phantoms with known
geometric target volumes are used to simulate common
clinical scenarios and treatment plans are evaluated to
verify calculated dose distributions. Although anthropo-
morphic phantoms (that are shaped like the human body)
are well-suited to test clinical treatment techniques, geo-
metric phantoms (that are cylindrical or cubic) have more
reliable ionization chamber positioning (15). If dosimetric
calculations that account for inhomogeneities within the
patient are to be performed, a CT number to electron
density calibration curve must be established, which is
performed for each CT acquisition unit that sends images
to the treatment planning system. A phantom containing
plugs of known electron density is scanned on the CT and

the corresponding CT number is determined. These num-
bers are plotted versus electron density to derive the
calibration curve for that scanner. As an incorrect conver-
sion of CT number to electron density can lead to signifi-
cant dosimetric miscalculations, the American College of
Radiology (ACR) recommends testing this calibration
curve monthly. Although the most accurate form of dose
calculations are Monte-Carlo-based, these calculations are
computationally intensive and cannot currently be used for
routine planning. All other dose calculation algorithms
used in treatment planning systems have limitations,
and it is essential to understand where these limitations
manifest, for example, in areas where electronic equili-
brium does not exist, such as lung-tissue interfaces. Rou-
tine periodic quality assurance testing of the planning
system consists of daily, monthly, and annual tests. Daily
tests validate the performance of input devices such as
point digitizers and the accuracy of output devices such as
printers. Monthly tests can involve calculating computer
checksums for the treatment planning software executa-
bles and machine data, to ensure the program and data has
not been modified. Annual tests are more involved and
should include a subset of standard treatment plans that
cover a wide range of clinical scenarios ranging from point-
dose calculations, 2D, 3D conformal radiation therapy
(3DCRT), and intensity-modulated radiation therapy
(IMRT) plans. This set of standard plans are used for
testing whenever software upgrades, either patches or
version changes, are applied.

Once the imaging data has been transferred to the
treatment planning system, the target volume and avoid-
ance structures must be delineated if not already defined at
the CT simulation. This delineation can be the major
contributor to overall uncertainty in the treatment plan-
ning chain, as many factors exist that contribute to this
uncertainty. It is imperative that the treating physician
and the radiation treatment planner share a common
vocabulary regarding the tumor volume and the additional
margins necessary to account for organ motion and set-up
inaccuracies. Prescribing and designing a treatment plan
to a target without correcting for geometric uncertainties
will result in a substantially different delivered dose than
the intended one. In order to address these issues, the
ICRU Report 50 (16) recommended using specific defini-
tions regarding margins and volumes. The gross tumor
volume (GTV) represents the visible tumor. The clinical
target volume (CTV) denotes the GTV with an additional
region encompassing suspected microscopic spread. The
planning target volume (PTV) contains the CTV with
margins added to account for geometric uncertainties.
These margins are determined based on the extent of
uncertainty caused by patient and tumor movement as
well as the inaccuracies in beam and patient setup. Several
margin recipes based on geometrical uncertainties and
coverage probabilities have been published; however, their
clinical impact remains to be proven (17). The organs at
risk (OAR) are the normal tissues that are contiguous with
the CTV (such as small bowel, rectum, and spinal cord)
whose radiation tolerance can affect the maximum deliver-
able dose and treatment technique. The ICRU report 62
(18) refined the definition of the PTV with the concepts of
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internal margin and set-up margin. Internal margin uncer-
tainty that is caused by physiological changes such as
respiratory movement cannot be easily modified without
using respiratory gating techniques. In contrast, set-up
margin uncertainty can be more readily minimized by
proper immobilization and improved machine accuracy.
The report also addressed the issue of OAR mobility by
introducing the planning organ at risk volume (PRV) in
which additional margins are added to account for the
geometric uncertainty of these organs. In order to avoid
significant radiation toxicity and to maintain post treat-
ment quality of life, the planning physician must be vig-
ilant when considering avoidance structures. In a
Radiation Therapy and Oncology Group (RTOG) analysis
of the impact of dose escalation in prostate cancer, a lack of
physician awareness leading to unnecessary exposure of
the penile bulb to high radiation doses lead to treatment-
induced impotence (19).

Even with a common terminology and attention to detail
when delineating the anatomical structures, several uncer-
tainties exist that are related to the imaging modality used
for data acquisition. Proper acquisition of CT data is chal-
lenging in that numerous factors, including slice thickness,
slice spacing, CT number scale, and organ motion, can
affect this information resulting in dosimetric and ana-
tomic inaccuracies. A CT image artifact known as partial
volume averaging occurs when two structures of different
tissue density occupy the same voxel resulting in an aver-
aging of their CT numbers. Unless the appropriate CT slice
thickness is used, accurate target delineation can be com-
promised, as details of contiguous anatomic structures may
not be appreciated. CT imaging of a moving organ can lead
to significant distortions, particularly when the organ is
small compared with the extent of its displacement. When
the scan time is protracted, the artifact can be significant
enough to render the reconstructed images unrecognizable
in relation to its stationary counterpart (20). TG 53 recom-
mends the use of imaging protocols that standardize scan
parameters such as patient position and immobilization,
CT slice spacing and thickness, the extent of the patient’s
anatomy to be scanned, breathing techniques for patients
with abdominal or thoracic tumors, and the use of contrast
agents (14). Some anatomical structures are better visua-
lized using alternate imaging modalities such as Magnetic
Resonance Imaging (MRI) or functional imaging such as
Positron Emission Tomography (PET) scans. For example,
to improve the accuracy of thoracic GTV recognition, PET
scans have been used in conjunction with CT-based simu-
lation. Although in some circumstances, the ability to
distinguish between thoracic tumor and atelectasis can
result in a smaller GTV (21); at other times subclinical
mediastinal adenopathy appreciated on PET will require
enlarging the treatment field to encompass all active dis-
ease (22). When multiple images sets, acquired with dif-
ferent imaging modalities, are used in the planning
process, the images must be accurately correlated in a
common frame of reference. Typically, the images sets
are ‘‘fused’’ onto the CT frame of reference. In visual fusion,
the independent images are studied side by side and are
visually fused using data from both to outline the GTV. In
software fusion, the independent studies are geometrically

registered with each other using an overlay of anatomic
reference locations. A recent review found that software
fusion reduced intra- and interobserver variability and
resulted in a more consistent delineation of tumor volume
when compared with visual fusion (23). It is imperative to
perform QA on the fusion software. Acquiring datasets of a
phantom with known geometrical landmarks on all mod-
alities to be tested and performing the fusion process can
accomplish this goal. PET/CT scanners that obtain both
images simultaneously allowing for self-registration are
becoming more widely available and will further facilitate
accuracy in contouring.

In addition to uncertainties associated with various
imaging modalities, it is well documented that inter- and
intraobserver reproducibility exists in GTV delineation,
and significant differences in the size of the GTV are noted
depending on the imaging modality used (24,25). When
contouring CT images, the correct window level settings
must be used to appreciate the extent of the tumor shape
and its relation to contiguous organs at risk. The treatment
planning CT must be carefully reviewed to assess for
positional or anatomic anomalies. For example, data
acquired in the thoracic or abdominal region should be
carefully examined for any sharp discontinuities in the
outer contour that might indicate a change in breathing
pattern or physical shift of the patient due to coughing, for
example. A retrospective review of prostate cancer patients
treated with conformal radiotherapy found an association
between rectal distension on the planning CT and
decreased probability of biochemical cure. Planning with
a distended rectum can result in a systematic error in
prostate location and was found to have a greater impact
on outcome than disease risk group (26).

Once all the relevant organs have been contoured and
the target dose and dose constraints have been unambigu-
ously communicated to the dosimetry team, the appropri-
ate combination of beam number, beam direction, energy,
and intensity is determined. These parameters are
optimized to deliver maximum dose to the CTV and mini-
mum dose to the OAR. Conventional dosimetric calcula-
tions known as forward planning involves an experienced
planner choosing multiple beams aimed at the isocenter
and altering beam orientation and weighting to achieve an
acceptable plan. The dose delivered with the chosen beam
arrangement will be affected by the interaction of the
radiation beam with the patient’s tissue density and is
calculated by the planning computer. 3D conformal radio-
therapy planning uses CT data to generate tumor and
normal organ 3D images and displays them from the
perspective of different angles using a BEV technique.
Optimization of the treatment plan is performed by itera-
tively adjusting the beam number and direction, selectively
adjusting the field aperture, and applying compensators
such as wedges. In contrast, IMRT uses inverse planning to
deliver a desired dose to the GTV and PTV with constraints
to the OAR. Instead of choosing beam directions and then
evaluating the resultant dosimetry, the desired dose distri-
bution is stipulated using dose-volume constraints to
the PTV and OAR and then the computer algorithm alters
the various beam intensities in an attempt to achieve these
planning goals.
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After the dosimetry team completes their calculations,
the proposed treatment plan must be carefully evaluated to
confirm the prescription fractional and total doses and to
determine whether it satisfies the prescription goal. For
conventional treatments, this determination is performed
by inspecting 2D isodose displays through one or more
cross sections of the anatomy. For 3DCRT and IMRT,
BEV data and dose volume histogram (DVH) analysis is
used in addition to the isodose displays to evaluate dose
minima, maxima, and means of both target and avoidance
structures. The DVH that graphically depicts the percen-
tage of a volume of interest that receives a particular dose
does not give spatial information regarding dose distribu-
tion. If the DVH indicates underdosing, only by reviewing
the plan’s isodose display can one locate the area of inade-
quate coverage. Mathematical models that use DVH sta-
tistics to estimate the normal tissue complication
probability (NTCP) have been developed. These NTCP
models have been found to more accurately predict the
likelihood of radiation-induced toxicity than point-dose
radiation tolerance data. An important task in a quality
assurance program is to calculate the fractional and total
doses to the OAR in order to estimate the risk of radiation
injury. These doses can be described in terms of minimum,
maximum, and mean doses to an entire organ or as the
volume of an organ receiving greater than a particular
dose. In situations where the PTV anatomically overlaps
the OAR, clinical judgment must be used to assign a
priority to each goal. The location and volume of dosimetric
inhomogeneity (both hot spots and cold spots) must be
evaluated, which is particularly true for IMRT where dose
homogeneity is often sacrificed for dose conformality.

When the plan has been approved by the dosimetrist
and the physician, all documented parameters including
patient setup, beam configuration, beam intensity, and
monitor units are sent to a R&V system either manually
or, preferably, electronically. All the data from the plan,
printouts, treatment chart, and R&V undergoes an inde-
pendent review by a qualified medical physicist. This
second check entails review of the prescription, the plan’s
calculation algorithm, wedge placement, dose distribution,
DVH, and beam apertures. Hand calculations of a point
dose in each field are analyzed to verify the dosimetry. The
patient then undergoes a verification simulation to confirm
the accuracy and reproducibility of the proposed plan.
During this confirmatory simulation, the isocenter position
is radiographically confirmed, block geometry is checked,
and measurements such as SSD are validated. Finally, a
pretreatment port film verification is obtained on the treat-
ment machine to verify reproducibility of set up and to
confirm measurements such as the SSD and distance to
tabletop.

The verification of patient-specific dose distributions
with water phantoms, ionization chambers, diodes, or film
dosimetry is an essential component of the QA process. The
standard method of evaluation consists of overlaying hard-
copy plots of measured and calculated isodose distributions
and qualitatively assessing concordance. As a result of the
nonuniform intensity inherent in IMRT and the resulting
steep dose gradients throughout the treatment field, IMRT
plan verification is more challenging. Radiographic film

dosimetry can be used to verify the IMRT leaf sequences
and monitor units; however, as film sensitivity varies with
beam energy, field size, film positioning, and film proces-
sing, great care must be taken to normalize the calculated
and measured dose. Computer-assisted registration tech-
niques are now available to determine the relative differ-
ence between the planned and delivered individual beam
fluence or combined dose distributions on a pixel-by-pixel
basis in order to score the plan using a predetermined
criterion of acceptability (27).

LINEAR ACCELERATOR QA

The quality assurance protocol for linear accelerators is
designed to monitor and correct performance of the equip-
ment so that the physical and dosimetric parameters
established during commissioning and acceptance testing
can be maintained. TG40 (4) described a thorough QA
program for linear accelerators with recommended test
frequency. The daily tests include checking the safety
features such as the door interlock and audiovisual inter-
com systems. Mechanical performance such as the localiz-
ing lasers and the machine’s optical distance indicator and
dosimetric output such as the X-ray and electron constancy
is also checked daily. Monthly checks of the linear accel-
erator’s mechanical accuracy include light-field coinci-
dence; cross hair centering; gantry, collimator, field size,
and couch position indicators; latching of the electron cone,
wedge, and blocking trays; electron cone interlocks; and
the emergency off switch. An example of a monthly
mechanical and safety checklist for a linear accelerator
is shown in Fig. 2. Monthly checks of the dosimetric
accuracy include constancy of the X-ray and electron out-
put, central axis parameters, and X-ray and electron beam
flatness. Annual mechanical tests include checks of the
safety locks; the tabletop sag; vertical travel of the treat-
ment couch; the collimator’s, gantry’s, and couch’s rotation
isocenter; the coincidence of the radiation and mechanical
isocenter; and the coincidence of the collimator gantry and
couch axes with the isocenter. The annual dosimetry tests
check for monitor chamber linearity; wedge transmission
factor constancy; off-axis factor constancy; and X-ray and
electron output and off-axis constancy dependence on gan-
try angle. In addition, a subset of the depth-dose and off-
axis profile scans acquired at commissioning are performed
and compared with the baseline.

The use of multileaf collimators (MLC) in 3D conformal
and intensity-modulated radiotherapy requires additional
QA measures. When using MLC for 3DCRT, leaf position
inaccuracies will have an effect on the resultant dosimetry;
however, because of the PTV margins, the effect is mini-
mal. In contrast, when using MLCs for IMRT, a miscali-
bration of 0.5 mm causing a 1 mm error in radiation portal
size can cause a 10% dose error when delivering IMRT with
an average field size of 1 cm (15). As MLC function is
critical to dosimetric accuracy, rigorous QA protocols are
required. The accuracy of the multileaf collimator (MLC) is
verified by using radiographic film to measure radiation
dose patterns and by checking for a gap between the leaves
when they are programmed to be in the closed position.
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TREATMENT DELIVERY QA

After the linear accelerator’s function has been verified
with a thorough QA program, it is important to confirm
that the treatmentparameters establishedduringtreatment
planning are accurately transferred to the treatment
machine and that the daily set up and treatment are accu-
rately executed. The R&V system is an important tool that
confirms that proper field size, beam arrangement, multileaf
collimator settings, collimator angle, gantry angle, beam
energy, wedges, and monitor units are used each day. As
an R&V system will give a daily validation of the entered
parameters, it is essential to verify the set-up data with
an independent check on the first day of treatment. The
quality assurance mechanism for daily radiation treat-
ments includes laser alignment of the fiducial tattoos
and validation of SSD and tabletop measurements as well
as weekly port films. These port films are obtained prior to
treatment initiation as well as weekly and are compared
with the initial simulation film or with the DRR to evaluate
isocenter location and block or MLC position. A recent

advance in set-up verification and error detection is the
development of electronic portal imaging devices (EPID).
As a replacement to port films, the EPID provides faster
acquisition time, tools that allow digital image enhance-
ment, and tools that can measure the distance of anatomic
landmarks to the isocenter or field edge (28). The use of
EPID has allowed for the potential of adaptive radiother-
apy that collects geometrical uncertain information during
the first few treatment fractions and sends it back to the
treatment planning system for further optimization. Once
the set-up variations have been characterized, the treat-
ment is adapted to either adjust the field size and treat-
ment couch position or adjust the fluence profiles to correct
for the set-up error.

SUMMARY

An overview of the major components of quality assurance
for external beam radiation therapy has been given. The
need to establish a quality assurance program, which
provides the organizational structure, responsibilities,
procedures, processes, and resources for assuring the
quality of patient management, has been demonstrated.
The various components that contribute to treatment
inaccuracies have been identified as systematic or random
variations, and it was established that the impact of
systematic errors on target dose and the tumor control
probability is much greater than the impact of random
variations. The simulation was described as the founda-
tion of treatment planning process and intra- and inter-
fraction patient motion was addressed with patient immo-
bilization. QA programs for simulators, linear accelera-
tors, and CT scanners should follow the guidelines
provided in AAPM TG40 (4). QA for treatment planning
systems is outlined in AAPM TG53 (14). The many factors
that contribute to target delineation uncertainty, namely,
acquisition parameters, organ motion, imaging modality,
image fusion, and intra-observer variability, should all be
examined closely for their contributions to treatment
uncertainties.

As a result of the ever-changing nature of radiation oncol-
ogy, this quality assurance program should be reviewed
annually. Special attention should be given to new devices
and treatment protocols. As adaptive radiation therapy
evolves, a whole new component of the quality assurance
program will need to be developed.
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INTRODUCTION

If asked to define the functionality of a radiology informa-
tion systems (RIS) 5–10 years ago, one may have listed order
entry, film management, charge capture, billing, patient
and examination tracking, and possibly inventory manage-
ment. These systems were in place long before Picture
Archiving and Communication Systems (PACS) and the
Electronic Medical Record (EMR) were in widespread use.
Although PACS, and especially the EMR, are not globally
implemented, it is an accepted premise that they will be
globally implemented sometime in the future. Now, people
often refer to radiology information systems as a suite of
computers serving the myriad of functions required for an
electronic radiology practice that might include the classic
RIS, PACS, speech recognition, modality workflow, and the
radiology portion of the EMR and the Hospital Information
System (HIS). Generally, in this article RIS will be defined
in the more classic sense, it is the computer that manages all
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aspects of radiology orders. The RIS must now additionally
perform the functions required to automate the workflow in
a radiology department including examination ordering and
management, modality scheduling, examination tracking,
capturing charges, inventory management, electronic sig-
natures, report distribution, and management reporting.
Every transaction and interaction with the system must
be recorded for auditing purposes and must help maintain
the privacy and security of Protected Heath Information
(PHI) for a patient. Furthermore, the RIS must interface
seamlessly with a PACS, a speech recognition system, an
HIS and an EMR. This is a nontrivial task in a multivendor
installation.

This article focuses on the RIS as the center of the
radiology department workflow management with the
interfaces to other systems. Interface standards are intro-
duced with examples and some developing concepts in
healthcare as they pertain to radiology are discussed.

INFORMATION SYSTEMS IN RADIOLOGY

Figure 1 shows the typical workflow associated with a
radiology study. The referring physician orders the study,
typically through the HIS, but often in smaller institutions,
through the RIS. The order is then sent to PACS and to the
speech recognition system. It is available for the technolo-
gists as a virtual worklist and on PACS modalities through
DICOM modality worklist. In this case, the modality work-
list is supplied by a broker or translation system that creates
the correct format from the order. After the examination is
completed, it is sent to archives and PACS displays where it
is interpreted by the radiologist. The radiologist is working
from their own worklist of studies that are available accord-
ing to their role in the department and which have not been
dictated. A role may be defined as a radiologist who inter-
prets chest studies or perhaps a radiologist who interprets

CT studies. The radiologist dictates into a speech recognition
system that appends the report to the data about the exam-
ination that exists in the system. The reports are sent to the
RIS, closing the loop, and then are sent to the EMR. The
dashed line from the PACS Archive to the EMR indicates
that the images may be stored in the PACS archive with
links to them in the EMR, so it is unnecessary to store the
images in both systems. The PACS displays and databases
and the speech recognition system are frequently from dif-
ferent vendors, so an interface between the two must be
accomplished to be certain that the radiologist is dictating
the report on the study they are viewing. This loose coupling
of the report and imaging exam must be carefully developed
and tested to be sure the reports are permanently attached to
the correct exam. Of course when all the systems are pur-
chased from a single vendor, a tighter coupling of data and
images may be easier to accomplish. The magic number in a
radiology system that ties all the information, images and
reports for a specific study together is the accession number.
This number should be unique for a study and should
identify the patient, exam, date, time, report, images, con-
trast used and anything else that goes with that study. An
accession number query should only get one accurate result.

THE RIS AND ITS ROLE IN RADIOLOGY WORKFLOW

Although the RIS appears to be a very small actor in
radiology workflow, this is far from the truth. Note the
number of interfaces, indicated by arrows, with the RIS as
opposed to the other systems in Fig. 1. The RIS is the
integral part of the total electronic radiology practice and
without it there would be no connection with the rest of the
healthcare enterprise (1,2).

The other systems in Fig. 1 are also important and must
be interfaced carefully. Although at times the lines
between the functionality of the various systems blur, each
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Figure 1. Interactions among information
systems during the workflow associated
with a radiology study.
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system has its purpose in the overall electronic health
system. The HIS is generally a system used to capture
information about a patient, including but not limited to,
their demographics, address, and insurance information
(very important). The HIS captures charge information,
alerts users when communications with a third-party
payer is necessary, and generates bills. Frequently, the
HIS is the centralized location for ordering various studies
including radiology, lab, speech pathology, physical ther-
apy, and so on. In addition, the HIS can be the center for
reporting hospital issues, such as maintenance needs, net-
work failures, and so on. The HIS usually provides exten-
sive administrative reporting tools. The EMR is a patient-
centric system containing the electronic record of all a
patient’s encounters at the institution. The HIS can be
used to generate numbers of radiology orders generated in
a certain time frame, but when a physician needs to see the
total record for his patient with all associated orders,
reports, and images to form a diagnosis and treatment
plan, the EMR is a better model. The EMR will be discussed
with more detail later in the article. The main purpose of
PACS is to manage radiology images efficiently. These
very large datasets have special needs when it comes to
archiving, display, and networks and it makes sense to
keep the PACS functionality a little apart from the rest of
the usually text-based information systems. Speech recog-
nition is generally developed for specific specialties, such as
radiology. The radiology lexicon known by the recognition
engine is unique to radiology. Of course, parallel systems
exist in other specialties, but the focus here is on radiology.
In general the radiologist dictates a report; the speech
recognition transforms the voice file into a text file and
displays it for confirmation of correctness or for editing.

RIS BASIC FUNCTIONALITY

Most RIS vendors offer a core feature set that captures the
information items regarding a patient study in radiology
and provides tools for those involved to manage the study.
Table 1 is based on the list generated by Aunt Minnie (3)
in the section on Radiology Information Systems in their
buyer’s guide. These functions are probably the minimum
required for an RIS purchase. Anyone seeking to purchase
an RIS should be aware of the resources available to help
them with their decision and should follow a structured
Request for Proposal (RFP) or bid format. Buyers should
specify how these functions should work in their institu-
tion. For example, if the feature ‘‘interaction checking
between exams’’ is included, the buyer should write a
requirement that matches their workflow. An example of
part of the requirement might be, ‘‘automatically check
patient history for previous exam and warn user at the
time of order’’. If you go back to Fig. 1, it is quite common for
the physician or their agent to enter the order on the HIS,
then this is transmitted electronically to the RIS, so the
RIS would need to alert the HIS, which in turn would alert
the physician or their agent. A requirement specification
document tells vendors what the buyer expects and forces
them to respond to the buyer with respect to their specific
workflow. Buyers should be sure to include any special
requirements for the institution. Some examples include
the length and format of the medical record number or
accession number or the requirement that it must be
possible to enter a report directly on the RIS in the case
of an HIS downtime. The buyer may want to specify their
requirements for performance; ‘‘a query for a patient record
should return results in < 2 s’’.
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Table 1. Core Feature Set for the Typical Current RIS

Function Comment

Patient registration This may be performed at an HIS level and transferred to the RIS
Patient tracking This allows a user to track the patient through the procedure (started, ended)
Order entry This may be through the HIS, but in the case of HIS downtime,

users must be able to enter an order
Merge or reconcile patient information This is important after a downtime when temporary Medical Record Number

(MRN) or accession numbers may have been used or in a trauma situation
where a temporary name was used.

Interaction checking between exams Does a previous exam interfere with the one being ordered?
Single exam code for combined orders Can you combine Chest/Abd/Pelvis on one exam code with individual

accession numbers?
Generate future orders
Generate recurring orders Can this also remind the ordering physician that the patient is receiving

recurring orders, for example, recurring portable chest exams?
Document imaging Can you scan paper and include it in the record?
Alerts for pregnancy, diabetes, allergy, and so on This information will probably be sent from the HIS.
Attaches Prep information to ordered procedures
Generates an online worklist for technologists
Supports DICOM modality worklist This could be a native feature in the RIS or an interface to PACS.
Charge capture Including examination, supply items
Links CPT and ICD-9 codes to an examination
Supports distribution of reports This may be an interface to an HIS or an EHR.
Generates requisitions, labels, and so on For those still using paper
HIPAA audit capabilities
Graphic User Interface



Although an institution may have an HIS and/or an
EMR, the RIS will probably also keep an archive of diag-
nostic reports. From an information sciences storage per-
spective, a single data repository for specific information is
more desirable that multiple, different repositories that
have to be synchronized and managed. Since the RIS is
rarely the system that is used by the ordering or referring
physicians, it serves as an additional archive of diagnostic
reports and can be used to track trends, search for diag-
noses and impressions, and is used as a backup should
other archives fail.

Table 2 contains a (noncomprehensive) list of advanced
features for an RIS. Many of these features have become
more important since hospitals have added PACS and
required integration of all their systems. Bar code support
may not be as important in a paperless world, but most of
us are not there yet. Bar codes offer a quick and painless
way to choose accurate information from a database. One
or two bar code entries can locate the right information
without the frustration most people experience trying to
enter a long string of numbers and letters.

More institutions have merged into one larger entity or
have splintered out clinics and imaging centers to locations
with easier access. Since it is frequently the case that
patients can be seen in various locations in a healthcare
system, the RIS needs to support multifacility scheduling,
as well as patient tracking. If a group of institutions form
an enterprise and each institution can create individual
medical record numbers (MRN) identifying patients, it is
possible that more than one person will have the same
medical record number: from different institutions. The
RIS, as well as the EMR and HIS and PACS, must be able
to differentiate individuals and track them throughout all
the institutions in an enterprise. This can be a difficult and
frustrating problem and should be managed carefully. All
the interfaces need to be specified in detail. A more com-
prehensive discussion on the required interfaces is
included later in this article. Electronic signatures and
addenda need to match the workflow for an institution. In a
large teaching hospital, it is common for a resident to

dictate a report and for a faculty member to approve and
verify it. At this point, two signatures are required. Then, if
an addendum is entered on the report, which could happen
when comparison studies are received from an outside
source, a different resident–faculty member combination
could dictate it, resulting in up to four signatures on a
report. If multiple addenda are allowed, multiple signa-
tures must also be allowed.

It is important for report distribution, and especially in
the case where critical results have been found, that refer-
ring physician information is stored somewhere. When an
RIS is in a stand-alone installation or the RIS is the distri-
bution entity for reports, then each ordering physician and
ordering service must have a unique profile and protocol
rules for the communication of reports and especially for
critical results. When the RIS is part of a larger enterprise
system, the HIS or EMR will distribute the reports, but
some triggering mechanism must alert the physician if a
critical result or unusual finding is present. This will
usually be a function of the RIS. The system must keep
an audit of the successful communication with the ordering
physician or service as part of the Joint Commission on the
Accreditation of Health Care Organizations (JCAHO)
recommendations for taking specific steps to improve com-
munications among caregivers (4). This organization
requires that each accredited institution have a method
for rapid communication of results for both critical results
and critical tests in place. In addition, each institution
must have a way to monitor and report the efficiency
and effectiveness of the communication for a subset of
the results considered critical. For radiology, this will most
likely be a function of the RIS.

The RIS should be able to generate administrative
reports on the numbers of studies performed by date,
the modalities used for studies, performance figures for
technologists, costs of examinations, and reimbursement
trends. In addition, the system should have a query inter-
face so custom reports can be generated. It is very common
for this query interface to use the Structured Query Lan-
guage (SQL) that may have a steep learning curve. Some
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Table 2. Advanced Feature Set for the Typical Current RIS

RIS Options Comments

Bar code support For quickly entering data in the environment where paper is still used
Supports multifacility scheduling Can a single person be tracked through multifacility visits?
Interface to PACS This needs careful specification and configuration
PACS included
Appointment confirmation / reminders
Information about referring physicians available This may be better in the HIS, but will require close coordination
Technologist comments stored Are they available in the speech recognition system or in PACS? How

will the radiologist see them?
Electronic signature
Proxy signature
Dual signature
Different signature on an addendum
Multiple addenda
Web based user interface
Integration with speech recognition
Interface to HIS
DICOM modality worklist This may be provided by the RIS instead of the broker in PACS



vendors offer a graphical user interface for custom queries
that may make queries and reports easier to generate.
Many of the RIS systems on the market today have a
web-based interface that seems to be intuitive to the cur-
rent internet-literate generation.

It is increasingly common to find RIS vendors storing
images and providing PACS services, such as study dis-
play. For some users, this may be a good solution to an
electronic radiology practice, for others, the RIS vendors
may not have the sophisticated tools for image manipula-
tion that PACS vendors have traditionally supplied. In
addition, to complicate matters, PACS vendors are now
offering more RIS functionality and once again the borders
between the two systems are becoming blurred. It will be
up to the institution to decide whether to use one of these
hybrid systems or to interface two dedicated systems.

INTERFACING SYSTEMS

In radiology, there are two main interface standards,
Health Level 7 (HL7) (5) and Digital Imaging Communi-
cations in Medicine (DICOM) (6). The HL7 is a formatted
text-based standard that typically specifies the content
of messages that are communicated among information
systems in a healthcare institution, such as admission
information, radiology results, and operating room notes.
An RIS typically contains information about radiology
schedules, orders, billing and reports, mostly text values.
A complete EMR needs reports and images from radiology.
Reports can be sent using HL7, but there is no way to
encode image data in the current versions of HL7. Because
of this limitation, DICOM was developed as the standard to
handle transfer of images between systems that acquire,
store, and display them.

Figure 2 illustrates the usual standards used for
communication in the electronic medical practice first
introduced in Fig. 1. Following the information flow,

the attending physician places their order for a radiology
study on the HIS, which is sent to the RIS via HL7. The
order information is sent to PACS and the study is sched-
uled. The HL7 information is converted to DICOM in
PACS using a translation program or broker and the
patient demographics are attached to a study produced
by PACS acquisition units (CT scanners, MRIs, computed
radiology units, etc.). The radiologist using the DICOM
viewer views the images and a report is generated using
speech recognition. Note that the speech recognition sys-
tem also receives the ordering information from the RIS,
so at this point, there should be a single pointer or index
to match the images with the report. The output from
speech recognition could be in an HL7 format or a DICOM
structured report. The report is usually sent to the RIS
and then to the EMR.

The HL7 offers a rich data definition and is widely used
to communicate information about the status of the patient
in the form of an Admission Discharge Transfer (ADT)
packet that informs all relevant systems about the location
and identity of a patient, an order packet (ORU), and a
report packet (ORP). There are of course many other types
of packets that are part of normal transactions of an
institution, but these are the ones most often used in the
transfer of information between the RIS, PACS, and the
speech recognition system. An example of an HL7 message
is shown in Table 3. The field entries have been created for
this example and this does not reflect an actual patient,
referring physician, or radiologist. However, if this were
an actual patient, the medical record number would be
0000123456, and the patient’s name would Robert Richards,
whowasbornonSeptember1,1991(19910901).Thepatient’s
ordering and attending physician is Forest Wood whose
phone number is listed in the order. The accession number
for this patient is 4445555 and the examination ordered is a
bone age radiograph. The reason for the study is included in
the text. For this institution, the procedure number for the
routineboneage is3000andthe location where the studywill
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be performed is AUXR. When two or more vertical lines
appear in the message, they represent fields that contain
no data. Each field of an HL7 message is carefully specified
andeachsystem usingHL7 understands that the PID–3 field
will contain a medical record number. A report message in
HL7 also contains specified fields that include many of
those in this order packet as well as the diagnostic report,
the reporting radiologist, and the verifying or signing
radiologist. The accession number, 4445555 will be the
key for connecting the order to the report to the images,
and also to identify that this study was performed on
Robert Richards. Much more information on HL7 and
the standards committee may be found on the HL7 home
page (5) and on numerous other web sites.

Since HL7 had no current capacity for images, the
American College of Radiology (ACR) and the National
Electrical Manufacturer’s Association (NEMA) developed
a standard for image communication among PACS devices.
The earliest incarnations of this standard were hardware
based with point-to-point connections between a modality
and a computer. Originally named the ACR–NEMA stan-
dard, it has evolved to become DICOM and is still evolving
to meet the ever-changing demands of radiology. The
standard not only specified the content of the messages
passed, it specified the communication pathways for carry-
ing these messages. A full description of the DICOM stan-
dard is beyond the scope of this article. More information
may be found on the DICOM home page (6), where DICOM
specifies the transfer of images among devices, printing to
film and paper, and the creation of a modality worklist,
among many other things. Radiology modalities typically
do not have HL7 interfaces, they are strictly DICOM
enabled computers, and in order for them to have knowl-
edge of an order placed by the RIS, the HL7 order needs to
be translated into DICOM. For historical reasons, this
translation device or software is often called a broker.
The broker receives the HL7 and builds a DICOM modality
worklist that may be queried by modalities, such as com-
puted tormography (CT) or magnetic resonance imaging
(MRI) units. The modality then compiles a list of studies
that have been ordered and the technologist may pick a
study from the list as they are setting up the console for the
examination. This alleviates the need to reenter informa-

tion about the patient and assures accurate and complete
information that can be tracked back to the original order.
The all-important accession number is thus associated
with the study being performed. Table 4 shows a partial
DICOM message attached to the image produced for the
study ordered previously. This message is a series of
groups, elements, element sizes, and element contents that
are again very specific. The accession number is always
located in group 8, element 50; the patient’s name is always
in group 10, element 10; and the patient’s medical record
number is always in group 10, element 20. The groups
contain common elements. Group 8, for example, is infor-
mation about the examination while group 10 contains
information about the patient.

When the diagnostic report is generated on the speech
recognition system, the accession number is attached and
when the study is completed, the image (Fig. 3) and report
(Table 5) are matched correctly. An archive query returns
the basic information for the study so a correct selection
can be made (Fig. 4).

The basis for PACS and speech recognition working
together correctly is the RIS acting as an order entry
and management system along with the HL7 and DICOM
standards. Without the RIS and the standards, there would
be no accurate way to capture all the patient information
and to attach the report to the image. The PACS images
should never be available without accurate and complete
information (7). Every PACS must have a way to link
pertinent patient information and the diagnostic report
with the image. Although the example presented was fairly
simple and straightforward with only one image, consider
the case where a patient in an intensive care unit has
multiple chest radiographs every day. Without a way to
associate a report accurately with an image, an ordering
physician could read a report for the wrong time. With
accurate and complete information everyone can be
assured that the report is attached to the correct study.

OPTIONS FOR THE INTEGRATION OF SYSTEMS

Although the standards are crucial to the success of an
integration project, there are usually still issues among
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Table 3. Example HL7 Simulation Showing a Typical Radiology Order

PIDjj100000123456j000000123456j000004567890jRICHARDS^ROBERT
jj19910901jMjjBj555 NW 2ND ST
PV1j1jOjXRY^jCjjj09999^WOOD^FOREST^(352)555-
1212j09999^WOOD^FOREST^(352)555-1212jjUFjjjjXRY,
ORCjNWj444444^0j00003-
001jAUXR3000jSCjj1^^^200309151019^^Rjj200309151022jjj09999^WOO
D^FOREST^(352)555-1212jjjj^jjOBRj1j4445555^0j00003-
001jUXR^3000^^BONE
AGEjROUTINEj200309151022j200309151022jjjMILjjjORDEREDj2003091
51022jj09999^WOOD^FOREST^(352)555-1212j(352)555-
1212jjORTjUEXTjjjjUXRjj^^^^^^^j1^^^200309151022^^RjjjjBONE AGE
RT WRIST PAIN S/P LT^DISTAL TIBIA HEMI EPIPHYSIODES IS H/O
MULTIPLE HEREDITARY EX^STOSES AND LIMB LENGTH
DISCRE^DISTAL TIBIA HEMI EPIPHYSIODES IS H/O MULTIPLE
HEREDITARY EXO^STOSES AND LIMB LENGTH
DISCREj^^^jjjj200309151022



vendors. The DICOM can be interpreted in different ways:
HL7 fields may be required by one vendor and ignored by
another, and problems will arise. Buyers have several
options to consider. The easiest way to assure that inte-
gration will be successful is to purchase all information
systems from the same vendor. Of course, that will not
completely assure success because not all vendors can
supply all the required systems. Most noticeably, they
may not all supply the imaging modalities needed. As soon
as another vendor’s modality is introduced, an integration
project is needed.

Another decision that must be made is the actual sto-
rage of the images from PACS and the diagnostic reports
associated with these images. The RIS or EMR can supply
the storage for both, or the PACS can supply the storage for
both, or some combination of storage options can be
designed. Neither the RIS nor the PACS would be the
preferred method for storing and delivering studies and
reports to referring and ordering physicians because the
information is all radiography-centric and it is far more
desirable to see a total picture of the patient with labora-
tory results, history and physical notes, nursing documen-
tation, and all other information regarding the health
record for a patient.

The Health Insurance Portability and Accountability
Act (HIPAA), a landmark law that was passed in 1996,
specifies mandates in the transactions between health-
care companies, providers, and carriers (8). This act was

originally designed to make the healthcare records for a
patient available to healthcare institutions and physi-
cians and to insurance companies using standards. Indi-
viduals should be able to give a physician permission to
access their healthcare record at any location, quickly
and efficiently. The law also protects the privacy of the
patient and provides security guidelines to assure the
information could not be accessed inappropriately. Only
an EMR system build on well-accepted standards can
meet these requirements (9–12). The radiology informa-
tion should be either stored in an EMR or the EMR
should have pointers to the information and should be
able to communicate that information in a standard
format.

The Radiological Society of North America (RSNA),
the Healthcare Information and Management Systems
Society (HIMSS), and the American College of Cardio-
logy (ACC) are working together to coordinate the use
of established standards, such as DICOM and HL7, to
improve the way computer systems in healthcare share
information. The initiative is called ‘‘Integrating the Health-
care Enterprise’’ or IHE (13). Integrating the Healthcare
Enterprises promotes the coordinated use of established
standards, such as DICOM and HL7, to address specific
clinical needs in support of patient care. Healthcare pro-
viders envision a day when vital information can be
passed seamlessly from system to system within and across
departments (10,11,14). In addition, with IHE, the EMR
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Table 4. Example Portion of a DICOM Message Corresponding to the HL7 Demonstrated in Table 3a

0008 0020 DA 8 Study Date 20030915
0008 0021 DA 8 Series Date 20030915
0008 0022 DA 8 Acquisition Date 20030915
0008 0030 TM 6 Study Time 111002
0008 0031 TM 6 Series Time 111002
0008 0032 TM 6 Acquisition Time 111002
0008 0050 SH 8 Accession Number 4445555
0008 0060 CS 2 Modality CR
0008 0070 LO 4 Manufacturer AGFA
0008 0080 LO 22 Institution Name Shands Hospital at UF
0008 0090 PN 12 Referring Physician’s Name WOOD^FOREST^
0008 1010 SH 10 Station Name ADCPLUS03
0008 1030 LO 8 Study Description BONE AGE
0008 103E LO 8 Series Description hand PA
0008 1040 LO 26 Institutional Department Name Shands at UF / Orthopedics
0008 1090 LO 8 Manufacturer’s Model Name ADC_5146
0010 0000 UL 4 Group 0010 Length 70
0010 0010 PN 16 Patient’s Name RICHARDS^ROBERT
0010 0020 LO 8 Patient ID 00123456
0010 0030 DA 8 Patient’s Birth Date 19910901
0010 0040 CS 2 Patient’s Sex M
0018 0000 UL 4 Group 0018 Length 198
0018 0015 CS 4 Body Part Examined HAND
0018 1000 LO 4 Device Serial Number 1581
0018 1004 LO 4 Plate ID 02
0018 1020 LO 8 Software Versions(s) VIPS1110
0018 1164 DS 30 Imager Pixel Spacing 1.00000000E-01\1.00000000E-01
0018 1260 SH 6 Plate Type code 15
0018 1401 LO 12 Acquisition Device Processing 10101Ia713Ra
0018 1402 CS 8 Cassette Orientation PORTRAIT
0018 1403 CS 8 Cassette Size 8INX10IN

aNote the inclusion of the accession number.



will be a standard and will facilitate information com-
munication among healthcare venues. Recent research
suggests that the United States could realize a savings
potential of $78 billion annually if a seamless, fully inter-
operable healthcare information exchange could be estab-
lished among key stakeholders in the healthcare delivery
system (9).

SELECTING AN RIS

The KLAS company, founded in 1996, is a research and
consulting firm specializing in monitoring and reporting
the performance of Healthcare’s Information Technology’s
(HIT) vendors. The comprehensive reports they produced
are valuable for comparing the vendors they review.
Buyers should be aware that not all vendors are included
in the reports, but the major ones are represented. The
Comprehensive Radiology Information Systems Report,
Serving Large, Community, and Ambulatory Facilities
was released in January, 2005 by KLAS (15). In the report,
eight RIS vendor products were represented and were
reviewed by interviewing users of the systems. In an
addendum, seven other vendors were presented whose
products did not yet meet the KLAS standards for statis-
tical confidence in order to be compared with other ven-

dors in the main body of the report. Vendors were all
allowed to prepare overviews and their perceptions of
their products. Of course, these overviews stress the
strengths of a vendor’s product. Performance measure-
ments of the KLAS traditional 40 indicators (Table 6),
technology overviews, client win/loss and pricing provide
the bases of the provider experience. The KLAS report
should be part of an institution’s decision-making process
when a report is available, and in this case the report is
available and very timely.

This report focused on large (> 200 bed) and ambulatory
(free standing clinics and imaging centers) facilities. The
large facilities were asked additional questions. The larger
institutions were asked why a vendor was selected and why
a vendor was NOT selected based on the following six
criteria: Functionality, Cost, Relationship with Vendor,
References/Site Visits/Technology, and Integration/Inter-
facing. The most cited reason as to why a vendor was
selected was their ability to integrate or interface. The
most cited reason as to why a vendor was not selected was
their perceived limited functionality.

Survey participants from the large institutions were
asked questions regarding their RIS and its; (1) benefits;
(2) functional strength of the reporting module; and (3) the
RIS–PACS integration. The top benefit, reported by > 50%
of the survey respondents, was that of More Efficient/
Better Workflow. The number two and three benefits
identified were Interface–Integration and Manage Depart-
ment Better. The functional strength of the reporting
module on a scale of 1–5 (1 þ weak and 5 ¼ strong) was
rated with an average of 3.5, with the highest score of 4,
which indicates that there are a lot of users who are not
totally satisfied with their reporting module. Forty-seven
percent of the survey respondents indicated that they have
plans to move to an integrated RIS/PACS solution and 81%
of these reported that Radiologists and Clinicians were
mostly driving this integration. This indicates that there
are a large number of institutions without an integrated
solution.

THE RIS OF THE FUTURE

In the future, it is likely that speech recognition sys-
tems will be incorporated into an RIS solution. Through-
out this article, the two systems have been shown as
separate entities and indeed, that is the most common
incarnation at this time. Speech recognition has become
a more important part of the radiology workflow as
researchers demonstrate the potential for improving
report turnaround time and decreasing costs when com-
pared to systems with manual transcriptionists (16–19).
Unfortunately, the increase in report turnaround time
does not guarantee efficient personnel utilization.
Although the report can be available for the physician
immediately after the radiologist verified the dictation,
the responsibility for editing the report falls on the radi-
ologist and may make the time required for the process
longer than with a transcriptionist performing the typing
and editing. Because of this, speech recognition is not
eagerly embraced by many radiologists, and therefore
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Figure 3. An image associated with the simulated order
shown in Table 3. Note the inclusion of the accession number
on this image that is required to associate the image with the
report.



acceptance has been slower than with other information
systems used in radiology.

As speech recognition gains more widespread accep-
tance, researchers are looking into improving the diag-
nostic reporting methodology by structuring the format
of the report. The DICOM Structured Report is a defi-
nition for the transmission and storage of clinical docu-
ments. A DICOM Structured Report can contain the
traditional text report in addition to structured informa-

tion and links to key images. If you return to Fig. 2, you
will notice that the RIS and HIS typically communicate
using HL7, not DICOM, so either HL7 will have to
change to support these reports or the RIS will have
to support DICOM. There is an evolving standard for
the HL7 Clinical Document Architecture (CDA) that
supports text, images, sounds, and other multimedia
content. The DICOM working group 20 (the Integration
of Imaging and Information systems Group) and the HL7
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Table 5. Example Portion of a Radiology Report for the Simulated order in Table 3a

SHANDS DIAGNOSTIC EXAM: BONE AGE
NAME: RICHARDS, ROBERT
EXAM DATE: 09/15/2003 LOC: XRY- SEX: M
MRN: 00123456 DOB: 09/01/1991
ORDERING MD: WOOD , FOREST
ORD. SERVICE: ORT ORD. LOC: ORT TECH:JJJ

REASON: BONE AGE RT WRIST PAIN S/P LT

EXAM DATE: 09/15/2003 11:18
ACCESSION#: 44455555
UXR 3000 BONE AGE
ICD9 CODES: 719.43380.8
FINDINGS:
Clinical History: 12 year-old male with multiple hereditary exostoses,
limb length discrepancies, and left wrist pain.

Findings: The bone is within 2 standard deviations of the chronological age.
There are multiple exostoses in the right hand.

IMPRESSION:
1. Normal bone age.
2. Findings consistent with multiple hereditary exostoses.

Dictated By: MARK FISCHER, MD
Dictated Date: SEPT 15, 2003 1:54P

Interpreted By:
WILLIAM JENNINGS, MD MARK FISCHER, MD
This study was personally Resident Radiologist
reviewed by me and I agree
with the report.

aNote the accession number which associates the report with the study images.

Figure 4. An archive query asso-
ciated with the simulated order
shown in Table 3.



Imaging Integration Special Interest Group (IISIG)
are working on harmonizing the existing standards
(20,21). Future RIS implementations will most certainly
support the DICOM structured report or its HL7 CDA
translation.

In addition to supporting the traditional terminal or
remote computer, the RIS of the future will be required
to support a web interface as well as supporting hand-
held devices. A radiologist with a handheld Personal
Digital Assistant (PDA) can currently access e-mail, the
internet, digital media, and documents. With wireless
networking available in many hospitals, these devices
can support the exchange of information between order-
ing physician and radiologist including results, they can

support exchange of information between radiologist and
technologist including protocol selection, they can access
history and lab reports for the patient, they can provide a
worklist of current studies, and can even display low
resolution images. The ability of the PDA to support these
functions is only limited by the ability of the RIS to
provide PDA support (22).

The RIS of the future may store PACS images, must be
able to interface with the EMR, and should provide struc-
tured reporting and support for PDAs. As institutions plan
for purchasing new systems or updating the old ones,
future functionality of the systems must be considered
and be part of the request for proposal or bid process. In
the past, institutions were able to select an RIS based on
individual preferences without consideration of interface
issues. As the national health records structure evolves, all
institutions must be in a position to interface to an EMR
using well developed standards.
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Table 6. The 40 Success Indicators Used by KLAS in Their
Information Systems Reports

10 Product/Technology Indicatorsa

Enterprise Commitment to Technology
Product Works as Promoted
Product Quality Rating
Quality of Releases and Updates
Quality of Interface Services
Interfaces Met Deadlines
Quality of Custom Work
Technology Easy to Implement and Support
Response Times
Third-Party Product Works with Vendor Product

10 Service Indicatorsa

Proactive Service
Real Problem Resolution
Quality of Training
Quality of Implementation
Implementation on Time
Implementation within Budget/Cost
Quality of Implementation Staff
Quality of Documentation
Quality of Telephone/Web Support
Product Errors Corrected Quickly

8 Success Indicatorsa

Worth the Effort
Lived Up to Expectations
Vendor is Improving
Money’s Worth&&
Vendor Executives Interested in You
Good Job Selling
Contracting Experience
Helps Your Job Performance

12 Business Indicatorsb

Implemented in the Last 3 Years)
Core Part of IS Plan
Would You Buy It Again
Avoids Nickel-and-Diming
Keeps All Promises
A Fair Contract
Contract is Complete (No Omissions
Timely Enhancement Releases
Support Costs as Expected
Would You Recommended to a Friend/Peer
Ranked Client’s Best Vendor
Ranked Client’s Best or Second Best Vendor

aRating 1–9, where 1¼poor and 9¼excellent.
bRating is a yes or no.
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INTRODUCTION

Radiopharmaceuticals, drugs containing radioactive atoms,
are used for diagnostic imaging or therapeutic applications
in nuclear medicine, depending on their radioactive emis-
sions. Penetrating radiations (gamma rays or annihilation
photons from positron emission) are used for diagnostic
applications with gamma cameras, single photon emission
computed tomography (SPECT), or positron emission tomo-
graphy (PET) instrumentation. Diagnostic imaging with
gamma emitters became a mainstay of nuclear medicine
with the advent of the molybdenum-99/technetium-99m
(99Mo/99mTc) generator (the Brookhaven generator), which
was developed by Richards in � 1961 at Brookhaven
National Laboratory (1). This generator made the short
half-lived 99mTc (6.01 h; 140 keV g-ray) readily available
to nuclear medicine departments around the world, and not
just at the site of 99mTc production. Today, 99mTc accounts
for >80% of the diagnostic scans performed in nuclear
medicine departments in the United States, with a variety
of U.S. Food and Drug Administration (FDA) approved
agents for functional imaging of the heart, liver, gallbladder,
kidneys, brain, and so on (2). Particle emitters, such as
alpha, beta, and Auger electron emitters, are used for
targeted radiotherapy since their decay energy is deposited
over a very short range in tissue. Radiotherapeutic applica-
tions in humans began in the late 1930s with the beta
emitters radioiodine (128I, 131I), radiophosphorus (32P) and

radiostrontium (89Sr) for cancer treatment (3). Radioiodine
(131I iodide) was the first, and continues to be the only, true
‘‘magic bullet’’ through its specific and selective uptake in
thyroid. It is used to treat hyperthyroidism and thyroid
cancer.

Radionuclides for medical applications are produced
either at nuclear reactors or accelerators. The ‘‘Availability
of Radioactive Isotopes’’ was first announced from the
headquarters of the Manhattan Project (Washington,
DC) in Science in 1946 (4), and today medical isotope
availability remains an important issue for the nuclear
medicine community. The selection of radionuclides for use
in radiopharmaceuticals is dependent on their decay pro-
perties (half-life, emissions, energies of emissions, dose
rates) and their availability (production and cost).

Radionuclides suitable for diagnostic imaging are
gamma emitters (with no or minimal accompanying par-
ticle emissions) such as 99mTc and positron emitters (anni-
hilation photons) such as 18F. The half-lives should be as
short as possible and still allow preparation (synthesis and
purification) of the radiopharmaceutical, administration of
the agent to the patient, and the diagnostic imaging pro-
cedure. Typically, half-lives on the order of minutes to a
week are used, with hours to a day considered optimal for
most applications. Gamma energies in the range of 80–
300 keV are considered good, although higher energy (e.g.,
131I at 364.5 keV) are used, and 100–200 keV is considered
optimal. The PET instrumentation is designed for the two
511 keV annihilation photons.

The radionuclides used or under investigation for radio-
therapeutic applications are particle emitters, with most
of the efforts focusing on the beta emitters (e.g., 153Sm, 90Y,
186Re, 188Re, 177Lu, 149Pm, 166Ho, 105Rh, 199Au) and some
on alpha emitters (e.g., 212Bi, 213Bi, 225Ac). In the case of
radiotherapy, the half-life of the radionuclide should match
the biological half-life for the radiopharmaceutical delivery
to its in vivo target site (i.e., tumor), typically < 1 day –
1 week. The optimum particle and particle energy remains
under investigation, and it is not clear that a higher
particle energy translates into a more successful treatment
(i.e., radiation dose to nontarget organs will limit the dose
allowed for administration). Suitable accompanying gamma
emissions will allow the in vivo tracking of the radio-
therapeutic dose.

Two important factors for the use of radionuclides in
nuclear medicine are thus radioactive decay and radio-
nuclide production, both of which are discussed in detail
below. Radionuclides used in nuclear medicine applica-
tions are used as examples in discussing these topics.
Radioactive decay includes the types of decay (e.g., alpha,
beta, electron capture, positron, gamma) with focus on
those modes with nuclear medicine applications and rates
of radioactive decay (e.g., units of radioactivity, exponen-
tial decay, activity–mass relationships, parent–daughter
equilibria, medical generators).

TYPES OF RADIOACTIVE DECAY

A nuclide is considered to be radioactive if its nuclear
configuration (number of neutrons and protons in the
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nucleus) is unstable. Radioactive decay is then a means for
the unstable nucleus to achieve a more stable nuclear
configuration although it may or may not form a stable
nuclide following a single decay. There are several modes of
decay possible for a radioactive nuclide including alpha
emission, beta emission, positron emission, electron cap-
ture decay and/or gamma emission. An alpha (a) particle is
a helium nucleus (42He2þ) and is generally a mode of decay
available in heavy nuclei (i.e., Z � 83). Some lanthanides
can show a-decay and heavy nuclides can also undergo
decay by b�, EC, and spontaneous fission. The following
equation gives an example of alpha decay:

213
83Bi �������!45:59 min 209

81Tlþ 4
2He2þ þ gþQ

where Q is the energy released during the decay process
and g is the 727 keV gamma photon emitted in 11.8% of the
decays. Most of the decay energy in this process is in the
form of the kinetic energy of the a-particle, which is rapidly
deposited in matter (e.g., tissue) because of its relatively
high charge and mass.

Beta (b�) decay occurs when the nucleus has a
proton/neutron ratio that is too low relative to the
proton/neutron ratio in the stable nuclei of that element,
and during this process a neutron is converted into a
proton resulting in a nuclide that is one atomic number
(Z) higher than its parent. An example of beta decay is
shown below,

188
75Re ������!16:98 h 188

76Osþ 0
�1bþ ~nne þ gþQ

where Q is the energy released, ~nne is an antineutrino, and
g is the 155 keV gamma photon emitted in 15% of the
decays. These neutron-rich radionuclides are produced in
nuclear reactors as will be discussed in the section Radio-
nuclear Production.

When a radioactive nucleus has a proton/neutron ratio
that is too high relative to that of the stable nuclei of the
same element, two modes of decay are possible (positron
emission and/or electron capture decay), with both con-
verting a proton into a neutron resulting in a nuclide that is
one atomic number lower than its parent. Electron capture
decay arises from the overlap of nucleon orbitals with
electron orbitals. It is a result of the ‘‘weak force’’, which
is very short ranged. During electron capture decay (e),
essentially an inner-shell electron (usually K-shell) is
incorporated into the nucleus converting a proton into a
neutron. This process creates an orbital vacancy and
results in a cascade of outer-shell electrons filling the lower
energy inner-shell vacancies, with the excess energy
released as X-rays and/or Auger electrons. The following
equation shows the electron capture process:

201
81Tlþ 0

�1e� ������!73:1 h 201
80Hg þ ne þQþ Auger e�=X rays

where Q is the energy released and ne is a neutrino. The
80 keV X rays emitted are used for myocardial imaging in
stress–rest tests performed in nuclear medicine depart-
ments. Positron emission is only possible when Q is
> 1.022 MeV, the energy equivalent of the mass of two
electrons. During positron decay, a proton is converted into

a neutron with simultaneous emission of a positron (bþ),
which is a positive electron. Since a neutron has greater
mass than a proton, the energy equivalent of two electrons
(one to convert a proton to a neutron in the nucleus, and
one emitted as a positron) must be available for this decay
mode to be possible. Practically, positron emission does not
occur unless Q is � 2 MeV. An example of the positron
decay process is shown below.

18
9F �������!110 min 18

8O þ 0
1b
þ þ ne þQ

0
1eþ þ 0

�1e� �!2�511 keV annihilation photons

where Q is the decay energy (including the maximum
positron energy plus 1.022 MeV), ne is a neutrino, and
the two 0.511 MeV photons result from positron annihila-
tion (often called annihilation photons) and are emitted
1808 opposite each other. They are the basis of PET ima-
ging. The 18F radiolabeled fluorodeoxyglucose (18F-FDG) is
used in nuclear medicine departments for imaging glucose
metabolism, such as found in growing tumors. In some
cases, both electron capture and positron emission can
occur. These proton-rich radionuclides are produced by
accelerators which is discussed below.

Gamma (g) emission can accompany any other decay
process (i.e., alpha, beta, electron capture, positron decay)
or it can occur without any particle emission. In the latter
case, it is called isomeric transition (IT) and occurs when a
metastable radioisotope [higher energy excited state of a
nucleus with a measurable lifetime (�ns)] decays to the
ground state (lower energy state of the nucleus). Isomeric
transition is accompanied by energy release without any
other change occurring in the nucleus (i.e., the number of
protons and neutrons in the nucleus does not change
during IT). The decay of 99mTc is an example of an isomeric
transition.

99m
43 Tc������!6:01 h 99

43Tcþ gþQ

where Q is the decay energy and g is the 140 keV photon
released from the nucleus. The 99mTc in various chemical
formulations is used routinely for diagnostic imaging of a
variety of diseases and/or organ functions.

Whenever a gamma photon is released from the
nucleus, the emission of conversion electrons is also pos-
sible. A conversion electron is the emission of an electron
that has the energy of the gamma photon minus the
electronic atomic binding energy, and it is emitted in place
of the gamma photon. The probability of conversion elec-
tron emission rather than gamma emission increases as
the energy of the gamma photon decreases and it increases
with increasing nuclear charge. For example, the 140 keV
gamma photon of 99mTc is emitted with 89% abundance;
conversion electrons, rather than gamma photons, are
emitted 11% of the time when 99mTc decays to 99Tc.

There are radionuclides in which more than one type of
radioactive decay occurs. An example is the decay of 64Cu,
which undergoes beta decay (39% of the time), positron
emission decay (19% of the time), and electron capture
decay (42% of the time) with a weighted average half-life of
12.7 h (the specific half-lives are shown below). This radio-
nuclide has both diagnostic imaging (bþ emission via the
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annihilation photons) and radiotherapy (b�/þ and Auger
electrons) applications.

64
29Cu������!33:4 h 64

30Znþ 0
�1b

� þ ne þ gþQ

64
29Cu������!66:8 h 64

28Niþ 0
þ1b

þ þ ne þQþ 2� 0:511 MeV photons

64
29Cuþ e� ������!30:2 h 64

28Niþ ne þQþ Auger e�=X rays

All of the above modes of radioactive decay have been
utilized or are under investigation for utilization in the
development of radiopharmaceuticals for nuclear medicine
applications (either diagnostic imaging or radiotherapy).

RATES OF RADIOACTIVE DECAY

Radioactive decay is a random process where the number of
nuclei in an isotopically pure sample that decay during a
given time period is proportional to the number of nuclei
(N) present in the sample. If radioactivity is defined as a
measure of the rate at which the radioactive nuclei disin-
tegrate, then the number of disintegrations per unit time
(dN/dt) from a sample is given by the following expression
where l is the decay constant (the probability of decay per
unit time) and negative sign indicates the loss of the
radionuclide through the disintegration. This results in
a radioactive decay process that follows a first-order rate
law:

dN

dt
¼ �lN

From this definition, the number of disintegrations per
unit time (dN/dt) is also known as the activity. For an
isotopically pure sample, the number of nuclei N can be
calculated knowing Avogadro’s number (NA), the mass
number of the isotope (A) in daltons or grams per mole
and the sample’s weight (wt) in grams:

Activity ¼ lN ¼ l
NA

A
wt

As with all measurements, several systems of units can
be used to define the amount of radioactivity in a particular
sample. And, as with many measuring systems, there are
both ‘‘traditional’’ units and new SI units (International
System of Units). The original units are referenced to the
curie (Ci), named in honor of Madam Curie. A curie is 3.7�
1010 (37 billion) radioactive disintegrations per second, or
approximately the amount of radioactivity in a gram of
radium, one of the natural radioactive elements with which
Madam Curie did her research. For many applications of
radiation in medicine or industry, the curie is a relatively
large quantity, and so the units of mCi (1/1000th) and
microcurie (mCi) (1/1,000,000th) are utilized. On the other
hand, a nuclear reactor contains millions of curies of radio-
activity and units of kilocurie (kCi) (1000) and megacurie
(MCi) (1,000,000) are sometimes used. Although the unit of
the curie is being supplemented with the newer SI unit, it is
still very much in common use.

The SI unit of radioactivity, the becquerel (Bq), is
named after Henri Becquerel, the discoverer of radio-
activity. It is defined as one disintegration per second.
Thus it is much smaller than the Ci. Multiples of becquerel

are the kilobecquerel (kBq) (1000), megabecquerels (MBq)
(1,000,000), and so on. These units are summarized in
Table 1.

The rate at which radioactive decay occurs can be
defined as the half-life, or the amount of time that it takes
for one-half of the radiation to decay. Unfortunately, two
half-lives do not eliminate it (i.e., one-half decaying in
one half-life and then the second one-half decaying in a
second half-life), but rather the half-life is always referring
to how much is left at any given point in time. Thus, one
half-life reduces the radioactivity to one-half or 50%; two
half-lives to one-half of one-half, one-fourth or 25%;
three half-lives to one-eighth or 12.5%; and so on This
leads to a kinetic model that is described by an exponential
function (see Fig. 1), which is the solution to the previous
equation:

NðtÞ ¼ N0e�lt

The half-life is related to the physical decay constant (l)
by the simple expression:

t1=2 ¼
0:693

l

As a radionuclide decays, the number of nuclei (N)
changes, and the amount of radioactivity present at any
given time ‘‘t’’ remaining from an initial amount Ao

(expressed in either Bq or Ci) can be given by any of the
following:

AðtÞ ¼ A0e�lt

AðtÞ ¼ A0e�ð0:693=t1=2Þt

AðtÞ ¼ A0
1

2

� �t=t1=2
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Figure 1. Relative number of radioactive nuclei remaining after
various half-lives of decay.

Table 1. Units of Activity

Curies
Becquerels or

disintegrations s�1
Becquerels or

disintegrations s�1 Curies

1 MCi 3.7 � 1016 1 Bq 2.7 � 10�11

1 kCi 3.7 � 1013 1 kBq 2.7 � 10�8

1 Ci 3.7 � 1010 1 MBq 2.7 � 10�5

1 mCi 3.7 � 107 1 GBq 0.027
1 mCi 3.7 � 104



Radioactive nuclei have half-lives that range from frac-
tions of a second to billions of years. The radioactive
material introduced into the body for medical purposes
would typically have half-lives on the order of a few hours
to a few days, so that it decays away to negligible levels in a
relatively short amount of time. At the other extreme, some
of the naturally radioactive nuclei in our environment have
half-lives of billions of years and the reason they are still
present is that they have not had enough time to decay
to negligible levels since the earth was formed. An example
of such a radionuclide is 40K, which makes up 0.0117%
of naturally occurring potassium and has a half-life of
1.27 � 109 years.

Another interesting case of radioactive decay involves
parent–daughter relationships in which a radioactive
parent decays to a radioactive daughter. This process is
utilized extensively in the medical profession to provide a
long-lived source for a short-lived radioisotope in what is
known as a generator. The daughter can be obtained from
the generator by ‘‘milking’’ it, taking advantage of the
differences in chemistry between the parent and daughter
elements to extract the daughter off of an ion column,
which holds the parent.

The use of 99mTc, which has a 6 h half-life, is a case in
point. Within a 24 h period it has decayed through four
half-lives and is only one-sixteenth of its original value.
Thus, 99mTc would have to be made in a nuclear facility and
shipped daily to meet hospital needs. Fortunately, the
daughter 99mTc is produced by the decay of a parent isotope
99Mo, which has a 2.75 day half-life. A supply of 99mTc can
thus be obtained over a period of �1 week from the more
slowly decaying 99Mo.

99
42Mo�������!2:75 days 99m

43 Tcþ b� þ ne�!
6 h 99

43Tcþ g

The kinetics of the quantity of a daughter isotope (d)
available from a parent isotope (p) can be readily solved
using a first-order differential equation resulting in a
straightforward algebraic expression:

Adaughter

Aparent
¼ ld

ld � lp
1� e�ðld�lpÞt
� �

For most practical cases where the parent is longer lived
than the daughter, the daughter activity reaches a value
close to the activity of the parent after approximately
four half-lives. Thus, in an undisturbed generator that
has been allowed to reach equilibrium, the quantity of
daughter present (in Ci or Bq) is approximately equal to
the activity of the parent at that time. Once the daughter
has been extracted (or milked), it immediately begins
building up again to a new equilibrium value as shown
in Fig. 2.

Also of importance is the time it takes for the daughter
to reach its maximum value, which is determined by the
decay constants of the two isotopes involved:

tmax ¼
lnðld

lp
Þ

ld � lp

Again assuming a typical case where the parent is
longer lived than the daughter, this is largely deter-

mined by the half-life of the daughter. Thus, the daugh-
ter will reach � 50% of the equilibrium value in one
half-live, 75% of the equilibrium value in two halve-
lives, and so on. The time between subsequent extrac-
tions of a daughter from a generator is set by this
regeneration time. For the 99Mo ! 99mTc system, the
regeneration time needed to reach the maximum
amount of daughter 99mTc is very close to 24 h, a very
convenient amount of time for routine hospital proce-
dures and is just a fortuitous consequence of the half-
lives of the two isotopes involved.

Other examples of parent–daughter generators that
are currently used or are under development for future
use are 188W/188Re generators, 90Sr/90Y generators,
82Sr/82Rb direct infusion generators, 62Zn/62Cu generators,
224Ra/212Bi or 224Ra/212Pb generators, which also are a
source of 212Bi, the daughter product of 212Pb, 225Ac/213Bi
generators and 68Ge/68Ga generators. (For more informa-
tion on generators see Ref. 5 and references cited therein.)

Specifically,

82
38Sr�������!25:4 days 82

37Rb�������!1:6 min 82
36Krþ bþ

68
32Ge�������!271 days 68

31Ga�������!68 min 68
30Znþ bþ

are two generators that can produce short lived PET iso-
topes, with 82Rb being used for PET studies of myocardial
function (rubidium acts as a potassium ion mimic).

The following three are examples of generators for beta
or alpha emitting radioisotopes as possible therapeutic
agents:

188
74W �������!69:4 days 188

75Re�������!17 h 188
76Znþ b�

166
66Dy�������!3:4 days 166

67Ho�������!26:8 h 166
68Erþ b�

212
82Pb�������!10:64 h 212

83Bi�������!60:6 min 208
81Tlþ a

RADIONUCLIDE PRODUCTION

The radionuclides used in medicine and the life sciences
are produced through neutron and charged particle
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induced nuclear reactions. As with chemical reactions, the
yield of the product (radioisotope) of interest will depend
on the nuclear reaction employed, the energetics of the
reaction, the probability of competing reaction pathways,
and the ability to separate the desired product from the
reactants (target) and any additional nuclear reaction
products. For a complete overview of the practice and
theory of nuclear reactions, the interested reader is
referred to an introductory text on nuclear and radiochem-
istry (6–9).

Proton-rich radionuclides that decay by positron
emission and/or electron capture are produced at cyclo-
trons and accelerators through charged particle induced
nuclear reactions. For example, the production of the
commonly used PET radionuclide 18F through the bom-
bardment of a target of 18O-enriched water with high
energy protons is produced by the following nuclear
reaction:

1
1pþ 18

8O! 18
9Fþ 1

0nþQ

that is written in a short-hand notation as 18O(p,n)18F.
Note that, as in radioactive decay, charge (number of
protons), mass number, and total energy are conserved
in the nuclear reaction. The Q value for the reaction is the
difference in energy (mass) between the reactants and
products and is readily calculated from the measured
mass excess (D) values for the reactants and products

Q ¼
X

Dreactants �
X

Dproducts

If Q is < 0, then the reaction is endoergic and energy
must be supplied to the reaction (through the kinetic
energy of the projectile) and if Q is >0, the reaction is
exoergic and energy is released in the nuclear reaction.
For the 18O(p,n)18F reaction,

Q ¼ D1
1pþ D18

8O� ðD1
0nþ D18

9FÞ

¼ �0:782þ 7:289� ð8:071þ 0:873Þ

¼ �2:44 MeV

and the proton must supply 2.44 MeV of energy to the
reaction. In practice, the actual proton bombarding
energy is higher than the Q value because (1) not all of
the kinetic energy of the proton is available for the
nuclear reaction because of momentum conservation in
the collision and (2) the probability of the reaction is
typically very low at the threshold energy (Q). Typical
conditions for the 18O(p,n)18F reaction on a water target
with an in-house cyclotron are 16.5 MeV at 100 mA
yielding 3–4 Ci/h. Even in those cases when the Q value
for the reaction is >0, the incoming charged particle must
have sufficient kinetic energy to overcome the coulomb or
charge barrier between the projectile and the target nucleus
and any angular momentum barrier that might exist for
the reaction.

The probability that the projectile will strike the
target nucleus and produce the radioisotope of interest
is quantified with the reaction cross-section (s) that
has the dimensions of area. While quite sophisticated
models exist for predicting reaction cross-sections based
upon the underlying nuclear physics, the simple physical

analogy for the cross-section is the area that the target
nucleus presents to the incoming beam of projectiles. The
SI unit for cross-section is m2, but the more common unit
is a barn (b); one barn is equal to 10�24 cm2 (or 10�28 m2).
The magnitude of a barn can be understood from the
fact that a target nucleus with mass number 100 has a
radius on the order of 6.5� 10�15 m and a ‘‘cross-sectional
area’’ of 1.3 � 10�28 m2 or 1.3 b. In the simplest case
when a charged particle beam is bombarding a target
that is ‘‘thin’’ enough so that the beam does not lose
any appreciable energy in passing through the target, then
the production rate (R) for the radioisotope of interest is
equal to

R ¼ n� I � t� s

where n is the target nuclei density (nuclei cm�3), I is the
number of incident particles per unit time (particles s�1), t
is the target thickness (cm), and s is the reaction cross-
section (cm2). In most cases, radioisotope production is
performed using a thick target and an estimate of the
reaction production rate takes into account the variation
in the reaction cross-section with projectile energy, since
the charged-particle beam loses energy as it passes
through or stops in the thick target. Charged particle
induced reactions used to produce medical radioisotopes
have maximum cross-sections on the order of millibarns.

Neutron-rich radioisotopes that decay by negatron or b�

emission are produced primarily through neutron-induced
nuclear reactions at nuclear reactors. The most commonly
used reactions are direct production through single or
double neutron capture, direct production through
neutron induced fission, and indirect production through
neutron capture followed by radioactive decay. An example
of direct neutron capture is the production of the 166Ho
through the irradiation of 165Ho in a nuclear reactor by
the following reaction:

1
0nþ 165

67Ho! 166
67HoþQ

Like all neutron capture reactions used to produce med-
ical radioisotopes, this reaction is exoergic with a reac-
tion Q value 6.24 MeV. In contrast to charged-particle
induced reactions, there is no coulomb or charge barrier
for neutron induced reactions and the cross-section for
the neutron capture reaction increases as the energy of
the neutron decreases. This increase in cross-section can
be understood in that the wavelength of the neutron, and
hence its probability of interacting with the target
nucleus, increases as the kinetic energy or velocity of
the neutron decreases. The maximum yield for most
neutron capture reactions is obtained by irradiating the
target material in a region of the nuclear reactor where
the high energy neutrons produced by fission have been
slowed down or moderated so that they have an average
kinetic energy of 0.025 eV. One advantage of producing
radioisotopes through neutron capture reactions is that
the cross-sections are, at 0.025 eV, on the order of barns,
whereas charged particle induced cross-sections have
peak values on the order of millibarns. A second advan-
tage is that many different targets can be irradiated at
the same time in a nuclear reactor, while most accelerator
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facilities can only irradiate one or two targets at a time.
The obvious disadvantage of neutron induced reactions is
that the isotope production must be performed off-site at a
nuclear reactor, whereas compact cyclotrons can be sited
at or near the medical facility making it possible to work
with quite short-lived proton-rich isotopes.

The production rate (R) of a radionuclide during irra-
diation with the moderated or ‘‘thermal’’ neutrons in a
nuclear reactor is given by

R ¼ N �F� s

where N is the number of nuclei of the target isotopes in the
sample, F is the flux of thermal neutrons (n
cm�2
s�1), and
s is the thermal neutron reaction cross-section (cm2).
Because those radionuclides created during irradiation
can decay during the production process, the activity (A)
in Bq of a radionuclide with decay constant l produced by
irradiating a sample either in a reactor or with a charged
particle beam is given by

A ¼ Rð1� e�l tiÞe�l td

where R is the production rate for the reaction, ti is the
irradiation time, and td is the amount of time the sample
has been allowed to decay following the irradiation. Using
again the example of 165Ho(n,g) 166Ho reaction,166Ho has a
half-life of 1.12 days, 165Ho has a thermal cross-section of
58 b and an isotopic abundance of 100%. Irradiation of
87 mg of 165Ho [100 mg target of holmium oxide (Ho2O3)]
for 5 days in a thermal neutron flux of 1 � 1014 n
cm�2
s�1

will produce� 1.8� 1012 Bq or 48 Ci of 166Ho with a specific
activity of 0.55 Ci of 166Ho mg�1 of Ho in the target. The
specific activity that can be achieved in the overall (nuclear
and chemical) production process is a critical consideration
when the radionuclide is used for therapy because it repre-
sents the fraction of the atoms in the sample that will have
radio-therapeutic activity. In the example of 166Ho, a spe-
cific activity of 0.55 Ci
mg�1 means that only 1 out of every
1300 Ho atoms in the sample that will be incorporated into
the therapeutic agent are radioactive. A disadvantage of
using direct neutron capture reactions is that the specific
activity of the product radioisotope cannot be improved
through chemical means (the product is an isotope of the
target).

The parent material of the most commonly used medical
radionuclide (99mTc) is produced in high specific activity
through the neutron induced fission of 235U. On average,
every 100 thermal neutron induced fissions of 235U produce
six 99Mo atoms. Because the molybdenum produced in the
uranium target can be chemically separated from the
uranium and other fission products, and because all of
the other molybdenum isotopes have much shorter half-
lives than 99Mo, the process results in a sample in which
nearly every molybdenum atom is 99Mo. While there are a
number of advantages from using this ‘‘carrier free’’ (i.e.,
100% of the Mo is radioactive 99Mo) 99Mo to create the
commercial 99Mo/99mTc generators, the process does create
significant amounts of waste that must be appropriately
disposed. Neutron-rich radionuclides can also be produced
in high specific activity through an indirect method that
utilizes neutron capture followed by radioactive decay.

Consider for example the production of 105Rh from the
irradiation of ruthenium target. Neutron capture on
104Ru produces 105Ru through the following reaction:

1
0nþ 104

44Ru! 105
44RuþQ

105Ru is radioactive (t1/2 ¼ 4.44 h) and beta decays into
105Rh, which has a half-life of 35.4 h. As in the fission case,
the rhodium in the target can be chemically separated from
the ruthenium target to produce a sample that is essen-
tially carrier free.

SUMMARY

The use of radionuclides in medicine has been, and con-
tinues to be, important to diagnosis of disease and radio-
therapy. Many diagnostic agents based on 99mTc are part of
the arsenal of radiopharmaceuticals available to the phy-
sician. The last 10 years has seen the FDA approval of
three new radiotherapeutic agents, namely, Quadramet (a
bone pain palliation agent containing 153Sm) and the first
two FDA approved radioimmunoconjugates, Zevalin [a 90Y
labeled monoclonal antibody that specifically targets the
CD20 antigen expressed on >90% of non-Hodgkin’s lym-
phomas (NHL), and Bexxar (an 131I labeled monoclonal
antibody that specifically targets the CD20 antigen
expressed on >90% of non-Hodgkin’s lymphomas]. The
development of new radiodiagnostic and radiotherapeutic
agents will continue and will undoubtedly take advantage
of the advances occurring in molecular biology and geno-
mics. Radioactive decay and radionuclide production are
two important aspects in the design of new radiopharma-
ceuticals. For more detailed discussions on these topics, the
reader is referred to general textbooks on nuclear and
radiochemistry (6–8).
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INTRODUCTION

In nuclear medicine, radiopharmaceuticals are adminis-
tered to patients for diagnosis or treatment purposes. Each
pharmaceutical compound has its specific biodistribution
over organs and tissues in the body with related retention
times. One method of calculating absorbed dose values
delivered internally was developed in the 1960s by the
medical internal radiation dose (MIRD) committee of the
American Society of Nuclear Medicine (1,2). The original
aim was to develop a dosimetry methodology for diagnostic
nuclear medicine, but the method can be applied to dosi-
metry for radionuclide therapy, where the need for an
accurate dosimetry is more imperative in view of the high
activity levels administered to the patient. The MIRD
dosimetry protocol is applied by different international
organizations. The International Commission on Radiolo-
gical Protection (ICRP) has published catalogs of absorbed
doses to organs and tissues per unit activity administered,
calculated using this dosimetric approach, for most diag-
nostic radiopharmaceuticals commonly applied (3,4).
These tables are established for patients with standard
biokinetics of the radiopharmaceutical. For application of
the MIRD protocol in the nuclear medicine department
when taking into account patient-specific biokinetics a
user-friendly computer program called MIRDOSE was
developed by Stabin (5). This software has been replaced
recently by the authors by an U. S. Food and Drug Admin-
istration (FDA) approved program OLINDA (Organ Level
Internal Dose Assessment) (6).

By combining well-selected b-emitting radionuclides
with disease-specific pharmaceuticals, administration of
radiolabeled drugs can provide efficient internal radiother-
apy for localized disease as well as for metastatic cancer. As
a result, an increasing number of radioactive therapeutic
agents are being used in nuclear medicine for the treat-
ment of a large variety of diseases (7–12). For these medical
applications of radioactive compounds accurate patient-
specific internal dosimetry is a prerequisite. Indeed, the
basic goal of the majority of these types of metabolic radio-
therapy is to ensure a high absorbed dose to the tumoral
tissue without causing adverse effects in healthy tissues.
In a curative setting an optimized activity has to be calcu-
lated and administered to the patient to ensure the deli-
very of a predetermined absorbed dose to the tumor
resulting in complete tumor control, while minimizing
the risk of normal tissue complications. The determination
of latter activity necessitates a patient specific dosimetry
with respect to drug pharmacokinetics and if possible
patient-specific anatomical data.

Nowadays, for most applications patient-specific bio-
kinetics are derived from sequential images after admin-
istration of a tracer activity and combined with the MIRD
methodology to calculate absorbed doses to target and
critical tissues (13). For a more complete dosimetric ana-

lysis as in the case of clinical trials, the information from
imaging is completed by data obtained from blood sampling
and urinalysis. In general, patient anatomy is represented
by a standard anthropomorphic phantom (14). However, in
a complete patient-specific dosimetry approach the indivi-
dual patient anatomy is also taken into account and
derived from computed tomography (CT) or magnetic reso-
nance imaging (MRI). Three dimensional (3D) absorbed
dose estimates are then determined from single-photon
emission computed tomography (SPECT) or positron emis-
sion tomography (PET) activity data using dose-point ker-
nel convolution methods (15,16), or by direct Monte Carlo
calculation (17–20). Dose point kernels describe the pat-
tern of energy deposited by the radiation at various radial
distances from a point source. Convolution of the dose point
kernel of the considered radionuclide with the activity
distribution in the patient results in the absorbed dose
distribution in the patient. The general idea of Monte Carlo
analysis is to create a model as similar as possible to the
real physical system and to create interactions within that
system based on known probabilities of occurrence, with
random sampling of the probability density functions. For
dosimetric applications, differential cross-section data of
the interactions of the ionizing particles with matter are
used and the path of each particle emitted by the radio-
active material is simulated until it is completely stopped.
The energy deposited in the medium along the path of the
ionizing particles results in the absorbed dose distribu-
tion. The advantage of direct calculation by Monte Carlo
techniques is that this method allows media of inhomo-
geneous density to be considered. More information on
the application of Monte Carlo techniques in dosimetry
can be found in Ref. 21. Several software packages have
been devised and validated by different groups for patient
specific dose calculations. Typical examples are the 3D-ID
code from the Memorial Sloan-Kettering Cancer Center
(22), the RMDP-MC code from the Royal Marsden hospital
(UK) (23) and the VOXEL-DOSE code from Rouen (France)
(24). These programs are based on general Monte Carlo
codes also used in other medical applications of ionizing
radiation as external beam radiotherapy: EGSnrc (25) and
GEANT (26).

Radiolabeled pharmaceuticals are also used in the
development of new drugs. Before a drug can be applied
to patients in phase I and II clinical trials, different steps
have to be taken in the investigation of the toxic effects of
the new (radio)pharmaceutical compound. This involves
firstly a number of animal studies followed by the admin-
istration of the pharmaceutical to a restricted number of
volunteers. In general, for these animal and volunteer
studies, a radiolabeled formulation of the newly elaborated
drug is used with 3H or 14C as radionuclide. Sacrifice of
the animals at different time points postadministration
and quantitative whole-body autoradiography allow the
determination of the biodistribution with metabolite pro-
filing, the retention in the different organs and tissues,
and the study of excretion pathways of the pharmaceutical
in the animals. In the development of radiopharmaceu-
ticals specifically for nuclear medicine imaging purposes,
the new compound can be labeled with gamma-emitting
radionuclides and the biokinetics are derived from serial
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imaging of animals. To this end, dedicated (micro)SPECT
and (micro)PET systems were constructed (27–29). The
animal activity data are extrapolated to humans to deter-
mine the maximal activity of the radiolabeled compound
allowed to be administered to healthy volunteers. Criter-
ion is here that the effective dose may not exceed the
limits for the considered risk category of the volunteers
following the ICRP Publication 62 categories (30). In
general, the risk category IIa (risk � 10�5) with a max-
imal effective dose of 1 mSv is appropriate for volunteers
in testing new drugs. This corresponds to an intermedi-
ate-to-moderate level of social benefit for a minor to
intermediate risk level for the volunteers. This evaluation
procedure necessitates a reliable dosimetry estimate
based on the extrapolation of animal activity data to
humans. To obtain this dose estimate generally the MIRD
formalism is applied.

THE MIRD SCHEMA

Basic Principles and Equations

For patient dosimetry in nuclear medicine diagnostic pro-
cedures, the MIRD schema is applied. This formalism is
also used systematically for dose calculations in adminis-
tration of radiolabeled drugs of volunteers in the frame-
work of drugs development.

In the MIRD protocol, organs and tissues in the body
with a significant uptake of the radiopharmaceutical are
considered as source organs. On the other hand all organs
and tissues receiving an absorbed dose are considered as
target organs. This is illustrated in Fig. 1 for iodine iso-
topes as 131I with the thyroid as source organ and the lungs
as the target organ on the anthropomorphic phantom
developed by Snyder et al. (31). The absorbed dose to a

particular target organ t from a source organ s, Dt s, can be
obtained using the following equation (1,2) :

Dt s ¼ ~AAsSt s

with ~AAs is the cumulated activity in the source organ and
St s is the mean dose to the target organ per unit cumu-
lated activity in the source organ.

The cumulated activity ~AAs is the total number of disin-
tegrations of the radioactivity present in the source organ
integrated over time and expressed in units Bq.s. It
depends on the activity administered, the uptake, reten-
tion and excretion from the source organ, and the physical
decay of the radionuclide. The St s values depend on the
decay modes of the considered radionuclide and the source-
target geometry. The St s values are tabulated for stan-
dard men and children anthropomorphic phantoms (14).

The cumulated activity ~AAs is the time integral of the
activity in the source organ AsðtÞ:

~AAs ¼
Z1

0

AsðtÞdt

The biological retention in the source organ is generally
derived from sequential scintigraphies with a gamma
camera. For this, opposing planar views or SPECT are
used with a calibrated source in the field of view. Correc-
tions are needed for patient attenuation and scatter of
the g radiation. The cumulated activity in the different
source organs ~AAs allows to calculate the residence time t

being the average time the administered activity A0 spends
in the considered source organ:

t ¼
~AAs

A0

In the MIRDOSE software, the cumulated activity in the
different source organs is introduced by the values of the
residence time (5).

The mean dose to the target organ per unit cumulated
activity in the source organ, St s, is given by the expres-
sion:

St s ¼
1

mt

X
i

Difiðt sÞ

with mt mass of the target organ, Di the mean energy
emitted per disintegration for radiation of type and energy
i, and wi(t s) the absorbed fraction for radiation of type
and energy i. The absorbed fraction wi(t s) is defined as
the fraction of the radiation of type i emitted by the source
organ s absorbed in the considered target organ t. The Di
values are obtained from the decay scheme of the consid-
ered radionuclide. The values of the specific absorbed
fractions wi(t s)/mt were calculated by Monte Carlo meth-
ods (32). The St s values for commonly used isotopes in
nuclear medicine calculated in this way for a number of
standard anthropomorphic phantoms including children of
different ages (14) are tabulated and included in the data
base of the MIRDOSE package (5). This procedure assumes
a uniform distribution of the activity over the source organs
and a standard anatomy of the patient.
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Source organ

Target organ

Figure 1. Illustration of the MIRD method for the g rays emitted
in the decay of iodine isotopes as 131I with the thyroid as source
organ and the lungs as target organ in the anthropomorphic
phantom developed by Snyder et al. (31).



By using the MIRD working procedure, the absorbed
doses of the different target organs for frequently used
radiopharmaceuticals per unit activity administered were
calculated by the ICRP for an adult and children of 1, 5, 10,
and 15 years assuming standard biokinetics and were
tabulated (3,4). As measure of the radiation burden patient
the effective dose E is calculated by summing up the tissue
equivalent doses HT using the tissue weighting factors wT

as defined in the ICRP 60 publication (33):

E ¼
X

T

wTHT

For the types of radiation emitted by the radionuclides
used in nuclear medicine the radiation weighting factor wR

is one except for alpha particles, where wR equals 20. In
Table 1 the effective dose values per unit activity adminis-
tered for a number of radiopharmaceuticals commonly
applied in nuclear diagnostics under the assumption of
standard biokinetics is summarized. Table 1 shows that in
diagnostic pediatric nuclear medicine the patient dose is
strongly dependent on patient age for the same adminis-
tered activity. This is mostly due to the change in patient
weight. Weight dependent correction factors for the activ-
ity to be administered have been calculated to obtain
weight independent effective doses (34,35). The concept
of effective dose is intended to estimate the risk for late
stochastic radiation effects as radioinduced cancer and
leukemia in the low dose range, and by this applicable to
nuclear medicine investigations for diagnosis. Its value is
not representative for the risk for direct deterministic
effects as bone marrow depletion in case of therapeutic
applications of radiopharmaceuticals.

Microdosimetric Considerations

The S-values commonly applied at the macroscopic level
are calculated assuming a uniform distribution of the
activity over the source organ and the target being the
whole volume of the target tissue. The use of S-values based
on these assumptions can lead to erroneous results at the
microscopic level in case of self-dose calculation in an organ
(target ¼ source) when the isotope distribution is nonuni-

form at the cellular level and particles with range of the
order of cellular dimensions are emitted in the decay. This is
particularly the case when the radionuclide used is an Auger
electron or an alpha emitter. A typical example is the
dosimetry of lymphocytes labeled with 99mTc. In Fig. 2,
the therapeutic range in soft tissue of the low energy
electron groups in the decay of 99mTc is represented and
compared to the dimensions of the DNA helix (2 nm) and a
lymphocyte (10 mm). Taking into account the range of the
large intensity Auger electron groups (2–100 nm) the dose
to the DNA in the cell nucleus, which is the biological
radiation target in the cell, is strongly dependent if we
consider intra- or extracellular distribution of a 99mTc radio-
pharmaceutical. In most radiopharmaceuticals, 99mTc is
located extracellularly and the radiation burden from the
Auger electrons to the nucleus is very low. In those cases,
the cellular dose is due to the 140 keV g-emission and the
macroscopic S-values assuming a uniform distribution of
the 99mTc activity can be used for the dose calculation.
However, in case of intracellular labeling as in the case of
labeling of lymphocytes with 99mTc-HMPAO the dose to the
lymphocytes due to the Auger electrons is very high, which
leads to radiotoxic effects in these cells (36).

For dose assessment in case of intracellular labeling or
labeling of the membrane with an Auger electron emitter a
microdosimetric approach based on Monte Carlo calcula-
tion methods is indicated. In those cases, the MIRD method
can be applied at the cellular level for the calculation of the
cell nucleus dose from activity uniformly present in the
nucleus, the cell cytoplasm or the cell surface using appro-
priate microscopic St s values tabulated for all radionu-
clides (37). To cope with nonuniform activity distributions
in source organs, determined by PET and SPECT imaging,
radionuclide voxel S-values are tabulated for five radio-
nuclides for cubical voxels of 3 and 6 mm (38).

DOSIMETRY FOR RADIONUCLIDE THERAPY

Methodology

In external beam radiotherapy, there is a long tradition
in performing treatment planning calculations for each
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Table 1. Effective Dose Values Per Unit Activity Administered For A Number Of Radiopharmaceuticals Commonly Applied
In Nuclear Diagnostics a

Radiopharmaceutical Effective Dose Per Unit Activity Administered (mSv/MBq)

1 year 5 years 10 years 15 years Adult

18F FDG 0.095 0.050 0.036 0.025 0.019
67Ga citrate 0.64 0.33 0.20 0.13 0.10
99mTc-DTPA 0.016 0.0090 0.0082 0.0062 0.0049
99mTc-HMPAO 0.049 0.027 0.017 0.011 0.0093
99mTc-MIBI 0.053 0.028 0.018 0.012 0.0090
99mTc-MDP 0.027 0.014 0.011 0.0070 0.0057
99mTc-pertechnetate 0.079 0.042 0.026 0.017 0.013
99mTc-leucocytes 0.062 0.034 0.022 0.014 0.011
111In-octreotide 0.28 0.16 0.10 0.071 0.054
123I uptake 35% 2.05 1.08 0.51 0.34 0.22
123I-MIBG 0.068 0.037 0.026 0.017 0.013
201Tl-chloride 2.80 1.70 1.20 0.30 0.22

aSee Ref. 4.



individual patient. The dosimetry protocols necessary for
metabolic radiotherapy, however, are far more complex
than those used in external beam therapy. In fact, the
in vivo activity distribution initially is patient-specific and
unknown in both space and time. For the determination of
the patient specific drug pharmacokinetics, a tracer activ-
ity of the radiopharmaceutical is administered to the
patient and quantitative imaging at multiple time points
is employed to establish patient-specific biokinetics (13).
Here, nuclear medicine imaging with proper correction for
photon attenuation, scatter, and collimator resolution is
needed to obtain the most accurate activity maps possible.
The patient-specific biokinetics can then be combined with
the MIRD methodology, described above, to calculate
absorbed doses to organs and tissues. The MIRDOSE soft-
ware allows to calculate the self-absorbed dose to a sphere
representing the tumor in case of oncological applications.
From these dosimetric calculations, the activity of the
radiopharmaceutical to be administered to deliver the
prescribed absorbed dose level to the considered tissues
is then calculated by extrapolation. This approach does not
take into account the patient anatomy. Instead, anatomical
data of the average male, female, and children of different
ages are introduced by anthropomorphic phantoms (14).

More accurate dosimetric calculations require that the
individual patient anatomy derived from CT or MRI
images is converted into a 3D voxel representation as in
external beam radiotherapy. The 3D absorbed dose esti-
mates from the tracer activity administration are then
determined from SPECT or PET activity imaging using
dose-point kernel convolution methods, or by direct Monte
Carlo calculation (15–24). This approach necessitates
image fusion between the different imaging modalities
lused. The advent of combined SPECT–CT and PET–CT
equipment allows a more general application of this com-
plete patient-specific dosimetry (39–43). In this setting, the
CT data may be used as an attenuation map, which is an
important improvement for accurate quantification (39).

A dosimetry calculation can be useful not only for
assessment of the amount of activity to be administered

before radionuclide therapy, but also after the performed
radionuclide therapy. First, it is important to verify the
predicted absorbed dose distribution. Second, the dosime-
try results of a patient population can be combined with
the outcome of the therapy to analyse the dose-response
of the radionuclide therapy and to make changes in the
therapy protocol when necessary (e.g., the predetermined
target dose level). As was the case for the pretherapy
calculation of the administered activity, posttherapy dosi-
metry can be performed at different levels of sophistication.

Dosimetry is not only important in the framework of
therapy prediction, but also in the dose assessment of
organs at risk. In radiopeptide therapy, the kidneys are
the dose-limiting organ (44,45). Radiopeptides are cleared
physiologically via the kidneys. Most peptides are cleaved
to amino acids as metabolites in the kidneys with a high
and residualizing uptake in the tubular cells. Damage to
the kidneys induced by the radiolabeled metabolites can
cause nephropathy after therapeutic application of radio-
peptides (46). Application of basic amino acids can reduce
the renal accretion of radiolabeled metabolites and the
kidney dose (47).

Dosimetry of Radioiodine Therapy for Thyrotoxicosis

The most common application of radionuclide therapy is
treatment of hyperthyroidism as observed in Graves’ dis-
ease or Plummer’s disease (toxic nodular goiter) by oral
administration of 131I. The rationale behind dosimetry for
this kind of treatment is that at long-term hypothyroidism
may be the outcome for patients treated with radioiodine
and that the incidence of this inverse effect is higher with
an earlier onset for patients treated with higher activities
(48). A large variation exists in the literature on the value
of target dose to be delivered to the hyperthyroid tissue to
become euthyroid. Howarth et al. (49) reported that doses
of 60 and 90 Gy cured 41 and 59 % of patients after
6 months. Guhlmann et al. (50) cured hyperthyroidism
in 83 % of patients at 1 year post-treatment with a dose of
150 Gy.AccordingtoWillemsenetal. (51)hyperthyroidismis
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Figure 2. The range in soft tissue of the low energy
electron groups in the decay of 99mTc, compared to the
dimensions of the DNA helix and a lymphocyte. The latter
comparison is relevant for dosimetry in the intracellular
labeling of lymphocytes with 99mTc-HMPAO. Range (µm)
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eliminated inallpatients1yearpost-treatmentwithadoseof
300 Gy, but at this high dose level 93% of patients became
hypothyroid.

For dose calculation in general an adapted version of the
Quimby-Marinelli formula (52) has to be used

AðmCiÞ ¼ 6:67�Dose ðcGyÞmass ðgÞ
T1=2eff ðdaysÞ �%uptakeð24 hÞ

Application of this protocol for individual patient dosi-
metry necessitates the determination of the following
important variables: percentage uptake 24 h after admin-
istration, effective half-life of the radioiodine, and mass of
the thyroid gland. For uptake and kinetics assessment,
serial scintigraphies or probe measurements of the
patient’s thyroid after administration of a tracer dose
have to be performed. This approach assumes that the
kinetics of a tracer and a therapeutical amount of admi-
nistered activity are the same. According to some authors,
a pretherapeutic tracer dose may induce a stunning effect
limiting the uptake of the therapeutic activity in the
thyroid afterward (53). The thyroid mass is generally
determined by the pretherapeutic scintigraphy, by ultra-
sonography or by MRI (54). A 124I PET image also allows
measurement of the functioning mass of the thyroid (55).
Dosimetry protocols exist based on only a late uptake
measurement at 96 or 192 h after tracer activity admin-
istration (56). A thorough discussion of the activity to be
administered and the dosimetry protocol to follow can
be found in Refs. 57,58.

Dosimetry of Radioiodine Therapy for Differentiated Thyroid
Cancer

Radioiodine is also administered frequently to patients for
differentiated thyroid cancer to ablate remnant thyroid
tissue in the early postoperative period, for locoregional
recurrences, and for distant metastases. Although most
centers administer standard activities, typically 2.8–
7.4 GBq (75–200 mCi), because of the practical difficulties
to determine the target absorbed dose, absorbed dose-based
protocols are also applied (59). For the calculation of the
activity to be administered to give a predetermined tumor
absorbed dose protocols as for thyrotoxicosis treatment
described earlier are used. As predetermined absorbed
dose-to-remnant thyroid tissue a value of 300 Gy is con-
sidered to be sufficient (60). For treatment of metastases
lower doses giving a complete response have been reported:
85 Gy (61) and 100-150 Gy (62). This approach necessi-
tates determination of the remnant mass of thyroid tissue
or metastases by the methods described earlier, which is
now more difficult in practice. This introduces in general a
large uncertainty on the activity to be administered to
ensure the desired dose to the target tissue. Also, the
radioiodine kinetics with the 24 h uptake and the effective
half-life has to be determined for the patient by adminis-
tration of a tracer dose. Because of the relatively high
activities necessary for quantitative imaging of the target
thyroid tissue for this application (at least 37 MBq-1 mCi
131I) complication of the therapy by stunning introduced by
the tracer activity mentioned earlier, is more critical here.
Because of this and the inaccuracy in the target mass

determination, dosimetry protocols based on target dose
levels remain difficult for treatment of differentiated thyr-
oid cancer. The 124I PET imaging allows a more exact
in vivo determination of iodine concentration and volume
determination. By using this method, radiation doses to
metastases ranging between 70 and 170 Gy were delivered
to the lesions (63).

Instead of target absorbed dose-based protocols, dosi-
metry protocols based on the largest safe approach are also
applied. This approach based on the dose to the critical
tissues allows the administration of the maximum possible
activity to achieve the maximum therapeutic efficacy.
Application of this method necessitates serial total body
scintigraphy after the administration of a tracer dose. The
dose to the bone marrow, the lungs, and the thyroid tissue
or metastases is then calculated by the MIRD formalism.
From the absorbed doses obtained by the tracer activity
imaging the amount of activity giving the maximal toler-
able absorbed dose to the critical tissues is calculated. It
has been generally accepted that the activity that delivers
2 Gy whole body dose as a surrogate for the bone marrow
dose with a whole body retention < 4.44 GBq (120 mCi) at
48 h postadministration is safe with respect to bone mar-
row suppression (64). In some departments, the tolerable
dose level of the bone marrow in radioiodine treatment of
patients with metastatic differentiated thyroid cancer is
even increased to 3 Gy based on the LD5/5 data of external
beam radiotherapy with LD5/5 being the dose for the red
marrow giving a 5% risk of severe damage to the blood-
forming system within 5 years after administration (62).
Very high activities of 131I in the range 7.4–37.9 GBq (200–
1040 mCi) are then administered for treatment of metas-
tases. In a retrospective study of patients treated with this
protocol over a period of 15 years, transient bone marrow
depression with thrombopenia and leukopenia was
observed recovering after a few weeks (62). No permanent
damage was observed. In � 10% of the patients the dose-
limiting organ were the lungs for which a limit of 30 Gy
was adopted from LD5/5 data.

A recent review of the evolving role of 131I for the
treatment of differentiated thyroid carcinoma can be
found in Ref. 9. Preparation of patients by administration
of recombinant human thyroid-stimulating hormone
(rhTSH) may allow an increase in the therapeutic radio-
iodine activity while preserving safety and tolerability
(65). As side effects of the 131I therapy, impairment of
the spermatogenesis in males (66) and earlier onset of
menopause in older premenopausal women (67) are
reported. With respect to pregnancy, it is recommended
that conception be delayed for 1 year after therapeutic
administrations of 131I and until control of thyroid hor-
monal status has been achieved. After this period there is
no reason for patients exposed to radioiodine to avoid
pregnancy (68).

Dosimetry of 131I-MIBG Therapy

Another radionuclide therapy application for which the
importance of patient-specific dosimetry is generally
accepted is treatment of pediatric neuroblastoma patients
with 131I-MIBG. Neuroblastoma is the most common
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extracranial solid tumor of childhood with an incidence of 1/
70000 children under the age of 15 (69). Neuroblastoma cells
actively take up nor-adrenalin via an uptake-1 system. The
molecule meta-iodo benzyl guanidine (MIBG), radiolabeled
with 131I, has a similar molecular structure, uptake, and
storage in the cell as nor-adrenalin. Since 1984, 131I-MIBG
has been used therapeutically in neuroblastoma patients
(70,71). Aside from the tumor, 131I-MIBG is also taken up in
the liver, heart, lungs, and adrenal glands. The bladder is
irradiated by the metabolites of 131I-MIBG. For patient
dosimetry the largest safe dose approach is applied in
131I-MIBG therapy with bone marrow as dose limiting
organ. In practice, the whole body absorbed dose is also
used in this setting as an adequate representation or index
of bone marrow toxicity. Most treatment regimens consider
the maximal activity to be administered limited by render-
ing a bone marrow dose of 2 Gy. Prediction of whole body
doses is based on a pretherapeutic administration of 123I-
MIBG. In Fig. 3, predicted whole body doses based on
pretherapeutic 123I-MIBG scintigraphies are compared to
doses received by patients after 131I-MIBG therapy (72).
The received dose values were derived from post-therapy
scans. This figure shows also that in the case of repeated
therapies pre-therapy scans do not need to be repeated
before each therapy except when the biodistribution of
131I-MIBG is expected to change rapidly (e.g., for patients
where bone marrow invasion is present). It has also been
shown that the accuracy of whole body dosimetry improves
when half-life values of tracer and therapy radionuclides
are matched (73).

In 131I-MIBG therapy, protocols with administration
based on fixed activity per unit mass protocols are also
applied. Matthay et al. (74) reported on dosimetry per-
formed in a dose escalation study of patients treated with
131I-MIBG for refractory neuroblastoma with a fixed activ-
ity per unit mass ranging from 111 to 666 MBq
kg�1

(3–18 mCi
kg�1). Patients treated with a specific activity
< 555 MBq
kg�1 did not require hematopoietic stem cell
support, while this was necessary for one-half of the
patients treated with a higher specific activity. The median

whole body dose of the group of patients requiring hema-
topoietic stem cell support was 3.23 Gy (range 1.81–
6.50 Gy) while for the other patients the median dose
was 2.17 Gy (range 0.57–5.40 Gy).

In order to improve the results of 131I-MIBG therapy for
patients refractive of extensive chemotherapy treatment, a
high activity 131I-MIBG schedule is now being used in
combination with topotecan as radiosensitizer for the ther-
apy of neuroblastoma in a controlled ESIOP (European
International Society of Pediatric Oncology for Neuroblas-
toma) study protocol (75). The aim here is to administer in
two fractions the amount of activity needed to reach a
combined total body dose of 4 Gy. These kinds of high
doses will inevitably invoke severe side effects, thus fre-
quently necessitating hematopoietic stem cell support and
even bone marrow transplantation. However, a contem-
porary oncological department is well equipped to deal
with this kind of treatments. The first amount of 131I-MIBG
activity is administered based on a fixed activity per unit
body mass (444 MBq
kg�1–12 mCi
kg�1) protocol. Total
body dosimetry is carried out using serial whole body
scintigraphies after the first administration. Radionuclide
kinetics are followed by a whole body counter system
mounted on the ceiling of the patient’s isolation room.
These dosimetry results are then used to calculate the
activity of the second administration of 131I-MIBG giving
a total body dose of 4 Gy over the two administrations. The
first results of this study indicate that in vivo dosimetry
allows for an accurate delivery of the specified total whole
body dose and that the treatment schedule is safe and
practicable (75). The approach has now to be tested for
efficacy in a phase II clinical trial.

Dosimetry in Radioimmunotherapy

In general, red marrow is the dose-limiting tissue in non-
myeloablative and lung for myeloablative radioimmu-
notherapy (RIT). Administration protocols are applied
based on absorbed-dose values of the dose-limiting tissue
and on an activity per body weight basis. Typical examples
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Figure 3. Correlation between the whole body
dose estimate based on 123I-MIBG pretherapy
scans and the dose derived from 131I-MIBG
posttherapy scans in patients treated for neu-
roendocrine tumors. The triangles represent the
data of the first therapies, the crosses the data of
retreatments. The straight line is the result of a
linear regression to all data (R2 ¼ 0.73).
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of these protocols are the 131I-labeled anti-CD20 antibody,
tositumomab (Bexxar; Glaxo-SmithKline) (76) and the
90Y-labeled anti-CD20 ibritumomab tiuxetan (Zevalin;
Biogen Idec) (77), respectively. These radiolabeled anti-
bodies are used for treatment of non-Hodgkin’s lym-
phoma. The choice for an activity-based protocol for the
90Y-labeled antibody is based on the lack of correlation
between absorbed dose and toxicity in the early studies.
The explanation for the absence of a dose-response rela-
tionship can be found in different sources. In contrast to
131I, 90Y is a pure b-emitter, and 90Y kinetics have to be
derived from surrogate 111In imaging. Another point is
that prior treatment of these patients and the bone mar-
row reserve have a strong effect on the bone marrow
toxicity in this case. As patients undergoing RIT have
been treated previously by chemotherapy, the impact of
such prior therapy on the hematopoietic response to the
RIT is important.

Although the necessity of patient-specific dosimetry is
questionable in some applications of RIT where the dose-
response observations for toxicity are poor, there is a
general agreement that complete radiation dosimetry is
necessary for each new application of a radiolabeled anti-
body in phase I and most probably also in phase II studies
especially for safety reasons (78). An important argument
for absorbed dose driven protocols in clinical phase I trials
is that many patients are treated below the biologically
active level due to the interpatient variability in activity
based administration protocols. This implies data difficult
to interpret in antitumor response and toxicity.

In view of the central role of red marrow toxicity in RIT
methodologies, bone marrow dosimetry got already a lot of
attention in the literature (79–85). In general, methods
based on imaging as described in the section on 131I-MIBG
therapy are used. Also, approaches to calculate the bone
marrow dose based on blood activity measurements have
been described, but these methods yield only reliable
results when the activity does not bind specifically to blood
or marrow components including tumor metastases in the
marrow (79). By assuming rapid equilibrium of radiola-
beled antibodies in the plasma and the extracellular fluid of
the red marrow, a red marrow/blood concentration ratio of
0.3–0.4 can be derived. All red marrow dosimetry per-
formed up to now uses a highly stylized representation
of the red marrow over the body. More detailed representa-
tions are being generated especially for Monte Carlo cal-
culations enhancing accuracy and reliability of the bone
marrow doses (86).

Several studies have investigated the relation between
the tumor dose and response especially in RIT of non-
Hodgkin’s lymphoma (87–89) but the results are nega-
tive. Possible explanations are the therapeutic effect of
the antibody, different confounding biological factors
and the accuracy of tumor dosimetry. Here, standardiza-
tion of data acquisition as presented in MIRD pamphlet
No. 16 (13) may help in dose-response investigations.
As discussed earlier in the section on 131I-MIBG therapy,
a full patient-specific 3D dosimetric approach with ima-
ging data from the combined SPECT–CT systems will
improve substantially the accuracy of the tumor dosimetry
results.

DOSIMETRY IN THE DEVELOPMENT OF NEW DRUGS

For the study of the absorption, metabolism, and excretion
pathways of new drugs a 3H- or 14C-radiolabeled formula-
tion of the drug is administered to healthy volunteers. A
dosimetric evaluation of the radiation burden of the volun-
teers based on animal biodistribution, retention, and excre-
tion data is necessary and presented to an ethical
committee before the radiolabeled drug can be adminis-
tered. This procedure has to ensure that the effective dose
will not exceed the limits for the considered risk category of
the volunteers according to the ICRP publication 62 cate-
gories (30). For testing new drugs mostly a risk category IIa
(risk � 10�5) is adopted corresponding to a maximal effec-
tive dose of 1 mSv. Based on this criterion, the activity to be
administered is calculated from the dosimetric evaluation.

For the calculation of the dose estimate of the volunteers
the MIRD formalism for an administration of a standard
activity (37 kBq/1 mCi) of the radiolabeled pharmacon is
applied. Animal biodistribution data are used to calculate
the residence time in the source organs and tissues based
on the maximum uptake f and biological half-life. In gen-
eral a rat strain is used as animal model. As the organ
weights in the rat and man are different an important
correction of the animal data is necessary to estimate the f-
values in humans. For each organ, dosimetric calculations
are performed assuming (1) the same fraction of activity
is absorbed by the organs in rat and humans irrespective
of the difference in relative weight or (2) the fraction of
activity absorbed by each organ is proportional to the
relative organ weight in rat and humans. The latter
assumption means that the uptake per kilogram of organ
weight normalized to the whole body weight is the same for
both species. Table 2 gives an overview of the organ and
tissue weights in a male Wistar rat of 250 g reported in the
literature (90) and in the standard human of 70 kg (32). For
each organ or tissue two dose values are obtained by
assuming a species independent organ uptake and an
uptake proportional to the relative organ weight in differ-
ent species. The highest dose estimate of both is restrained
for each organ. If the retention for the individual organs is
not known the whole body retention is adopted.

As model for the liver and biliary excretion it is gen-
erally assumed that a fraction of the radiopharmaceutical
is taken up by the liver. Part of this activity goes directly to
the small intestine while the resting part goes to the
gallbladder, from where it is cleared to the small intestine.
For the total fraction of activity excreted in this way by the
gastrointestinal tract, the fraction of the activity retrieved
in the feces is adopted from animal data. In general, data
are available for different species and the maximal value
is retained. For the dose calculation of the sections of
the gastrointestinal tract, the kinetic model of the ICRP
publication 53 is adopted (3). The kidney–bladder model
described in this publication is also used to calculate the
dose to the urinary bladder. Urine activity measurements
in animals are used to estimate the fraction of the activity
eliminated through the kidneys and again the maximal
value is adopted if data are available for different species.

The dose estimates to organs and tissues of humans
extrapolated in this way from animal data are combined
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with the tissue weighting factors to obtain the effective
dose after the administration of the standard activity (37
kBq/1 mCi) as described earlier (33). Based on the effective
dose estimate obtained in this way and the dose limits
proposed in the ICRP 62 publication (30) the activity of the
radiolabeled drug to be administered to the volunteers is
obtained.

CONCLUSIONS

To estimate the risk for late radiation effects as cancer
and leukemia in patients after administration of radio-
pharmaceuticals for diagnosis the MIRD formalism with
standard human anatomy and biokinetics is generally
applied. This holds also for the estimation of the same
risk of volunteers after the administration of a radiola-
beled formulation of newly developed drugs. However,
therapeutic applications of radiopharmaceuticals neces-
sitate a reliable patient specific approach at least with
respect to the biokinetics and if possible also for the
patient-specific anatomical data. For curative treatment
of malignant diseases there is now a tendency to use the
largest safe dose approach with administration of the
maximum possible activity based on the dose to the cri-
tical tissues. On the other hand, the advent of combined
SPECT-CT or PET-CT imaging means an essential step
forward toward an accurate 3D tumor dosimetry, the
basic need for the administration protocols with the cal-
culated activity based on a tumor dose prescription as
used in external beam radiotherapy.
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INTRODUCTION

Conventional external beam radiotherapy, or teletherapy,
involves the administration of radiation absorbed dose to
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cure disease. The general teletherapy paradigm is to irradi-
ate the gross lesion plus an additional volume suspected of
containing microscopic disease not visible through physical
examination or imaging, to a uniform dose level. External
photon beams with peak photon energy in excess of 1 MeV
are targeted upon the lesion site by registering external
anatomy and internal radiographic anatomy to the radia-
tion (beam) source.

Due to uncertainty and errors in positioning the patient,
the radiation beam, which is directed at the lesion, may
need to be enlarged to ensure that errors and uncertainty
in patient positioning do not cause the radiation beam to
miss some or all of the target. Unfortunately, enlarging the
radiation beam results in a relatively large volume of
nondiseased tissue receiving a significant radiation dose
in addition to the target. For example, expansion of a
24 mm diameter spherical target volume to 26 mm to
ensure that the target is fully irradiated in the presence
of a 2 mm positional error will increase the irradiated
volume by 60% (1). As a consequence, non-cancerous (nor-
mal) tissue in the expansion region will receive the same
high dose that the target will receive. To minimize the
normal tissue toxicity, the total radiation dose is delivered
in many small increments (fractions), a principle first
discovered by Bergonie and Tribondeau in the early twen-
tieth century (2) and used routinely for the majority of
external radiotherapy treatments.

In contrast to conventional, fractionated radiotherapy,
stereotactic radiosurgery (SRS) involves the spatially pre-
cise and conformal administration of a relatively large,
single dose of radiation (10–20 Gy) to a small volume of
disease, thereby abandoning the advantages provided by
fractionation. Hence, it is imperative to minimize the
amount of normal tissue irradiated to a high dose using
such an approach. Radiosurgery is commonly used to treat
intracranial lesions including brain metastases, arteriove-
nous malformations, benign brain tumors (acoustic
schwannoma, meningioma), and primary malignant brain
tumors (astrocytoma, glioma, glioblastoma).

Leksel, first conceived radiosurgery for intracranial
targeting in 1950 (3). His initial goal was to produce a
lesion similar to one created by a radiofrequency probe but
without the need to physically introduce a probe into the
brain. The lesion was to be created by a very concentrated
single high dose of radiation. Stereotactic targeting and
arc-centered stereotaxis methods were already known to
Leksell. In his initial design, Leksell mounted a therapeu-
tic X-ray tube onto an arc-centered frame with the axis of
rotation positioned in the target tissues. This approach
allowed many different paths of radiation to converge on
the target tissues producing a highly concentrated dose at
the intersection point. While this concept did provide a
concentrated dose, Leksell continued to investigate alter-
nate radiation delivery systems in hopes of finding a better
system that could produce a high concentration of radia-
tion at the target tissues while providing more normal
tissue sparing. In later designs Leksell attempted to use
particle beams to take advantage of the known Bragg peak
effect. The physical limitations of the particle beam deliv-
ery systems as well as the expense of the device encouraged
Leksell to continue his development finally arriving at a

design based on 201 pencil thin cobalt-60 gamma radiation
sources arranged on a hemisphere and focused at a single
point. This device, known as the Gamma Knife (Elekta
Oncology Systems), was used to treat both benign and
malignant intracranial targets.

In the 1980s, several groups began to develop technol-
ogy that would adapt more generally available medical
linear accelerators (linacs), to deliver radiosurgical style
dose distributions, thereby placing radiosurgical capabil-
ities within the reach of many radiation therapy clinics.
Betti (4) and Columbo (5) both developed linear accelerator
based radiosurgery systems. Although these early linac-
based systems did allow the concentration of radiation dose
there existed a question as to how accurately the radiation
dose could be delivered to the targeted stereotactic coordi-
nates. Winston and Lutz addressed this issue through the
use of a stereotactically positioned phantom target system
(6,7). It was found that linac-based systems could maintain
the accuracy of radiation beam to target coordinates to
within a millimeter or two (Fig. 1 and 2). While some felt
that this accuracy was adequate, it fell short of the Gam-
maKnife claim of 0.3 mm isocentric beam accuracy. In the
late 1980s Friedman and Bova (8) developed an isocentric
subsystem that enabled a routine linac to achieve an

RADIOSURGERY, STEREOTACTIC 575

Figure 1. Modified Winston–Lutz test setup, for testing the
spatial alignment of the circular radiosurgery X-ray beam with
a spherical target ball. The test target sphere should be precisely
aligned to the center of the X-ray field defined by the circular
collimator. Several film exposures at different linac gantry rotation
angles are taken.



isocentric beam accuracy of 0.2 mm, thereby matching the
accuracy of the GammaKnife.

All early radiosurgery systems used a similar delivery
method, namely multiple circular cross-section radiation
beams converging to a common point, called the isocenter,
located in the center of the target, volume with the direc-
tions chosen to minimize the overlap of beams outside the
target and hence the normal tissue dose. This scheme
worked well for spherical targets using a single isocenter.
Non-spherical targets required the use multiple circular
collimator diameters focused at multiple isocenters distrib-
uted throughout the target volume in an effort to ‘‘fill’’ the
volume with dose. The ability to properly select the optimal
set of sphere as well as their spacing and weighting were
provided by treatment planning systems specially
designed to optimize radiosurgical planning.

The next level of advance occurred in the 1990s when
new computer controlled collimation devices known as
multileaf collimators (MLC) were introduced that were
coupled to stereotactic treatment planning software and
delivery hardware designed for these new devices. While
the early attempts at using MLCs had problems matching
the dose conformality and steep dose gradients achieved by
multiple isocentric circular collimation techniques, they
nevertheless allowed complex targets to be treated more
rapidly. Recently, new techniques have been developed
that allow both the conformality of multiple isocenters
as well as the speed of MLC delivery (9,10).

The majority of medical linear accelerators use micro-
wave radiation in the S band to accelerate electrons and
produce X rays. During the 1990s a compact medical X band
linear accelerator was developed by Accuray, Inc. Adler
placed this X ray source on an industrial robot gantry to
create a novel stereotactic radiosurgery system called the

CyberKnife (11,12). This system based its stereotactic
targeting on an integrated orthogonal X-ray system that
performed real-time imaging and correction of beam orien-
tation to compensate for patient motion during treatment.
Although this method of targeting was novel in the early
1990s, targeting systems have since been introduced for
use on S band medical linacs. Unlike the GammaKnife,
which by design is limited to intracranial targets, the
CyberKnife can be applied to targets anywhere in the body.

Although radiosurgery based on gamma and X ray
sources predominate, the theoretical advantages of proton
therapy beams have stimulated great interest in advancing
the use of protons to treat intracranial tumors. The physics
of proton beam interactions are quite different than those
of a photon beam. Unlike X rays, protons have mass and
charge that result in a finite range of penetration. Addi-
tionally, the density of ionization (linear energy transfer)
along the track of a proton beam is greater than that of an
X-ray beam, with a region of high ionization density at the
end of the track known as a Bragg peak (13,14). The finite
range of penetration results in zero radiation dose beyond
the Bragg peak, which in theory further allows the con-
centration of radiation dose to a deep-seated target while
sparing underlying radiosensitive structures (15–17). The
theoretical advantage of the proton beam Bragg peak is
somewhat tempered by practical issue that its width is
usually not large enough to encompass an entire radio-
surgery target, so that it becomes necessary to superim-
pose a multitude of proton beams of varying energies to
produce a composite depth dose distribution that covers the
entire target (16). Historically, proton facilities produced
only stationary beams, making it very difficult to bring
multiple converging beams upon the patient’s lesion. More
recently rotating gantry delivery systems for protons have
been introduced, which offer more flexibility in selecting
beam orientations (18). Nevertheless the high cost
(>$50M) of these facilities currently limits their availabil-
ity to a few large metropolitan centers.

Early stereotactic targeting systems relied upon ortho-
gonal radiographs for target localization, however, stereo-
tactic procedures did not gain wide acceptance until the
late 1980s with the development of three-dimensional (3D)
treatment planning based on the use of computerized
tomography (CT) imaging to obtain a 3D model of the
patient. By the 1990s CT based target definition was
augmented with magnetic resonance (MR) imaging that
provided superior anatomical definition of the central
nervous system. Because of difficulties related to MR
incompatibility of stereotactic head fixation systems,
MR imaging is performed without such hardware and
the image set aligned or fused with CT images obtained
with head fixation.

Initially, all intracranial stereotactic procedures used a
rigid stereotactic head ring, or frame, screwed into the
patient’s skull to achieve a rigid, reproducible geometry for
CT imaging and treatment. While frame-based procedures
are still the most precise radiosurgery method they
obviously are invasive to the patient and place a time limit
on the completion of the procedure within hours of the
frame placement. Noninvasive frameless head fixation
systems were subsequently developed to address these
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Figure 2. Image of a developed film from the modified Winston–
Lutz test, showing the alignment between the circular radiosurgery
X-ray beam with a spherical target ball. Analysis of this film image
shows that in this case, the target sphere is misaligned from
the center of the 20 mm diameter X-ray field by 1.06 mm in one
direction, and by 0.97 mm in the other direction. Repeating this
test with at least one pair of linac gantry angles gives an estimate
of the spatial error inherent in the treatment delivery system.



issues. While less precise then ring-based approaches, they
can be used in certain radiosurgery procedures where
extreme accuracy is not required, such as treatment of
brain metastases that are not located near critical struc-
tures like the brain stem or optical apparatus. Some of
these systems are based upon the fitting of patients
with thermoplastic face masks (19), while other systems
separate the fixation and localization processes through
the used of biteplates and thermoplastic masks (20,21).

Extracranial stereotactic targeting of lesions outside of
the skull has been made possible through the development
of a number of new technologies. One of the first was the
use of ultrasound to allow the clinician to obtain a two-
dimensional (2D) or 3D image set of the patient in position
for radiosurgery (22). The ultrasound probe is tracked
during image acquisition and the image voxels are mapped
to a reference that allows precise targeting of the radiation
beam. To enhance the ability to target tissues these scans
are often registered to pretreatment CT and MR scans.
Other methods involving fixed stereotactic X-ray tubes
with image intensifiers have been developed by Accuray
(23) and BrainLab (24). These systems function by obtaining
either orthogonal or stereoscopic radiographs that are
registered to the projection of a previously obtained 3D
CT dataset. While these planar X-ray localization methods
work well for bony anatomy the poorer contrast of soft
tissues makes them less useful for localizing targets that
are not rigidly fixed to bone. More recently the develop-
ment of large format amorphous silicon detectors has
facilitated the development and integration of cone beam
CT scanning systems onto medical linear accelerators
allowing stereotactic localization and registration of soft
tissue anatomy to the linear accelerator’s reference coor-
dinate system. These new units have promise of providing
unprecedented targeting accuracy to extra cranial targets.

STEREOTACTIC IMAGING AND LOCALIZATION

The uncertainty inherent to the imaging modality used can
be the largest source of uncertainty the radiosurgery pro-
cess. Poor imaging techniques increase this uncertainty
and nullify the efforts to improve accuracy in treatment
planning and delivery. Therefore, it is important to under-
stand stereotactic imaging techniques, the increased qual-
ity assurance demands that are placed on the diagnostic
imaging apparatus used, and the inherent limitations
associated with each modality. Following are brief expla-
nations of the three stereotactic imaging techniques used
in radiosurgery: computed tomography, magnetic reso-
nance imaging, and angiography.

Computed tomography is the primary modality used for
radiosurgery treatment planning due to its spatial accu-
racy and electron density information that are both useful
for accurate dose calculation and targeting. Stereotactic CT
images can be obtained with a CT-compatible localizer
attached to the stereotactic head ring such as the Brown–
Roberts–Wells (BRW) (Fig. 3) or other commercially
available designs (25,26). Since the geometry of the loca-
lizer is known relative to the head ring, stereotactic coor-
dinates of any point in a volumetric CT image set may be

accurately calculated, using the localizer fiducial markers
in each axial image (Fig. 4). For example, the characteristic
N-shaped rods of the BRW localizer allow the x–y–z coordi-
nates of any point in space to be mathematically deter-
mined relative to the head ring rather than relying on the
CT coordinates. This method provides more accurate spa-
tial localization, and minimizes the CT scanner quality
assurance requirements. In order to minimize the inac-
curacies associated with the stereotactic imaging, it is
important to obtain all imaging studies with the best
available spatial resolution. Typically this means reducing
the uncertainty to < 1 mm by acquiring CT images at an
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Figure 3. Computed tomography localizer attached to frame.

Figure 4. Axial CT image of patient with BRW stereotactic
headframe and CT localizer attached. There are three sets of N-
shaped rods; the location of any point in a CT image that contains
all nine CT localizer rods, can be computed using the interrod
distances to precisely define the plane of the image with respect to
the BRW headframe and its coordinate system.



image resolution and slice spacing less than this amount.
For example, a minimum 34.5 cm field of view is just large
enough to image all of the stereotactic fiducials of a BRW
localizer. This FOV corresponds to a pixel size of 0.67 mm
for a 512 � 512 image matrix. In addition, current multi-
slice diagnostic helical CT scanners can obtain CT images
at 0.5–1 mm splice spacing.

Magnetic resonance (MR) imaging often provides
superior tumor visualization, but spatial distortion inher-
ent in the MR images due to magnetic field non-uniformities
and patient-specific artifacts, and secondarily the lack of
electron density information makes the use of MR images
less desirable than CT images for radiotherapy dose calcu-
lations. Introducing a stereotactic frame and localizer into
an MR imager will perturb the magnetic field producing
image distortions on the order of 0.7–4 mm in each ortho-
gonal plane (axial, sagittal, coronal) of a stereotactic MRI
(27,28). Furthermore the size of the stereotactic head frame
may be incompatible with the geometry of standard MRI
head coil necessitating the use of a larger MRI coil, such as
the standard body coil, with a consequent degradation in
image quality due to a reduced signal/noise ratio. These
problems are overcome by eliminating the head frame dur-
ing the MR imaging procedure and using image fusion
techniques to register the MR image volume to the CT
image volume of the patient in the head frame. For
frame-based radiosurgery, the 3D volumetric MR scan is
acquired prior to head ring placement using a pulse
sequence that allows a fast image acquisition to minimize
image distortion due to patient movement. All currently
available image correlation routines consider the MR
images as rigid bodies, and do not remove local image
distortions that can exist in the MR data, hence careful
review of the coregistered MRI and CT image sets is essen-
tial. This comparison should focus on internal anatomy,
such as the ventricles, tentorium, sulci. and avoid the
external contour since it can be shifted 3–4 mm due to
the fat shift (a distortion resulting in the difference in the
resonant frequency of protons in fat relative to their reso-
nant frequency in water).

The third imaging modality important to radiosurgery,
angiography, is used for diagnosis and anatomic character-
ization of cerebral arteriovenous malformations (AVMs).
Unlike volumetric CT and MR tomography, stereotactic
planar angiography utilizes a set of orthogonal radiographs
of a special localizer attached to the stereotactic head ring
bearing radio-opaque fiducials. The stereotactic coordinates
of any point within the localizer may be calculated very
accurately since the geometry of the fiducials is known
relative to the head ring. The orthogonal film pair is
obtained with contrast injected rapidly at the location of
the AVM nidus allowing excellent visualization of fine
vasculature and fiducials.

The use of orthogonal images as the sole localization
method for treatment planning is inadequate for accu-
rately determining the shape, size and location of an
arbitrarily shaped AVM nidus (29–31). Furthermore, over-
lapping structures, such as feeding or draining blood ves-
sels, may obscure the view of the AVM nidus and will result
in unnecessary irradiation of normal tissue if these blood
vessels are included in the targeted volume. Because of

these issues a volumetric CT angiography image dataset
(1 mm slice thickness; intravenous contrast infused at a
rate of 1 cm3
s�1) is always acquired in addition to, or in
replacement of, stereotactic angiography. The resultant CT
images provide an accurate 3D description of the AVM
nidus, along with the feeding and draining vessels.

RADIOSURGERY DELIVERY TECHNIQUES

Numerous radiosurgery techniques have been devised
based noncoplanar configurations static beams or arcs.
The majority of radiosurgery treatments use circular col-
limators to create spherical regions of high dose. The
classic example of a static beam delivery system is the
GammaKnife unit, which consists of 201 narrow-beam
cobalt-60 sources arranged on a hemisphere. A collimation
helmet containing 201 circular collimators, each of the
same diameter, is placed between the hemisphere of
sources and the patient’s head with the collimator’s focal
point centered on the intracranial target. This produces a
spherical dose distribution or shot in GammaKnife par-
lance. An irregular volume is treated with multiple shots
whose diameters are selected based on the available helmet
collimators (32). The CyberKnife robotic radiosurgery unit
is also used in a similar manner to deliver treatments from
fixed beam orientations using a circular collimator.

Alternatively, a conventional medical linear accelerator
can be outfitted with a circular collimator and multiple (5–9)
noncoplanar arc delivery used to achieve a spherical dose
distribution. When used with linear accelerators, the circu-
larly collimated beam is rotated around the target at iso-
center by moving the gantry in arc mode while the patient
and treatment couch are stationary, producing a para-
sagittal beam path around the target. Betti and Derichinsky
developed their linac radiosurgery system with a special
chair, the Betti chair, which moved the patient in a side to
side arc motion under a stationary linac beam, and which
produced a set of para-coronal arcs (4). With modern, com-
puter controlled linear accelerators, more complex motions
other than these simple arcs are possible. The Montreal
technique, which involves synchronized motion of the
patient couch and the gantry while the radiation beam is
on, is an example of this, producing a baseball seam type of
beam path (33). The rationale of using arcs with circular
collimators is to concentrate radiation dose upon the target,
while spreading the beam entrance and exit doses over a
larger volume of nontarget tissue, theoretically reducing the
overall dose and toxicity to nontarget tissue.

Radiosurgery based on circular collimators produces a
spherical region of high dose with steep falloff, or gradient,
that is adequate for spherical targets. Irregular target
volumes require the use of multiple spheres, or isocenters,
abutted together to conform the dose more closely to the
shape of the target so as to minimize nontarget tissue
dose (34). A consequence of the multiisocenter approach is
that the shape of the total dose distribution is very sen-
sitive to the abutment of the spherical dose distributions
due to their steep falloff. For this reason, it is common
practice to accept 30% or greater dose variation over the
irregular target volumes using circular collimation.
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The linear accelerator offers additional flexibility in
that tertiary computer-controlled multileaf collimators
(MLCs) may be used to produce noncircular beams and
beams with nonuniform intensity profiles that conform
dose distributions more closely to irregular target
volumes with less dose non uniformity. The most common
type of MLC consists of two banks of opposed high density
metal plates, or leaves that can be moved in a plane
perpendicular to the beam’s direction. The MLC can be
rotated with the treatment machine’s collimator in order
to align the leaves for the best fit to the target’s projected
shape. The simplest use of an MLC is simply as a func-
tional replacement for custom made beam shaping blocks,
in which the rectangular MLC edges are used to approx-
imate a continuous target outline shape (Fig. 5) (35). This
field shaping can be used for either static field treatments
or for dynamic arcs in which the MLC shape is continually
changed to match the beam’s-eye-view projection of the
target volume. Moss investigated the efficacy of per-
forming radiosurgery treatments with a dynamically con-
forming MLC in arc mode, and concluded that dynamic
arc MLC treatments offered target coverage and normal
tissue sparing comparable to that offered by single and
multiple isocenter radiosurgery (36). Nedzi (37) showed
that even crude beam shaping devices offered some con-
formal benefit over single isocenter treatments with cir-
cular collimators. Since the mid- to late-1990s, the use of
miniature multileaf collimators (MLCs with a leaf width
projected to isocenter of 5 mm or less) has become increas-
ingly common.

However, the MLC may be used in a more sophisticated
fashion to form many different beam shapes of arbitrary
size and intensity (by varying the amount of radiation
applied through each beam aperture). In this manner,
radiation fields with a similar dose profile as a shaped,
wedged field may be delivered using only the computer-
controlled MLC, shall can also deliver intensity modulated
dose profiles similar to those achievable using custom beam
compensators, but without the disadvantages of fabrica-
tion time or of needing to manually change a physically
mounted beam filter between each treatment field (38).

Thus, a computer-controlled MLC and treatment machine
offer the potential to deliver more sophisticated radiation
treatments to each patient with the same time and cost
resources available.

The MLC-based solutions are available for both static
multiple beams and arc-based delivery. Radionics initially
introduced the use of a mini-MLC for defining static beam
shapes that conformed to the projected shape of the target
volume in the beam’s eye view (35,39,40). The device con-
sisted of multiple thin plates, or MLC leaves, that were
mechanically clamped together to form an irregular beam
shape defined by a plastic template corresponding to the
projected shape of the target. Subsequent developments by
other vendors added computer-controlled motorization to
the leaves so that treatments could be carried out more
efficiently. While most mini-micro-MLC implementations
were based on static delivery of few fixed beams, NOMOS,
Inc. and 3D Line, Inc. developed specialized arc-based
intensity-modulated radiosurgery (IMRS) systems. Most,
if not all, tertiary MLC vendors have now developed inte-
grated treatment planning systems designed specifically
for their MLCs and treatment applications, including
IMRS.

The potential for improvement presented by some of
these newer and more sophisticated treatment delivery
methods has spurred interest in their evaluation relative
to the more traditional linac SRS methods of multiple
intersecting arcs and circular collimators. These studies
are usually conducted by those who have had difficulty
achieving the conformality routinely published by those
experienced in multiisocenter planning. These compari-
sons generally demonstrate that for small to medium (up
to � 20 cm3) intracranial targets multiple static beams
offer conformity with ratios of normal tissue to target
tissue treatments in the range of 1.5–2.0, with target dose
homogeneity on the order of 10–20%, while offering a more
standard radiation therapy treatment planning interface
and process (39,41–43). These studies go on to show that
static beam IMRT techniques generally performed compar-
able to or better than static beam plans, usually increasing
the dose homogeneity and possibly conformality (44,45).
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Figure 5. Beam’s eye view showing target shape. Instead of constructing a custom block for the
continuous shape of the target, at left a MLC (narrow rectangles) approximates the shape of the
conformal beam. Each rectangle represents a tungsten leaf which moves left and right across the
field of view shown under computer control. In this example, the MLC leaves would remain
stationary while the treatment beam is on, providing a dose distribution very similar to a
custom block. At center, the position of the MLC (arrow) on the linac gantry is shown; X rays
emerge from the MLC-shaped aperture. At right, close-up photograph of the actual MLC, whose
leaves are shaped to the field shown in the left image.



A potential problem with these comparison studies is
that they may not equitably compare the full potential of
multiple isocenter radiosurgery with circular collimators.
A qualitative inspection of the multiple isocenter dosi-
metric results shown in these comparisons leads one to
suspect that in many cases, suboptimal multiple isocenter
plans are being compared with reasonably optimized static
beam and dynamic MLC arcs–IMRT plans. Although the
multiple isocenter treatment plans in these comparisons in
the literature may represent a level of plan quality achiev-
able by an average or unfamiliar user, they do not always
represent the experience of expert users. Some expert
users have reported on the use of multiple isocenter–
circular collimator radiosurgery systems to plan and deli-
ver tightly conformal dose distributions to irregularly
shaped targets near radiosensitive structures, while main-
taining a sharp dose gradient away from the target toward
radiosensitive structures (34,46–48).

TOOLS FOR EVALUATING RADIOSURGERY TREATMENT
PLANS

The clinical objective of radiosurgery is to deliver a tumor-
cidal radiation dose to a target volume while minimizing
the dose to surrounding tissues. The following tools are
available to the treatment planner to evaluate a 3D dose
distribution in order to quantify the degree to which this
objective is achieved: (1) 2D isodose curves and 3D isodose
surfaces, (2) dose–volume histograms, and (3) physical
dose–volume figures of merit. The following sections
explain the use of each of these tools in radiation therapy
and radiosurgery treatment planning.

It is possible to display 3D semitransparent surface
renderings of constant dose levels overlaid on 3D
renderings of the target volume to determine if the target
adequately covered, but these can be difficult to analyze
quantitatively. For this reason, 2D cross-sections of the
3D dose distribution are evaluated making it easier to
quantitative assess target coverage. The 2D dose cross-
sections are displayed as isocontour plots (isodose plots)
overlaid on the patient’s CT and MR images to allow visual
assessment of dose coverage to an accuracy of within one
image pixel. Although this implies submillimeter precision,
the 1 pixel uncertainty in isodose position can result in a
large uncertainty in dose coverage for small intracranial
targets. In the case of a 0.67 mm pixel, a 20 mm sphere,

equal to 4.2 cm3, would apparently be equally well covered
by an isodose surface ranging in volume from 3.8 to 4.6 cm3

corresponding to a 10% uncertainty in volume. Hence,
although visual inspection of isodose plots on multiple
images is commonly performed, it is cumbersome and there
is a large uncertainty in assessing the dose coverage that is
associated representing small targets using finite size
pixels.

One commonly used solution to this problem is to use
dose–volume histograms (DVHs). DVHs are a method of
condensing 3D dose information into a more manageable
form for analysis. The simplest type of DVH is a differ-
ential histogram of volume versus dose (49). This is simply
a histogram showing the number of occurrences of each
dose value within a 3D volume. A second more common
representation is the cumulative DVH, which is the
integral of the differential DVH as a function of dose.
Unfortunately, in either type of DVH, the spatial informa-
tion of which specific volumes are exposed to each dose
level is lost in the process of constructing a DVH. For this
reason, DVHs are generally used clinically in conjunction
with the evaluation of multiple isodose plots as mentioned
earlier.

The ideal treatment planning situation is one in which
the target volume receives a uniform dose equal to the
maximum dose, and the nontarget volume receives zero
dose. This would correspond to ideal differential DVHs for
target and nontarget volumes as shown in Fig. 6. Clinically
realistic differential DVHs for target and nontarget
volumes for a more typical (non-ideal) radiosurgery dose
distribution are shown in Fig. 7. Figure 8 shows two
differential DVHs from competing radiosurgery plans
plotted on a common axes to allow a direct comparison
of the plans. Note that it can difficult to evaluate competing
plans using such differential histograms (50), as demon-
strated in Fig. 8. Above � 40 units of dose, both plans
appear to be identical, but the two plans expose differing
volumes of brainstem at doses less than� 40 units. For this
reason cumulative DVH analysis is more commonplace.
Transforming the differential DVHs into cumulative
DVHs, by plotting the volume receiving at least a certain
dose versus dose, makes it simpler to evaluate the differ-
ences in the dose distributions, as shown in Fig. 9.

Optimal cumulative DVH curves for target structures
will be as far toward the upper right hand corner of the plot
as possible, while the those for nontarget structures will
be as close as possible to the lower left hand corner of the
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Figure 6. Ideal target (a) and nontarget
volume (b) direct DVHs. Note that in the
ideal direct DVH of the nontarget volume
(right side), the plot is empty, since there
is no nontarget volume receiving any dose
in the ideal case.
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plot as shown in Fig. 10. Considering the two completing
plans shown in Fig. 9, the better plan will have its target
cumulative DVH further to the upper right corner and its
nontarget cumulative DVH further to the lower left corner
than the poorer plan. Plan 1 is the preferred plan, since its
nontarget DVH for the brainstem lies below and to the left
of that for Plan 2. The relative ease of this comparison
underscores the general utility of cumulative DVHs over
differential DVHs (49,51). Unfortunately, it is rare for
the cumulative DVHs of rival treatment plans to separate
themselves from one another so cleanly. Typically, the
DVHs cross one another, perhaps more than once as shown
in Fig. 11. The simple rules for evaluating DVHs cannot
resolve this situation, in which case other means must be
used to evaluate the treatment plans by applying a score to
each plan derived from a clinically relevant figure of merit.

The three properties of radiosurgery dose distributions
that have been correlated with clinical outcome and that
lend themselves to clinical figures of merit are (1) dose
conformity, (2) dose gradient, and (3) dose homogeneity
(34). The conformity of the dose distribution to the target
volume may be simply expressed as the ratio of the pre-
scription isodose volume to the target volume, frequently
referred to as the PITV ratio (52).

PITV ¼ Prescription isodose volume=target volume (1)

Perfect conformity of a dose distribution to the target, that
is, PITV ¼ 1.00, is typically not achievable, and some
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Figure 7. Typical (nonideal) radio-
surgery direct DVHs for target vol-
ume (a) and nontarget volume (b).
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Figure 8. Direct DVHs for a radiosensitive nontarget structure in
two hypothetical treatment plans.
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Figure 9. Cumulative DVH plot of the direct DVH data shown in
Fig. 8.
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Figure 10. Ideal cumulative DVH curve for target and nontarget
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volume of nontarget tissue must be irradiated to the same
dose level as the target, resulting in PITV ratios greater
than unity. The most conformal treatment plans are those
with the lowest PITVs, if all of the plans under comparison
provide equivalent target coverage. This stipulation is
necessary because the definition of PITV does not specify
how the prescription isodose is determined. It is possible
(but undesirable) to lower, and thus improve, the PITV
by selecting an isodose level that incompletely covers
the target as the prescription isodose, and therefore
reduces the numerator of Eq. 1. Many investigators report
isodose shells that cover in the neighborhood of at
least 95% of the target volume or 99% of the target
volume (17,34,46,48,53–57). This ensures a more consis-
tent basis of comparisons for all treatment plans.

A sharp dose gradient (fall off in dose with respect to
distance away from the target volume) is an important
characteristic of radiosurgery and stereotactic radio-
therapy dose distributions. Dose gradient may be char-
acterized by the distance required for the dose to decrease
from a therapeutic (prescription) dose level to one at
which no ill effects are expected (half prescription dose).
For illustrative purposes, a typical dose distribution in
a hemispherical water phantom for a single isocenter
delivered with five converging arcs and a 30 mm colli-
mator is depicted in Fig. 12. A quantitative measure of
gradient is obtained from examining the dose profiles
along orthogonal directions in the principal anatomical
planes (transaxial, sagittal, and coronal), as shown by
cross-plots in Fig. 13. As in this example the steepest
dose gradient (4.6 mm) occurs between the 80% and 40%
isodose shells, and for this reason single isocenter dose
distributions are prescribed to the 80% isodose shell (34).
Table 1 lists dose gradient information between the 80
and 40% isodose shells for single isocenter spherically
symmetric dose distributions with 10–50 mm diameter
collimators.

A method has been proposed that uses easily obtainable
DVH information to generate a numerical measure, or
score, of the overall dose gradient for evaluating the dose
conformality of radiosurgery dose distributions. The
Conformity–Gradient Index score, or CGIg, has been
proposed as a metric for quantifying dose gradient of a
stereotactic treatment plan (58,59). From treatment
planning experience at the University of Florida, it has
been observed that it is possible to achieve a dose distri-
bution that decreases from the prescription dose level to
half of prescription dose in a distance of 3–4 mm away from
the target. Taking this as a guide, a gradient score CGIg

may be computed as

CGIg ¼ 100� f100� ½ðReff ;50%Rx � Reff ;RxÞ � 0:3 cm�g (2)

where Reff50%Rx is the effective radius of the half-prescription
isodose volume, and ReffRx is the effective radius of
the prescription isodose volume. The effective radius of a
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Figure 12. Transaxial, sagittal, and cor-
onal isodosedistributions for five arcs of 1008
each delivered with a 30 mm collimator.
Isodose lines in each plane increase from
10 to 90% in 10% increments, as indicated.
The isocenter is marked with cross-hairs.

Figure 13. Dose cross-plots through the isocenter, corresponding
to the isodose distributions shown in Fig. 12. The sharpest dose
fall-off, from dose D to half-dose 0.5D, occurs between dose D of
80% to 0.5D ¼ 40%, which occurs in a distance of 4.6 mm. The D to
0.5D fall-off distance is larger for 90–45% (5.1 mm) and for 70–35%
4.9 mm) doses.

Table 1. Single Isocenter (Five Converging Arcs) Dose–
Volume and Gradient Information for 10–50 mm Diameter
Circular Collimators

Coll.
V80%,
cm3

Reff80%,
mm

V40%,
cm3

Reff40%,
mm

Eff. Gradient,
mm CGIg

10 0.3 4.2 1.2 6.7 2.4 106
20 3.9 9.8 9.7 13.2 3.5 95
30 13.9 14.9 30.8 19.4 4.5 85
50 67.4 25.2 111.6 29.9 4.6 84



volume is the radius of a sphere of the same volume, so
that Reff for a volume V is given by

Reff ¼ ð3V=4pÞ�1=3 (3)

The volumes of the prescription isodose shell and the half
prescription isodose shell are obtained from a DVH of the
total volume (or a sizeable volume that completely encom-
passes the target volume and a volume that includes all of
the half prescription isodose shell) within the patient
image dataset. The CGIg score is a dimensionless number
that exceeds 100 for dose gradients < 3 mm (steeper falloff
from prescription to half-prescription dose level), and
which decreases < 100 as a linear function of the effective
distance between the prescription and half-prescription
isodose shells.

Dose conformity is another important characteristic of a
radiosurgery treatment plan that should be considered in
plan evaluation. The Conformity-Gradient Index (confor-
mal), or CGIc, is defined as (58):

CGIc ¼ 100� ðPITVÞ�1 (4)

The CGIc converts PITV into a numerical score expressing
the degree of conformity of a dose distribution to the target
volume. The CGIg score increases as the dose gradient
improves, and the CGIc score increases as dose conformity
improves. Perfect conformity (assuming the target is ade-
quately covered) of the prescription isodose volume to the
target is indicated by a PITV ¼ 1.00 and a CGIc ¼ 100.

As dose gradient and dose conformity are both impor-
tant parameters in judging a stereotactic radiosurgery or
radiotherapy plan, an overall figure of merit for judging
radiosurgery plans should incorporate both of these char-
acteristics. Since clinical data to indicate the relative
importance of conformity versus gradient is currently lack-
ing, an index, the Conformity-Gradient Index (CGI) is
proposed that assigns equal importance to both of these
factors. The overall Conformity-Gradient Index score, or
CGI, for a radiosurgery or radiotherapy plan is the average
of the CGIc and CGIg scores:

CGI ¼ 0:5� ðCGIcþ CGIgÞ (5)

A final measure of plan quality considered by some to be an
important factor in evaluating treatment plans is dose
homogeneity. While is a homogenous dose is desirable
for conventional, fractionated radiotherapy (60), its role
is less clear in radiosurgery. Several studies have asso-
ciated large radiosurgical dose heterogeneity (maximum
dose to peripheral dose ratio, or MDPD, > 2.0) with an
increased risk of complications (61,62). However, some
radiosurgeons have hypothesized that the statistically sig-
nificant correlation between large dose inhomogeneities
and complication risk may be associated with the relatively
nonconformal multiple isocenter dose distributions with
which some patients in these studies were treated, and not
with dose inhomogeneity alone. One theory is that the
extreme hot spots associated with large dose heterogenities
may be acceptable, if the dose distribution is very confor-
mal to the target volume and the hot spot is contained
within the target volume. Nonconformal dose distributions
could easily cause the hot spots to occur outside of the

target, greatly increasing the risk of a treatment complica-
tion. The extensive successful experience of gamma unit
treatments administered worldwide (almost all treatments
with MDPD � 2.0) lends support to this hypothesis (63).
Therefore, as a general principle, one strives for a homo-
geoneous radiosurgery dose distribution, but this is likely
not as important a factor as conformity of the high dose
region to the target volume, or the dose gradient outside of
the target.

SUMMARY

While the use of radiosurgery is now in its fifth decade the
basic principles of dose prescription and delivery have
changed very little from those first conceived by Leksell.
The primary, and still most effective method to treat
relatively small target tissues with a high dose and to
maintain a very steep dose gradient is through the use
of many beams that all converge on the target tissue and
diverge along independent paths while approaching and
leaving the target region. Other dose targeting and restric-
tion techniques, such as intensity modulation, provide the
ability to position beams that geometrically avoid tissue
and potentially provide a more powerful tool for dose opti-
mization. These techniques are often combined to allow for
the best of both optimized dose planning and efficient dose
delivery.
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INTRODUCTION

The use of radiation to treat cancer is a complex process that
involves many trained professionals and a variety of inter-
related functions. Radiation oncologists, medical physicists,
dosimetrists, and radiation therapists have for many years
sought apparatus and devices that aid in this process, parti-
cularly in regard to tumor localization, treatment planning,
treatment delivery, and verification (1). Precision radiation
therapy is necessary as clinical and experimental results
show that tumor control and normal tissue response can be
a very steep function of radiation dose, and hence, small
changes in the dosedelivered can result in a dramatic change
in the local response of the tumor and/or normal tissues.
Moreover, the prescribed curative tumor doses are often, by
necessity, close to the doses tolerated by the normal tissues.
Thus, for optimum treatment, the radiation dose must be
delivered with a high degree of accuracy; a value of�5% has
been recommended by the International Commission on
Radiation Units and Measurements (ICRU) (2).

Since the first edition of this encyclopedia, the field of
radiation oncology has undergone dramatic changes. At
that time, radiation oncologists were trained to plan and
treatpatientsusingwhathasbeenlabeledatwo-dimensional
(2D) approach. This approach emphasizes the use of a con-

ventional X-ray simulator for designing beam portals that
are based on standardized beam arrangement techniques
and the use of bony landmarks visualized on planar radio-
graphs. This approach, while still used by some clinics, has
been largely replaced by a three-dimensional (3D) approach
in modern day radiotherapy clinics. This was made possible
by the introduction of commercial 3D treatment planning
systems in the early 1990s (3). In contrast to the 2D method,
3D treatment planning emphasizes an image-based virtual
simulation approach for defining tumor volumes and critical
organs at risk for the individual patient (4). The new 3D
process puts new demands on the radiation oncologist to
specify target volumes and organs at risk with far greater
accuracy than before, and also on the medical physicist to
provide effective quality assurance (QA) processes to ensure
safe use of the new image-based planning and computer
controlled treatment delivery approach (5).

This article presents a review of the devices that have
been designed to help achieve the high degree of precision
and accuracy needed in the radiation treatment (for both
the 2D and 3D approaches) of the cancer patient. These
devices have been arranged in the following general cate-
gories: tumor localization and treatment simulation
devices, patient setup and restraint–repositioning devices,
field-shaping devices–dose-modifying devices, and treat-
ment verification and quality assurance devices.

TUMOR LOCALIZATION AND TREATMENT
SIMULATION DEVICES

Devices and apparatus in this category are designed to aid
in visualizing and determining the extent of the tumor in
relation to the treatment geometry (target volume localiza-
tion) and to obtain measurements of the patient’s body con-
tours and thicknesses. In the past, target volume localization
was usually accomplished by physical examination and the
use of a device called an X-ray simulator, which combines
radiographic and fluoroscopic capability in a single machine
that mimics the actual treatment unit geometries (Fig. 1).
The simulation process itself may be supplemented with
other diagnostic imaging studies including computed tomo-
graphy (CT), magnetic resonance images (MRI), and, more
recently, positron emission tomography (PET).

Devices used to aid the conventional simulation process
include a radiopaque fiducial grid (Fig. 2) projected on the
patient’s anatomy, which allows one to determine dimen-
sions of the treatment volume from the simulator plane
films. Examples of other devices used in the 2D target
volume localization process are magnification rings placed
in the irradiated field and lead-tipped rods that can be
inserted into body openings, such as the vagina for carci-
noma of the cervix or into the rectum for carcinoma of the
prostate. The lead tip can be visualized clearly on simulator
films or treatment portal films and allows evaluation of
treatment field margins.

Note that a new generation of conventional simulators
(Fig. 3) has recently been developed in which the image
intensifier system has been replaced with an amorphous
silicon flat-panel detector. This device produces high resolu-
tion, distortion-free digital images, including cone-beam CT.
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Once the treatment geometry has been determined and
the patient is in treatment position, the patient’s body
thicknesses and contours are measured and recorded for
purposes of computing a dose distribution and determin-
ing treatment machine settings. Manual methods using
calipers, lead solder wire, plaster cast strips, flexible
curves, or other devices, such as the contour plotter (see
Fig. 4) are the most common methods of obtaining this type
of data when using the 2D planning approach.

Fields to be treated are typically delineated in the 2D
simulation process using either visible skin markings or
marks on the skin visible only under an ultraviolet (UV)
light. Some institutions prefer to mark only reference setup
points using external tattoos. These skin markings are used
to reposition the patient on the treatment machine using
the treatment machine’s field localization light and optical
distance indicator and laser alignment lights mounted in
the treatment room that project transverse, coronal, and
sagittal light lines on the patient’s skin surface (Fig. 5).

In the new 3D era, CT simulators have become the
standard of practice; a typical CT simulator facility design
is shown in Fig. 6. A volumetric set of CT images is used to
define the target volume, critical organs at risk, and skin
surface. The CT numbers can be correlated with the
electron densities of the tissues imaged to account for
heterogeneities when calculating the dose distribution.
Numerous studies have documented the improvements
in target volume localization and dose distributions
achieved with anatomic data obtained from CT scans as
compared with the conventional simulation process (7,8).
The CT simulators have advanced software features for
image manipulation and viewing such as beam’s eye view
(BEV) display, and virtual simulation tools for setting
isocenter, and digital reconstructed radiographs (DRRs)
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Figure 1. The basic components and motions of a radiation therapy
simulator: A, gantry rotation; B, source-axis distance; C, collimator
rotation; D, image intensifier (lateral); E, image intensifier
(longitudinal); F, image intensifier (radial); G, patient table
(vertical); H, patient table (longitudinal); I, patient table (lateral);
J, patient table rotation about isocenter; K, patient table rotation
about pedestal; L, film cassette; M, image intensifier. Motions not
shown include field size delineation, radiation beam diaphragms,
and source-tray distance. (See Ref. 6.)

Figure 2. X-ray simulator radiograph showing fiducial grid
projected on patient’s anatomy. The grid is used for localizing
target volume and determining treatment field size.

Figure 3. New generation radiation therapy simulator, in which
image intensifier system has been replaced with amorphous silicon
flat-panel that produces high resolution, distortion-free images
and facilitates a filmless department. (Courtesy of Varian Medical
Systems.)



(9,10). Such systems provide all the functionality of a
conventional simulator, with the added benefit of increased
treatment design options and the availability of software
tools to facilitate the understanding and evaluation of
treatment options. In addition, the simulation process is

more efficient and less traumatic to the patient. Laser
alignment lights and repositioning devices registered to
the treatment couch are used to facilitate repositioning the
patient in the treatment machine coordinate system once
the virtual simulation process is complete.

PATIENT RESTRAINT AND REPOSITIONING DEVICES

Accurate daily repositioning of the patient in the treatment
position and reduction of patient movement during treat-
ment is essential to accurately deliver the prescribed dose
and achieve the planned dose distribution. As we will see in
this section, modern day immobilization and repositioning
systems are designed to be able to be attached to the
simulation and treatment couches, so that the immobiliza-
tion device and the patient are registered to the treatment
machine coordinate system. Once the immobilization
device has been locked into a specified position, the patient
is then aligned to the immobilization system. The end
result is that a set of coordinates is obtained from the
CT simulator that is used in the virtual simulation pro-
cess and that can be correlated to the treatment room
isocenter.

The anatomic sites most often needing immobilization
in radiation therapy are the head and neck, breast,
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Figure 4. Contourplotter.Thedevice isasimple, easy-to-useprecisionpantographthat linksadrawing
pentoastylusarmand,uponcontactwiththebody, communicatesbodycontours toanoverheaddrawing
board. The contour plotter is suspended on a vertical column and can easily be adjusted and locked
securely.Acontinuousplot isdrawnastheoperatorfollowsthephysicalcontoursofthepatient.Markscan
be made along the contour to indicate beam entry and laser light locations. (Courtesy of MEDTEC.)

Figure 5. Laser alignment system. Patient in treatment position
on treatment couch. Close-up of laser lines imaged on patient skin
under typical treatment room lighting conditions. (Courtesy
Gammex RMI, Inc.)



thorax–esophagus, shoulders and arms, pelvic areas (espe-
cially if obese), and limbs rotated to unusual positions. The
precision achievable in the daily treatment positions of a
patient depends on several factors other than the anatomic
site under treatment, such as the patient’s age, general
health, and weight. In general, obese patients and small
children are the most difficult to reposition.

Simple patient restraint and repositioning devices can
be used in treating some anatomic sites. For example, the
disposable foam plastic head holder shown in Fig. 7 pro-
vides stability for the head when the patient is in the
supine position. If the patient is to be treated in the prone
position,a face-downstabilizercanbeusedasshowninFig.8.
This device has a foam rubber lining and a disposable
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Figure 6. Typical CT simulation suite showing the
scanner, flat tabletop, orthogonal laser system,
virtual simulation workstation and hardcopy
output device. (Courtesy of Philips Medical Systems.)

Figure 8. Face-down stabilizer. This formed plastic head holder has a foam rubber lining and
disposable paper liner with an opening provided for the eyes, nose, and mouth. It allows comfort and
stability as well as air access to the patient in the prone position.

Figure 7. Disposable foam plastic head holder provides stability to the head when the patient is in
the supine position.



paper lining with an opening provided for the eyes, nose,
and mouth of the patient. It allows comfort and stability as
well as air access for the patient during treatment in the
prone position.

There are now several commercially available body
mold systems that are in widespread use as immobilization
and repositioning aids. Fig. 9 illustrates one such system
that utilizes a foam block cutout of the general anatomic
area and polyurethane chemicals, which when mixed
expand and solidify to conform to the patient’s shape in

a matter of minutes. Another widely used system (Fig. 10)
consists of a vinyl bag filled with plastic minispheres. The
bag is positioned around the patient to support the treat-
ment position and then a vacuum is applied causing the
minispheres to come together to form a firm solid support
molded to the patient’s shape.

Plaster casts are still used in some clinics, but have not
gained widespread use in the United States, probably
because they are too labor intensive and time consuming.
Also, transparent form-fitting plastic shells (Fig. 11) that
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Figure 9. Polyurethane body mold.
The chemical mixture is poured into
the foam mold under a latex sheet.
The patient is positioned in the foam
mold as the polyurethane mixture
expands to body shape. These body
molds are easy to make, save time in
patient alignment, and increase
patient comfort. (Courtesy Smithers
Medical Products, Inc.)

Figure 10. Vacuum-form body immo-
bilizer. The system consists of a plastic
mattress filled with microspheres con-
nected to a vacuum pump. Under
vacuum, the mattress shapes itself
to the body contours. (Courtesy of
MEDTEC.)



are fabricated using a special vacuum device are also used
in some countries (e.g., Great Britain and Canada), but
again are very labor intensive and have not gained
acceptance in this country. Both methods are described
in detail in the book by Watkins (11). In the United States,
thermal plastic masks are much more commonly used
(Fig. 12). The plastic sheet or mesh is placed in warm
water to make it very pliable, and when draped over the
patient conforms to the patient’s shape and hardens upon
cooling.

Fig. 13 illustrates a device called a bite block, which is
used as an aid in patient repositioning in the treatment of
head and neck cancer. With this device, the patient is

placed in the treatment position and instructed to bite into
a specially prepared dental impression material layered on
a fork which is attached to a supporting device. When the
material hardens, the impression of the teeth is recorded.
The bite-block fork is connected to a support arm that is
attached to the treatment couch and may be used either
with or without scales for registration.

There are many other devices used to help in the
treatment setup of patients that are site specific. For
example, breast patients are usually positioned supine,
with the arm on the involved side raised and out of the
treatment area. Fig. 14 shows a device called a breast or
tilt board that is used to optimize the position of the
patient’s chest wall (or thorax). The device is constructed
with a hinge section that can be positioned and locked into
place at various angles to the horizontal treatment table
top. Modern breast boards now provide options for head
support, arm positioning, and breast support. Sometimes,
it is more convenient to use a separate arm board that can
be attached directly to the treatment couch (Fig. 15). The
perpendicular support provides a hand grasp that can be
adjusted to the proper height and assists the patient in
holding their arm in a comfortable position away from the
treatment field.

Another useful device is the breast bridge (Fig. 16),
which can be placed on the patient’s chest and adjusted
to the skin markings, for determining separation of the
tangential fields. Precise angulation of the beam portals is
determined using a digital readout level. In addition, a
squeeze bridge (Fig. 17) with plastic plates can be used to
provide buildup when a higher surface dose is desired, or
one with a wire mesh frame can be used when no additional
surface dose is warranted. A beam alignment device
(Fig. 18) is used to match multiple fields used in tangential
breast irradiation (12). The alignment component of the
device is a curved piece of aluminum with a row of nylon
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Figure 11. Plastic shell. Transparent form-fitting plastic shells
fabricated using a special vacuum device. (See Ref. 11.)

Figure 12. Thermoplastic cast. When placed in a warm (1708F)
water bath, thermoplastic material becomes very flexible and can
easily be molded to the patient’s surface curvature. Immobilization
using this material is less labor intensive than the conventional
plaster cast or plastic shells and is therefore more readily
adaptable on a routine basis for the immobilization of patients
during radiation therapy. (Courtesy of MEDTEC.)

Figure 13. Bite-block system. Placement of the patient in a
comfortable supine position and use of bite-block immobilization
minimize patient movement for head and neck treatments. Note that
the C-arm design allows both lateral and anterior beam arrange-
ments to be used. (Courtesy of Radiation Products Design, Inc.)



pins protruding from its surface. The pins have a thin
inscribed line to which the light field is aligned.

In some instances, it may be advantageous to treat the
cancer patient in an upright position. The treatment chair
(Fig. 19) is a device that facilitates such treatments by
allowing a patient to be accurately repositioned in a seated
position each day. The chair provides means of stabilizing
the patient by the use of hand grips, elbow holders, and a
seatbelt. The back of the seat is constructed of carbon fiber
and thus the radiation beam can penetrate with minimal
effects, and the angle of the seat back is adjustable.

Another device used to optimize patient position is the
shoulder retractor. It provides a means by which the
patient’s shoulders can be pulled down in a reproducible
manner, as illustrated in Fig. 20. Such a device is often

used in the treatment of head and neck cancer involving
lateral fields.

A standard feature on most accelerator treatment
couches is a Mylar window or tennis racket-type table
insert. This device consists of a thin sheet of Mylar
stretched over a tennis racket-type webbing material
and mounted in a frame that fits into a treatment table that
has removable sections. Newer table insert devices made of
carbon fiber (Fig. 21) eliminate the need to ‘‘restring’’ such
panels and minimize the ‘‘sag’’ that can occur with nylon
string panels. Such inserts provide excellent patient support
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Figure 14. Tilt board or adjustable
breast board. The top piece is
fabricated with a hinged section that
allows the sloping chest wall to be
more appositional to a vertical beam.
(Courtesy of MEDTEC.)

Figure 15. Patient arm support used for breast irradiation assists
patients in holding their arm in a comfortable position, away from
the treatment field. (Courtesy of Varian Medical Systems.)

Figure 16. A Breast Bridge is used with tangential radiation
fields and consists of a pair of plastic plates that can be locked at
the appropriate separation determined for the individual patient.
After the treatment area has been marked, the bridge is placed on
the patient’s chest and adjusted to the skin markings, thus
determining separation of the fields. Precise angulation of the
portals is determined by the digital readout level. Once the portals
are set, the bridge may be removed. (Courtesy of MEDTEC.)



with a minimum of surface buildup effect for opposing beam
portals, minimum reduction of beam intensity, and good
visual access to the treatment surface. In addition, most
medical linacs come with clamps that can be attached to
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Figure 18. A beam alignment device used to implement field
matching techniques. (a) Schematic of beam alignment device.
(b) Example of use of device with three-field technique for breast
treatment. Superior edges of tangential breast fields are coplanar
and abutted to the vertical inferior edge of the anterior
supraclavicular field. (See Ref. 12.)

Figure 17. A squeeze bridge used for breast treatments with and
without bolus. The wire mesh device is used where no additional
surface dose is desired and the plastic frame device is used when
increased surface dose is needed. (See Ref. 1.)

Figure 19. Treatment chair. Provides positioning and fixation
for breast, lung, and thorax patients who require vertical–upright
positioning; adjusts to different locking positions and can accom-
modates a thermoplastic mask for head fixation. (Courtesy of
MEDTEC.)

Figure 20. Shoulder retractor. Device used to pull the patient’s
shoulders down in a reproducible manner for treatment of the head
and neck with lateral radiation fields. (Courtesy MED-TEC, Inc.)



the treatment couch and can be used with several different
accessories, such as hand grips.

The development of 3D conformal radiation therapy
(3DCRT) and more recently intensity-modulated radiation
therapy (IMRT) has greatly enhanced the radiation oncol-
ogist’s ability to plan and deliver very high doses that
conform closely to the target volume, and falls off sharply,
thus avoiding high dose to the nearby organs at risk
(13,14). Both 3DCRT and IMRT invite the use of tighter
margin to achieve higher dose escalation, and thus have
spurred the development of new accessories and processes
to better account for setup variation and organ motion that
can occur during one (intra-) fraction, and between (inter-)

fractions. Efforts thus far have focused on accounting for
internal movement of the prostate gland and internal
motion cause by respiratory function.

For example, for prostate cancer, the use of daily ultra-
sound imaging (Fig. 22), or daily electronic portal imaging
of implanted radiopaque markers, has now become stan-
dard practice in many clinics (15,16).

Devices–methodologies used to address the problem of
breathing motion in radiation treatment include: (1) gating
and/or tracking and (2) breathhold devices–strategies. In
gating and tracking, the state of the treatment machine is
adjusted in response to a signal that is representative of a
patient’s breathing motion. With breathholding, the lung
volume of the patient is directly immobilized prior to beam-
on, and released after the beam is off. The basic compo-
nents of a gating or tracking system consist of a respiration
sensor whose signal is processed and evaluated by a com-
puter for suitability to trigger, or gate, the radiation. An
example of a respiratory gating system is the Real-time
Position Management (RPM) system (Fig. 23) commer-
cially available from Varian Medical Systems (Palo Alto,
CA) (17,18). An example of a breath control device is the
Elekta Inc. (Norcross, GA) Active Breathing Coordinator
(ABC) (Fig. 24) (19). The ABC apparatus is used to suspend
breathing at any predetermined position along the normal
breathing cycle, or at active inspiration, and consists of a
digital spirometer to measure the respiratory trace, which
is in turn connected to a balloon valve. Another example is
the ExacTrac system (BrainLAB AG) that combines X-ray
imaging and infrared tracking that permits correlation of
internal 3D tumor motion with the patient’s breathing
cycle (Fig. 25) (20). Automatic fusion of digitally recon-
structed radio-graphic (DRR) images computed from the
treatment planning CT data to the live X-rays allows any
set-up error or target shift and rotation to be identified
and any discrepancy compensated for via robotic table
movement.
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Figure 21. Treatment couch insert. Carbon fiber table and spine
inserts for simulator and treatment couches. Rigid carbon fiber
minimizes the ‘‘sag’’ that can occur with nylon string panels.
(Courtesy of MEDTEC.)

Figure 22. BAT (B-mode Acquisition and Targeting)
SXi system. Targeting device that provides fast
ultrasound localization of a treatment target on a
daily basis. (Courtesy North American Scientific)



For stereotactic radiosurgery or fractionated stereotac-
tic radiotherapy, a suite of accessories is now available.
Most important is a head stereotactic localizer such as
the Gill–Thomas–Cosman (GTC) relocatable head ring
(Fig. 26), which enables precise fixation and localization
and repositioning of targets in the cranium (21). Another

important device when using the newly emerging radio-
therapy treatment, stereotactic body radiation therapy
(SBRT), in which a high dose is delivered in either a single
fraction or just a few fractions, is the frame-based body
stereotactic immobilization system (22). There are several
now commercially available; an example is the Elekta
Stereotactic Body Frame shown in Fig. 27. This device
provides a reference stereotactic coordinate system that
is external to the patient’s body, so that the coordinates of a
target volume can be reproducibly localized during simula-
tion and treatment. This frame has built-in reference
indicators for CT or MR determination of target volume
coordinates. In addition, a diaphragm control attached to
the frame can be used to minimize respiratory movements.
Horizontal positioning of the frame, on the CT simulator or
treatment couch, is achieved using an adjustable base on
the frame.

FIELD-SHAPING, SHIELDING, AND DOSE
MODIFYING DEVICES

The Lipowitz metal (Cerrobend) shielding block system
introduced by Powers et al. (23) is in widespread use
throughout the world. The block fabrication procedure is
illustrated in Fig. 28 and more details using this form of
field shaping can be found in the review article by Leavitt
and Gibbs (24). Lipowitz metal consists of 13.3% tin, 50.0%
bismuth, 26.7% lead, and 10.0% cadmium, and has a
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Figure 23. Real-time Position Management system. Device used to allow respiratory gating treatment
delivery. (Courtesy of Varian Medical Systems)

Figure 24. Active Breathing CoordinatorTMsystem. Device
allows the radiation oncologist to pause a patient’s breathing at
a precisely indicated tidal volume and coordinate delivery with
this pause. (Courtesy of Elekta AB)



physical density at 20 8C of 9.4 g
cm�3 as compared with
11.3 g
cm3 for lead. A simulation radiograph is obtained
with the patient in the treatment position and the desired
treatment field aperture is drawn on the radiograph by the
radiation oncologist. The marked radiograph is then used
as a template for cutting a foam mold with a ‘‘hot-wire’’
cutting device in which molten Lipowitz alloy is poured and
then cooled to form a shielding block. Computer-controlled
adaptations of the hot-wire cutting technique have evolved
as an adjunct to 3D treatment planning in which the
treatment field shape is defined based on beam’s eye-view
displays. The shaped field coordinates are transferred
directly to the computer-controlled blockcutting system,
thereby eliminating potential errors in manual tracing,
magnification, or image reversal. The other steps in the
block forming and verification process remain similar to
the manual procedure.
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Figure 25. ExacTrac X-Ray 6D automated image-
guided radiation therapy system. System consists of 2
kV X-ray units recessed into the linac floor and two
ceiling-mounted amorphous silicon Flat Panel
detectors integrated with a real-time infrared
tracking device to enable imaging of internal
structures or implanted markers for extremely
accurate set-up of the target volume’s planned
isocenter position. (Courtesy Brain LAB AG.)

Figure 26. Gill–Thomas–Cosman relocatable head ring. Device
used for stereotactic radiosurgery or fractionated stereotactic
radiotherapy that enables precise fixation and localization and
repositioning of targets in the cranium. Copyright # 2005
Radionics. All rights reserved. Reprinted with the permission of
Radionics, a division of Tyco Healthcare Group LP.

Figure 27. Elekta Stereotactic Body Frame1. Used for stereotactic
body radiation therapy (SBRT), in which a high dose is delivered in
either a single fraction or just a few fractions. (Courtesy of Elekta AB.)



Returning to accessories used for field shaping, Fig. 29
shows a Multileaf Collimator (MLC) system. The MLCs
were first introduced in Japan in the 1960’s (25) and have
now gained widespread acceptance, and have replaced
alloy blocking as the standard-of-practice for field shaping
in modern radiation therapy clinics. All medical linac
manufacturers now provide MLC systems. The leaves

are typically carried on two opposed carriages that trans-
port the leaves in unison. The leaves (under computer
control) can be individually positioned to serve either as
a block replacement, or as a means to provide IMRT
treatment delivery.

Fig. 30 shows a commercial binary multi-leaf colli-
mator system (called ‘‘MIMiC’’) designed and built by
the NOMOS Corporation and incorporated into their serial
tomotherapy system, known as Peacock, for planning and
rotational delivery of IMRT treatments (26). This device
can be attached to a conventional linac to deliver IMRT by
rapidly moving leaves in or out of a slit field. Like a CT unit,
the radiation source and the collimator continuously
revolve around the patient.

Other more conventional devices used to achieve
a desired dose distribution and to correct for perturbing
influences, such as patient shape, include bolus, wedges,
and compensating filters. Bolus is a tissue-equivalent
material used to smooth an irregular surface, increase
the dose to the patient’s surface region, or sometimes to
fill external air cavities, such as the ear canal or nasal
passage. Bolus should have an electron density and atomic
number similar to that of tissue or water. Examples of
bolus materials include slabs of paraffin wax, rice bags
filled with soda ash, gauze coated with Vaseline, and
synthetic-based substances, such as Superflab (Fig. 31).

Wedge filters (Fig. 32) are typically made of a dense
material, such as brass or steel, and are mounted on a
frame that can be inserted into the beam at a specified
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Figure 28. Shielding block for external photon beam irradiation. The design and fabrication
technique is described as follows. (a) Physician defines the treatment volume on the X-ray
simulator radiograph. (b) Physics technician adjusts SSD and STD of hot-wire cutter to emulate
simulator geometry. (c) Proper-thickness foam block is aligned to central axis of cutter. (d) Foam
mold is cut using hot-wire cutter. Courtesy of Huestis Machine Corp. (e) Foam pieces are aligned and
held in place with a special clamping device. Molten alloy is poured into the mold and allowed to
harden. (f ) Examples of typical shielding blocks cast using this system.

Figure 29. Multileaf Collimation (MLC) system. Computer
controlled system used to shape beam aperture and also to
deliver IMRT. (Courtesy of Elekta AB.)



distance from the source and cause the dose distribution at
a specified depth to be angled to a desired amount relative
to the incident beam direction. Modern linacs have
replaced physical wedges with software control of indepen-
dent jaws that provide what is called dynamic wedging
(27, 28). Currently, there are two versions of dynamic
wedging, the Varian Enhanced Dynamic Wedge (EDW),
and the Siemens Virtual Wedge (VW). The desired wedge
angle is achieved by moving a collimating jaw while the
beam is on, thereby shrinking the field during treatment.

A compensating filter (Fig. 33) is a beam modifier that
is used to counteract the effect of air gaps caused by the
patient’s topography while still preserving the skin-
sparing characteristic of megavoltage photon beams (29).
To do this, the compensating filter is placed in the beam

some distance away from the patient’s skin surface. This
requires that the lateral dimensions of the filter be reduced
and causes the scatter radiation conditions to be altered,
complicating the relationship between the thickness of
the compensator along a ray and the amount of tissue
deficit to be compensated.

Other accessories include shields designed specifically
to protect certain organs at risk. For example, in the
treatment of Hodgkin’s disease and other malignant lym-
phomas, in which the inguinal and femoral lymph nodes
are frequently irradiated, a testicular shield (Fig. 34) is
frequently used. This device is typically constructed with
lead and is designed to reduce scatter radiation to the
testicles. Another example is the eye shields shown in
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Figure 30. Binary multileaf collimator system (called MIMiC) designed and built by the NOMOS
Corporation and incorporated into their serial tomotherapy system, known as Peacock for planning
and rotational delivery of IMRT treatments. This device can be attached to a conventional linac to
deliver IMRT by rapidly moving leaves in or out of a slit field. Like a CT unit, the radiation source
and the collimator continuously revolve around the patient.

Figure 31. Example of bolus material used in radiation treatment
to smooth the patient’s irregular surface or to increase the dose to
the surface region. (Courtesy of MEDTEC.)

Figure 32. Wedge filter used on medical linear accelerator to
shape dose distribution. (Courtesy Varian Medical Systems.)
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Figure 33. Compensating filter. Composite photograph illustrating design and fabrication
procedure: (a) Push rod device is attached to the head of the simulator directly over the patient in
the treatment position. The rods are lowered one by one, until they are in contact with the patient’s
surface. (b) Tissue deficits are determined from measurement of each rod length. (c) Aluminum and
brass blocks, which are numbered to correspond to the tissue deficits determined, are selected from
storage bins. (d) Blocks are attached on the plastic tray according to the pattern specified by the
calculations. (e) Completed filter. (f ) Compensating filter positioned on treatment machine.

Figure 34. Testicular Shield. Device
used to position and shield the gonadal
area from scattered radiation. (Courtesy
of MEDTEC.)



Fig. 35 that provide protection of the ocular structure for
electrons up to 9 MeV. Each eye shield is made of tungsten
and coated with a 2 mm minimum thickness of dental
acrylic on the beam entrance of the shield to reduce elec-
tron backscatter to an acceptable level.

TREATMENT VERIFICATION AND QUALITY
ASSURANCE DEVICES

Radiographic film (port films) using film cassettes with
lead or copper filters which improve the radiographic
contrast of the port films are typically used to verify
patient isocenter position and for portal shape (Fig. 36).
Devices to support the port film cassettes and to help
insure that the film plane is orthogonal to the beam
direction and close to the patient’s surface from which
the beam exits are also important accessories (Fig. 37). In
addition, radiopaque graticules (Fig. 38) that can be
inserted into the treatment beam are invaluable for the
evaluation of port films (30). Typically, such devices con-
sist of platinum or tungsten wire embedded in plastic and
molded in a frame that can be attached to the treatment
machine accessory mount.

The generally poor quality of the film images and
the inconveniences of the film processing and physician
reviewing procedure have spurred development of
computer-aided enhancement and digital imaging tech-
niques in radiation therapy. Computed radiography (CR)
systems, such as the Kodak 2000RT CR system shown in
Fig. 39, is an example of such a system that allows digital
DICOM images to be distributed electronically through-
out the department.

In addition, electronic portal imagers (EPID) have made
great strides this past decade and such devices are poised
to replace film over the next few years (31,32). More
recently, linac manufacturers have integrated EPID and
tomographic imaging systems on their linacs (Fig. 40) for
localization of bone and soft-tissue targets and have set
the stage for image-guided radiation therapy to move
into routine practice (33,34). Such systems will make
quantitative evaluation of immobilization and reposition-
ing of the patient much more achievable by allowing
daily imaging of the patient’s treatment.

In addition to imaging verification, there is sometimes a
need to verify actual dose delivered to the patient. Simple
point dose verification can be achieved using TLDs, diodes,
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Figure 35. Tungsten eye shields provide protection of the ocular
structure for electrons up to 9 MeV. Each eye shield is coated with
a 2 mm minimum thickness of dental acrylic on the beam entrance
of the shield to reduce electron backscatter to an acceptable level.
(Courtesy of MEDTEC.)

Figure 36. Radiotherapy port film cassette. Copper screens
are used to improve subject contrast and improve resolution as
shown in the portal localization radiograph. (Courtesy Eastman
Kodak Co.)



or MOSFET dosimeters placed on the patient’s skin surface
or in body cavities. The most recent development in these
types of devices is the OneDose patient dosimetry system
(Fig. 41) developed by Sicel Technologies, Inc. It consists of
a wireless handheld reader which interacts with self-adhe-
sive external MOSFET dosimeters placed on the patient.
To use, the therapist simply places the precalibrated dosi-
meters on the patient’s skin in the treatment field, treats
the patient, and then slides the dosimeter into the reader
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Figure 37. Port film cassette holder. Devices used to support a
port film cassette behind the patient in any orientation device are
especially useful for oblique treatment angles as the plane of film
can be adjusted so as to produce normal incidence of the radiation
field. (Courtesy of MEDTEC.)

Figure 38. Example of a port film fiducial grid. Device identifies
the central axis of the radiation beam and provides a scale at the
calibration distance, thus providing a magnification factor for the
port film. (Courtesy of MEDTEC.)

Figure 39. Kodak 2000RT CR system. Computed radiography
system that allows digital DICOM images to be distributed
electronically throughout the department. (Courtesy Eastman
Kodak Co.)

Figure 40. Elekta Synergy1system. Linac with electronic portal
imager (EPID) and conebeam tomographic imaging system for
localization of bone and soft-tissue targets. (Courtesy of Elekta AB.)



for an immediate display. The reader automatically pro-
vides a permanent record of dosage, time, and date with
minimal data entry. Another dose verification device is
shown in Fig. 42; because IMRT treatments presently
require verification of the dose delivered and pattern for
each patient, special phantoms and/or check devices
have been developed to facilitate the IMRT verification
measurements.

Also, there are numerous QA devices available to check
the constancy of the linac’s beam calibration, symmetry,
and radiation-light field alignment. Generally, the QA
radiation detection devices consist of several ionization
chambers or semiconductors positioned in a plastic phan-
tom that can be placed in the radiation beam (Fig. 43).

Finally, one of the latest advances is a system (still
under development) that will be capable of performing
continuous objective, real-time tracking of the target
volume during treatment (Calypso Medical Technologies,
Inc.) (35). The system is based on alternating current (ac)
magnetic fields utilizing permanently implantable wireless
transponders that do not require additional ionizing radia-
tion and do not depend on subjective interpretation of

images. The system is currently undergoing clinical eva-
luation and is not yet available for clinical use.

SUMMARY

In summary, numerous radiotherapy accessories are used
to aid in planning, delivering, and verifying radiation
treatments. New systems continue to be developed that
give the ability to more accurately position the patient and
account for the internal target volume relative to the
treatment machine’s isocenter. Such devices enable sig-
nificant reductions in the amount of normal tissue included
in the irradiated volume. Finally, it should be recognized
that the preferences of the individual radiation oncologist,
radiation therapist, and clinical physicist still play a major
role in the acceptance and use of all of the types of devices
discussed in this article. The major considerations for any
specific application are typically cost, speed and ease of
preparation, ease of use, and effectiveness.
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PREFACE

This six-volume work is an alphabetically organized compi-
lation of almost 300 articles that describe critical aspects of
medical devices and instrumentation.

It is comprehensive. The articles emphasize the contri-
butions of engineering, physics, and computers to each of the
general areas of anesthesiology, biomaterials, burns, cardi-
ology, clinical chemistry, clinical engineering, communica-
tive disorders, computers in medicine, critical care
medicine, dermatology, dentistry, ear, nose, and throat,
emergency medicine, endocrinology, gastroenterology,
genetics, geriatrics, gynecology, hematology, heptology,
internal medicine, medical physics, microbiology, nephrol-
ogy, neurology, nutrition, obstetrics, oncology, ophthalmol-
ogy, orthopedics, pain, pediatrics, peripheral vascular
disease, pharmacology, physical therapy, psychiatry, pul-
monary medicine, radiology, rehabilitation, surgery, tissue
engineering, transducers, and urology.

The discipline is defined through the synthesis of the core
knowledge from all the fields encompassed by the applica-
tion of engineering, physics, and computers to problems in
medicine. The articles focus not only on what is now useful
but also on what is likely to be useful in future medical
applications.

These volumes answer the question, ‘‘What are the
branches of medicine and how does technology assist each
of them?’’ rather than ‘‘What are the branches of technology
and how could each be used in medicine?’’ To keep this work
to a manageable length, the practice of medicine that is
unassisted by devices, such as the use of drugs to treat
disease, has been excluded.

The articles are accessible to the user; each benefits from
brevity of condensation instead of what could easily have
been a book-length work. The articles are designed not for
peers, but rather for workers from related fields who wish to
take a first look at what is important in the subject.

The articles are readable. They do not presume a detailed
background in the subject, but are designed for any person
with a scientific background and an interest in technology.
Rather than attempting to teach the basics of physiology or
Ohm’s law, the articles build on such basic concepts to show
how the worlds of life science and physical science meld to
produce improved systems. While the ideal reader might be
a person with a Master’s degree in biomedical engineering or
medical physics or an M.D. with a physical science under-
graduate degree, much of the material will be of value to
others with an interest in this growing field. High school
students and hospital patients can skip over more technical
areas and still gain much from the descriptive presentations.

The Encyclopedia of Medical Devices and Instrumenta-
tion is excellent for browsing and searching for those new
divergent associations that may advance work in a periph-
eral field. While it can be used as a reference for facts, the
articles are long enough that they can serve as an educa-
tional instrument and provide genuine understanding of a
subject.

One can use this work just as one would use a dictionary,
since the articles are arranged alphabetically by topic. Cross
references assist the reader looking for subjects listed under
slightly different names. The index at the end leads the
reader to all articles containing pertinent information on
any subject. Listed on pages xxi to xxx are all the abbrevia-
tions and acronyms used in the Encyclopedia. Because of
the increasing use of SI units in all branches of science, these
units are provided throughout the Encyclopedia articles as
well as on pages xxxi to xxxv in the section on conversion
factors and unit symbols.

I owe a great debt to the many people who have con-
tributed to the creation of this work. At John Wiley & Sons,
Encyclopedia Editor George Telecki provided the idea and
guiding influence to launch the project. Sean Pidgeon was
Editorial Director of the project. Assistant Editors Roseann
Zappia, Sarah Harrington, and Surlan Murrell handled the
myriad details of communication between publisher, editor,
authors, and reviewers and stimulated authors and
reviewers to meet necessary deadlines.

My own background has been in the electrical aspects of
biomedical engineering. I was delighted to have the assis-
tance of the editorial board to develop a comprehensive
encyclopedia. David J. Beebe suggested cellular topics such
as microfluidics. Jerry M. Calkins assisted in defining the
chemically related subjects, such as anesthesiology.
Michael R. Neuman suggested subjects related to sensors,
such as in his own work—neonatology. Joon B. Park has
written extensively on biomaterials and suggested related
subjects. Edward S. Sternick provided many suggestions
from medical physics. The Editorial Board was instrumen-
tal both in defining the list of subjects and in suggesting
authors.

This second edition brings the field up to date. It is
available on the web at http://www.mrw.interscience.wiley.
com/emdi, where articles can be searched simultaneously to
provide rapid and comprehensive information on all aspects
of medical devices and instrumentation.

JOHN G. WEBSTER
University of Wisconsin, Madison
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NEONATAL MONITORING
NEUROLOGICAL MONITORS
NEUTRON ACTIVATION ANALYSIS
NEUTRON BEAM THERAPY
NONIONIZING RADIATION, BIOLOGICAL EFFECTS OF
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NUCLEAR MEDICINE INSTRUMENTATION
NUCLEAR MEDICINE, COMPUTERS IN
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OCULAR FUNDUS REFLECTOMETRY
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OFFICE AUTOMATION SYSTEMS
OPTICAL SENSORS
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ORTHOPEDIC DEVICES, MATERIALS AND

DESIGN FOR
ORTHOPEDICS, PROSTHESIS FIXATION FOR
OXYGEN ANALYZERS
OXYGEN MONITORING
PACEMAKERS
PANCREAS, ARTIFICIAL
PERIPHERAL VASCULAR NONINVASIVE

MEASUREMENTS
PHANTOM MATERIALS IN RADIOLOGY
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PHOTOGRAPHY, MEDICAL
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MEDIUM ENERGY
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ABBREVIATIONS AND ACRONYMS

AAMI Association for the Advancement of
Medical Instrumentation

AAPM American Association of Physicists in
Medicine

ABC Automatic brightness control
ABET Accreditation board for engineering

training
ABG Arterial blood gases
ABLB Alternative binaural loudness balance
ABS Acrylonitrile–butadiene–styrene
ac Alternating current
AC Abdominal circumference; Affinity

chromatography
ACA Automated clinical analyzer
ACES Augmentative communication evaluation

system
ACL Anterior chamber lens
ACLS Advanced cardiac life support
ACOG American College of Obstetrics and

Gynecology
ACR American College of Radiology
ACS American Cancer Society; American

College of Surgeons
A/D Analog-to-digital
ADC Agar diffusion chambers; Analog-to-

digital converter
ADCC Antibody-dependent cellular

cytotoxicity
ADCL Accredited Dosimetry Calibration

Laboratories
ADP Adenosine diphosphate
A-D-T Admission, discharge, and transfer
AE Anion exchange; Auxiliary electrode
AEA Articulation error analysis
AEB Activation energy barrier
AEC Automatic exposure control
AED Automatic external defibrillator
AEMB Alliance for Engineering in Medicine

and Biology
AES Auger electron spectroscopy
AESC American Engineering Standards

Committee
AET Automatic exposure termination
AFO Ankle-foot orthosis
AGC Automatic gain control
AHA American Heart Association
AI Arterial insufficiency
AICD Automatic implantable cardiac

defibrillator
AID Agency for International Development
AIDS Acquired immune deficiency syndrome
AL Anterior leaflet
ALG Antilymphocyte globulin

ALS Advanced life support; Amyotropic
lateral sclerosis

ALT Alanine aminotransferase
ALU Arithmetic and logic unit
AM Amplitude modulation
AMA American Medical Association
amu Atomic mass units
ANOVA Analysis of variance
ANSI American National Standards Institute
AP Action potential; Alternative pathway;

Anteroposterior
APD Anterioposterior diameter
APL Adjustable pressure limiting valve;

Applied Physics Laboratory
APR Anatomically programmed radiography
AR Amplitude reduction; Aortic

regurgitation; Autoregressive
Ara-C Arabinosylcytosine
ARD Absorption rate density
ARDS Adult respiratory distress syndrome
ARGUS Arrhythmia guard system
ARMA Autoregressive-moving-average model
ARMAX Autoregressive-moving-average model

with external inputs
AS Aortic stenosis
ASA American Standards Association
ASCII American standard code for information

interchange
ASD Antisiphon device
ASHE American Society for Hospital Engineering
ASTM American Society for Testing and

Materials
AT Adenosine-thiamide; Anaerobic threshold;

Antithrombin
ATA Atmosphere absolute
ATLS Advanced trauma life support
ATN Acute tubular necrosis
ATP Adenosine triphosphate
ATPD Ambient temperature pressure dry
ATPS Ambient temperature pressure

saturated
ATR Attenuated total reflection
AUC Area under curve
AUMC Area under moment curve
AV Atrioventricular
AZT Azido thymidine
BA Biliary atresia
BAEP Brainstem auditory evoked potential
BAPN Beta-amino-proprionitryl
BAS Boston anesthesis system
BASO Basophil
BB Buffer base
BBT Basal body temperature
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BCC Body-centered cubic
BCD Binary-coded decimal
BCG Ballistocardiogram
BCLS Basic cardiac life support
BCRU British Commitee on Radiation Units

and Measurements
BDI Beck depression inventory
BE Base excess; Binding energy
BET Brunauer, Emmett, and Teller methods
BH His bundle
BI Biological indicators
BIH Beth Israel Hospital
BIPM International Bureau of Weights and

Measurements
BJT Bipolar junction transistor
BMDP Biomedical Programs
BME Biomedical engineering
BMET Biomedical equipment technician
BMO Biomechanically optimized
BMR Basal metabolic rate
BOL Beginning of life
BP Bereitschafts potential; Break point
BR Polybutadiene
BRM Biological response modifier
BRS Bibliographic retrieval services
BSS Balanced salt solution
BTG Beta thromboglobulin
BTPS Body temperature pressure saturated
BUN Blood urea nitrogen
BW Body weight
CA Conductive adhesives
CABG Coronary artery by-pass grafting
CAD/CAM Computer-aided design/computer-aided

manufacturing
CAD/D Computer-aided drafting and design
CADD Central axis depth dose
CAI Computer assisted instruction;

Computer-aided instruction
CAM Computer-assisted management
cAMP Cyclic AMP
CAPD Continuous ambulatory peritoneal

dialysis
CAPP Child amputee prosthetic project
CAT Computerized axial tomography
CATS Computer-assisted teaching system;

Computerized aphasia treatment system
CAVH Continuous arteriovenous hemofiltration
CB Conjugated bilirubin; Coulomb barrier
CBC Complete blood count
CBF Cerebral blood flow
CBM Computer-based management
CBV Cerebral blood volume
CC Closing capacity
CCC Computer Curriculum Company
CCD Charge-coupled device
CCE Capacitance contact electrode
CCF Cross-correlation function
CCL Cardiac catheterization laboratory
CCM Critical care medical services
CCPD Continuous cycling peritoneal

dialysis

CCTV Closed circuit television system
CCU Coronary care unit; Critical care unit
CD Current density
CDR Complimentary determining region
CDRH Center for Devices and Radiological

Health
CEA Carcinoembryonic antigen
CF Conversion factor; Cystic fibrosis
CFC Continuous flow cytometer
CFR Code of Federal Regulations
CFU Colony forming units
CGA Compressed Gas Association
CGPM General Conference on Weights and

Measures
CHO Carbohydrate
CHO Chinese hamster ovary
CI Combination index
CICU Cardiac intensive care unit
CIF Contrast improvement factor
CIN Cervical intraepithelial neoplasia
CK Creatine kinase
CLAV Clavicle
CLSA Computerized language sample analysis
CM Cardiomyopathy; Code modulation
CMAD Computer managed articulation diagnosis
CMI Computer-managed instruction
CMRR Common mode rejection ratio
CMV Conventional mechanical ventilation;

Cytomegalovirus
CNS Central nervous system
CNV Contingent negative variation
CO Carbon monoxide; Cardiac output
COBAS Comprehensive Bio-Analysis System
COPD Chronic obstructive pulmonary disease
COR Center of rotation
CP Cerebral palsy; Closing pressure; Creatine

phosphate
CPB Cardiopulmonary bypass
CPET Cardiac pacemaker electrode tips
CPM Computerized probe measurements
CPP Cerebral perfusion pressure;

Cryoprecipitated plasma
CPR Cardiopulmonary resuscitation
cps Cycles per second
CPU Central Processing unit
CR Center of resistance; Conditioned response;

Conductive rubber; Creatinine
CRBB Complete right bundle branch block
CRD Completely randomized design
CRL Crown rump length
CRT Cathode ray tube
CS Conditioned stimulus; Contrast scale;

Crown seat
CSA Compressed spectral array
CSF Cerebrospinal fluid
CSI Chemical shift imaging
CSM Chemically sensitive membrane
CT Computed tomography; Computerized

tomography
CTI Cumulative toxicity response index
CV Closing volume
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C.V. Coefficient of variation
CVA Cerebral vascular accident
CVP Central venous pressure
CVR Cardiovascular resistance
CW Continuous wave
CWE Coated wire electrodes
CWRU Case Western Reserve University
DAC Digital-to-analog converter
DAS Data acquisition system
dB Decibel
DB Direct body
DBMS Data base management system
DBS Deep brain stimulation
dc Direct current
DCCT Diabetes control and complications trial
DCP Distal cavity pressure
DCS Dorsal column stimulation
DDC Deck decompression chamber
DDS Deep diving system
DE Dispersive electrode
DEN Device experience network
DERS Drug exception ordering system
DES Diffuse esophageal spasm
d.f. Distribution function
DHCP Distributed Hospital Computer Program
DHE Dihematoporphyrin ether
DHEW Department of Health Education and

Welfare
DHHS Department of Health and Human Services
DHT Duration of hypothermia
DI Deionized water
DIC Displacement current
DIS Diagnostic interview schedule
DL Double layer
DLI Difference lumen for intensity
DM Delta modulation
DME Dropping mercury electrode
DN Donation number
DNA Deoxyribonucleic acid
DOF Degree of freedom
DOS Drug ordering system
DOT-NHTSA Department of Transportation Highway

Traffic Safety Administration
DPB Differential pencil beam
DPG Diphosphoglycerate
DQE Detection quantum efficiency
DRESS Depth-resolved surface coil spectroscopy
DRG Diagnosis-related group
DSA Digital subtraction angiography
DSAR Differential scatter-air ratio
DSB Double strand breaks
DSC Differential scanning calorimetry
D-T Deuterium-on-tritium
DTA Differential thermal analysis
d.u. Density unit
DUR Duration
DVT Deep venous thrombosis
EA Esophageal accelerogram
EB Electron beam
EBCDIC Extended binary code decimal interchange

code

EBS Early burn scar
EBV Epstein–Barr Virus
EC Ethyl cellulose
ECC Emergency cardiac care; Extracorporeal

circulation
ECCE Extracapsular cataract extinction
ECD Electron capture detector
ECG Electrocardiogram
ECM Electrochemical machining
ECMO Extracorporeal membrane oxygenation
ECOD Extracranial cerebrovascular occlusive

disease
ECRI Emergency Care Research Institute
ECS Exner’s Comprehensive System
ECT Electroconvulsive shock therapy;

Electroconvulsive therapy; Emission
computed tomography

EDD Estimated date of delivery
EDP Aortic end diastolic pressure
EDTA Ethylenediaminetetraacetic acid
EDX Energy dispersive X-ray analysis
EEG Electroencephalogram
EEI Electrode electrolyte interface
EELV End-expiratory lung volume
EER Electrically evoked response
EF Ejection fraction
EF Electric field; Evoked magnetic fields
EFA Estimated fetal age
EGF Epidermal growth factor
EGG Electrogastrogram
EIA Enzyme immunoassay
EIU Electrode impedance unbalance
ELF Extra low frequency
ELGON Electrical goniometer
ELISA Enzyme-linked immunosorbent assay
ELS Energy loss spectroscopy
ELV Equivalent lung volume
EM Electromagnetic
EMBS Engineering in Medicine and Biology

Society
emf Electromotive force
EMG Electromyogram
EMGE Integrated electromyogram
EMI Electromagnetic interference
EMS Emergency medical services
EMT Emergency medical technician
ENT Ear, nose, and throat
EO Elbow orthosis
EOG Electrooculography
EOL End of life
EOS Eosinophil
EP Elastoplastic; Evoked potentiate
EPA Environmental protection agency
ER Evoked response
ERCP Endoscopic retrograde

cholangiopancreatography
ERG Electron radiography;

Electroretinogram
ERMF Event-related magnetic field
ERP Event-related potential
ERV Expiratory reserve volume
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ESCA Electron spectroscopy for chemical
analysis

ESI Electrode skin impedance
ESRD End-stage renal disease
esu Electrostatic unit
ESU Electrosurgical unit
ESWL Extracorporeal shock wave lithotripsy
ETO, Eto Ethylene oxide
ETT Exercise tolerance testing
EVA Ethylene vinyl acetate
EVR Endocardial viability ratio
EW Extended wear
FAD Flavin adenine dinucleotide
FARA Flexible automation random analysis
FBD Fetal biparietal diameter
FBS Fetal bovine serum
fcc Face centered cubic
FCC Federal Communications Commission
Fct Fluorocrit
FDA Food and Drug Administration
FDCA Food, Drug, and Cosmetic Act
FE Finite element
FECG Fetal electrocardiogram
FEF Forced expiratory flow
FEL Free electron lasers
FEM Finite element method
FEP Fluorinated ethylene propylene
FES Functional electrical stimulation
FET Field-effect transistor
FEV Forced expiratory volume
FFD Focal spot to film distance
FFT Fast Fourier transform
FGF Fresh gas flow
FHR Fetal heart rate
FIC Forced inspiratory capacity
FID Flame ionization detector; Free-induction

decay
FIFO First-in-first-out
FITC Fluorescent indicator tagged polymer
FL Femur length
FM Frequency modulation
FNS Functional neuromuscular stimulation
FO Foramen ovale
FO-CRT Fiber optics cathode ray tube
FP Fluorescence polarization
FPA Fibrinopeptide A
FR Federal Register
FRC Federal Radiation Council; Functional

residual capacity
FSD Focus-to-surface distance
FTD Focal spot to tissue-plane distance
FTIR Fourier transform infrared
FTMS Fourier transform mass spectrometer
FU Fluorouracil
FUDR Floxuridine
FVC Forced vital capacity
FWHM Full width at half maximum
FWTM Full width at tenth maximum
GABA Gamma amino buteric acid
GAG Glycosaminoglycan
GBE Gas-bearing electrodynamometer

GC Gas chromatography; Guanine-cytosine
GDT Gas discharge tube
GFR Glomerular filtration rate
GHb Glycosylated hemoglobin
GI Gastrointestinal
GLC Gas–liquid chromatography
GMV General minimum variance
GNP Gross national product
GPC Giant papillary conjunctivitis
GPH Gas-permeable hard
GPH-EW Gas-permeable hard lens extended wear
GPO Government Printing Office
GSC Gas-solid chromatography
GSR Galvanic skin response
GSWD Generalized spike-wave discharge
HA Hydroxyapatite
HAM Helical axis of motion
Hb Hemoglobin
HBE His bundle electrogram
HBO Hyperbaric oxygenation
HC Head circumference
HCA Hypothermic circulatory arrest
HCFA Health care financing administration
HCL Harvard Cyclotron Laboratory
hcp Hexagonal close-packed
HCP Half cell potential
HDPE High density polyethylene
HECS Hospital Equipment Control System
HEMS Hospital Engineering Management

System
HEPA High efficiency particulate air filter
HES Hydroxyethylstarch
HETP Height equivalent to a theoretical plate
HF High-frequency; Heating factor
HFCWO High-frequency chest wall oscillation
HFER High-frequency electromagnetic radiation
HFJV High-frequency jet ventilation
HFO High-frequency oscillator
HFOV High-frequency oscillatory ventilation
HFPPV High-frequency positive pressure

ventilation
HFV High-frequency ventilation
HHS Department of Health and Human

Services
HIBC Health industry bar code
HIMA Health Industry Manufacturers

Association
HIP Hydrostatic indifference point
HIS Hospital information system
HK Hexokinase
HL Hearing level
HMBA Hexamethylene bisacetamide
HMO Health maintenance organization
HMWPE High-molecular-weight polyethylene
HOL Higher-order languages
HP Heating factor; His-Purkinje
HpD Hematoporphyrin derivative
HPLC High-performance liquid chromatography
HPNS High-pressure neurological syndrome
HPS His-Purkinje system
HPX High peroxidase activity
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HR Heart rate; High-resolution
HRNB Halstead-Reitan Neuropsychological

Battery
H/S Hard/soft
HSA Human serum albumin
HSG Hysterosalpingogram
HTCA Human tumor cloning assay
HTLV Human T cell lymphotrophic virus
HU Heat unit; Houndsfield units; Hydroxyurea
HVL Half value layer
HVR Hypoxic ventilatory response
HVT Half-value thickness
IA Image intensifier assembly; Inominate

artery
IABP Intraaortic balloon pumping
IAEA International Atomic Energy Agency
IAIMS Integrated Academic Information

Management System
IASP International Association for the Study

of Pain
IC Inspiratory capacity; Integrated circuit
ICCE Intracapsular cataract extraction
ICD Intracervical device
ICDA International classification of diagnoses
ICL Ms-clip lens
ICP Inductively coupled plasma;

Intracranial pressure
ICPA Intracranial pressure amplitude
ICRP International Commission on

Radiological Protection
ICRU International Commission on Radiological

Units and Measurements
ICU Intensive care unit
ID Inside diameter
IDDM Insulin dependent diabetes mellitus
IDE Investigational device exemption
IDI Index of inspired gas distribution
I:E Inspiratory: expiratory
IEC International Electrotechnical

Commission; Ion-exchange
chromatography

IEEE Institute of Electrical and Electronics
Engineers

IEP Individual educational program
BETS Inelastic electron tunneling spectroscopy
IF Immunofluorescent
IFIP International Federation for Information

Processing
IFMBE International Federation for Medical and

Biological Engineering
IGFET Insulated-gate field-effect transistor
IgG Immunoglobulin G
IgM Immunoglobulin M
IHP Inner Helmholtz plane
IHSS Idiopathic hypertrophic subaortic stenosis
II Image intensifier
IIIES Image intensifier input-exposure

sensitivity
IM Intramuscular
IMFET Immunologically sensitive field-effect

transistor

IMIA International Medical Informatics
Association

IMS Information management system
IMV Intermittent mandatory ventilation
INF Interferon
IOL Intraocular lens
IPC Ion-pair chromatography
IPD Intermittent peritoneal dialysis
IPG Impedance plethysmography
IPI Interpulse interval
IPPB Intermittent positive pressure breathing
IPTS International practical temperature scale
IR Polyisoprene rubber
IRB Institutional Review Board
IRBBB Incomplete right bundle branch block
IRPA International Radiation Protection

Association
IRRAS Infrared reflection-absorption

spectroscopy
IRRS Infrared reflection spectroscopy
IRS Internal reflection spectroscopy
IRV Inspiratory reserve capacity
IS Image size; Ion-selective
ISC Infant skin servo control
ISDA Instantaneous screw displacement axis
ISE Ion-selective electrode
ISFET Ion-sensitive field effect transistor
ISIT Intensified silicon-intensified target tube
ISO International Organization for

Standardization
ISS Ion scattering spectroscopy
IT Intrathecal
ITEP Institute of Theoretical and Experimental

Physics
ITEPI Instantaneous trailing edge pulse

impedance
ITLC Instant thin-layer chromatography
IUD Intrauterine device
IV Intravenous
IVC Inferior vena cava
IVP Intraventricular pressure
JCAH Joint Commission on the Accreditation

of Hospitals
JND Just noticeable difference
JRP Joint replacement prosthesis
KB Kent bundle
Kerma Kinetic energy released in unit mass
KO Knee orthosis
KPM Kilopond meter
KRPB Krebs-Ringer physiological buffer
LA Left arm; Left atrium
LAD Left anterior descending; Left axis

deviation
LAE Left atrial enlargement
LAK Lymphokine activated killer
LAL Limulus amoebocyte lysate
LAN Local area network
LAP Left atrial pressure
LAT Left anterior temporalis
LBBB Left bundle branch block
LC Left carotid; Liquid chromatography
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LCC Left coronary cusp
LCD Liquid crystal display
LDA Laser Doppler anemometry
LDF Laser Doppler flowmetry
LDH Lactate dehydrogenase
LDPE Low density polyethylene
LEBS Low-energy brief stimulus
LED Light-emitting diode
LEED Low energy electron diffraction
LES Lower esophageal sphincter
LESP Lower esophageal sphincter pressure
LET Linear energy transfer
LF Low frequency
LH Luteinizing hormone
LHT Local hyperthermia
LL Left leg
LLDPE Linear low density polyethylene
LLPC Liquid-liquid partition chromatography
LLW Low-level waste
LM Left masseter
LNNB Luria-Nebraska Neuropsychological

Battery
LOS Length of stay
LP Late potential; Lumboperitoneal
LPA Left pulmonary artery
LPC Linear predictive coding
LPT Left posterior temporalis
LPV Left pulmonary veins
LRP Late receptor potential
LS Left subclavian
LSC Liquid-solid adsorption chromatography
LSI Large scale integrated
LSV Low-amplitude shear-wave

viscoelastometry
LTI Low temperature isotropic
LUC Large unstained cells
LV Left ventricle
LVAD Left ventricular assist device
LVDT Linear variable differential transformer
LVEP Left ventricular ejection period
LVET Left ventricular ejection time
LVH Left ventricular hypertrophy
LYMPH Lymphocyte
MAA Macroaggregated albumin
MAC Minimal auditory capabilities
MAN Manubrium
MAP Mean airway pressure; Mean arterial

pressure
MAST Military assistance to safety and traffic
MBA Monoclonal antibody
MBV Maximum breathing ventilation
MBX Monitoring branch exchange
MCA Methyl cryanoacrylate
MCG Magnetocardiogram
MCI Motion Control Incorporated
MCMI Millon Clinical Multiaxial Inventory
MCT Microcatheter transducer
MCV Mean corpuscular volume
MDC Medical diagnostic categories
MDI Diphenylmethane diisocyanate;

Medical Database Informatics

MDP Mean diastolic aortic pressure
MDR Medical device reporting
MDS Multidimensional scaling
ME Myoelectric
MED Minimum erythema dose
MEDPAR Medicare provider analysis and review
MEFV Maximal expiratory flow volume
MEG Magnetoencephalography
MeSH Medline subject heading
METS Metabolic equivalents
MF Melamine-formaldehyde
MFP Magnetic field potential
MGH Massachusetts General Hospital
MHV Magnetic heart vector
MI Myocardial infarction
MIC Minimum inhibitory concentration
MIFR Maximum inspiratory flow rate
MINET Medical Information Network
MIR Mercury-in-rubber
MIS Medical information system;

Metal-insulator-semiconductor
MIT Massachusetts Institute of Technology
MIT/BIH Massachusetts Institute of Technology/

Beth Israel Hospital
MMA Manual metal arc welding
MMA Methyl methacrylate
MMECT Multiple-monitored ECT
MMFR Maximum midexpiratory flow rate
mm Hg Millimeters of mercury
MMPI Minnesota Multiphasic Personality

Inventory
MMSE Minimum mean square error
MO Membrane oxygenation
MONO Monocyte
MOSFET Metal oxide silicon field-effect

transistor
MP Mercaptopurine; Metacarpal-phalangeal
MPD Maximal permissible dose
MR Magnetic resonance
MRG Magnetoretinogram
MRI Magnetic resonance imaging
MRS Magnetic resonance spectroscopy
MRT Mean residence time
MS Mild steel; Multiple sclerosis
MSR Magnetically shielded room
MTBF Mean time between failure
MTF Modulation transfer function
MTTR Mean time to repair
MTX Methotroxate
MUA Motor unit activity
MUAP Motor unit action potential
MUAPT Motor unit action potential train
MUMPI Missouri University Multi-Plane

Imager
MUMPS Massachusetts General Hospital utility

multiuser programming system
MV Mitral valve
MVO2 Maximal oxygen uptake
MVTR Moisture vapor transmission rate
MVV Maximum voluntary ventilation
MW Molecular weight
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NAA Neutron activation analysis
NAD Nicotinamide adenine dinucleotide
NADH Nicotinamide adenine dinucleotide,

reduced form
NADP Nicotinamide adenine dinucleotide

phosphate
NAF Neutrophil activating factor
NARM Naturally occurring and accelerator-

produced radioactive materials
NBB Normal buffer base
NBD Neuromuscular blocking drugs
N-BPC Normal bonded phase chromatography
NBS National Bureau of Standards
NCC Noncoronary cusp
NCCLS National Committee for Clinical

Laboratory Standards; National
Committee on Clinical Laboratory
Standards

NCRP National Council on Radiation Protection
NCT Neutron capture theory
NEEP Negative end-expiratory pressure
NEMA National Electrical Manufacturers

Association
NEMR Nonionizing electromagnetic radiation
NEQ Noise equivalent quanta
NET Norethisterone
NEUT Neutrophil
NFPA National Fire Protection Association
NH Neonatal hepatitis
NHE Normal hydrogen electrode
NHLBI National Heart, Lung, and Blood Institute
NIR Nonionizing radiation
NIRS National Institute for Radiologic Science
NK Natural killer
NMJ Neuromuscular junction
NMOS N-type metal oxide silicon
NMR Nuclear magnetic resonance
NMS Neuromuscular stimulation
NPH Normal pressure hydrocephalus
NPL National Physical Laboratory
NR Natural rubber
NRC Nuclear Regulatory Commission
NRZ Non-return-to-zero
NTC Negative temperature coefficient
NTIS National Technical Information Service
NVT Neutrons versus time
NYHA New York Heart Association
ob/gyn Obstetrics and gynecology
OCR Off-center ratio; Optical character

recognition
OCV Open circuit voltage
OD Optical density; Outside diameter
ODC Oxyhemoglobin dissociation curve
ODT Oxygen delivery truck
ODU Optical density unit
OER Oxygen enhancement ratio
OFD Object to film distance; Occiputo-frontal

diameter
OHL Outer Helmholtz layer
OHP Outer Helmholtz plane
OIH Orthoiodohippurate

OPG Ocular pneumoplethysmography
OR Operating room
OS Object of known size; Operating system
OTC Over the counter
OV Offset voltage
PA Posterioanterior; Pulmonary artery;

Pulse amplitude
PACS Picture archiving and communications

systems
PAD Primary afferent depolarization
PAM Pulse amplitude modulation
PAN Polyacrylonitrile
PAP Pulmonary artery pressure
PAR Photoactivation ratio
PARFR Program for Applied Research on

Fertility Regulation
PARR Poetanesthesia recovery room
PAS Photoacoustic spectroscopy
PASG Pneumatic antishock garment
PBI Penile brachial index
PBL Positive beam limitation
PBT Polybutylene terephthalate
PC Paper chromatography; Personal

computer; Polycarbonate
PCA Patient controlled analgesia; Principal

components factor analysis
PCG Phonocardiogram
PCI Physiological cost index
PCL Polycaprolactone; Posterior chamber

lens
PCR Percent regurgitation
PCRC Perinatal Clinical Research Center
PCS Patient care system
PCT Porphyria cutanea tarda
PCWP Pulmonary capillary wedge pressure
PD Peritoneal dialysis; Poly-p-dioxanone;

Potential difference; Proportional and
derivative

PDD Percent depth dose; Perinatal Data
Directory

PDE Pregelled disposable electrodes
p.d.f. Probability density function
PDL Periodontal ligament
PDM Pulse duration modulation
PDMSX Polydimethyl siloxane
PDS Polydioxanone
PE Polyethylene
PEEP Positive end-expiratory pressure
PEFR Peak expiratory now rate
PEN Parenteral and enteral nutrition
PEP Preejection period
PEPPER Programs examine phonetic find

phonological evaluation records
PET Polyethylene terephthalate;

Positron-emission tomography
PEU Polyetherurethane
PF Platelet factor
PFA Phosphonoformic add
PFC Petrofluorochemical
PFT Pulmonary function testing
PG Polyglycolide; Propylene glycol
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PGA Polyglycolic add
PHA Phytohemagglutinin; Pulse-height

analyzer
PHEMA Poly-2-hydroxyethyl methacrylate
PI Propidium iodide
PID Pelvic inflammatory disease;

Proportional/integral/derivative
PIP Peak inspiratory pressure
PL Posterior leaflet
PLA Polylactic acid
PLATO Program Logic for Automated Teaching

Operations
PLD Potentially lethal damage
PLED Periodic latoralized epileptiform discharge
PLT Platelet
PM Papillary muscles; Preventive

maintenance
PMA Polymethyl acrylate
p.m.f. Probability mass function
PMMA Polymethyl methacrylate
PMOS P-type metal oxide silicon
PMP Patient management problem;

Poly(4-methylpentane)
PMT Photomultiplier tube
PO Per os
Po2 Partial pressure of oxygen
POBT Polyoxybutylene terephthalate
POM Polyoxymethylene
POMC Patient order management and

communication system
POPRAS Problem Oriented Perinatal Risk

Assessment System
PP Perfusion pressure; Polyproplyene;

Postprandial (after meals)
PPA Phonemic process analysis
PPF Plasma protein fraction
PPM Pulse position modulation
PPSFH Polymerized phyridoxalated stroma-free

hemoglobin
PR Pattern recognition; Pulse rate
PRBS Pseudo-random binary signals
PRP Pulse repetition frequency
PRO Professional review organization
PROM Programmable read only memory
PS Polystyrene
PSA Pressure-sensitive adhesive
PSF Point spread function
PSI Primary skin irritation
PSP Postsynaptic potential
PSR Proton spin resonance
PSS Progressive systemic sclerosis
PT Plasma thromboplastin
PTB Patellar tendon bearing orthosis
PTC Plasma thromboplastin component;

Positive temperature coefficient;
Pressurized personal transfer capsule

PTCA Percutaneous transluminal coronary
angioplasty

PTFE Polytetrafluoroethylene
PTT Partial thromboplastin time
PUL Percutaneous ultrasonic lithotripsy

PURA Prolonged ultraviolet-A radiation
PUVA Psoralens and longwave ultraviolet light

photochemotherapy
P/V Pressure/volume
PVC Polyvinyl chloride; Premature ventricular

contraction
PVI Pressure–volume index
PW Pulse wave; Pulse width
PWM Pulse width modulation
PXE Pseudo-xanthoma elasticum
QA Quality assurance
QC Quality control
R-BPC Reverse bonded phase chromatography
R/S Radiopaque-spherical
RA Respiratory amplitude; Right arm
RAD Right axis deviation
RAE Right atrial enlargement
RAM Random access memory
RAP Right atrial pressure
RAT Right anterior temporalis
RB Right bundle
RBBB Right bundle branch block
RBC Red blood cell
RBE Relative biologic effectiveness
RBF Rose bengal fecal excretion
RBI Resting baseline impedance
RCBD Randomized complete block diagram
rCBF Regional cerebral blood flow
RCC Right coronary cusp
RCE Resistive contact electrode
R&D Research and development
r.e. Random experiment
RE Reference electrode
REM Rapid eye movement; Return electrode

monitor
REMATE Remote access and telecommunication

system
RES Reticuloendothelial system
RESNA Rehabilitation Engineering Society of

North America
RF Radio frequency; Radiographic-

nuoroscopic
RFI Radio-frequency interference
RFP Request for proposal
RFQ Request for quotation
RH Relative humidity
RHE Reversible hydrogen electrode
RIA Radioimmunoassay
RM Repetition maximum; Right masseter
RMR Resting metabolic rate
RMS Root mean square
RN Radionuclide
RNCA Radionuclide cineagiogram
ROI Regions of interest
ROM Range of motion; Read only memory
RP Retinitis pigmentosa
RPA Right pulmonary artery
RPP Rate pressure product
RPT Rapid pull-through technique
RPV Right pulmonary veins
RQ Respiratory quotient
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RR Recovery room
RRT Recovery room time; Right posterior

temporalis
RT Reaction time
RTD Resistance temperature device
RTT Revised token test
r.v. Random variable
RV Residual volume; Right ventricle
RVH Right ventricular hypertrophy
RVOT Right ventricular outflow tract
RZ Return-to-zero
SA Sinoatrial; Specific absorption
SACH Solid-ankle-cushion-heel
SAD Source-axis distance; Statistical

Analysis System
SAINT System analysis of integrated network

of tasks
SAL Sterility assurance level; Surface

averaged lead
SALT Systematic analysis of language

transcripts
SAMI Socially acceptable monitoring

instrument
SAP Systemic arterial pressure
SAR Scatter-air ratio; Specific absorption rate
SARA System for anesthetic and respiratory

gas analysis
SBE Subbacterial endocarditis
SBR Styrene-butadiene rubbers
SC Stratum corneum; Subcommittees
SCAP Right scapula
SCE Saturated calomel electrode; Sister

chromatid exchange
SCI Spinal cord injury
SCRAD Sub-Committee on Radiation Dosimetry
SCS Spinal cord stimulation
SCUBA Self-contained underwater breathing

apparatus
SD Standard deviation
SDA Stepwise discriminant analysis
SDS Sodium dodecyl sulfate
S&E Safety and effectiveness
SE Standard error
SEC Size exclusion chromatography
SEM Scanning electron microscope; Standard

error of the mean
SEP Somatosensory evoked potential
SEXAFS Surface extended X-ray absorption

fine structure
SF Surviving fraction
SFD Source-film distance
SFH Stroma-free hemoglobin
SFTR Sagittal frontal transverse rotational
SG Silica gel
SGF Silica gel fraction
SGG Spark gap generator
SGOT Serum glutamic oxaloacetic transaminase
SGP Strain gage plethysmography;

Stress-generated potential
SHE Standard hydrogen electrode
SI Le Système International d’Unités

SEBS Surgical isolation barrier system
SID Source to image reception distance
SIMFU Scanned intensity modulated focused

ultrasound
SIMS Secondary ion mass spectroscopy; System

for isometric muscle strength
SISI Short increment sensitivity index
SL Surgical lithotomy
SLD Sublethal damage
SLE Systemic lupus erythemotodes
SMA Sequential multiple analyzer
SMAC Sequential multiple analyzer with

computer
SMR Sensorimotor
S/N Signal-to-noise
S:N/D Signal-to-noise ratio per unit dose
SNP Sodium nitroprusside
SNR Signal-to-noise ratio
SOA Sources of artifact
SOAP Subjective, objective, assessment, plan
SOBP Spread-out Bragg peak
SP Skin potential
SPECT Single photon emission computed

tomography
SPL Sound pressure level
SPRINT Single photon ring tomograph
SPRT Standard platinum resistance

thermometer
SPSS Statistical Package for the Social Sciences
SQUID Superconducting quantum interference

device
SQV Square wave voltammetry
SR Polysulfide rubbers
SRT Speech reception threshold
SS Stainless steel
SSB Single strand breaks
SSD Source-to-skin distance; Source-to-surface

distance
SSE Stainless steel electrode
SSEP Somatosensory evoked potential
SSG Solid state generator
SSP Skin stretch potential
SSS Sick sinus syndrome
STD Source-tray distance
STI Systolic time intervals
STP Standard temperature and pressure
STPD Standard temperature pressure dry
SV Stroke volume
SVC Superior vena cava
SW Standing wave
TAA Tumor-associated antigens
TAC Time-averaged concentration
TAD Transverse abdominal diameter
TAG Technical Advisory Group
TAH Total artificial heart
TAR Tissue-air ratio
TC Technical Committees
TCA Tricarboxylic acid cycle
TCD Thermal conductivity detector
TCES Transcutaneous cranial electrical

stimulation
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TCP Tricalcium phosphate
TDD Telecommunication devices for the

deaf
TDM Therapeutic drug monitoring
TE Test electrode; Thermoplastic elastomers
TEAM Technology evaluation and acquisition

methods
TEM Transmission electron microscope;

Transverse electric and magnetic mode;
Transverse electromagnetic mode

TENS Transcutaneous electrical nerve
stimulation

TEP Tracheoesophageal puncture
TEPA Triethylenepho-sphoramide
TF Transmission factor
TFE Tetrafluorethylene
TI Totally implantable
TICCIT Time-shared Interaction Computer-

Controlled Information Television
TLC Thin-layer chromatography; Total

lung capacity
TLD Thermoluminescent dosimetry
TMJ Temporomandibular joint
TMR Tissue maximum ratio; Topical

magnetic resonance
TNF Tumor necrosis factor
TOF Train-of-four
TP Thermal performance
TPC Temperature pressure correction
TPD Triphasic dissociation
TPG Transvalvular pressure gradient
TPN Total parenteral nutrition
TR Temperature rise
tRNA Transfer RNA
TSH Thyroid stimulating hormone
TSS Toxic shock syndrome
TTD Telephone devices for the deaf
TTI Tension time index
TTR Transition temperature range
TTV Trimming tip version
TTY Teletypewriter
TUR Transurethral resection
TURP Transurethral resections of the

prostrate
TV Television; Tidal volume; Tricuspid valve
TVER Transscleral visual evoked response
TW Traveling wave
TxB2 Thrombozame B2

TZ Transformation zone
UES Upper esophageal sphincter
UP Urea-formaldehyde
UfflS University Hospital Information System
UHMW Ultra high molecular weight

UHMWPE Ultra high molecular weight polyethylene
UL Underwriters Laboratory
ULF Ultralow frequency
ULTI Ultralow temperature isotropic
UMN Upper motor neuron
UO Urinary output
UPTD Unit pulmonary oxygen toxicity doses
UR Unconditioned response
US Ultrasound; Unconditioned stimulus
USNC United States National Committee
USP United States Pharmacopeia
UTS Ultimate tensile strength
UV Ultraviolet; Umbilical vessel
UVR Ultraviolet radiation
V/F Voltage-to-frequency
VA Veterans Administration
VAS Visual analog scale
VBA Vaginal blood volume in arousal
VC Vital capacity
VCO Voltage-controlled oscillator
VDT Video display terminal
VECG Vectorelectrocardiography
VEP Visually evoked potential
VF Ventricular fibrillation
VOP Venous occlusion plethysmography
VP Ventriculoperitoneal
VPA Vaginal pressure pulse in arousal
VPB Ventricular premature beat
VPR Volume pressure response
VSD Ventricular septal defect
VSWR Voltage standing wave ratio
VT Ventricular tachycardia
VTG Vacuum tube generator
VTS Viewscan text system
VV Variable version
WAIS-R Weschler Adult Intelligence

Scale-Revised
WAK Wearable artificial kidney
WAML Wide-angle mobility light
WBAR Whole-body autoradiography
WBC White blood cell
WG Working Groups
WHO World Health Organization; Wrist hand

orthosis
WLF Williams-Landel-Ferry
WMR Work metabolic rate
w/o Weight percent
WORM Write once, read many
WPW Wolff-Parkinson-White
XPS X-ray photon spectroscopy
XR Xeroradiograph
YAG Yttrium aluminum garnet
ZPL Zero pressure level
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CONVERSION FACTORS AND UNIT SYMBOLS

SI UNITS (ADOPTED 1960)

A new system of metric measurement, the International System of Units (abbreviated SI), is being implemented throughout
the world. This system is a modernized version of the MKSA (meter, kilogram, second, ampere) system, and its details are
published and controlled by an international treaty organization (The International Bureau of Weights and Measures).

SI units are divided into three classes:

Derived Units and Other Acceptable Units

These units are formed by combining base units, supplementary units, and other derived units. Those derived units having
special names and symbols are marked with an asterisk (*) in the list below:

xxxi

Base Units
length metery (m)
massz kilogram (kg)
time second (s)
electric current ampere (A)
thermodynamic temperature§ kelvin (K)
amount of substance mole (mol)
luminous intensity candela (cd)

Supplementary Units
plane angle radian (rad)
solid angle steradian (sr)

Quantity Unit Symbol Acceptable equivalent
*absorbed dose gray Gy J/kg
acceleration meter per second squared m/s2

*activity (of ionizing radiation source) becquerel Bq 1/s
area square kilometer km2

square hectometer hm2 ha (hectare)
square meter m2

yThe spellings ‘‘metre’’ and ‘‘litre’’ are preferred by American Society for Testing and Materials (ASTM); however, ‘‘�er’’ will be
used in the Encyclopedia.
z‘‘Weight’’ is the commonly used term for ‘‘mass.’’
§Wide use is made of ‘‘Celsius temperature’’ ðtÞ defined t ¼ T � T0 where T is the thermodynamic temperature, expressed in
kelvins, and T0 ¼ 273:15K by definition. A temperature interval may be expressed in degrees Celsius as well as in kelvins.
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Quantity Unit Symbol Acceptable
equivalent
*capacitance farad F C/V
concentration (of amount of substance) mole per cubic meter mol/m3

*conductance siemens S A/V
current density ampere per square meter A/m2

density, mass density kilogram per cubic meter kg/m3 g/L; mg/cm3

dipole moment (quantity) coulomb meter C�m
*electric charge, quantity of electricity coulomb C A�s
electric charge density coulomb per cubic meter C/m3

electric field strength volt per meter V/m
electric flux density coulomb per square meter C/m2

*electric potential, potential difference,
electromotive force volt V W/A

*electric resistance ohm V V/A
*energy, work, quantity of heat megajoule MJ

kilojoule kJ
joule J N�m
electron volty eVy

kilowatt houry kW�hy
energy density joule per cubic meter J/m3

*force kilonewton kN
newton N kg�m/s2

*frequency megahertz MHz
hertz Hz 1/s

heat capacity, entropy joule per kelvin J/K
heat capacity (specific), specific entropy joule per kilogram kelvin J/(kg�K)
heat transfer coefficient watt per square meter W/(m2�K)

kelvin
*illuminance lux lx lm/m2

*inductance henry H Wb/A
linear density kilogram per meter kg/m
luminance candela per square meter cd/m2

*luminous flux lumen lm cd�sr
magnetic field strength ampere per meter A/m
*magnetic flux weber Wb V�s
*magnetic flux density tesla T Wb/m2

molar energy joule per mole J/mol
molar entropy, molar heat capacity joule per mole kelvin J/(mol�K)
moment of force, torque newton meter N�m
momentum kilogram meter per second kg�m/s
permeability henry per meter H/m
permittivity farad per meter F/m
*power, heat flow rate, radiant flux kilowatt kW

watt W J/s
power density, heat flux density,

irradiance watt per square meter W/m2

*pressure, stress megapascal MPa
kilopascal kPa
pascal Pa N/m2

sound level decibel dB
specific energy joule per kilogram J/kg
specific volume cubic meter per kilogram m3/kg
surface tension newton per meter N/m
thermal conductivity watt per meter kelvin W/(m�K)
velocity meter per second m/s

kilometer per hour km/h
viscosity, dynamic pascal second Pa�s

millipascal second mPa�s
yThis non-SI unit is recognized as having to be retained because of practical importance or use in specialized fields.



In addition, there are 16 prefixes used to indicate order of magnitude, as follows:

CONVERSION FACTORS TO SI UNITS

A representative list of conversion factors from non-SI to SI units is presented herewith. Factors are given to four significant
figures. Exact relationships are followed by a dagger (y). A more complete list is given in ASTM E 380-76 and ANSI Z210.
1-1976.
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Quantity Unit Symbol Acceptable equivalent
viscosity, kinematic square meter per second m2/s

square millimeter per second mm2/s
cubic meter m3

cubic decimeter dm3 L(liter)
cubic centimeter cm3 mL

wave number 1 per meter m�1

1 per centimeter cm�1

Multiplication factor Prefix Symbol Note
1018 exa E

1015 peta P

1012 tera T

109 giga G

108 mega M
103 kilo k
102 hecto ha

10 deka daa

10�1 deci da

10�2 centi ca

10�3 milli m
10�6 micro m
10�9 nano n
10�12 pico p
10�15 femto f
10�18 atto a

aAlthough hecto, deka, deci, and centi are
SI prefixes, their use should be avoided
except for SI unit-multiples for area and
volume and nontechnical use of
centimeter, as for body and clothing
measurement.

For a complete description of SI and its use the reader is referred to ASTM E 380.

To convert from To Multiply by
acre square meter (m2) 4:047� 103

angstrom meter (m) 1:0� 10�10y

are square meter (m2) 1:0� 102y

astronomical unit meter (m) 1:496� 1011

atmosphere pascal (Pa) 1:013� 105

bar pascal (Pa) 1:0� 105y

barrel (42 U.S. liquid gallons) cubic meter (m3) 0.1590
Btu (International Table) joule (J) 1:055� 103

Btu (mean) joule (J) 1:056� 103

Bt (thermochemical) joule (J) 1:054� 103

bushel cubic meter (m3) 3:524� 10�2

calorie (International Table) joule (J) 4.187
calorie (mean) joule (J) 4.190
calorie (thermochemical) joule (J) 4.184y

centimeters of water (39.2 8F) pascal (Pa) 98.07
centipoise pascal second (Pa�s) 1:0� 10�3y

centistokes square millimeter per second (mm2/s) 1.0y
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cfm (cubic foot per minute) cubic meter per second (m3/s) 4:72� 10�4

cubic inch cubic meter (m3) 1:639� 10�4

cubic foot cubic meter (m3) 2:832� 10�2

cubic yard cubic meter (m3) 0.7646
curie becquerel (Bq) 3:70� 1010y

debye coulomb-meter (C�m) 3:336� 10�30

degree (angle) radian (rad) 1:745� 10�2

denier (international) kilogram per meter (kg/m) 1:111� 10�7

tex 0.1111
dram (apothecaries’) kilogram (kg) 3:888� 10�3

dram (avoirdupois) kilogram (kg) 1:772� 10�3

dram (U.S. fluid) cubic meter (m3) 3:697� 10�6

dyne newton(N) 1:0� 10�6y

dyne/cm newton per meter (N/m) 1:00� 10�3y

electron volt joule (J) 1:602� 10�19

erg joule (J) 1:0� 10�7y

fathom meter (m) 1.829
fluid ounce (U.S.) cubic meter (m3) 2:957� 10�5

foot meter (m) 0.3048y

foot-pound force joule (J) 1.356
foot-pound force newton meter (N�m) 1.356
foot-pound force per second watt(W) 1.356
footcandle lux (lx) 10.76
furlong meter (m) 2:012� 102

gal meter per second squared (m/s2) 1:0� 10�2y

gallon (U.S. dry) cubic meter (m3) 4:405� 10�3

gallon (U.S. liquid) cubic meter (m3) 3:785� 10�3

gilbert ampere (A) 0.7958
gill (U.S.) cubic meter (m3) 1:183� 10�4

grad radian 1:571� 10�2

grain kilogram (kg) 6:480� 10�5

gram force per denier newton per tex (N/tex) 8:826� 10�2

hectare square meter (m2) 1:0� 104y

horsepower (550 ft�lbf/s) watt(W) 7:457� 102

horsepower (boiler) watt(W) 9:810� 103

horsepower (electric) watt(W) 7:46� 102y

hundredweight (long) kilogram (kg) 50.80
hundredweight (short) kilogram (kg) 45.36
inch meter (m) 2:54� 10�2y

inch of mercury (32 8F) pascal (Pa) 3:386� 103

inch of water (39.2 8F) pascal (Pa) 2:491� 102

kilogram force newton (N) 9.807
kilopond newton (N) 9.807
kilopond-meter newton-meter (N�m) 9.807
kilopond-meter per second watt (W) 9.807
kilopond-meter per min watt(W) 0.1635
kilowatt hour megajoule (MJ) 3.6y

kip newton (N) 4:448� 102

knot international meter per second (m/s) 0.5144
lambert candela per square meter (cd/m2) 3:183� 103

league (British nautical) meter (m) 5:559� 102

league (statute) meter (m) 4:828� 103

light year meter (m) 9:461� 1015

liter (for fluids only) cubic meter (m3) 1:0� 10�3y

maxwell weber (Wb) 1:0� 10�8y

micron meter (m) 1:0� 10�6y

mil meter (m) 2:54� 10�5y

mile (U.S. nautical) meter (m) 1:852� 103y

mile (statute) meter (m) 1:609� 103

mile per hour meter per second (m/s) 0.4470

To convert from To Multiply by
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millibar pascal (Pa) 1:0� 102

millimeter of mercury (0 8C) pascal (Pa) 1:333� 102y

millimeter of water (39.2 8F) pascal (Pa) 9.807
minute (angular) radian 2:909� 10�4

myriagram kilogram (kg) 10
myriameter kilometer (km) 10
oersted ampere per meter (A/m) 79.58
ounce (avoirdupois) kilogram (kg) 2:835� 10�2

ounce (troy) kilogram (kg) 3:110� 10�2

ounce (U.S. fluid) cubic meter (m3) 2:957� 10�5

ounce-force newton (N) 0.2780
peck (U.S.) cubic meter (m3) 8:810� 10�3

pennyweight kilogram (kg) 1:555� 10�3

pint (U.S. dry) cubic meter (m3) 5:506� 10�4

pint (U.S. liquid) cubic meter (m3) 4:732� 10�4

poise (absolute viscosity) pascal second (Pa�s) 0.10y

pound (avoirdupois) kilogram (kg) 0.4536
pound (troy) kilogram (kg) 0.3732
poundal newton (N) 0.1383
pound-force newton (N) 4.448
pound per square inch (psi) pascal (Pa) 6:895� 103

quart (U.S. dry) cubic meter (m3) 1:101� 10�3

quart (U.S. liquid) cubic meter (m3) 9:464� 10�4

quintal kilogram (kg) 1:0� 102y

rad gray (Gy) 1:0� 10�2y

rod meter (m) 5.029
roentgen coulomb per kilogram (C/kg) 2:58� 10�4

second (angle) radian (rad) 4:848� 10�6

section square meter (m2) 2:590� 106

slug kilogram (kg) 14.59
spherical candle power lumen (lm) 12.57
square inch square meter (m2) 6:452� 10�4

square foot square meter (m2) 9:290� 10�2

square mile square meter (m2) 2:590� 106

square yard square meter (m2) 0.8361
store cubic meter (m3) 1:0y

stokes (kinematic viscosity) square meter per second (m2/s) 1:0� 10�4y

tex kilogram per meter (kg/m) 1:0� 10�6y

ton (long, 2240 pounds) kilogram (kg) 1:016� 103

ton (metric) kilogram (kg) 1:0� 103y

ton (short, 2000 pounds) kilogram (kg) 9:072� 102

torr pascal (Pa) 1:333� 102

unit pole weber (Wb) 1:257� 10�7

yard meter (m) 0.9144y

To convert from To Multiply by
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RADIOTHERAPY, HEAVY IONS AND
ELECTRONS

F. D. BECCHETTI

University of Michigan
Ann Arbor, Michigan

INTRODUCTION

The use of subatomic particles to treat cancer and other
medical conditions can be traced back (1) to the discovery of
natural radioactivity by Bequerel in 1896. Marie Sklo-
dowska Curie and her husband Pierre Curie quickly iden-
tified the primary radiation emitted by radioactive
materials such as uranium and thorium as consisting of
three principal types: a, b, and g rays. Among these rays,
only g rays, being high energy photons, are a form of
electromagnetic radiation. Therefore, they are similar to
lower energy photons and, in particular, X rays with regard
to their interaction in matter (2–4).

In contrast, the a and b rays were observed to be much
more ionizing thang rays,andunlikeg rayshadafiniterange
in materials. The latter feature is characteristic of energetic
subatomicparticlesand, indeed, thearaywaslater identified
as anenergetic4 Heion. It isemitted vianuclearadecay from
heavy radioactive elements. Likewise, b rays were identified
as energetic electrons emitted via nuclear b decay from light
and heavy radioactive elements. Subsequently, the Curies
were able to identify one particular highly radioactive ele-
ment, radium. With considerable time and effort, they were
able to extract small but usable pure samples of this from
large amounts of uranium ore. As is also the case with X rays,
workers using strong radioactive sources, including the
Curies, often developed skin rashes and other symptoms
related to exposure to natural radiation from radioactive
materials. Medical doctors quickly realized that this radia-
tion also could be used in medical applications.

Thus, following closely on the work by Roentgen et al. on
the application of manmade radiation (i.e., X rays) to treat
cancer, the Curies and others used radium and other
natural radioactive sources to treat cancer tumors (Fig. 1)
(1). Although the a, b, and g rays emitted from nuclear
decay were emitted with a much higher energy (MeV vs
keV for X rays), the a and b particles had very short ranges
in tissue (e.g., a mm or less for a particles and a few cm for
b particles). Therefore, these sources, particularly includ-
ing the associated MeV gamma rays, primarily were used
to treat surface tumors (Fig. 1). An early form of bra-
cyatherapy using radioactive needles also was developed
to treat deeper tumors (1).

It would await the development of high energy particle
accelerators after WWII to provide a and b particles
(helium ions and electrons) with sufficient energy and
intensity to be effective in treating deep tumors (5). How-
ever, belatedly, in 1932, Chadwick discovered another
basic subatomic particle, the neutron. Being uncharged,
neutrons unlike a and b particles behave more like X rays
and g rays in tissue. The discovery of the neutron coincided
with the invention of the cyclotron by E. Lawrence, and an
early use of the cyclotron was to produce energetic neu-
trons (5–7). Stone et al. proposed to use neutrons for the
treatment of cancer and many treatments were performed
in the late 1930s.

The modern era of particle-beam radiotherapy begins
after WWII with the development of linear accelerators
(LINACs), betatrons, the synchro-cyclotron, and the syn-
chrotron (5–8) to provide electron, proton, a and heavy-ion
beams at energies sufficient to penetrate many centimeters
of tissue. Much of this work was pioneered at the Univer-
sity of California-Berkeley by E. Lawrence, his brother

Figure 1. An early form of radiation treatment (ca. 1920) using
radioactive sources (1).
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John, a medical doctor, and C. Tobias. Using the 184 inch
synchro-cyclotron to accelerate high energy a particles, an
active radiation therapy program, as an adjunct to the
primary nuclear physics research program, was carried
out from 1954 to 1986 (Table 1) (9–12).

The justification for using a heavy, charged subatomic
particle such as a proton, a or heavier ion lies in the fact
that the main kinetic energy loss per path length in tissue
(DE/DX) occurs primarily via collisional losses i.e., via
many collisions with atomic electrons (2). Each collision
absorbs a small amount of energy with only minimal
scattering of the incident particle, which produces a
well-defined energy loss vs depth curve (linear-energy
transfer or LET) and hence range of the particle in tissue
or its near equaivalent, water (Fig. 2) (13). In medical

physics, LET is usually specified in keV/mm or, alterna-
tively, keV/g/cm2 for a specific medium. Specifically, in a
given material, the LET for a charged, nonrelativistic
heavy particle of mass m and atomic number z moving
at a velocity v [hence, kinetic energy E ¼ (1/2)mv2] has the
behavior (2–5)

LET ¼ k z2=v2

¼ K z2=ðE=mÞ
(1)

where k and K are constants that depend on the atomic
composition of the medium. Suitable integration of LET
from E ¼ incident E (¼ E0) to E ¼ 0 then gives the range,
R of the particle in the medium. Based on the above, we
would expect R to then be proportional to E0

n with n ¼ 2,
which is approximately true but, because of various
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Table 1. Worldwide Charged Particle Patient Totals

January 2005
WHO WHERE WHAT

DATE
FIRST RX DATE LAST RX

RECENT
PATIENT TOTAL

DATE
OF TOTAL

Berkeley 184 CA. USA p 1954 –1957 30
Berkeley CA. USA He 1957 –1992 2054
Uppsala (1) Sweden p 1957 �1976 73
Harvard MA. USA p 1961 –2002 9116
Dubna (1) Russia p 1967 –1996 124
ITEP, Moscow Russia p 1969 3785 Dec-04
Los Alamos NM. USA p� 1974 –1982 230
St. Petersburg Russia p 1975 1145 April-04
Berkeley CA. USA ion 1975 –1992 433
Chiba Japan p 1979 145 Apr-02
TRIUMF Canada p� 1979 –1994 367
PSl (SIN) Switzerland p� 1980 –1993 503
PMRC (1), Tsukuba Japan p 1983 –2000 700
PSI (72 MeV) Switzerland p 1984 4182 Dec-04
Uppsala (2) Sweden p 1989 418 Jan-04
Clatterbridge England p 1989 1372 Dec-04
Loma Linda CA, USA p 1990 9585 Nov-04
Louvain-la-Neuve Belgium p 1991 –1993 21
Nice France p 1991 2555 April-04
Orsay France p 1991 2805 Dec-03
iThemba LABS South Africa p 1993 468 Nov-04
MPRI (1) IN USA p 1993 –1999 34
UCSF - CNL CA USA p 1994 632 June-04
HIMAC, Chiba Japan C ion 1994 1796 Feb-04
TRIUMF Canada p 1995 89 Dec-03
PSI (200 MeV) Switzerland p 1996 209 Dec-04
G.S.I Darmstadt Germany C ion 1997 198 Dec-03
H.M.I, Berlin Germany p 1998 546 Dec-04
NCC, Kashiwa Japan p 1998 300 Oct-04
Dubna (2) Russia p 1999 296 Dec-04
HIBMC, Hyogo Japan p 2001 483 Dec-04
PMRC (2), Tsukuba Japan p 2001 492 July 04
NPTC, MGH MA USA p 2001 973 Dec-04
HIBMC, Hyogo Japan C ion 2002 30 Dec-02
INFN-LNS, Catania Italy p 2002 82 Oct-04
WERC Japan p 2002 19 Oct-04
Shizuoka Japan p 2003 100 Dec-04
MPRI (2) IN USA p 2004 21 July-04
Wanjie, Zibo China p 2004 1 Dec-04

1100 pions
4511 ions

40801 protons
TOTAL 46412 all particles

Adopted from PTOG 35 Newsletter (Jan. 2005) (12).



atomic effects (2–5), one typically has 1.4 < n < 2 depend-
ing on z and E0.

Owing to the 1/E dependence of LET (Eq. 1, above),
protons, alphas, and heavier particles such as 12 C ions
exhibit a very high LET at the end of their range, resulting
in a sharp ‘‘Bragg peak’’ (Fig. 2). In cancer treatment, this
sharp LET peak is often then spread out using energy-loss
absorbers or other means to produce a spread-out Bragg
peak (SOBP) suitable for treating an extended tumor
(Fig. 3).

In the case of heavy particles, the biological dose will
depend on the LET as well as the relative biological effec-
tiveness (RBE) of the incident particle (2). The RBE may

depend on m, z, E, and several other factors including the
LET. Although electrons, X rays, and g rays generally have
an RBE near unity, heavy particles (including neutrons)
can have much larger values viz. RBE ¼ 4 or greater (5–
11,14,15). In addition, energetic heavy particles can lose
energy and even transmute into a different particle via
nuclear reactions and fragmentation (9–11,14–16), which
can extend the net LET beyond the range of the incident
particle due to atomic collisional losses alone and also
introduce scattering of the incident beam. These features
can become significant for heavier particles such as a
particles and 12 C ions.

In contrast, photons such as X rays and g rays lose
energy through several different mechanisms (2), which
normally only involve a few collisions for a particular
photon. Each collision usually produces a scattered, sec-
ondary electron that can carry away (and hence absorb)
significant energy from the photon as well as scatter the
photon. The energy loss of all the secondary electrons and
their RBE (near unity) yields the biological radiation dose
attributed to the photon. One can sum this dose over many
incident photons to generate a dose-distance curve for a
beam of photons (Fig. 2). However, no single X-ray or g-ray
photon has a well-defined energy-loss curve or range per se.
Instead, like visible-light photons, a beam of such radiation
primarily will be attenuated or scattered as it passes
through tissue and thus yield the dose–distance curves
shown in Fig. 2.

In contrast to charged particles, most of the dose for a
single photon beam thus occurs near the surface and
continues through the treatment area including the
exit region (Fig. 2). Treating deep-seated tumors while
sparing adjacent healthy tissue from a lethal dose requires
multiaxis beam treatment planning together with fractio-
nation of the dose (15–20), which can present a problem for
tumors near critical organs, such as the spinal cord, and
optical nerve, and, for such tumors, certain particle beams
can be advantageous.

Energetic electron beams exhibit characteristics of both
particle beams as well as X rays and g rays. Although the
primary energy loss is via collisions with atomic electrons,
owing to the incident mass also being that of an electron,
this energy loss is accompanied with significant scattering
of the primary electrons (2), which results in a complicated
dose-distance profile (Figs. 2 and 4) (21). In addition, the
electrons used in radiation therapy are at relativistic ener-
gies (i.e., E0 > 1 MeV) and their range, unlike that of
heavier particles, increases more slowly (2) with incident
energy (n � 1), but, due to scattering, the range along the
incident beam axis is not well defined. Hence, the large
penumbra exhibited (Fig. 4) can limit the usefulness of
electron beams in treating deep tumors. The application of
a magnetic field to reduce the penumbra has been proposed
and is under active study by several research groups (see
below).

Subatomic antimatter particles such as antiprotons and
positrons (antielectrons) have also been proposed for can-
cer therapy, which is based on past work (14–22) done at
the Los Alamos Meson Factory (LAMPF) using another
form of antimatter, the negative pi meson (negative pion).
Antimatter particles like the negative pion undergo a
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nuclear annihilation reaction when they stop near the
end of their range, which converts the mass of the
antiparticle and a related nuclear constituent into photon
energy, which produces additional radiation to enhance the
dose near the end of the range (and enhanced dose peak,
Fig. 5). The LAMPF, TRIUMF, and SIN nuclear research
laboratories had active negative pion radiation oncology
treatment programs from the early 1970s to the early
1990s (Table 1). However, owing to practical considerations
associated with the large accelerator needed, this type of
treatment is no longer in active use.

A characterization of the dose and LET of various
particle beams used in radiation oncology is displayed in
Fig. 6 (23). The features noted can help determine the type
of beam and treatment plan that may be optimal to treat a
specific type of tumor. Table 2 lists the various types of
particle-beam modalities, their characteristics, and the
type of cancers generally treated with each modality (24).

Until recently, excluding electrons, most particle-beam
cancer treatment facilities used accelerators primarily
designed and operated for nuclear physics research. Such
accelerators were generally not optimized for radiation

therapy and were costly to operate and maintain. As an
example, nuclear research accelerators are often designed
for much higher beam intensities and beam energy than
needed for tumor treatment. Beam time also may be lim-
ited, which complicates treatment by requiring fractio-
nated doses, and the patient-related aspects in a
research laboratory are not ideal in most cases. Nonethe-
less, these facilities, many still in operation, demonstrated
the effectiveness of particle-beam therapy for certain types
of tumor treatment, which has lead to the construction (or
planning) of several dedicated particle-beam cancer treat-
ment facilities throughout the world. A listing of these,
together with some of the pioneering, older charged-par-
ticle facilities is given in Table 1.

In the following sections, we will describe in more detail
specific types of particle-beam treatments and related
apparatus. Additional information may be found in other
sections of this volume as well as in several review articles
(9–11,14).

In addition, several groups such as the Proton Therapy
Co-operative Group (PTCOG) (25) and the TERA Founda-
tion (26) issue newsletters and hold regular conferences
with proceedings covering recent advances in particle-
beam therapy.

Many of the techniques used in particle-beam radiation
therapy are similar to those used in more conventional
radiation therapy using photons, and extensive literature
for the latter exists (17–20, 27–30). Likewise, several
detailed references discuss the effect of radiation on cell
survival and, hence, RBE for particular types of radiation
including particle beams (2–5,7,15,31–35).

ELECTRON-BEAM RADIOTHERAPY

The most common type of particle-beam radiotherapy
involves the use of energetic electrons, either directly from
an electron accelerator (8,17,27,36) or as the ionizing
radiation in radio-isotope brachytherapy. Most hospital-
based radiation-oncology departments use an electron
LINAC, typically with electron beam energies from 5
MeV to 25 MeV. This beam produces, via bremstrahlung,
on a tungsten or similar target, the megavolt X rays
(i.e., high energy photons used for standard radiotherapy)
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Figure 4. A 2D profile of a ca. 20 MeV electron beam incident on a
tissue-equivalent plastic phantom (21).
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(Fig. 7) (8). The electron LINAC usually is used in con-
junction with an isocentric gantry (Fig. 8) (8) to permit
stereotactic treatment with minimal movement of the
patient.

In principle, with an electron beam of sufficient inten-
sity and energy, the direct beam also can be used for
radiotherapy. However, as noted, the large collisional
scattering of the electrons in tissue results in a large
angular spread (i.e., penumbra) (2) of the beam (Fig. 4),
which limits the usefulness of the direct beam for therapy
other than for treatment of skin cancer, other shallow
tumors, or for noncancerous skin diseases (Table 2). How-
ever, owing to their compactness, a gantry-mounted elec-
tron-beam system (Fig. 8) can also be used in an operating
room to directly irradiate an internal tumor (or surround-
ing area) made accessible via surgery. This technique,
interoperative electron-beam radiation therapy (IOERT),
may be particularly advantageous for treatment of certain
types of cancers when combined with more conventional
treatment (37).

It was once thought that higher energy electrons (E> 25
MeV) and the corresponding high energy X rays produced
could have advantages in radiotherapy relative to the more
typical energies used (E < 25 MeV). These higher energy
electrons were typically produced using a special LINAC
or a compact race-track microtron (36) accelerator (Fig. 9)
with a separate gantry for the beam (Fig. 8). High energy
electrons possibly suitable for radiation therapy also
recently have been produced using high power compact
pulsed lasers (38).

At the higher electron energies, nuclear reactions and
significant bremstrahlung can take place and contribute
to the patient dose. Although the higher energy may
have some benefit, it is generally offset by the larger dose
imparted to surrounding healthy tissue because of the
longer range of the secondary electrons involved. Likewise,
improvements in radiotherapy techniques using lower
energy photons, such as intensity-modulated radiotherapy
(IMRT) and Monte-Carlo treatment planning (17,18), have
offset most of the advantages of higher energies. Thus, few
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Table 2. Summary of Present External Beam Radiotherapy Options for Malignant Tumorsa

Particle Tumor Characteristics Energy deposition Bragg peak Radiation source Accelerator costb

Photons Rapidly growing,
oxygenated

Low LET No Cobalt 60; electron linac;microtron 1

Electrons Superficial Low LET No Electron Linac; microtron 1–2
Protons Early stage, near-critical

structures
Low LET Yes Synchroton; cyclotron 10–15

Fast neutrons Slow growing, hypoxic High LET No Proton linac; cyclotron; 8–10
Heavy ions Same as fast neutrons High LET Yes Synchrotron 40
Pions Same as fast neutrons High LET Yes Proton linac; cyclotron 35–40
Slow neutrons Glioblastoma;

Some melanomas
Very high LET

with BNCT
No Low energy accelerator;

nuclear reactor
1–2

aAdopted from Table 3 of Ref. 5.
bRelative cost not including building and clinical equipment costs. Assumes room-temperature magnets. Superconducting magnets can reduce accelerator cost

in some cases (e.g., see Ref. 24).
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facilities use electron beams or X rays with energies
greater than 25 MeV. However, it has been indicated by
theoretical calculations and by recent experiments with
phantoms (21,39–44) that high energy direct electron
beams confined by a high magnetic field potentially could
be useful for some cancer treatments (see below).

FAST AND SLOW NEUTRON RADIOTHERAPY

Fast Neutrons

As noted previously, it was realized shortly after their
discovery in 1932 by Chadwick that fast neutrons could
have advantages over X rays and g rays in cancer therapy
(5–7,14) Unlike protons and a particles, neutrons being
massive, yet uncharged, can penetrate more easily into
tissue even at modest energies (e.g., 20–40 MeV in kinetic
energy). Such neutron energies are readily available via
nuclear reactions such as 9Be (d, n) using conventional
cyclotrons, including many of those available during the

1930s (6). Hence, fast neutrons were used in cancer treat-
ment well before high energy protons, a, and other heavy
particles became available.

As a neutron therapy beam is produced as a secondary
beam from a nuclear reaction on a production target with a
primary charged-particle beam, the associated accelerator
generally must have a high primary beam current (e.g., a
proton or deuteron beam at the mA level). The accelerator
facility also must then have the necessary massive shield-
ing for fast neutrons. In some cases, the primary accel-
erator also can then be used to produce radioisotopes (such
as 18F and 11C) that can be used for positron emission
tomography (PET). Like other early cancer-therapy accel-
erators, most of the first-generation fast-neutron treatment
facilities were adjuncts to nuclear research facilities.
Recently, several new dedicated fast-neutron treatment
facilities have become available (6,23,45).

Neutrons in tissue (and other material) behave quite
differently than protons, a particles, or other heavy
charged particles. Specifically, being uncharged, the dose
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Figure 8. Various isocentric gentry arrange-
ments used with electron accelerators for radia-
tion treatment using secondary X rays or the
direct electron beam (8).
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deposited along the path is not due to a large number of low
LET collisions with atomic electrons. Instead, large-LET
nuclear collisions play a dominant role with neutron-pro-
ton and neutron-nucleus collisions important in tissue
(2,6,7). The latter produce secondary ionization and biolo-
gical dose due to the recoil protons and other recoiling
tissue nuclei. In this sense, recoil protons (and other recoil
nuclei) play the role that the secondary electrons play in
X-ray and g-ray therapy. It, then, is not surprising that the
deposited dose curve due to fast neutrons looks similar to
that from X rays and g rays (Fig. 2). However, the RBE for
neutrons is generally greater than that of the latter e.g.,
� 4 or larger (2,5–7,23,45).

Like X rays and g rays, and unlike charged particles,
neutrons are attenuated and scattered in tissue and do not
have a well-defined range. Treatment of a localized tumor
requires either highly fractionated doses or stereotactic
treatment to spare healthy tissue, which, together with
uncertainties in the RBE for neutrons, was a major pro-
blem in early studies of fast-neutron cancer therapy. Many
patients were found to suffer long-term complications from
the treatment (7), and many of the early neutron treatment
facilities ceased operation until the latent effects of the
therapy were better understood.

Today, fast-neutron therapy is usually restricted to
treatment of special types of tumors (Table 2) where this
type of therapy has been shown to be advantageous, yet
without a high probability of long-term complications, or
where such complications may be justified (e.g., for older

patients), which includes cancers of the salivary glands,
prostate cancer, and several types of soft-tissue and inop-
erable cancers. Neutrons have been shown to be especially
advantageous (23,45) in treating radiation-resistant can-
cer cells.

A recent state-of-the-art dedicated fast-neutron treat-
ment facility is the one located at the Harper-Grace Hos-
pital in Detroit, Michigan (23,45), which uses an innovative
gantry-mounted, compact super-conducting cyclotron (45)
to produce a high intensity 48 MeV deuteron beam (Fig. 10)
(23). This beam then impinges on a beryllium target to
produce a range of MeV-energy neutrons for treatment.
Having the cyclotron mounted on the treatment gantry
minimizes the size of the facility. A special multipin colli-
mator is used to collimate the 2D profile of the treatment
beam. Treatments are generally fractionated and done in a
special prescribed sequence with X-ray therapy to enhance
destruction of radiation-resistant tumor cells that could
later metastasize. This type of treatment appears to sig-
nificantly enhance the long-term survival rate for certain
stages of prostate cancer (23,45).

Slow Neutrons and BNCT

As suggested by G. Locher in 1936, one method to increase
the localized dose from fast and slow neutrons is to tag
tumors with certain elements such as boron, which pre-
ferentially capture neutrons (46). Boron, specifically the
isotope 10B, which is about 20% of natural boron, has a
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high cross section for the reaction 10B (n, a) and produces
(Fig. 11) (23) highly localized, low energy a particles
(1.47 MeV) and 7Li recoil ions (0.8 MeV), which quickly
stop, yielding a highly localized LET that greatly enhances
the local dose to a tumor. The boron is preferentially
attached to the tumor site using a tumor-specific boron-
loaded pharmaceutical (46,47). As this technique works
particularly well with slow neutrons (keV to MeV), it can be
used with slow or low energy neutrons produced from small
accelerators or from nuclear reactors, which is the basis for
boron-neutron capture therapy (BNCT), and a number of
clinical trials using BNCT are underway, primarily outside
of the United States.

Related to BNCT, the manmade isotope 252Cf, which
produces both energetic a particles (Ea ¼ 6.1 MeV)
together with fission fragments and associated fission
neutrons (En � 2–3 MeV), has been proposed (46,47),
together with boron-loaded tumor-specific compounds, as
a special form of BNCT brychatherapy.

Proton-Beam Radiotherapy

Excluding electron beams, which, as noted, have limita-
tions for treatment of deep tumors, protons are presently
the primary beams used in particle-beam therapy. A num-
ber of cyclotrons, originally operated as nuclear research
facilities, have since been converted for use as medical
treatment facilities (Table 1). A conventional cyclotron
i.e., one that uses a fixed radio frequency (RF) accelerating
voltage and a single large conventional magnet (6) is
typically limited in proton beam energy to less than
80 MeV, which limits the penetration depth to less than
a few cm in tissue (Fig. 2). Hence, these facilities (about
one-third of all proton-beam therapy facilities) are gener-
ally limited to treatment of shallow tumors, especially eye
tumors, or for treatment of certain noncancerous condi-
tions such as age-induced macular degeneration (AMD)
(10,12,48,49). As many of these facilities are located in a
nuclear research laboratory rather than in or near a hos-
pital, certain treatments requiring fractionated doses or
treatment done in combination with other modalities can
be problematic.

Treatment of deep-seated tumors requires a proton
beam energy of 200 MeV or more (Fig. 2). At this energy,
the protons’ relativistic increase of mass with increasing
velocity requires the use of a large separated-sector cyclo-
tron or high field cyclotron, such as those in use at Indiana
University, Massachusetts General Hospital (Fig. 12) (49),
and elsewhere, or a ‘‘race track’’ synchrotron adapted from
high energy physics. An example of the latter is the syn-
chrotron at the Loma Linda proton-beam treatment facility
(49). Synchrotrons are also generally used to produce
heavier particles [e.g., 12C ions used for radiation treat-
ment (see below)].

A cyclotron produces a beam with a 100% macroscopic
duty cycle, although it still has a beam modulated by the
accelerating voltage RF, typically tens of MHz (6). The
synchrotron produces a beam modulated by the ramping
time of the variable-field accelerator magnets. The latter
can be on the order of seconds (6), which generally is not a
problem in radiation therapy and can be used as an advan-
tage in some treatments. A third type of accelerator, the
synchro-cyclotron, developed after WWII at LBL and used
at LBL for a-beam radiotherapy for many years, is pre-
sently only in limited use (Table 1).

As the direct proton beam in these accelerators is used for
therapy, only a modest beam intensity is required relative to
the beam intensities needed for a nuclear research accel-
erator or one used to produce neutrons or pions, viz. namps
vs mamps, which can simplify the accelerator design, the
building, and shielding required . However, in some cases, a
high intensity beam is desirable in order to produce radio-
isotopes used in PET and other imaging methods.

All types of proton facilities, owing to the high ‘‘mag-
netic-rigidity’’ of high energy protons, require a set of large
(and costly) beam-switching magnets and patient-treat-
ment gantries (Fig. 13) (49). Likewise, raster-scanning
the beam and varying the dose-depth required to treat a
particular tumor is not trivial, which can be done (Fig. 14)
(49) with electronic elements (active scanning) or with
shaped absorbers (passive modulation).
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Figure 10. Schematic of the Harper-Grace Hospital (Detroit)
gantry-mounted compact super-conducting cyclotron and treatment
area used for fast-neutron radiotherapy (23).

Slow n 10B 11B*
7Li(E = 0.48 MeV)

BNCT

Figure 11. Illustration of the nuclear processes involved in BNCT
(adopted from Ref. 23).
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Figure 12. High field spiral-ridge 230 MeV
proton cyclotron facility and treatment room
layout of the Massachosetts General Hospital
Northeast regional proton-beam radiotherapy
facility. (Reprinted with permission from Ref.
49, copyright 2002 American Physical Society.)

Figure 13. The isocentric proton-beam
gantry used at the PSI (Switzerland) proton-
beam cancer treatment facility. (Reprinted
with permission from Ref. 49, copyright 2002
American Physical Society.)



Although the primary energy loss mechanism and,
hence, dose from high energy protons is still due to colli-
sions with atomic electrons (2), a significant fraction of the
incident beam can induce nuclear reactions in beam colli-
mators and in the patient, which, in the patient, can lead to
the production of neutrons or other reaction products
complicating the calculation of the biological dose. Some
of these reactions can be detected by observing the anni-
hilation radiation (i.e., emission of back-to-back 511 keV g
rays) from proton-rich positron-emitting nuclear reaction
products (9,10,50). This technique (based on PET) has been
adapted to image the dose profile of heavy-ion beams used
in radio therapy (see below) where the beam itself may
fragment (10,11,15,16) into positron-emitting nuclei.

Related to this technique, collimating an energetic pro-
ton beam and stopping it (including in a patient) can
produce copious amounts of fast neutrons. Although the
direct internal dose to the patient due to the neutrons may
be small, the facility itself may require extensive neutron
shielding for protection of the workers and surrounding
environment (Fig. 12), which results in a very large ‘‘foot-
print’’ for such a facility and a building cost that often
exceeds the cost of the accelerator and beam line them-
selves. As a result, only a few hospital-based proton-therapy
facilities presently exist. These facilities are generally

dedicated to the treatment of certain tumors (Table 2)
and for conditions that are otherwise inoperable or difficult
to treat with conventional radiotherapy. However, it is
estimated that, in the United States alone, over 10,000
patients/year could benefit from proton-beam radiotherapy
treatment (12).

As the advantages of proton therapy becomes better
documented for certain types of tumors, more medical
insurance companies will likely approve treatment, which
would justify the construction of more facilities. Nonethe-
less, the number of patients treated worldwide with pro-
tons has increased steadily, with over 40,000 treated
through 2004 (Table 1).

Heavy-Ion Radiotherapy

Excluding antimatter particles, the particle beams with
the highest LET and, hence, dose rate per unit path length
(i.e., dose-depth profile) are heavy ions (HI) with z� 2. (Eq.
1), which leads to an extremely sharp Bragg peak and,
hence, localization of the dose near the end of the HIs’
range (2,10,11,14). Also, the biological dose is enhanced
over the HI LET alone owing to the large values of RBE
determined for HIs. The latter can be on the order of 10 or
more near the end of the HIs’ range (15).
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Figure 14. Schematics of typical passive and active ion-beam raster-scanning apparatus used to generate suitable dose profiles for
treatment of specific tumors. (Reprinted with permission from Ref. 49, copyright 2002 American Physical Society.)



As with proton therapy, in a typical treatment, the
sharp Bragg peak in the dose curve is spread out using
absorbers (or other means) to provide a suitable overlap
with the tumor (SOBP) (9–11,14). Like protons, energetic
HIs, like those needed for therapy (typically a few hundred
MeV/nucleon), can also induce nuclear reactions. In the
case of HI therapy beams, these reactions, which are
primarily beam fragmentation, can transmute the incident
beam into other nuclear species (9–11,14–16), which
usually include lighter, lower z fragments, which can
extend the radiation dose well beyond the range of the
primary HI beam (16). Fortunately, many of the fragments
and residual nuclei produced in HI (or, as noted, proton)
beam-induced nuclear reactions are positron emitters and
their intensity and location can be imaged via the back-to-
back 511 keV g rays emitted (PET) (9,10,50–52), which is
now being actively exploited in treatment planning at GSI
and elsewhere (see below).

It also has been suggested to specifically produce a
short-lived positron-emitting secondary beam such as 9C
for radiation treatment and, thus, facilitate direct imaging
of the treatment beam itself (51), however, while feasible, it
is not yet a practical option. Among other problems, such
beams are easily fragmented, and as a secondary beam,
production requires a high intensity primary HI beam
accelerator. Instead, like proton therapy, a direct, low
intensity HI beam is more practical for therapy (53–55).

Excluding the use of natural a-emitting radioactive
sources, the use of HIs in cancer therapy was pioneered
at the University of California, Berkeley, laboratory now
known as the Lawrence Berkeley Laboratory (LBL). The
Bevatron at LBL, which originally was contructed to dis-
cover the antiproton, was converted to accelerate HIs such
as 12C, 16O, and 20Ne at energies up to several hundred
MeV/nucleon (9–11,14). These energies are those required
for cancer treatment of deep tumors. Over 400 patients
were treated from 1975 to 1992 at LBL with HIs.

As part of this program, many techniques were devel-
oped for controlling and monitoring the HI dose-depth
profiles, and providing a suitable SOBP when needed,
which included imaging positron-emitting HI beam frag-
ments (9–11,14) and reaction products, which, as noted, is a
technique later adapted for proton and HI therapy at other
facilities.

More recently, the HI nuclear research facility at Darm-
stadt, Germany (GSI) has run a HI prototype cancer ther-
apy facility primarily using 12C beams at energies of
several hundred MeV/nucleon. They have implemented
the online PET imaging technique to deduce dose-depth
profiles (52) for clinical treatment planning and verifica-
tion (Fig. 15) (52). They, likewise, have done extensive
measurements and modeling to determine the RBE appro-
priate for HIs in tissue (15), which, as noted previously, can
be relatively large (x10 or more) and thus must be included
in treatment planning (51–56). (The latter also has impli-
cations for space travel and other activities involving
radiation from heavy particles in cosmic rays, etc.).

Many of the tumors treated at the GSI facility cannot be
optimally treated with conventional radiotherapy or sur-
gery due to the close proximity of the tumor to a critical
area (Fig. 15). As with other particle-beam therapies, most

HI treatments involve fractionated doses, and the HI ther-
apy is often used in conjunction with other treatment
modalities such as chemotherapy or photon therapy. Like
other pioneering particle-beam facilities, GSI is a nuclear
research facility and not a priori part of a hospital facility,
which can often limit patient throughput. Nonetheless,
several hundred patients have been treated since 1997
(Table 1). Based on the results demonstrated, the GSI
nuclear and biomedical research group together with a
hospital facility in Heidelberg, Germany is finishing the
constructing of a dedicated HI accelerator and HI treat-
ment facility. This facility is expected to become fully
operational in mid-2005 and will serve as a German
national treatment facility for the 3000 or more patients
identified as optimal for HI therapy each year in Germany.
A similar facility is under contruction in Italy (12).

At present (2005), the primary facilities built and dedi-
cated to HI cancer therapy are the HIBMC and HIMAC
facilities (53) in Japan (Fig. 16) (54). As at GSI, these
facilities primarily use 12C ions at energies of several
hundred MeV/nucleon. (HIBMC also has the capability
to use protons in radiotherapy). Several thousand patients
have been treated at HIBMC and HIMAC (Table 1). Like
proton therapy facilities, the large footprint (Fig. 16) and
costs associated with an HI accelerator and the associated
treatment facilities will generally limit their availability.
In countries with national health services, one, two, or at
most three HI facilities may accommodate those patients
who might benefit from HI therapy. The situation becomes
complicated in countries like the United States where
private insurers must approve treatment.

FUTURE DEVELOPMENTS

Magnetically-Confined Electron Beams

It has been suggested, and recently demonstrated with
experiments, that one might use high energy electrons
(E � 100 MeV) for radiotherapy with suitable magnetic
fields applied to reduce (Fig. 17)(21) the pneumbra from
scattering (21, 31–44). Again, if the direct electron beam
is used, relatively low intensity beams can be used, which
simplifies the accelerator, beam handling, and shielding.
Most hospitals operate and maintain electron accelerators
(E ¼ 10–25 MeV), mostly LINACs, for radiation therapy
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Figure 15. Example of a tumor treatment plan used for HI
radiotherapy at GSI (52).



and higher energy electrons (50–100 MeV) are readily
produced using expanded versions of LINACS (6) or table-
top race-track microtrons (36). Both are quite feasible for
operation at most hospital clinical oncology facilities.

Recent developments in super-conducting magnet tech-
nology including gantry-mounted systems and LHe-free
systems make such magnets technically feasible. These
magnets could be used in conjunction with a suitable
electron accelerator for cancer therapy for certain types
of tumors (soft tissue, etc.). A sample of a calculated
multibeam dose profile in a skull-tissue phantom using

35 MeV electrons confined with an axial (solenoidal) B ¼ 6
T magnetic field (44) is shown in Fig. 18.

Superconducting Accelerators and Beam Gantries

One method to possibly reduce the footprint (and cost) of
proton and HI radiotherapy facilities is to use, more widely,
superconducting magnet technology for both the accelera-
tor and beam line components (24). However, extensive
radiation shielding may still be required.
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Figure 16. Layout of the HI-beam cancer treatment facility HIMAC in Chiba, Japan (adopted from Ref. 54).

Figure 17. Measured and calculated 2D isodose profiles for a ca.
20 MeV electron beam incident on a tissue-equivalent phantom
with an applied 2 T longitudinal magnetic field. Compare with
Fig. 4 (adopted from Ref. 21).

Figure 18. A simulated stereotatic dose profile in a head phantom
for a set of 35 MeV electron beams confined by a B ¼ 6 T longi-
tudinal magnetic field (44).



Pulsed-Laser Accelerators

It is now possible to produce very high electric fields in
plasmas using compact ultra-fast pulsed lasers, which can
be used to accelerate electrons, protons, and other ions to
MeV energies (38). Although the particle-beam intensities
and, in some cases, energies demonstrated so far are less
than those needed for radiotherapy, such ‘‘table-top’’ accel-
erators may prove viable in the future.
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INTRODUCTION

What Is Intraoperative Radiotherapy?

Intraoperative radiotherapy (IORT) is a technique that
combines radiation therapy with surgery to irradiate
tumors in situ, without delivering a significant dose to
surrounding normal, critical structures and is usually
performed using electron beams from linear accelerators.
This contrasts with external beam therapy using X-ray
beams where the dose that can safely be delivered to most
tumors is limited by the dose that is given consequentially
to normal, critical structures.

The practice of IORT began soon after X rays were used
therapeutically, almost 100 years ago. However, although
several investigators used this technique over the ensuing
years with various X-ray modalities, it was not until the
mid-1960s that intraoperative radiotherapy made a ser-
ious mark on the field of radiotherapy with the work of Abe
(1–4) in Japan using electron beams from linear accelera-
tors. This was rapidly followed in the mid-1970s by inves-
tigations in the United States, first at Howard University
(5), then at the Massachusetts General Hospital (MGH) (6),
followed by the National Cancer Institute (7), and then the
Mayo Clinic (8). The reason for this dramatic change was
due to the introduction of linear accelerators capable of
generating high energy electron beams.

In 1992, Coia and Hanks (9) reported on patterns of care
study, which indicated that of 1293 radiation oncology
facilities in the United States, 108 reported doing IORT,
of which 29 have two or more residents. Since there were
	 88 training programs in existence at that time, roughly
one-third of hospitals or medical centers with residency
training programs were performing IORT. They did not

indicate whether or not this list included only electron
beam IORT or other modalities.

Initially, IORT flourished in both the academic and
community hospital setting, but it is clear from informal
surveys and anecdotal evidence that fewer centers are now
performing IORT compared with 1992. The reasons for this
decline in interest are twofold. First, establishing the
usefulness of IORT as a beneficial adjunctive therapy
has been difficult. Second, IORT as practiced by the major-
ity of centers, those that do not have the luxury of a
dedicated or conventional mobile linear accelerator in
the operating room (OR), is technically difficult and
demands time on the part of a clinical staff that is under
great time constraints, brought on by the present reim-
bursement climate. Thus, this method taxes the interests
of all the parties after a number of years. The uphill battle
faced by proponents of intraoperative radiation therapy is
the high cost of a dedicated facility in the operating room. A
dedicated linear accelerator in an operating room is no
longer a cost-effective option for any hospital (10), due to
the cost of the machine as well as the radiation shielding.
The entry into the field of IORT of mobile linear accelera-
tors that can be used in existing OR rooms without requir-
ing additional shielding makes the cost and logistics of
setting up an IORT program much easier and therefore
provides a stimulus to the field. There are now three
manufacturers of such equipment and >30 units have been
installed in the United States and Europe.

In addition to using electron beams from linear accel-
erators, many other radiotherapy modalities can be classi-
fied as IORT. They all share the same principle that the
dose is delivered only locally, so that dose to the skin
uninvolved adjacent tissues and organs is minimized.
These include high dose rate brachytherapy that is deliv-
ered in an operative setting and stereotactic radiosurgery
using a 50 kV X-ray device. The Papillon technique (11)
was a technique whereby 50 kVp X rays were used to
irradiate lesions on the rectal wall by inserting the X-
ray tube into the dilated rectum. Orthovoltage X rays
are still used in one or two places (12), based on the issue
of lower cost, but there is a clinical price to pay since the dose
to any bone in the field is much greater than the prescribed
dose to tissue, and this can result in osteoradionecrosis.
However, this can be obviated to some extent by heavy
filtration of the beam at the cost of a lower dose rate.

General Description of the Treatment Apparatus

Historically, adapters were made to fit existing linear
accelerators so that the electron beam could be directed
onto the tumor while at the same time protecting normal
tissue. This was first achieved by having an applicator,
	 30 cm long and generally circular in cross-section that
mates with another cylinder attached to the head of the
linear accelerator. This mating piece is centered with the
radiation beam and only slightly larger than the treatment
applicator. Thus, by adjusting couch movements very care-
fully, the treatment applicator can be slid into the mating
piece, even when the gantry is angled far from the vertical.
The greater the gap between the two pieces, the easier it is
to achieve docking, but the greater the possible degree of
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misalignment, meaning the beam is not aligned with the
applicator in the patient, so the beam, as delivered, will
have different dose characteristics from a perfectly aligned
system. Typically, the gap between the two cylindrical
pieces is 	0.2–0.3 mm. This method is known as the hard
dock technique (13). The advantage of this method is that
the system is self-aligning, within limits defined by the gap
between the two mating pieces, but the disadvantages are
that (1) the docking process can be lengthy, depending on
the gantry angle, (2) there is a potential safety issue if
either the couch or the gantry moves during the procedure,
and (3) the treatment field is no longer visible once the
docking process is complete. Hence, the hard dock proce-
dure requires a lock-out system for the drive motors during
the treatment when there is no one in the treatment room
and an optical system to view the field enclosed by the
applicator after the applicator has been docked. A cut-away
view of such an optical system is shown in Fig. 1. A photo-
graph of a completed hard dock process is shown in Fig. 2.
This photo shows that the docking or alignment process can
be a complex and time-consuming task in some situations.

The alternative method that avoids the problem of the
hard dock procedure is the soft dock procedure. In this
method, the treatment applicator is separated from the
head of the machine and thus the potential for patient
injury is greatly lessened and the treatment field can be
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Figure 1. Diagram of optical system
usedforaharddocksystem.Notethat
the unit slides in and out of the field
and that the reflector is metallic. Surface
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Figure 2. Example of electron beam alignment using the hard
docking process. The linear accelerator is a conventional machine
in the therapy department and the applicator was fabricated in-
house.



viewed even after the docking is complete. The disadvan-
tage of this method is that an alternative to the simple
mechanical alignment is needed. This need has been
answered by a variety of optical systems as explained below.
A description of two commercial alignment systems is given
below. A description of several noncommercial soft-docking
systems has been published by several authors (14–17).

The Clinical Rationale for IORT

To understand the rationale for intraoperative radiother-
apy, it is necessary to understand some of the basic prin-
ciples of radiotherapy. Patients are routinely treated for
cancer using fractionated radiation. This means that the
radiation is delivered in increments on a daily basis, 5 days
week�1 for up to 8 weeks, depending on the lesion under
treatment. The reason for doing this is that if one were to
deliver a tumoricidal amount of radiation to the tumor in
one or a few fractions, serious long-term side effects to
normal tissue and organs would result. By fractionating
the radiation, an equivalent tumoricidal dose can be given
to the tumor without serious long-term side effects. Frac-
tionation schemes currently in use have developed empiri-
cally over the history of radiotherapy going back to the use
of early X-ray tubes. The daily fraction dose is limited by
acute radiation effects. These effects, such as reddening of
the skin in the era of low energy X rays, bowel problems,
and so on, appear during the course of treatment, but will
generally resolve themselves without long-term conse-
quences after the radiation treatment has been completed.
This maximum radiation dose may produce acute effects in
a few patients, due to biological variation between indivi-
duals and, hence, their response to radiation. The prescrip-
tion dose or the maximum overall dose, which is the
number of daily fractions times the daily dose, is also
limited. This limit is due to normal tissue and organ
tolerance. Thus, for example, abdominal radiation for rec-
tal or colon cancer is limited to 	50 Gy because of small
bowel complications (Gy is the unit of absorbed dose and is
expressed in J
kg�1). The kidneys can tolerate a dose of no
more than 	15 Gy and treatment for lung cancer requires
keeping the dose to the spinal cord below 	45 Gy to avoid
transverse myelitis. Some organs, such as the liver, can
tolerate varying amounts of radiation, depending on the
fraction of liver that is irradiated. The smaller the fraction
of organ treated, the larger the dose that can be tolerated.
Excess dose to the whole lung can produce fibrosis, result-
ing in a nonfunctional lung. However, even with these dose
limits, local control rates, or control of the primary tumor
that is being irradiated is not 100%, so it would be highly
desirable to have a method for increasing the dose to the
tumor without increasing the dose to the surrounding
normal tissue. This is known as improving the therapeutic
ratio, which, for a given dose fractionation, is defined as

Therapeutic ratio

¼ tumor control probability=normal tissue

complication probability

Ideally, this ratio should be as high as possible. One
method to improve this ratio is through the use of intrao-
perative irradiation. In this technique, the area to be

treated, whether a tumor or tumor bed, is exposed during
surgery and normal tissue (e.g., small bowel) is moved out
of the way by using an applicator though which the radia-
tion is delivered. By irradiating with electrons rather than
photons (see section below for comparison between ther-
apeutic photon and electron beams), the radiation can be
safely and effectively limited to the area of the tumor. It has
been firmly established using experiments on dogs (18,19)
that a safe upper limit for single fraction doses is 	20 Gy.
Doses delivered through IORT generally range between 7.5
and 20 Gy.

While IORT can increase the therapeutic ratio by
excluding normal tissue and organs from the radiation
field, it suffers from the fact that it is a single fraction
procedure, which, as noted above is limited and therefore,
by itself may not provide a curative dose of radiation for all
tumors. The reason for this is that such processes as repair
of sublethal damage, repopulation, redistribution, and
reoxygenation (20), which contribute to enhancing the
therapeutic ratio for fractionated radiation, are limited
in single-dose therapy. While the initial Japanese study
used IORT as the only source of treatment radiation, it has
been customary in the United States to use IORT as a boost
therapy. This means that the patient is treated using the
standard fractionation scheme using external radiation
and is given the IORT as an additional boost dose. Thus
the tumor dose has been increased with only a small
increase in dose to a fraction of the surrounding tissue.
Table 1 (21) shows the radiobiological equivalent fractio-
nated dose of single doses of radiation between 10 and 25
Gy. Assuming a conventional fractionation scheme for
external therapy of 2 Gy per fraction, a single dose of 10
Gy is equivalent to 17 Gy for tumors. For late effects in
normal tissue, this figure is much higher at 26 Gy, but is
considerably lower if the dose per fraction is only 50%.
Thus normal tissue toxicity determines the maximum dose
that can be delivered intraoperatively.

Historical Review of IORT

The first cases of IORT were reported by Beck as far back as
1907 (22) and again in 1909 (23). He used X rays (probably
50 kVp, see below) to treat several cases of stomach and
colon cancer. Several years later, Finsterer, in 1915 (24),
reported on the treatment of stomach and colon cancer. He
used doses between 2500 and 4500 R using X rays with
filtration that varied between none, variable thicknesses of
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Table 1. Equivalent Dose of a Single Dose of Radiation in
Terms of the Fractionated Dose for Both Acute and Late
Normal Tissue Reactions

IORT Single
Dose, Gy

Equivalent Dose for
Tumor and Acute

Normal Tissue
Reactionsa

Equivalent Dose
for Late

Normal Tissue
Reactionsa

10 17 26
15 31 54
20 50 92
25 73 140

a2 Gy fractions.



aluminum, or 0.25–0.45 mm Cu. The ‘‘R’’ stands for the
roentgen, which is a unit of radiation exposure; 1 Gy is
roughly equivalent to 87�R in air. Note that no external
radiation was given to these patients. The choice of filtra-
tion was dictated by the thickness of the lesion. It was
noted by Abe (25), in his historical review of the topic, that
the practice of IORT then was different from that of today;
however, it is different only in the sense that kilovoltage
radiation is exponentially attenuated and delivers its max-
imum dose at the surface, whereas electron beams have a
maximum dose below the surface and the dose falls sharply
beyond a given depth, depending on energy. Thus, the
intent then was the same as it is now, namely, to give
additional dose to the tumor and spare normal tissues,
even though there were more practical problems in dose
delivery and differences in beam quality. However, there
are photon beam modalities used in IORT that get around
the problems mentioned above with X rays. High dose
rate brachytherapy using radioactive 192Ir sources, for
example, is able to deliver a high tumor dose with a low
dose to nearby critical structures.

Barth (26) gives a long account of the technique he used
for many anatomical sites where he opened the skin and
treated the underlying tumor with 50 kVp X rays at 2 cm
SSD for very small field (	 2.5 cm diameter) sizes. Many of
these sites were in the head and neck region, just below the
skin; more deep-seated tumors would have been hard to
treat with this technique. Interestingly, Goin and Hoffman
(27) describe instances, where IORT was delivered on more
than one occasion. He reports on 13 patients, all but 1 of
whom received IORT from 2 to 12 times, with overall doses
ranging from 500 to 30,672 R. Thus surprisingly, fractio-
nated IORT was practiced then, something that would not
be countenanced today.

Current Status of IORT Application (User Surveys)

A survey of current institutions practicing IORT in the
United States (28), whether using electron beams, ortho-
voltage X rays, the Photon RadioSurgery System (PRS)
device or by High Dose Rate (HDR) was conducted in 2003.
It was found that the number of institutions practicing
IORT by each technique is shown in Table 2.

It can be seen that 	55% of the institutions perform
IORT in the OR and 75% perform IORT with a dedicated
unit. One of the centers using orthovoltage X rays and
another using a dedicated linac in a shielded OR are
converting to mobile linear accelerators. Approximately

72% of the institutions above responded to the survey,
including all six with mobile units and all four dedicated
units in the OR. The remaining eight responders con-
sisted of six sites with an OR in the therapy department
and two that used patient transport. By comparison with
the 1992 survey, it was found that the greatest decline in
the number of centers involved with IORT was the group
performing IORT by patient transport, and these were
primarily community centers. Thus a higher proportion of
those sites still practicing IORT are academic centers. Of
the institutions using nonmobile units, the average date
inception of the program was 1986 (�4 years), whereas all
the mobile units were installed after 1998. The most
commonly used energy was 9 MeV, followed by 12 MeV.
This certainly justifies the choice of maximum energy
of the mobile units. Slightly more institutions use the
soft-docking (61%) rather than the hard-docking tech-
nique. The most commonly used field size is a 7 cm
diameter applicator, followed by a 6 cm diameter appli-
cator. Finally, the average number of IORT treatments
performed by the reporting centers (72% of institutions
responded) is 500, whereas the number of treatments
performed in the last 12 months is 428. The respective
numbers per institution are 31.2 � 23.5 (range, 10–90)
and 26.8 � 22.7 (range, 0–70).

A similar survey was recently carried (29) out for Eur-
opean institutions and there are some similarities and
differences. Table 3 shows the number in institutions
performing each type of IORT.

The chief difference is that there are 40% more sites in
Europe than in the United States and that more than one-
half the European sites have mobile linear accelerators
compared with 16% in the United States. Moreover, >60%
of the treatments carried out are for breast cancer com-
pared with almost no cases in the United States. Also, the
average number of patients treated is in excess of 1000,
compared with 500 in the United States, noted above. Of
great importance is the fact that there are a number of
clinical trials underway in IORT in Europe, whereas there
are no trials in progress in the United States.

What the two continents have in common is the typical
applicator sizes and energies. This result is what one would
expect if each were treating the same distribution of dis-
ease sites. However, since those distributions are not the
same, this commonality is quite remarkable. Finally, one
other similarity is that a large percentage of institu-
tions are performing a few cases and a few institutions
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Table 2. Number of Institutions in the United States
Practicing the Various IORT Modalities (2003)

Type of IORT Practiced Number of Institutions

Mobile linear accelerator 6 (15.8%)
Dedicated linac in shielded OR 4 (10.5%)
OR in radiotherapy department 8 (21.1%)
IORT by patient transport 9 (23.7%)
Orthovoltage X-rays 2 (5.3%)
Intrabeam (50 kV X ray) 5 (13.2)
HDR 4 (10.5)

Table 3. Number of Institutions in Europe Practicing the
Various IORT Modalities (2005)

Type of IORT Practiced
Number of
Institutions

Linear accelerator in radiotherapy department 11 (31.6%)
Dedicated linac in shielded OR 5 (13.2%)
Mobile linear accelerator 21 (55.3)
Intraoperative interstitial brachytherapy 6 (15.8%)
Intraoperative HDR flaps 7 (18.4%)
Intrabeam (50 kV X ray) 2a (5.3%)

aThis figure may be substantially higher.



(primarily academic centers in the case of the United
States) are performing a large number of cases.

IORT TECHNOLOGY

Early Technology

Radiotherapy prior to the 1960s used primarily X-ray
machines for the treatment of cancer patients, although
in the years just before that Cobalt-60 teletherapy units
were coming into widespread use. Schultz (30) describes in
great detail the history of the development of X-ray
machines of increasing energy. Thus, in the early days,
X-ray machines were the only modality to carry out IORT.
In the earliest applications of IORT, Practitioners used
50 kV X rays with a focus-to-skin (FSD) distance of 	2 cm
with a field size (diameter) of about the same dimension,
varying the filtration to achieve sufficient penetration.
Henschke and Henschke (31) provide considerable detail
on the practical application of this technique to the treat-
ment of large fields. They show that this can be accom-
plished either by increasing the FSD, primarily to increase
the percent depth dose, or by use of multiple, overlapping
fields at short FSD. Thus, until X-ray machines operating
at higher energies with adequate dose rates at larger
distances and covering larger fields became available,
the role of IORT was relatively limited. Beginning in the
late 1930s through the 1940s, such high energy units
became available. Eloesser (32) described the use of an
X-ray machine with filtrations between 0.25 and 0.5 mm
Cu. He notes that the filtration depends on the thickness of
the tumor being treated; the FSD was 30 cm. In 1947,
Fairchild and Shorter (33) describe a technique using
250 kV X rays with a half value layer (HVL) of 1.7 mm
Cu. At a FSD of 21.7 cm, a dose rate of 100 R
min�1 could be
delivered over a 13 cm field diameter. Note that since these
high energy X-ray beams were not collimated, lead sheets
had to be placed around the surgical opening and internal
viscera to provide adequate radiation protection.

Whereas the difficulty of using low energy X-ray beams
is one of insufficient penetration, the problem with high
energy X-ray beams is that, although their intensity is
exponentially attenuated, tissues or organs beneath the
tumor to be treated can receive a considerable dose of
radiation. For this reason and many technical reasons
associated with using an X-ray machine in an OR, it is
clear that IORT could not have been anything other than
an experimental technique pursued by a few investigators.

Recent IORT Technology: Photons versus Electrons

In the 1960s, the first linear accelerators appeared in
clinical use for the treatment of cancer. One of the first
units in the United States was a 6 MV machine (Varian
Medical Associates, Palo Alto, CA), which produced a
bremsstrahlung X-ray beam from a beam of 6 MeV elec-
trons. However, it was not until the 1970s that linear
accelerators were capable of producing clinical electron
beams. Omitted from this historical review is a discussion
of the betatron. Designed and built in the early 1940s by
Donald Kerst, the first patient was treated with X rays in

1948; electron beams were a natural by product of this
machine, although the dose rates were quite low. However,
the betatron played no role in the field of IORT, and there
are no betatrons currently in clinical use in the United
States. Clinical electron beams are produced by passing the
electron beam exiting the linear accelerator’s waveguide
through high atomic number scatterers (34). The great
advantage of electron over X-ray beams is in the depth
dose curve. Figure 3 shows a comparison of the percent
depth dose curves, normalized to 100%, between electron
beams of various energies and a 1.5 mm Cu X-ray beam.
What is immediately apparent is that while the curve for
the X-ray beams fall off more or less exponentially with
distance beyond the depth of maximum dose, the curves for
electron beams show a very sharply falling dose and have a
finite range. This range is a function of the electron beam
energy, so the higher the energy the greater the range. A
rule of thumb is that for every 3 MeV of electron energy, the
depth of the 80% dose changes by 1 cm. There are currently
only one or two active IORT programs in the United States
using orthovoltage X rays.

Dedicated IORT Units

The IORT programs can use one of two approaches. In the
first approach, patients are transported from the OR to the
radiation therapy department and the IORT treatment is
delivered on one of the department’s linear accelerators
that normally treats outpatients with external beam ther-
apy. Thus IORT is blended in with the other treatments. In
the second approach, IORT treatments are delivered on a
dedicated machine. Dedicated linear accelerators are those
accelerators that are used exclusively for the treatment of
patients through the intraoperative technique. The word
dedicated is used here to mean that the linear accelerator,
conventional (X rays plus electrons or electron-only) or
mobile, is used exclusively for IORT. It is recognized here
that no more electron-only linear accelerators of the con-
ventional, non-mobile type, will be built in the future.
Dedicated linear accelerators may be located in the OR
itself or in a room in the radiotherapy department. If the
former, the room is basically an OR that also contains a
linear accelerator. If the latter, it is a radiotherapy room
that is equipped as an operating room. The former is
preferred since it is part of the total OR complex and the
patient does not have to be moved outside the room. In the
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latter case, the patient undergoes surgery far from the
hospital’s main OR and issues of maintaining sterility of
the operating area have to be addressed as well as the
problem of what to do if a surgical emergency arises for
which the satellite OR is not equipped to cope. There are
currently very few dedicated units in the OR in the United
States; there are slightly more located in the therapy
department. For the non-dedicated linear accelerator,
the need to transport the patient for each case from the
OR to the radiotherapy area is a disincentive to the IORT
program. For this reason, programs using nondedicated
linear accelerators have seen a decline in numbers (see
Fig. 4). It is highly unlikely that any more dedicated units
of the conventional or electron-only type will be installed in
the United States in the future for the reasons outlined
above. An example of a dedicated electron-only linear
accelerator located in the OR is shown in Fig. 4. The room
measures 	 6.1 � 8.0 m and the unit is mounted into the
wall at one end, ensuring an adequate space for surgery.

Experience has shown that centers with dedicated OR
suites or mobile systems perform more IORT procedures
than centers that use the patient transport technique.
Details of the shielding aspects of an OR-based IORT
machine have been published (13,35).

Mobile IORT Units

The cost of installing a dedicated linear accelerator in an
operating room along with the required shielding is very
high. A linear accelerator, even though it is run only in the
electron mode, has a price tag of 	$1.5–2 M and the
shielding costs for a room that is not located in a basement,
which is often the case, can be a substantial fraction of the
linear accelerator cost. Given that the number of patients
to be treated with an intraoperative machine is unlikely to
be>5 per week, it is clear that the economics for such a unit
are not altogether favorable (10). Since 1996, several
mobile linear accelerators have become commercially

available. These are the Mobetron, produced by IntraOp
Medical (Santa Clara, CA), the Novac7 produced by
Hitesys (Aprilia, Italy) and the Liac produced by Info&Tech
(Udine, Italy). These are linear accelerators that have
special features, in addition to being mobile, that reduce
the need for extensive shielding in the adjacent walls,
ceiling, and floor. This means that they can be used for
treating patients in any OR room with little more than a
portable lead shield to protect personnel in the surround-
ing areas, as well as above and below. (However, note that
for commissioning and annual quality assurance purposes,
a well-shielded room is required because of the high beam-
on time needed for these tests.) This reduction in radiation
leakage has been achieved in several ways. The first is to
limit the maximum energy of the electrons that can be
accelerated so that photoneutrons are not generated; the
Mobetron has a maximum energy of 12 MeV, the Novac7
has a maximum energy of 9 MeV and the Liac has a
maximum energy of 10 MeV (Note that according to Eur-
opean law, energies >10 MeV cannot be used in an OR
without special protective shielding in the walls and floor).
The second is to use an in-line beam, that is, the direction of
the electron beam in the waveguide is the same as the
direction of the beam that treats the patient. This avoids
the use of a heavy magnet. Thus avoids the use of a heavy
magnet. Conventional medium-to-high energy linear accel-
erators generally use a 2708 bending magnet to bend the
electron beam from the horizontal direction in the wave-
guide toward the patient at isocenter (34). The reason is
that with the need to have a fully isocentric C-arm machine
with an acceptable isocenter height, (Fig. 4), typically	125
cm above the floor, the waveguide cannot be pointing
toward the isocenter, given the length of the guide. This
reduction of leakage also means that the shielding around
the waveguide (usually lead or a tungsten alloy) is lower
than for a conventional therapy linear accelerator, so the
weight of the unit is reduced—essential for good mobility.
Thus the major advantage of a mobile electron linear

18 RADIOTHERAPY, INTRAOPERATIVE

Figure 4. Mevatron ME by Siemens
Medical Systems located in an OR.
Note that the machine is a conven-
tional accelerator whose gantry
(C-arm) support system is mounted
in the end wall. Since the room is
slightly oversize for an OR room at
this hospital, this still leaves ade-
quate room for surgery.



accelerator is that minimal, in-room shielding is required
for the unit so that it can be moved to any OR room,
provided mechanical access is possible. A comparison of
some of the other properties of these three mobile linear
accelerators is in order since their method of beam gen-
eration and delivery are different. Major differences are
that the Mobetron is a gantry-mounted unit that uses soft
docking for alignments, whereas the two Italian models
have the waveguide mounted on a robotic arm. Further-
more, the Mobetron waveguide operates in the X-band
mode (8–12 GHz) whereas the Italian models operate in
the conventional S-band mode (3 GHz). Note that the
length of the accelerator’s waveguide depends inversely
on the frequency, so, for the same final electron energy, the
X-band waveguide will be shorter.

Mobetron. The first Mobetron was installed and trea-
ted its first patient in 1997. There are currently 12 Mobe-
tron units installed worldwide, 7 operating in the United
States, 1 in Japan, and 4 in Europe. This unit operates with
electron energies of 4, 6, 9, and 12 MeV. A view of this unit
is shown in Fig. 5. The unit is mounted on a gantry,
cantilevered with a beam stopper to intercept the X-ray
component of the primary beam after it has passed through
the patient. This ensures that the radiation exposure in the
room below is sufficiently low as to be within the limits set
for the general public and is the principal feature that
allows this unit to be used in any OR without additional
shielding. Although the unit is gantry mounted, the beam
direction is not limited to the plane of gantry rotation, as

with external beam linear accelerators, since the head can
tilt in and out of this plane. This increases its versatility in
setting up patients for treatment and reduces the amount
of time needed to align the radiation field with the appli-
cator. The beam stopper also moves in synchrony with this
gantry motion to ensure that the primary beam is always
intercepted.

A review of the salient mechanical properties and oper-
ating parameters of the machine is in order. The weights of
the treatment module and modulator are 1250 and 432 kg,
respectively. The Mobetron is moved around through the
use of a modified pallet jack. Thus the two units can be
moved with reasonable ease between different ORs. The
gantry can rotate off vertical by 458 in each direction, while
the head tilt has a range of �308. Since the distance
between the machine target and the patient’s skin is
50 cm, half that of a conventional linear accelerator,
the maximum dose rate is 10 Gy
min�1. Thus the maxi-
mum treatment time is	2 min. For setting up the machine
to treat the patient, the unit has five degrees of freedom.
There are two orthogonal translational motions
whereby the stand can be moved relative to the base by
up to �5 cm. There is also a translation motion of the head
along the axis of the waveguide and, finally, there are 2
rotational degrees of freedom of the head, one the gantry
rotation and the other tilt in and out of the gantry plane.

Meurk et al. (36) reviewed the physical properties of this
device and Mills et al. (37) and Daves and Mills (38) provide
a comprehensive review of the commissioning and shield-
ing requirements of a Mobetron accelerator.

Novac7. The first Novac7 unit was installed in Rome in
1997. To date, there are 20 Novac7 systems operating in
Italy, Germany, and Greece. The Novac7 operates with
electron energies of 3, 5, 7, and 9 MeV. Unlike most
conventional linear accelerators and the Mobetron, the
Novac7 is mounted on the end of a cantilevered robotic
arm, not a C-arm, has a total weight of 500 kg. Figure 6
shows the Novac7 unit as well as the beamstopper to
attenuate the forward directed X rays. The beamstopper
operates independently of the machine and must be put in
place by the medical physicist responsible for the IORT
procedure. In many situations, however, movable wall
barriers must also be used. The applicators have diameters
of 4, 5, 6, 7, 8, and 10 cm with available bevel angles of 0, 15,
22.5, 30, and 458. Note, however, that while the unit can be
adjusted mm by mm, the cylinder attached to the linac
cannot be moved coaxially with the applicator; instead,
movements are made through a combination of rotational
movements. By using a robotic arm, the unit has more
degrees of freedom available for aligning the electron beam
with the cone set up in the patient than a conventional
accelerator or the Mobetron. In addition to its movement
across the floor, it possesses four rotational degrees of
freedom, which provides flexibility in setting up the device
for treatment. Interestingly, the machine does not use
scattering foils to produce a broad, uniform beam, but,
instead, relies on electrons scattering in the air within
the tubes and from the walls of the tubes to produce the
desired, flattened fields. As a result, the length of the
applicator used depends on the applicator size selected.
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Figure 5. Mobetron mobile linear accelerator by IntraOp Medical
Inc. Note that this unit has a gantry that also allows the linac head
to pivot in a direction orthogonal to the gantry rotation plane.



Partly because of this, the dose rate varies between 6 and
26 Gy
min�1, significantly higher than most linear accel-
erators. At these dose rates, treatments typically last
<1 min. The lower dose rate corresponds to the largest
applicator and lowest energy while the higher dose rate
corresponds to the smallest applicator and highest energy.

These high dose rates result in substantial dosimetric
problems, which have been studied and quantified by
Piermattei et al. (39). A full technical description of the
Novac7 has been given (40) and a review of the physical and
dosimetric properties of the machine has been described by
Tosi and Ciocca (41).

Liac. The first Liac unit (prototype) was installed in
Milan in 2003. In its mechanical operation it is very similar
to the Novac7 unit (see Fig. 7), with the accelerator guide
mounted on a robotic arm. However, there are several
major differences between the two units. First of all, the
highest electron energy is now either 10 MeV (four energies
of 4, 6, 8, and 10 MeV) or, potentially, 12 MeV (four energies
of 6, 8, 10, and 12 MeV). This allows a greater penetration
of tissue by the radiation, so that more deeply seated
tumors can be treated. Second, the weight and dimensions
of the machine are both lower, so the unit can be moved
between rooms in the OR more readily, pass through doors
more easily and fit into an elevator. The applicator system
is the same as that of the Novac7, namely, it uses a hard
docking procedure with no scattering foils. However, the
applicator that defines the extent of the radiation field in
the patient is now 30 cm in length. This length is standard
for most commercial and noncommercial systems and
allows the radiation oncologist and surgeon to view the
radiation field directly, just before docking the applicator
with the machine.

The Liac has the same high instantaneous dose rates as
the Novac7, in this case 1.5–13 Gy
min�1 for the 10 MeV
version and 3–22 Gy
min�1 for the 12 MeV version.
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Figure 6. (a) Novac7 mobile linear accelerator by Hitesys; (b)
beam stopper for Novac7. Note that this unit is a robotic arm with
several degrees of freedom. It also uses the hard dock procedure.

Figure 7. Liac mobile linear accelerator by Info&Tech. This unit
looks similar to the Novac7 in terms of its movements and clinical
set up, but there are differences in the design (see text for details).



Comparison between Conventional and Mobile Units

It is worthwhile comparing the pro’s and con’s of conven-
tional linear accelerators in the OR versus mobile linear
accelerators. The conventional machine has the advantage
that since it is fully shielded for the highest energy avail-
able, 	18 MeV or higher, tumors with a greater depth can
be treated. As a general rule, the depth of treatment
increases by 	1 cm for every 3 MeV increase in energy
at the 80% dose. Table 4 shows the depth of the 90% dose for
one conventional unit.

However, the question arises as to how many treat-
ments are delivered at high energy versus low energy.
Figure 8 shows data from the MGH on the use of the
various electron energies. It can be seen that all but
15% of the treatments were at 12 MeV or less, indicating
that high energies are infrequently used. In contrast, the
disadvantages are the cost of the machine, generally
greater than for a mobile unit, and the shielding for
neutrons as well as photons. At MGH, this shielding
amounts to 	50 metric tons, which makes retrofitting
existing ORs all but impossible. Moreover, should the
machine malfunction, the OR becomes unavailable for
the duration of the repair. Another fundamental differ-
ence is that conventional machines use a 2708 bending
magnet with momentum slits to focus the electrons onto
the scattering foil, whereas the mobile units have no
energy or momentum selection. While both units change
energy by adjusting radio frequency (rf) power, the con-
ventional units have the advantage of better energy selec-
tion. This leads to a higher surface dose and slower fall-off
in the depth dose curves for mobile units (48).

Mobile linear accelerators, on the other hand, have
distinct advantages over the conventional unit. First of
all, the units are mobile so that they can be moved to any
OR that has sufficient space. This is possible because the
units require almost no additional shielding to operate

safely. However, a beam stopper is required for the primary
beam in all mobile units. Whereas a dedicated unit is
limited to isocentric movement, all mobile units have more
degrees of freedom, allowing for greater flexibility in set-
ting up the patient.

A summary of the chief differences between the three
different modes of IORT is given in Table 5.

Treatment Applicators

There have been two types of applicators used in electron
beam IORT, those made from poly methyl methacrylate
(PMMA) and those made of metal, usually chrome-plated
brass. The supposed advantage of the PMMA applicators
was that one could see the tissues to be irradiated through
the walls, although this turned out to be largely not the
case. The disadvantage of using PMMA applicators is that
they have to be sufficiently thick so as to prevent radiation
penetrating through the walls and damaging normal tis-
sue; this minimum thickness is 	6 mm. Metal applicators,
on the other hand, do not have to be so thick because of
their greater density. Since the pelvis is a tight area,
anatomically, having a thick-walled applicator can restrict
the treatment area for a pelvic side wall lesion. Thus, metal
applicators are preferred, also because they can be flash
(steam) sterilized at the time of the procedure, whereas
applicators made from PMMA must be gas sterilized to
avoid heat-related deformities and this requires 	12 h.
Figure 9 shows examples of plastic applicators. Examples
of metal cones are shown in Fig. 10.
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Table 4. Variation in the Depth of the 90% Dose with
Electron Beam Energy

Electron Beam Energy, MeV Depth of 90% Dose, cma

6 1.7
9 2.6
12 3.7
15 4.5
18 5.1

a For a 7 cm diameter circular applicator that is commonly used in IORT;

note that in IORT, the dose is normally prescribed to 90% level, taking into

account that the surface dose is at or about that level.
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Figure 8. Fraction of treatments delivered at a given energy as a
function of the energies available. From this graph, one can see
that the majority of treatments are at 9 MeV or less and that <15%
or patients are treated with an energy >12 MeV.

Table 5. Comparison among the Three Methods of IORT Using Linear Accelerators

Mode of IORT Advantages Disadvantages

Linac in oncology
department (patient
transport)

Inexpensive; needs minimal
additional equipment

For a busy outpatient machine, can do only
1–2 cases per week. Enthusiasm wanes due
to effort required

Dedicated conventional
linac in OR

Available on full-time basis.
Maximizes convenience for surgical staff

Requires expensive shielded suite with
low use factor

Mobile accelerator Can be used in almost any OR; minimal
additional shielding required

Limit on the maximum energy due to leakage
X rays and neutrons



Most manufacturers of dedicated linear accelerators
provide applicators with a range of dimensions, usually
circular in cross-section. A description of the design of
treatment applicators for an OR-based IORT unit has been
given by Hogstrom et al. (42)

Beam Alignment Devices

For nondocking machines, a system is required to align the
electron beam from the waveguide with the axis of the
treatment applicator in the patient (this is unnecessary
for hard-docking systems since alignment is guaranteed
with the tolerance between the two mating pieces). This
is usually achieved optically. In the case of one dedicated,
conventional linac (Siemens Mevatron ME, Concord, CA;
this unit is no longer manufactured), beams from two lasers
are split into four point sources and four line sources. When
the points converge with the lines on a particular radius,
then the distance is correct and the beam axis is correctly
angled with respect to the treatment applicator. A metal
disk with this radius drawn on it is placed on top of the
treatment applicator for this purpose. A view of how

the correct alignment should look is shown in Fig. 11
for the test jig. Clearly shown is the circle with four laser
dots at 908 intervals; the laser lines are in alignment with
the radial lines shown, but on a black/white image, they are
not visible. This system requires training to fully under-
stand what movements should be made with the couch and
gantry to align the treatment applicator with the beam
when the dots and lines are not aligned. A more sophisti-
cated system, that is simpler to use, is adopted with one of
the mobile linear accelerators (Mobetron by IntraOp Med-
ical, Inc.). This system also uses optical alignment, but
provides visual indicators as to how to adjust the gantry
to complete the alignment. As with the other system, laser
light is reflected off a mirror on top of the applicator and is
sensed by detectors in the head. This display is shown in Fig.
12, which shows the status of the alignment that is complete
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Figure 9. Examples of plastic applicators used in electron IORT.
From left to right are shown an elliptical, a circular with beveled
end, a circular, and a rectangular applicator.

Figure 10. Examples of metal cones used in electron IORT. From
left to right are shown a circular with bevel, a circular, an elliptical,
and a rectangular applicator.

Figure 11. Example of the optical alignment used on the
Mevatron ME linear accelerator. This test jig is used before
each procedure to check the alignment of the lasers. Alignment
is correct when the dots and lines (not easily seen here, but
overlapping the radial lines) cross on the circle.

Figure 12. Display of the alignment system used with the
Mobetron mobile unit. (Photo courtesy of G. Ezzel, Mayo Clinic.)



when each of four parameters is indicated by a single yellow
bar either side of a green bar (colors not indicated). Para-
meters on the display are the gantry rotation, the docking or
distance between the head and the applicator, the tilt of the
head and the position of the stand (in-out and left–right).
The display shown indicates that the stand has to be moved
from in to out and from right to left to complete the docking.
When the alignment is complete, the alignment is accurate
to 2 mm along any one axis and 0.18 in angle.

IORT Treatment Logistics

Since the radiation is delivered through linear accele-
rators, there are several options for performing this
technique. The first is that the patient is transported from
the operating room (OR) to the radiation therapy depart-
ment and set up and treated on one of the linear accel-
erators usually used for treating cancer patients with
external beams. The second is to have a dedicated treat-
ment room in the OR. In this case, the patient has to be
moved only from one side of the room to the other where
the linear accelerator is located. The third option is a
mobile linear accelerator. A mobile linear accelerator is
one that can be moved from one OR to another. A fourth
option is a hybrid of the first and second methods in that a
linac in the radiation therapy suite serves also as an
operating room so that both the surgery and IORT are
carried out in the same room. The problem with this
option is that if this room is far from the other operating
rooms and if difficulties are encountered during the sur-
gery, assistance might be problematic, particularly if
specialized equipment is required.

There is a significant difference between the first option
and the other three options since the patient has to be
transported from the OR to the radiation therapy area. Once
there, the machine used for these treatments is sequestered
for the duration of the set-up and treatment. Additional time
is required before and after the IORT procedure to prepare
and clean up the room. Thus there are two negative effects,
one, the surgical procedure is lengthened because of the
transport and reset-up of the patient, and two, the therapy
department loses significant time on one of its linear accel-
erators. Clearly, a department having only one or two
machines with a busy outpatient workload could not readily
perform these procedures, or, at least, not more than once a
week. Finally, while the patient is being transported or in the
therapy area, the OR has to be held open for surgical closure
or additional surgery and this has an impact on a busy
surgical department and its resources.

IORT Dosimetry, Calibration, QA, and Radiation Safety Electron

Beam Calibration, Dosimetry, and Quality Assurance. Impor-
tant components of IORT dose delivery are the calibration
of the of the electron beam, dosimetry and routine quality
assurance. These three important areas of IORT will be
addressed separately. Electron beams are calibrated using
a recommended methodology (43) and according to
national protocols. In the United States and Canada, the
appropriate protocol has been established by the American
Association of Physicists in Medicine (AAPM) (44). This
protocol dictates that measurements be made using an

ionization chamber in a water phantom under specific
conditions. The ionization chamber is typically a cylindri-
cal chamber having an air volume of 0.6 cm3, although the
protocol also recommends the use of plane parallel cham-
bers for low energies. The specific conditions relate to the
depth of measurement as a function of electron beam
quality and chamber dimensions. The protocol provides
factors to calculate the absolute dose from the measured
chamber exposure. The chamber is calibrated at an AAPM
certified laboratory whose calibration standards are, in
turn, referenced to the National Institute for Standards
and Technology (NIST). Thus users’ chambers around the
country have calibration factors that are traceable to NIST
so that 1 cGy in one institute is equal to 1 cGy in any other
institute. The 2s uncertainty in the users’ calibration is
stated to be 1%.

Having calibrated the IORT electron beam under stan-
dard conditions, it is necessary to determine the dose deli-
vered to the patient under the most general conditions.
For this purpose, medical physicists perform a series of
measurements on the machine, including the variation of
dose with depth and applicator size. Using these measure-
ments, medical physicists can recommend the optimal
energy for treating a specific lesion given the depth of
the lesion and will then set the parameters on the accel-
erator to deliver the dose prescribed by the radiation
oncologist.

Quality assurance is a very important aspect of radia-
tion therapy, both external and IORT. In general, quality
assurance is mandated by state and federal agencies and
recommendations are made by the AAPM (45). These laws
and recommendations specify the types and frequency of
tests that must be carried out on linear accelerators used in
radiation therapy. For IORT, quality assurance is of par-
ticular importance since, unlike external radiation therapy
where up to 42 fractional doses may be given over an 8
week period, the dose is given in a single fraction. There-
fore, quality assurance tests must be particularly probing
to ensure that the probability of any error is as low as
possible (46). The AAPM has made specific recommenda-
tions for IORT (47,48) at the daily, monthly and annual
level. Table 6 shows the data taken from the latest AAPM
report (48).

In addition, additional, independent quality assurance
on electron beam output and percent depth dose is provided
by the Radiological Physics Center in Houston, using
mailable TLDs (49).

Radiation Safety Issues

All radiation-producing equipment is subject to state and
federal regulations. These regulations restrict the dose that
a member of the general public can receive to 1 mSv year�1

or 0.02 mSv
week�1. There is also a further restriction that
such a person may receive no more than 0.02 mSv in any 1 h.
For controlled areas (not accessible to the general public),
the allowed limits are higher. Since many of the linear
accelerators are located/used in the operating room envir-
onment, regulations for the general public apply.

Asnotedabove, radiationsafetyrequirements forelectron
beam IORT depend on the approach taken. For treatment
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with a linac in a radiotherapy department, the room is
already well shielded for any number of IORT treatments.
For a dedicated, conventional linear accelerator in the OR,
the shielding is usually designed for a specific number of
cases per week. A maximum number would be 10 cases per
week, based on the length of an average surgical procedure.
However, patient demographics and past IORT experience
indicate thatthis limit isneverreachedonacontinuingbasis.
However, themachinehas toundergoacceptance testingand
commissioning when first installed and extensive checks
every year by the medical physicists that require extensive
beam-on time (there are also daily and monthly checks, but
these require much less beam-on time). Therefore, this work
has to be carried out at night and over the weekend when
personnel are generally not present. For corridors in the OR
that are still in use, this may require installing temporary
barriers with appropriate radiation warning signs; rooms
above and below have to be checked to ensure that they are
not occupied. For mobile linear accelerators, it was noted
above that, due to their low leakage, considerably less shield-
ing is required for their use in the OR, apart from a primary
beam stopper. Lead shields placed strategically around the
patientprovidesecondaryshielding.However,beforeanyOR
can be used for treatment with a mobile linear accelerator,
extensive surveys have to be carried out to determine radia-
tion levels in the immediate vicinity with and without the
secondary shielding. Based on these readings, the number of
cases that can safely be performed on a weekly basis without
exceeding the maximum permissible dose can readily be
calculated. Clearly, this exercise has to be performed for
every OR in which IORT cases may be performed. As noted
above for the dedicated, conventional linear accelerator,
there are occasions when the medical physicist has to per-
formextensive testing of the equipment. Thiscanalsoonlybe
done at night or on weekends, provided the occupancy of
nearbyareascanbecontrolled. If thiscannotbedone, theunit

has to be taken to a shielded area for testing, such as the
radiotherapy department. Issues relating to the radiation
safety aspects of mobile linear accelerators are fully covered
in the AAPMs report on mobile linear accelerators (48). In all
cases, consultation with the hospital’s radiationsafetyofficer
is highly recommended.

OTHER IORT TECHNIQUES

INTRABEAM System for Intracranial Lesions

Another device that has come into use for the intraopera-
tive treatment of intracranial and other lesions is the
INTRABEAM System. This device was originally manu-
factured by Photoelectron Corporation, but is now mar-
keted by Care Zeiss Surgical GmbH, Germany. This system
is a 50 kV device that fits into a standard neurosurgical
stereotactic frame. Figure 13 shows the INTRABEAM
device; electrons are accelerated down a 10 cm long 3.2
mm diameter evacuated tube, striking a gold target at the
tip. The thicker section between this tube and the body of
the device contains coils to steer the electron beam. Built
into the body of the device is a scintillation detector that
detects backward emitted photons in a fixed geometry. This
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Table 6. Quality Assurance Tests for Mobile Linear Accel-
erators

Frequency Parameter

Daily Output constancy
Energy constancy
Door interlocks
Mechanical motions
Docking system

Monthly Output constancy
Energy constancy
Flatness and symmetry constancy
Docking system
Emergency off buttons

Annual Output calibration for reference conditions
Percent depth dose for standard applicator
Percent depth dose for selected applicators
Flatness and symmetry for standard applicator
Flatness and symmetry for selected applicators
Applicator output factors
Monitor chamber linearity
Output, percent depth dose and profile constancy

over the range of machine orientations
Inspection of all devices normally kept sterile

a AAPM task group 72.

Figure 13. INTRABEAM X-ray tube. The body of the device
contains the high voltage electronics, power for the steering coils
and the electron gun. It also contains the internal radiation monitor
for integrating the radiation output of the device, similar to the
internal ionization chambers in a linear accelerator. Electrons are
accelerated to the tip of the probe where they strike a gold target
and produce the X rays. The large diameter section contains the
steering coils.



is known as the internal radiation monitor. Figure 14
shows the X-ray device inserted into a CRW neurosurgical
frame so that the probe tip can be placed at the location of
the stereotactic site to within an accuracy of better than
1 mm. Thus an intracranial lesion is first imaged using
Computerized tomography (CT) and the coordinates of the
center of the lesion determined so that, in addition to the
neurosurgeon performing a stereotactic biopsy, the tip of
the X-ray source, where the X rays are generated, can be
accurately located at this point and a tumoricidal dose of
radiation delivered. Figure 15 shows a series of isodose
curves generated using radiochromic film (Gafchromic
film, type MD-55, ISP Technologies Inc., Wayne NY).
The outline of the probe tip in the north–south direction

can easily be identified as the source of the radiation. The
horizontal line and the line extending from the probe tip
represent cuts in the film. The dose depth curve for 50 kV
X rays in water is shown in Fig. 16. The dose rate from this
device is about 2 Gy
min�1 at 1 cm from the probe tip in
water. The dose falls off as the inverse third power of the
distance and, hence, the dose delivered outside the tumor
drops very rapidly. At this dose rate and for this dose fall-
off, typical treatment times last from 15 to 30 min, depend-
ing on the treatment radius. A fuller description of the
apparatus and the clinical testing of the device has been
given by Beatty et al. (50). A Monte Carlo has been per-
formed (51) to predict both the spectrum and output of the
X-ray beam with good accuracy.

Although initially developed for intracranial lesions, the
INTRABEAM system is approved by the U.S. Food and
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Figure 14. The INTRABEAM device inserted into a stereotactic
head frame demonstrating how the device is used for the treatment
of intracranial lesions.

Figure 15. Isodose curves for the INTRABEAM X-ray device. It
can be seen that the tip of the probe is the center of the X-ray source
and that the source is nearly isotropic in intensity except in the
backward direction close to the tube.
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Figure16. Distance–dose curve for the INTRABEAM
device for 50 kVp X rays. The output falls off as the
inverse of the third power of the distance from the
probe tip. In addition to inverse square, there is an
additional factor due to the attenuation of the X-ray
beam, which is significant at these energies.



Drug Administration (FDA) for application to any location
in the body. To that end, a set of spherical applicators was
developed that could be used to treat meningiomas or
breast cancer, after surgical resection. For breast and other
extracranial treatments, the stereotactic frame is not used.
Instead, a stand developed by Zeiss is used to support the
INTRABEAM device. It can be set and locked into any
position so that it remains stationary during the procedure.
In Europe, the treatment of breast cancer is one of the
principle uses of this device. There are currently 	30 units
operating in the United States and Europe. Of note is the
fact that since this device delivers X rays at very low
energies, the shielding requirements are minimal. All
personnel, except for the operator and perhaps the
anesthesiologist, leave the room. A portable diagnostic
X-ray shield is used to protect the operator and anesthe-
siologist. All entry doors except one, beyond which all the
other OR personnel wait during the treatment, are locked.

High Dose Rate (HDR) Brachytherapy

Brachytherapy is a technique whereby sealed radioactive
sources are placed inside the body or in body cavities,
usually for a short duration of time or, in some cases,
permanently. Most of the sources for temporary implants
have activities such that the dose rate to an isodose line
surrounding the tumor is 	50 cGy
h�1. With the typical
doses given in conventional, low dose brachytherapy, this
means that the treatment time is often several days and
the patient has to be hospitalized. However, by using a
HDR source (typically 10 Ci of 192Ir), the treatment time
can be shortened to minutes. Figure 17 shows an HDR
(Nucletron Microselectron HDR) with one catheter
inserted. The other end of the catheter is place in a well
counter, a chamber used by medical physicists to measure
the strength of the radioactive source. A total of 18 cathe-
ters can be attached to the unit and a computer control
system (not shown) guides the single source down each
catheter to a given position for a predetermined dwell time.
By varying the dwell time of the source at each location, the
dose distribution can be optimized for each treatment. In

this procedure, as many catheters as are required to cover
the tumor or tumor bed are inserted into the patient or
placed on the outside for skin treatments; a single source is
used and this is mechanically driven along each catheter,
programmed to dwell at preselected positions for lengths of
time determined by the treatment planning program. The
HDR treatments took some time to be accepted by the
medical community because it was initially thought that
dose rate effects in brachytherapy were crucial and that
HDR treatments would be less effective than those using
conventional, low dose rate techniques. Because of this
shortened treatment time, it became possible to perform
exploratory surgery in the OR, lay out the catheters in the
area of residual disease, treat the patient while still on the
operating room table and then close up the patient. Figure 18
shows a Harrison–Anderson–Mick (H.A.M.) applicator
for HDR–IORT. This applicator consists of a number of
catheters embedded in a 1 cm thick silicone rubber mat.
The catheters are located mid-plane and therefore 0.5 cm
from each surface. Applicators are available with the
edges curved in a half circle (not shown here) to help
maintain a more uniform dose at the surface. Applicators
are available in sizes from 3–24 channels in groups of 3,
namely, 3, 6, 9, and so on. Because this is a planar applica-
tion of 192Ir sources, the depth of treatment is almost
always taken to be 1 cm, that is, 0.5 cm from the surface
of the applicator, to avoid an excessively high dose at the
skin–applicator interface. This restricts the number of
applications for which this approach can be used, typically
lesions that have been resected with positive margins,
compared with electron beams, which, as shown above,
can penetrate much greater depths. Care must be exer-
cised in the planning dosimetry for these applications since
the dose depends on the curvature of the applicator (52)
and the lack of backscatter material (53). Figure 19 shows
an applicator in place in a patient prior to treatment. Note
the curvature of the applicator.

Shielding, in the form of concrete or lead is required in
the walls and floor it a significant number of patients are
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Figure 17. View of the HDR system with one catheter hooked
up to a well chamber for calibration of the source by a medical
physicist.

Figure 18. Sample H.A.M. applicator. The catheters are embedded
in a 1 cm thick silicone rubber mat. Note the clear identification
numbers on each catheter. The manufacturer supplies applicators
with varying numbers of catheters. (Photo courtesy of Felix Mick.)



treated. The exact thicknesses will depend on the number
of cases treated per week.

At present, there are four institutions in the United
States performing HDR in the OR. Excellent technical
descriptions of the HDR technique applied in the operative
setting have been given by Harrison et al. (54) and Nag
et al. (21).

CLINICAL RESULTS

Disease sites that have been treated with IORT include
pelvic lesions such as pancreas, rectum, colon, retroper-
itoneal sarcoma, bladder, kidney, sacrum, liver, endome-
trium, cervix, and ovary. Extra-pelvic sites include head
and neck, breast, and distal limbs. At the MGH, the most
commonly treated disease sites include the pancreas, rec-
tum, colon, and retroperitoneal sarcoma. UCSF reported in
2003 that a majority of treatments had been in the area of
head and neck and thorax. A considerable number of
pediatric patients had also been treated in a few centers.
Thus the type of sites treated in different institutions
reflects the interests of the surgical and oncology depart-
ments of those institutions.

One of the problems encountered when comparing the
efficacy of IORT combined with external beam radiother-
apy (EBRT) with EBRT alone in terms of overall survival is
that distant metastases play a major role in many disease
sites. While it is true that IORT combined with EBRT
provides a result as good as any EBRT alone series, the
difference in survival is often not significant. Moreover,
due to the rapid progression of distant metastases, it is
often not possible to know the exact pathologic stage of each
patient under treatment, and so comparisons among dif-
ferent series is difficult. Data from MGH (unpublished)
shows that overall survival for patients with pancreatic
cancer depends on the field size of the treated field, the
smaller the field, the greater the survival. What this says is
that patients with bulkier disease will experience more
rapid development of distant metastases.

One of the success stories of IORT, however, is colorectal
cancer since the effect is statistically significant. Table 7
shows the results from MGH for primary and recurrent

colorectal cancer. This was not a randomized trial, but a
comparison between EBRT with electron beam IORT and
historical controls, EBRT alone. In each case, the survival
is greater when IORT is used, even up to 5 years. While
this does not have the power of a randomized trial, the
difference in the results in each case is both statistically
significant and impressive. Moreover, similar results
have been observed at other institutions, for example,
the Mayo Clinic (55). Similar results have been obtained
with HDR–IORT.

Current results in the treatment of gastric cancer indi-
cate that while some benefits may accrue from IORT,
further studies are needed to demonstrate a significant
benefit. Interestingly, gastric cancer was one of the sites
first chosen by the Japanese for IORT, which is quite
understandable, given the high rate of incidence of that
disease in Japan. For locally advanced primary and recur-
rent gynecological malignancies IORT has shown that
results are comparable to historical results with standard
salvage therapy. In one of the rare randomized trials
involving IORT, a study of retroperitoneal sarcoma accu-
mulated 35 patients between two arms, EBRT and
EBRTþIORT. With a minimum follow-up of 5 years and
a median follow-up of 8 years, a significant difference in
local control was found between the two groups (56).
However, as with studies for other diseases, there was
no difference in median survival between the two groups.
Two major centers, the Mayo Clinic and the Denver Chil-
dren’s Hospital, have been involved with pediatric malig-
nancies. They have shown that IORT is effective in local
control for locally advanced pediatric malignancies.
Interestingly, the Denver Children’s Hospital used only
IORT whereas the Mayo Clinic used combined IORT and
EBRT. In bladder cancer, IORT has been shown to be
effective in bladder preservation. Investigators found few
complications related to these treatments.

Perhaps the greatest thrust at the moment in the field of
IORT is the treatment of breast cancer. This is actively
being pursued in Europe, particularly Italy, followed by
Germany and the United Kingdom (UK), and, to a lesser
extent, in the United States. The drive for this is related to
the need to shorten the overall duration of the conventional

RADIOTHERAPY, INTRAOPERATIVE 27

Figure 19. View of a H.A.M. applicator inserted in a patient and
ready for treatment. (Photo courtesy of Dr. C. Willett.)

Table 7. Clinical Results for IORT Treatment of Primary
and Recurrent Rectal Cancer Using Electrons

Primary Colorectal Cancer

Survival, years

No. Pts Median (month) 2 3 5

EBRT 17 18 35% 24% 24%
EBRTþIORT 56 40 70% 55% 46%

Recurrent Colorectal Cancer

Survival, years

No. Pts Median (month) 2 3 5

No IOERT 64 17 26% 18% 7%
IORTþ/-EBRT 42 30 62% 43% 19%



external therapy treatment time. In this area, IORT is
competing with several other techniques, including partial
breast irradiation and temporary implants using 192Ir bra-
chytherapy seeds and the INTRABEAM system. The IORT
and the INTRABEAM systems would, of course, require
only a single fraction treatment. Although a large number of
breast cancer patients have been treated intraoperatively to
date, the follow-up time is too short to draw any conclusions.

At MGH, interstitial radiosurgery with the INTRA-
BEAM has been performed for intracerebral metastases,
primary malignant gliomas and as adjunct to resective
surgery in meningiomas. Local control of metastases was
possible in 80–85% of cases (n ¼ 73), which is consistent
with other forms of external radiosurgery. In a handful of
cases with malignant gliomas, tumor recurred as expected
beyond the areas of high dose irradiation. In 12 parasa-
gittal meningiomas where residual tumor was left along
the sagittal sinus, there has been no evidence of local
recurrence with mean follow-up of 3 years, which is too
early to determine efficacy.

FUTURE DIRECTIONS

If one looks at the history of IORT, one sees that the
procedure has been practiced almost as long as there
have been X rays. One of the driving forces for IORT in
the early days was undoubtedly the need to overcome
the limitation in dose delivery due to skin desquamation,
a breakdown of the skin, resulting from the highest dose
being at the surface. Certainly, the conditions of using
X-ray equipment available at that time could not have
been conducive to ease of use in an OR setting. It is clear,
however, that the history of its practice has been punc-
tuated by the introduction of new technology, first the
change from low kilovoltage X rays (50 kV) through ortho-
voltage X rays to electrons. However, it was clearly the
introduction of linear accelerators with electron beams
that provided the greatest impetus over the last century,
although the technique was not universally adopted
because of cost, time, and many other factors. Indeed,
there was a decline after the 1990s associated with these
factors. It was not until the introduction of mobile linear
accelerators that the field regained its strength. Part of
the reason for this is the desire, for logistical reasons,
particularly in Europe, to speed up the radiation therapy
treatment process. Granted that this is also possible using
external beam techniques, such as partial breast irradia-
tion, but IORT certainly has a role to play in this change
in therapeutic practice. The increase in the number of
units attests to this: In 1997, the first unit was installed
and at the time of this writing, 33 have been installed
worldwide with units available from three manufac-
turers. This technology has enabled more centers to par-
ticipate in IORT procedures, allowing both surgeons
and radiation oncologists more convenient ways to treat
patients. Moreover, several photon modalities have come
into increasing use in IORT, including HDR–IORT and
the Zeiss INTRABEAM device. These are playing a
greater role in IORT, in part because the capital invest-
ment in these technologies is considerably less than a
dedicated mobile linear accelerator.

However, before the widespread acceptance of IORT is
possible, proponents need to demonstrate clearly that
IORT provides a therapeutic advantage for their patients.
While this has been shown for a subset of patients with
rectal cancer, based on retrospective studies, it is clear that
randomized trials are needed for other disease sites to
provide unequivocal evidence for IORTs benefit. This is
currently being done for breast cancer in Europe.

Thus, while the field is still small, it continues to grow,
thanks to better technology. More widespread use of IORT
will determine whether the procedure confers a benefit to
patients across a broad class of diseases.

BIBLIOGRAPHY

1. Abe M, et al. Intra-operative radiation in abdominal and
cerebral tumors. Acta Radiol 1971;10:408.

2. Abe M, et al. Intraoperative radiotherapy of gastric cancer.
Cancer 1974;34:2034.

3. Abe M, et al. Techniques, indications and results of intrao-
perative radiotherapy of advanced cancers. Radiology
1975;116:693.

4. Abe M, Takahashi M. Intraoperative radiotherapy, The
Japanese experience. Int J Radiat Oncol Biol Phys 1981;7:
863–868.

5. Goldson A. Preliminary clinical experience with intraopera-
tive radiotherapy (IORT). Semin Oncol 1978;8:59–65.

6. Gunderson LL et al. Intraoperative irradiation. A pilot study
combining external beam photons with ‘‘boost’’ dose intrao-
perative electrons. Cancer 1982;49:2259–2266.

7. Tepper J, Sindelar WF, Glatstein E. Phase I study of intrao-
perative radiation therapy combined with radical surgery for
intra-abdominal malignancies. ASCO Proc 1980;21:395.

8. Gunderson LL et al. Intraoperative and external irradiation
with or without resection: Mayo pilot experience. Mayo Clin
Proc 1984;59:691.

9. Coia LR, Hanks GE. The need for subspecialization, intrao-
perative radiation therapy. Int J Radiat Oncol Biol Phys
1992;24:891–893.

10. Wolkow H. The economics of intraoperative radiation ther-
apy. In: Dobelbower RR, Abe M, editors. Intraoperative
Radiation Therapy. Boca Raton, (FL): CRC Press; 1989.

11. Papillon J. Conservative treatment by irradiation as an
alternative to surgery. Rectal and Anal Cancers. New York:
Springer Verlag; 1982.

12. Rich TA, Piontek RW, Kase KR. The role of orthovoltage
equipment for intraoperative radiation therapy. In:
Dobelbower RR, Abe M, editors. Intraoperative Radiation
Therapy. Boca Raton, (FL): CRC Press; 1989.

13. Biggs PJ, et al. Dosimetry, field shaping and other considera-
tions for intra-operative electron therapy. Int J Radiat Oncol
Biol Phys 1981;7:875–884.

14. Palta JR, Suntharalingam N. A nondocking intraoperative
electron beam applicator system. Int J Radiat Oncol Biol
Phys 1989;17:411–417.

15. Kharrati H, Aletti P, Guillemin F. Design of a non-docking
intraoperative electron beam applicator system. Rad Oncol
1999;33:80–83.

16. Jones D, Taylor E, Travaglini J, Vermeulen S. A non-
contacting intraoperative electron cone apparatus. Int J
Radiat Oncol Biol Phys 1989;16:1643–1647.
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INTRODUCTION

The goal of radiation therapy is to deliver a sufficient dose of
radiation to a tumor site to control the disease while keeping
doses to uninvolved tissue within tolerable limits. In order to
achieve this goal, radiation beams are typically directed to
the tumor target from several directions. Consequently, mul-
tiple beams irradiate the target, but only a few beams irradi-
ate the uninvolved tissue surrounding the target, thus
reducing the dose to the uninvolved tissue. The portals used
to define the radiation fields are carefully shaped to fit the
target in order to further reduce the amount of radiation reach-
ing the tissue surrounding the target. In three-dimensional
conformal radiotherapy (3DCRT), the radiation dose distribu-
tion is designed to conform to the contours of a target volume.
The method by which the beam geometries and treatment
portals of 3DCRT are designed differentiates 3DCRT from
earlier methods of radiation treatment planning and delivery.

Prior to the 3DCRT era (mid-1990s), radiation treatment
planning was based on a small number of computed tomo-
graphy (CT) images of the patient and radiographic images
from a simulator, a diagnostic X-ray machine whose geo-
metries simulated the geometries of the radiation treatment
machine. Beam configurations were determined based on a
CT image of the patient in a single transverse plane, typi-
cally the plane containing the central axes of the radiation
beams. Treatment portals were determined from the simu-
lation radiographs; the design of these portals was based
primarily on bony landmarks that were visible on the radio-
graphs. Radiation doses were computed in the plane con-
taining the beam central axes, and plans were evaluated on
the basis of information displayed in that plane (1).

With the development of fast CT scanners and fast treatment
planningcomputerswith inexpensivememory, radiationtherapy
moved into the 3DCRT era. Whereas in the past, radiation
treatments were planned and evaluated on the basis of informa-
tion in a single or limited number of planes, radiation treatment
planning is now based on patient volume. Patient information is
acquired over a volume of the patient, treatment portals are
designed to irradiate a target volume, doses are calculated in
volumes of tissue, and treatment plans are evaluated based on
dose–volume considerations. The 3DCRT process currently used
in contemporary radiation therapy consists of the following
steps: (1) accurately imaging the tumor and normal tissue in
three dimensions, (2) precisely defining the target volumes,
(3) optimizing beam geometries and beam weights, (4)
translating the treatment plan to produce accurate delivery
of radiation according to the treatment plan, and (5) verify-
ing the accuracy of the delivery of radiation.

IMAGING FOR RADIATION ONCOLOGY

In the current state of practice in 3DCRT, treatment
planning is based on virtual (CT) simulation. A 3D CT

image data set of the patient is acquired with the patient in
the treatment position. Patients are typically positioned in
an immobilization device, and marks are placed on the
patient’s surface to assist in maintaining setup reproduci-
bility. The desired setup accuracy may vary from submil-
limeter accuracy for treatments in the head, where the
tumor may lie very close to highly critical, radiosensitive,
normal anatomic structures, to accuracies of 0.5–1 cm in
areas of the thorax or abdomen.

Various types of CT scanners are used to acquire patient
information. The third generation CT scanner consists of a
single radiation source emitting X rays in a fan-shaped
radiation pattern, which is detected by a single array of
detectors. The gantry containing the radiation source
makes a single (whole or partial) rotation around the
patient with the detectors on the opposite side of the
patient. Following acquisition of projection data from a
single transverse slice, the table is indexed and another
slice is acquired. This procedure continues until the entire
region of interest is scanned.

Technologic developments in CT image acquisition
include helical, or spiral, CT. This technology combines
gantry rotation with table translation so that the path of
the radiation source with respect to the patient forms a
spiral trajectory. Image acquisition times using helical CT
are significantly faster than times using third generation
CT. Even faster is a new technology in which a multislice
X-ray detector is used. Typically, such detectors can acquire
from 4 to 16 image slices simultaneously. Multislice helical
CT has the potential for increased axial resolution as well as
scan times that can be as short as 3–5 s (2).

The ability to increase the axial resolution of CT image
data sets brings up the issue as to the desired axial resolu-
tion for planning 3DCRT. Prior to the 3DCRT era, CT scans
were typically acquired at planar separations of 	10 mm.
This axial resolution should be compared with the typical
picture element (pixel) dimensions in each plane of
<1 mm2. The ideal axial resolution would be comparable
with the planar resolution; however, a submillimeter axial
resolution would result in a very large number of CT
images. Because the contours of tumors as well as those
of some normal anatomic structures have to be manually
delineated on the CT images for treatment-planning pur-
poses, requiring such delineation on so many CT images
would result in an extraordinarily time-consuming, labor-
intensive task. Consequently, axial resolutions presently
used in 3DCRT represent a compromise and are typically
in the vicinity of 3 mm.

A key component in CT simulation is the production and
display of digitally reconstructed radiographs (DRR). A
DRR is a radiographic image that models the transmission
of an X-ray beam through the patient (3). A DRR is
obtained by tracing the path of X rays from the location
of the radiation source through the 3D CT patient image
data set to a plane beyond the data set and calculating the
X-ray transmission through the CT data set. Generating a
DRR offers several advantages over obtaining radiographic
images from a conventional simulator. Whereas tumors are
sometime difficult to visualize on a conventional radio-
graph, they can often be visualized more easily on a CT
image. The contours delineating the tumor can be drawn on
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the CT image data set and projected onto the DRR. Treat-
ment portals are then designed based on the projected
contours. The design of a treatment portal based on the
volumetric extent of the tumor is a key component of the
3DCRT process. In addition, many soft-tissue anatomic
structures may also be difficult to visualize on a conven-

tional radiograph. Contours delineating these structures
can be drawn on the CT image data set and projected onto
the DRR as well. Display of these projected contours can
assist the treatment planner in selecting radiation-beam
geometries that will irradiate the tumor while avoiding
critical anatomic structures. Finally, the DRR can be com-
pared with a radiographic image of the treatment field
acquired on the treatment machine to verify that the
patient is correctly set up on the treatment machine.
Figure 1 illustrates a DRR with a target volume drawn
on it.

Computed tomography image data sets are not the only
images used in planning the 3DCRT. They are the images
of choice for performing actual radiation-dose calculations
because the values of the CT volume elements (voxels) can
best be correlated to the extent of interactions of the X-ray
beam with the patient. However, other imaging modalities
may be more effective than CT in imaging the tumor. For
example, magnetic resonance (MR) imaging is often more
reliable for imaging soft tissue, especially for planning
radiation treatment of brain tumors. Positron emission
tomography (PET) is a very useful modality for imaging
tumor metabolism and often provides additional informa-
tion about the presence and extent of lung tumors. Figure 2
illustrates a CT image and a PET image illustrating the
differences in the information provided by the two imaging
modalities.

A major issue encountered in the use of multimodality
imaging for 3DCRT planning is that of image registration,
that is, the geometric correlation of information from the
various imaging modalities with that of the CT image data
set. The coordinate systems used in the acquisition of
images from various modalities are typically different,
requiring some sort of registration so that information
delineated on one image data set is correctly displayed
on the treatment-planning CT data set. Moreover, MR
images are sometimes subject to geometric distortion,
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Figure 1. A digitally reconstructed radiograph illustrating a
tumor in a patient’s right lung.

Figure 2. Coronal CT and PET images of a patient with lung cancer.



especially near the periphery of such images, making the
registration problem more complex. The PET and CT
images are very difficult to register manually, as the two
modalities image very different properties of the patient.
Registration of PET and CT image data sets is sometimes
accomplished by registering the CT image data set with a
transmission scan taken on the PET scanner and used to
make corrections in the PET scan for patient attenuation. A
new device, in which a PET and a CT scanner are mounted
together, has recently been introduced. An example of such
a device is shown in Fig. 3. Using this device, the patient
first undergoes a CT scan. With the patient immobilized, the
support table is translated into the PET scanner, and a PET
scan is obtained. In this manner, the geometries of the PET
scan and CT scan differ only by a known table translation,
making image registration a simple process.

DEFINITION OF TARGET VOLUMES

Because dose prescriptions used in 3DCRT are based on
irradiating volumes of tissue, more uniformity in terminol-
ogy has been required in the specification of dose prescrip-
tions. The International Commission on Radiation Units
(ICRU) has developed a series of documents that describe a
methodology for specification of target volumes (4,5). The
ICRU definitions constitute a methodology for reporting
radiation treatments in an unambiguous manner.

The ICRU defines the gross tumor volume (GTV) to be
the ‘‘gross demonstrable extent and location of the malig-
nant growth’’ (4). The GTV consists of the primary tumor,
involved lymph nodes, and metastatic disease that can be
visualized. The specific method of visualization is not
specified; the GTV might be identified and delineated on
clinical examination, radiographs, CT images, MR images,
or any other visualization method. Moreover, the extent of
the GTV may be different for different examinations,
depending on the method of visualization. One of the aims
of the radiation therapy is to deliver a tumoricidal dose to
the entire GTV. The patient may have several GTVs
depending on the nature of the malignant disease, and
each GTV may have a different therapeutic aim. In some

cases, in particular after surgical intervention, the GTV
may not exist.

In addition to clinically demonstrable disease, the
patient is likely to have subclinical disease that can only
be visualized under pathologic examination. This subcli-
nical disease must also be eliminated for the tumor to be
controlled. The combination of GTV and subclinical disease
constitutes the clinical target volume (CTV). The radiation
oncologist establishes the margin that defines the CTV on
the basis of clinical experience. In a few cases, such as
nonsmall cell lung tumors, pathology studies have helped
the radiation oncologist define the CTV margin. In the case
of surgical intervention, a CTV might exist without a GTV.
The existence of GTVs and CTVs are based on general
oncologic principles and are independent of any therapeu-
tic approach. The GTVs and CTVs can be identified and
delineated prior to the selection of the treatment modality
and the treatment-planning procedures.

Treatment planning for 3DCRT is typically based on
information obtained from a CT image data set acquired a
few days before treatment is scheduled to begin. An inher-
ent assumption in basing the treatment plan on the CT
data set is that the data set accurately models the patient
during the entire course of radiation therapy. In reality,
the patient moves, exhibiting intrafractional motion such
as respiratory and cardiac motion, as well as interfractional
motion such as bladder and rectum filling and tumor regres-
sion. In order to account for motion, an internal target
volume (ITV) is defined. The ITV is the CTV with an internal
margin (IM). In many cases, the ITV is assumed to be the
CTV with a uniform, isotropic IM, established from clinical
experience; but in some cases, the ITV is explicitly defined
from multiple CT image acquisition.

A final margin needs to be added to the ITV to account
for the fact that there is some degree of nonreproducibility
in the day-to-day setup of the patient for radiation treat-
ment. Consequently, a planning target volume (PTV) is
defined to include the ITV along with a setup margin (SM)
to account for these setup uncertainties. The PTV is thus
defined to be a region that, if irradiated to the prescription
dose, makes sure that the entire CTV will be irradiated to
the prescription dose, regardless of internal motion or
setup uncertainty. The extent of the SM is based on the
device used to immobilize the patient. When invasive
devices are used, the SM may be reduced to <1 mm;
typically, however, the SM is in the range 0.5–1.0 cm.
Figure 4 illustrates an axial CT image of a patient’s lung
with the GTV, CTV, and PTV identified.

In 3DCRT, a DRR with the delineated PTV is normally
displayed to the treatment planner. A radiation-treatment
portal is established to include the entire PTV along with
an additional 5–7 mm margin that accounts for the fact
that the edge of the radiation beam is fuzzy due to the finite
size of the radiation source as well as effects of scattered
radiation. Thus, a GTV is expanded by a margin to account
for microscopic disease to generate a CTV, which is
expanded by a margin to account for motion to generate
an ITV, which, in turn, is expanded by a margin for setup
uncertainty to generate a PTV.

In addition to identifying and delineating target
volumes, the 3DCRT planning process must also identify
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Figure 3. A combination PET/CT scanner.



and delineate organs at risk (OAR), which are defined to be
‘‘Normal tissues whose radiation sensitivity may signifi-
cantly influence treatment planning and/or prescribed
dose’’ (5). For example, in planning the radiation treatment
of lung tumors, the OARs typically include the right and left
lung, heart, esophagus, and spinal cord, whereas in planning
the radiation treatment of prostate tumors, the OARs typi-
cally include the bladder, rectum, and femoral heads. Setup
uncertainty and OAR motion are accounted for in defining
the planning organ at risk volume (PRV), which contains the
OAR along with an internal margin and a setup margin (5).
Thus, intheplanning of 3DCRT,theplannermustdetermine
one or more beam geometries and treatment portals that will
adequately irradiate the PTV, while keeping doses to the
various PRVs within tolerable limits.

DOSE PRESCRIPTION

Prior to the development of 3DCRT, radiation-dose pre-
scriptions were generally based on point-dose methodol-
ogy. A dose prescription might have read, ‘‘66 Gy to the
isocenter’’, where the isocenter was the point around which
the gantry of the radiation machine rotated. Another pre-
scription might have read, ‘‘72 Gy to the 95% isodose’’,
where the 95% isodose represented the locus of those points
receiving 95% of the dose to isocenter. In both cases, the
dose prescriptions described doses to a single point, typi-
cally the point at isocenter.

In 3DCRT, one is concerned with doses delivered to
volumes, in particular, the target volumes. The goal of a
3DCRT treatment plan is to irradiate the entire CTV to the
prescription dose. Because the CTV may move anywhere
within the PTV, it would also be desirable for the entire
PTV to be irradiated to the prescription dose as well.
However, because the CTV does not lie in the entire
PTV for the entire treatment, one may allow a small

amount of the PTV (typically 5%) to receive a dose less
than the prescription dose without adversely compromis-
ing the goals of the radiation treatment, especially if doing
so would significantly improve organ sparing. If <100% of
the CTV receives the prescription dose, the radiation
oncologist may have to address the potential consequences
that could occur if tumor cells do not receive a tumoricidal
dose. However, compromises in CTV dose may be necessary
to avoid excessive morbidity. In many cases, the 3DCRT
planning process represents a compromise between the
dose needed for adequate tumor control and the dose that
would cause unacceptable side effects of the radiation.

BEAM DETERMINATION

Determination of radiation beam geometries for 3DCRT
is, to an initial approximation, a trial-and-error process
based on class solutions. For example, a pair of parallel-
opposed beams delivers approximately a uniform dose to
the entire volume irradiated by the beams. Tumors, how-
ever, rarely extend completely through the patient; so in
3DCRT, more than two beams are likely to be used.
Placing two more beams at right angles to a parallel-
opposed pair of beams generates what traditionally has
been called a ‘‘four-field box’’. This configuration delivers
	50% of the target dose to regions that are irradiated by
only two of the four beams. More complicated beam geo-
metries are sometimes used based on the need to avoid
irradiation of critical structures. Figure 5 illustrates a
multiple-field beam configuration used to treat prostate
cancer. Incorporating couch rotations resulting in beams
whose axes are noncoplanar can sometimes be used to
improve avoidance of critical structures. Wedge-shaped
metallic filters placed in the beam to generate dose gra-
dients can be used to compensate for dose nonuniformities
generated from certain beam configurations.
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Figure 4. An axial CT image of a patient’s
thorax, illustrating a GTV, CTV, and PTV.
The CTV is obtained by expanding the GTV by
a uniform 0.8 cm margin, and the PTV is
obtained by expanding the CTV by a uniform
1.5 cm margin.



Treatment portals are determined for each beam geo-
metry and designed to encompass the PTV along with a
margin to allow for the fact that the beam does not end
abruptly at the geometric edge but rather the dose dis-
tribution has a finite slope at the beam edge. Caused both
by the fact that the radiation source is not a point source
and that radiation can scatter from the irradiated region
to the blocked region, this penumbra requires that the
treatment portal surround the PTV with a margin of
from 0.5 to 1 cm in order to deliver a high dose to the
PTV. The treatment planning typically designs the treat-
ment portal based on viewing the BEV projection of the
PTV on a DRR.

In addition to optimizing the beam geometries, the
planning often must also optimize the beam weights. Typi-
cally, this optimization consists of manual fine tuning of
the beam weights to deliver a more uniform dose across the
target volume, decrease the dose to specific critical struc-
tures, or both of these outcomes. However, if specific pre-
scription goals are established, such as desired doses to
target volumes and maximum allowed doses to critical
structures, various computer algorithms can be used to
optimize the beam weights. If additional conformality of
the dose distribution to the target volume is desired, tech-
niques exist for the planning and delivery of intensity-
modulated radiation therapy (IMRT). This technique is
particularly useful if the target volume is concave.

DOSE CALCULATION

In most current radiation treatment planning systems,
X-ray dose distributions are calculated using a convolution
algorithm (6,7). In this algorithm, the radiation dose is
obtained by convolving an incident fluence distribution
with a dose-spread array. The dose-spread array repre-
sents the distribution of radiation dose around a point in

which a unit amount of X-ray fluence is seen. Because the
dose-spread array is dependent solely on the X-ray energy
and distance from the point of fluence deposition, dose-
spread arrays, one for each energy, need only be computed
once, and then stored in the treatment-planning computer.
Thein-airfluenceexitingthe linearaccelerator isdetermined
once for each linear accelerator and is modeled by a set of
parameters. The X-ray fluence is calculated by propagating
the in-air fluence through the CT model of the patient,
attenuating the fluence based on exponential attenuation,
characteristic of X-ray propagation through matter.

More accurate calculations of X-ray dose distributions in
the patient can be achieved by more accurate modeling of
the interactions that X rays undergo with the patient using
Monte Carlo techniques (8). Originally limited in applic-
ability by limitations in computing power, newer high
speed processors are making such calculations clinically
feasible.

CONFORMAL PARTICLE THERAPY

The 3DCRT can also be achieved using beams of charged-
particle radiation, such as electrons or protons. In some
respect, achieving 3DCRT is easier with charged-particle
beams than it is with X-ray beams. One feature that
differentiates the dose distribution from charged-particle
beams from that of X-ray beams is that the dose distribu-
tion from charged-particle beams, at least to a first approx-
imation, is constant from the patient surface to a depth
equal to the range of the charged particle, and then goes
rapidly to zero. This distribution results from the charged
particle’s property of depositing a fixed amount of energy
per interaction until the particle energy is exhausted;
beyond that depth, no energy is deposited. Consequently,
the lateral extent of a charged-particle beam can be shaped
based on the BEV projection of the PTV, just as are X-ray
beams, but the depth of penetration of a charged-particle
beam can be made to track the distal surface of the PTV by
spatially modulating the energy of the beam, which shifts
the range of the charged particles. A simple method for
range-shifting involves placing a sufficient amount of
attenuating material in the path of the beam to reduce
the local energy of the beam so that its range is slightly
greater than the depth of the distal surface of the PTV.
Alternatively, one could modify the spatial distribution of
the energy of the beam by modifications in the beam
transport in the head of the particle accelerator.

Particle therapy, on the other hand, has some limita-
tions. The margins of electron beam dose distributions are
not as sharp as those for X-ray beams because of multiple
scattering. In addition, heterogeneities and surface irre-
gularities cause significant perturbations in the electron
beam dose distributions. Widespread use of proton beams
may be limited because of the significantly higher cost of
production of therapeutically useful beams.

RADIATION DELIVERY

Once a 3DCRT treatment plan has been developed, it is
necessary to translate the treatment plan accurately to the
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Figure 5. A multiple field beam configuration used to treat
prostate cancer.



radiation-delivery system. Although this can be done
manually, the complexity of modern treatment plans
demands that plan information be transferred automati-
cally from the treatment-planning computer to a linear
accelerator. Because of the variety of treatment-planning
systems and linear accelerators, significant effort has been
expended to standardize the exchange of information
among the imaging systems, treatment planning compu-
ters, and treatment delivery systems.

VERIFICATION OF DELIVERY

The final step in 3DCRT is that of quality assurance,
verification that the radiation beams delivered to the
patient are consistent with those planned for delivery.
All components of the planning and delivery process need
to be reviewed as part of a quality assurance process,
including the validity of the treatment plan, the accuracy
of the machine settings, the validity of the transfer of data
from the planning system to the radiation machine, the
accuracy of the portal for delivery of the radiation beam,
the accuracy of the patient setup, and the accuracy of the
radiation delivery.

The first step in verification is that of verifying that the
treatment plan accurately reflects the radiation dose that
is actually designed to be delivered to the patient. This is
achieved by implementation of a quality assurance pro-
gram for the treatment planning system. In such a pro-
gram, one verifies that the treatment-planning system
accurately depicts the patient images, contours, and beams
that are provided as input into the dose calculations, and
that the beam models are accurate, so that the doses
calculated by the treatment planning system are accurate
(9).

The next component of verification is that the machine
setting determined by the treatment-planning system will
deliver the correct dose to the target. Accuracy of machine
setting is verified initially when the beam model is first
commissioned and introduced into the treatment-planning
system and is verified for each dose calculation by and
independent calculation of radiation doses to individual
points within the patient.

Next, it is necessary to verify that the machine settings,
such as beam geometries, and monitor units are accurately
transferred from the treatment-planning system to the
machine. In many radiation oncology clinics, a record
and verify (R&V) system is used to record the machine
settings used to deliver the radiation beams to the patient,
ensuring that machine settings lie within clinically
accepted tolerances of the values established on the treat-
ment plan. A component of a comprehensive quality assur-
ance program verifies that the machine settings
determined by the treatment-planning system are accu-
rately transferred into the R&V system.

Another key step is to verify that the treatment field
actually delivered to the patient is identical to the treat-
ment portal as determined on the treatment plan. In order
to accomplish this task, a radiographic image of the deliv-
ered treatment portal is acquired. The portal image is then
compared to a DRR of the treatment field extracted from

the treatment-planning system. Ideally, the geometric
relationship between the tumor target and the treatment
portal would be compared, but tumors are rarely visible on
portal images. Consequently, bony landmarks in the vici-
nity of the tumors are typically used as surrogates for the
tumors. Originally, the portal image was recorded on radio-
graphic film, but many radiation oncology clinics are
acquiring this information using an electronic portal ima-
ging device (EPID). The use of digital images produced by
EPIDs allows for rapid display of the portal images as well
as off-site review of the portal images. Figure 6 illustrates a
DRR and a portal image used to verify the accuracy of the
treatment portal.

One important issue regarding the use of portal images
for treatment portal verification is the substantial differ-
ence in image quality between simulation and portal
images. Simulation images are typically acquired in the
energy range of 50–100 keV. In this energy range, the
primary interaction between the incident X rays and the
patient results in absorption of the incident X rays. Con-
sequently, the only X rays that reach the detector are those
that are not absorbed in the patient. Moreover, in this
energy range, bone absorbs significantly more radiation
than soft tissue; hence, the contrast between bony anatomy
and the surrounding soft tissue anatomy results in clear,
sharp radiographic images. Portal images are acquired at
much higher X-ray energies, typically several megaelec-
tronvolts, the energies that are used in radiation therapy.
In this energy range, the difference in absorption of radia-
tion between bone and soft tissue is significantly less,
resulting in lower contrast. Moreover, the presence of
scattered radiation resulting from X-ray interactions
with the patient at these energies results in a signifi-
cant amount of radiation reaching the detector that gives
no indication of the point of origin, resulting in a noisy
image.

In addition to verifying the geometry of the treatment
portal, acquisition of a portal image is one of several
techniques used to verify that the patient has been set
up in a reproducible manner for each treatment. Because
the treatment field is often positioned adjacent to critical
uninvolved anatomic structures, accurate and reproduci-
ble patient positioning is essential so that these uninvolved
anatomic structures do not get unnecessarily irradiated.
Perhaps the simplest method of position verification is
through the use of external markings. Lasers in the walls
and ceilings are all directed to a particular point in space,
the machine isocenter, where the axis of gantry rotation
coincides with the axis of collimator rotation. In 3DCRT,
the patient is often positioned so that the isocenter lies in
the approximate center of the tumor volume. The points at
which the lasers intersect the patient surface are marked
and used on a daily basis to assist in ensuring that the
patient is set up reproducibly.

In conjunction with external markings, patients are
often placed in immobilization devices to assist in repro-
ducible positioning. Immobilization devices have many
forms. For example, invasive devices, such as stereotactic
head frames, which are screwed into the patient’s skull,
can achieve submillimeter reproducibility and are neces-
sary when the geometric tolerances are very small. When
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submillimeter tolerance is not as crucial, less invasive
devices can be used, including thermoplastic masks, molds,
and vacuum bags.

Portal-imaging studies have demonstrated differences
between true setup errors and random uncertainties in
patient setup, which are a consequence of the degree of
patient immobilization, and have indicated guidelines as to
when and how to correct for setup inaccuracies. In the
treatment of some cancer sites, for example, the prostate,
daily variations in patient anatomy have led to the devel-
opment of more sophisticated methods of setup verification.
Differences in bladder and rectal filling on a daily basis
combined with the tight treatment margins typical of
3DCRT may cause one or more radiation beams to miss
part of the target volume. One technique that enables
correction for daily anatomic variations is to scan the
patient just prior to treatment using an ultrasound tech-
nique. Figure 7 illustrates an example of the unit used in
such an ultrasound process. The outlines of the target
volumes and anatomic structures, which are extracted
from the radiation treatment plan, are superimposed on
the ultrasound scan, and the patient is moved so that the
image of the target volume on the scan is superimposed on
the outline of the target volume on the treatment plan, thus
ensuring accurate delivery of radiation to the target
volume. Figure 8 illustrates the use of the ultrasound
images in realigning a patient.

Another promising technique involves placing a CT
scanner in the treatment room in a configuration that

allows both imaging and treatment on the same patient
couch. The patient is set up in the treatment position and
then scanned. It is then possible to compare the CT image
data set thus acquired with the data set from which the
treatment plan is based, allowing for the patient to be
repositioned or even replanned. Rather than allowing
the patient table to move through the CT scanner, as is
conventionally done, this device moves the CT scanner
while the patient remains stationary, hence the device is
referred to as ‘‘CT-on-rails’’.

In addition to verifying that the radiation beams accu-
rately irradiate the target volume and spare surrounding
normal-tissue anatomy, it is essential to verify that the
radiation dose actually delivered to the target is identical to
the radiation dose prescribed on the treatment plan. This is
achieved by means of a thorough quality assurance system,
including a regular schedule of well-defined daily, monthly,
and annual evaluations of the output of the radiation
machine, including accurate measurements of the mag-
nitude of the radiation emitted from the linear accelerator
as well as the energy of the radiation (10). In addition,
techniques exist for measurement of doses to accessible
parts of the patient during treatment, using small radiation
detectors such as thermoluminescent dosimeters (TLD)
or diode detectors, which can be placed either on external
surfaces of the patient or in accessible cavities within the
patient. Current studies are underway to assess the safety
and accuracy of radiation detectors that can be implanted
into the tumor inside the patient.
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Figure 6. A DRR of an anterior pelvic treatment field compared with a portal image of the same
field used to verify that the patient is set up accurately and that the location and extent of the
irradiated region is as per plan.



CLINICAL CONSEQUENCES OF 3DCRT

Finally, it is necessary to determine whether 3DCRT
represents an improvement in the treatment of cancer.

Treatment-planning studies can readily demonstrate
that 3DCRT allows higher doses to be delivered to tar-
get volumes than was possible with conventional radia-
tion therapy. Higher radiation doses have been shown to
lead to increased rates of tumor control. An early study
comparing 3DCRT to conventional radiation therapy
in the treatment of prostate cancer was conducted by
Pollack (11) in the mid-1990s. In this study, patients
were randomly selected to receive radiation therapy
based on conventional treatment planning or a dose
	10% higher based on 3DCRT. Pollack demonstrated a
significant increase in freedom from failure for inter-
mediate-to-high risk patients, but with some increase in
rectal toxicity.

CONCLUSIONS

Three-dimensional conformal radiotherapy is a radiation
treatment planning and delivery technique in which the
design of the radiation-treatment portals is based on
images of the tumor target. Planning is based on high
resolution CT images that explicitly display the tumor
as well as provide a mathematical model for the patient.
Additional imaging modalities are often used to define the
extent of tumor involvement more clearly. Sophisticated
algorithms are used to calculate the magnitude of radiation
dose deposited in the patient, allowing the assessment of
the potential for tumor control as well as toxicity of the
treatment plan. In order to make certain that the radia-
tion is delivered to the tumor and not the surrounding
uninvolved tissue, as indicated in the treatment plan,
extensive quality assurance procedures are required that
verify the accuracy of the geometry as well as the radiation
dosimetry.
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Figure 7. An ultrasound imaging device used to verify
reproducibility of patient position for radiation treatment of the
prostate. (Figure courtesy of NOMOS Radiation Oncology division
of North American Scientific.)

Figure 8. Sagittal ultrasound images of a patient before and after realignment of the patient.
(Figure courtesy of Lei Dong, Ph.D., U. T. M. D. Anderson Cancer Center.)
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INTRODUCTION

Treatment of solid tumors typically involves some combi-
nation of surgery, chemotherapy, and radiation therapy.
With any of these approaches—indeed, as with so much of

medicine—the objective is to eradicate or control the dis-
ease without producing unacceptable side effects. Radia-
tion therapy, in particular, is used for one-half of all cancer
patients in the United States, and can frequently contri-
bute to the cure of a malignant tumor, or at least to a
significant improvement in quality of life.

Intense localized irradiation of the region of a solid
tumor can both incapacitate or kill cancer cells directly,
and strangle them through damage to tumor-bed micro-
vasculature. High doses of ionizing radiation will kill not
only the cells of tumors, however, but also those of healthy
tissues. So a successful treatment must target the tumor
accurately, with little radiation ending up elsewhere; it
would be of questionable benefit to eradicate a tumor of the
esophagus if this also led to severe functional complications
in the spinal cord.

Radiation therapy is therefore preceded by a careful,
and sometimes extensive, planning process, and a search
for a best treatment plan.

This article is based on material found in Ref. 1.

ASSESSING BENEFITS AND RISKS

Deciding upon a medical strategy, like most other activities
in life, involves an optimization process. In some situa-
tions, the proper approach is so obvious (Take two aspirin
and call me in the morning!) that one hardly gives thought
to the matter. In the treatment of cancer with radiation,
however, the decisions are usually much more difficult.
It may not even be clear, in fact, how the various
possible criteria should be balanced in choosing the best
treatment.

Ultimately, the desired result of radiotherapy is the
complete disappearance of the disease, or at least long-
term palliation, without the onset of unacceptable side
effects. For some types of cancer, such as carcinomas of
the skin, the malignant cells can be exposed directly to
radiation, with limited risk to any critical organs. Also,
they may be inherently more susceptible to radiation
damage than are the adjacent healthy tissues. The reasons
for this, while not completely understood, involve the
tendency of tumor cells to divide faster than healthy
ones—if both kinds are irradiated, a greater fraction of
the cancer cells will be undergoing division, during which
time they are more vulnerable to radiation damage, and
a greater fraction of them will die. They may also have
a diminished ability to repair radiation damage. In any
case, complete cure without complication is frequently
achievable.

For diseases in which the neoplastic (cancerous) cells
are relatively radioresistant or less accessible to irradia-
tion, however, the odds are greater that a curative dose of
radiation would cause extensive damage to surrounding
healthy tissues. The amount of radiation to be delivered to
the tumor region and the means of physically delivering it
must then be determined by assessing the likelihood of
effecting a cure or prolonged survival against that of
inducing unacceptable complications.

Thus any new patient presents the radiation oncologist,
in theory, with a fundamental, three-part problem. For
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every reasonable treatment strategy (including the various
reasonable dose distributions and their timing), the phy-
sician has to

1. Estimate the probabilities of eradicating the disease,
on the one hand, and of inducing complications of a
range of severities, including death, on the other;
such numbers are, in general, not well known.

2. Assuming that they have somehow arrived at plau-
sible values for these probabilities, the physician and
staff must then assign a weight, or measure of the
seriousness or undesirableness, perhaps relative to
death by the disease, to all the possible complica-
tions; such an assignation cannot help but be highly
subjective.

3. Finally, they must combine the probability and unde-
sirability information for every strategy in such a
way as to arrive at a medically significant overall
figure of its merit; the treatment plan with the best
such score would then indicate the regimen of choice.
Unfortunately, there is no obvious or simple way of
doing this.

Thus the physician and patient must together decide
how much they would be willing to compromise the quality
of life in an attempt to preserve it. Unfortunately, the
currently available data on the probable outcomes of the
different therapeutic approaches are both sparse and
crude. The response of liver to non-uniform irradiation
has been studied, for example, but this kind of work is
still in an early stage (2,3). And even if the essential
statistical information were available, there is no unequi-
vocal way of weighting it with the necessary value judg-
ments on harm in a systematic treatment-selection process.
In other words, there is considerable art in treatment
planning, in addition to the science.

A PRELIMINARY EXAMPLE

Let us begin by considering some of the difficulties to be
found in even the simplest of idealized cases.

A hypothetical patient presents with pockets of lethal
disease within a single vital organ, and will die if either the
disease spreads or the organ fails. Suppose that it is
possible to irradiate this tumor-bearing organ uniformly
and without risk to other tissues. And finally, assume that
the dose-response characteristics both of the tumor and of
the organ itself have separately been determined, Fig. 1.

The probability that the patient will survive the ravages
of the disease, and that the tumor will be controlled,
Stumor(D), will improve with increasing dose, D, until every
viable tumor stem cell has been eliminated. On the other
hand, the odds that the patient will escape unaccept-
able (e.g., life-threatening) complications to the organ,
Sorgan(D), will be a decreasing sigmoidal function of D.
(Either way, S is used to denote the probability of patient
Survival, or well being.) The parameters Stumor(D) and
Sorgan(D) are also known as the tumor control probability
(TCP) and normal tissue complication probability (NTCP),
respectively, and by other names as well.

At any level of uniform dose, D, the overall likelihood of
uncomplicated survival, Spatient(D), is then given by the law
of multiplication of probabilities for independent events,

SpatientðDÞ ¼ StumorðDÞ � SorganðDÞ (1)

shown as the dashed line. At low doses, failure of the
treatment through continuing tumor growth is likely. At
high doses, an unacceptable complication in the organ is
liable to occur. But between these two extremes, the
patient may well survive both the disease and the effects
of the treatment. At some particular optimal value of the
dose, Dopt, the probability of that happening is greatest,
and Spatient(D) passes through a maximum.

Figure 1 illustrates a case in which there is a fairly
broad range of dose over which the probability of uncom-
plicated cure is high, a situation said to be of good ther-
apeutic ratio. When this is not the case, radiation
treatment is a less promising option.

If the sole consideration in selecting D were the max-
imization of the probability of complication-free survival,
then the appropriate value would be Dopt. This theoretical
criterion, however, is often difficult to apply in practice,
since it is generally accepted that the incidence of severe
complications must be kept to a ‘‘tolerable’’ level. Hence,
the dose actually chosen for treatment would normally be
somewhat < Dopt, and the odds of its failure would likely be
correspondingly greater.

This example is highly idealized, of course, but it can
serve as a backdrop against which to contrast some of the
issues that arise in real cases:

1. It is frequently difficult to determine in 3D, even with
computerized tomography (CT), positron emession
tomography (PET), or magnetic resonance imaging
(MRI), the location and extent of a tumor; and it is
virtually impossible to track down nearby micro-
scopic clusters of neoplastic cells which, if untreated,
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Figure 1. For this idealized, hypothetical example, the tumor is
spread throughout a single critical organ, and only that organ is
irradiated. The probability of the patient surviving the ravages of
the disease, Stumor(D), increases with dose, D, to the tumor volume.
Unfortunately, the likelihood of escaping an unacceptable
complication that might arise from the treatment, Sorgan(D),
decreases with D. The compound odds of both eradicating or
controlling the disease and avoiding the complications is then
Stumor(D) � Sorgan(D). This overall survival probability, Spatient(D),
reaches its maximum for some optimal value of the dose, Dopt.



might themselves grow into tumors. The temptation
is therefore to treat the region thought to harbor
disease with generous spatial margins of healthy
tissue; the risk of inducing complications, on the
other hand, will increase with the volume of healthy
tissue taken to high dose.

2. Commonly in clinical practice, one standard (but not
necessarily optimal) treatment objective is to irradi-
ate the tumor as uniformly as possible (4–10). But it
would be better to sculpt a unique, patient-specific
distribution of dose, non-uniform within the region of
suspected disease, that takes into account the spatial
variations in the density and responsiveness of
tumor cells, the uncertainty in the physician’s esti-
mate of their whereabouts, and the sensitivity and
criticality of the infiltrated and surrounding healthy
tissues (4,5,9). The kinds of information necessary
are not readily obtainable.

3. Equation 1 is meaningful only when any possible
complication is of a seriousness comparable to that
of death. The various complications that can arise in
practice, however, differ greatly in severity. (And
who is best able to assess the severity? The patient?
The doctor? The insurance companies?) In any case,
the gravity of any one acute or chronic complication
(not only its probability of occurrence) is likely to vary
with dose.

4. Equation 1 is valid only so long as Stumor(D) and
Sorgan(D) are completely independent of one another;
if the tumor reacted to intense irradiation by emit-
ting a toxin or other biochemical that compromises
the resistance of healthy organ tissue (or of the entire
person) to radiation damage, for example, then equa-
tion 1 would begin to break down. Likewise, a num-
ber of organs doubtless will be at least partially
irradiated in any real treatment, and some of these
might behave as coupled systems, affecting one
another’s radiation responses; here, too, the general-
ization of equation 1 becomes nontrivial.

5. Even if one could apply equation 1 directly in some
situations, information on Sorgan(D) is difficult to
obtain from patient or radiobiological data, and little
of it is yet available (11,12). Most healthy organs in a
patient undergoing treatment will be irradiated non-
uniformly, moreover, making the prediction of their
responses considerably more complex.

6. The above points have concerned the spatial distri-
bution of dose. The timing of treatments is equally
important, adding yet another facet to the problem.
It has been found that healthy tissues fare better
than do tumor cells if the dose is fractionated, or
spread out over an extended period; they seem to
retain more ability to repair damage to DNA over
time. Since the normal tissue is irradiated hetero-
geneously, there may be, in addition to the cellular
repair between the irradiations, organ repair on a
macrolevel; that is, tissue rescuing units (cells
migrating from the healthier parts of the organ,
which received much lower doses) may help the organ
to reestablish some of its damaged functionality.

Treatment is therefore delivered typically in 20–30
smaller fractions, rather with a single shot.

These and other issues, together with patient-specific
factors, leave the radiation oncologist with a formidable,
multidimensional treatment-planning optimization pro-
blem. The usual solution in real clinical situations is to
sublimate most aspects of the probabilistic issues described
above, and employ empirically established, time-tested
protocols. It is in modifying these procedures, as warranted
by the condition and response of the individual patient,
that the acquired skills and informed judgment of a radia-
tion oncologist are essential.

THE TREATMENT PLANNING PROCESS

The objective of curative radiotherapy is to deliver a tumor-
icidal dose to a clinically determined target volume (i.e., the
volume of suspected gross disease plus a suitable margin),
while depositing safe doses in the neighboring healthy
tissues. The optimal strategy depends on the sensitivity
of the tumor to radiation and its accessibility to treatment,
and on the sensitivity and criticality of adjacent tissues
that will be unavoidably dosed in the treatment.

For a superficial, radiosensitive lesion, it is often appro-
priate to employ an electron beam from a linear accelera-
tor, which deposits most of the dose near the surface and
leaves the underlying tissues unaffected.

The most common means of treatment of a deep-seated
tumor in a modern medical setting is by means of highly
penetrating, high-energy photons from a linac. (This article
will use external photon-beam examples, but exactly the
same issues are of concern for any form of radiotherapy.)
Typically two to five X-ray beams cover a wide enough area
(tumor region plus a margin) in their cross-fire region to
eliminate any small clusters of cancer cells that may have
extended into tissues adjacent to the primary target. The
beams are arranged so as to deposit an adequate and
uniform dose to the lesion, but without exceeding the
tolerance levels in healthy tissues elsewhere. (It may often
be helpful later to add a local boost, with a smaller-field
photon or electron beam, or with brachytherapy, to increase
the dose locally in the immediate vicinity of the primary
tumor.) The resulting Compton (which predominate at
high energies in soft tissue) and photoelectric interactions
ionize the tissues they traverse. The production of free
radicals and other molecular instabilities leads to damage
to DNA and to the tissue microenvironment. That, in turn,
is intended to kill the tumor cells.

In the first step in the treatment planning process itself,
the radiation oncologist and treatment planning staff iden-
tify the tumor, through some combination of CT, MRI, PET,
or by other means, and also the healthy critical structures
to be avoided; multimodality imaging, in particular CT–
PET fusion, is playing an increasingly important role in
this. The oncologist then determines, based on experience
and generally accepted treatment protocols, the dose that
should be delivered to the tumor, and limits (to the known
tolerance levels) the doses to be allowed at the normal
tissues and critical organs. The radiation oncologist also
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decides upon the fractionation schedule (the timing of the
treatments.)

After the position, size, and shape of the lesion are
determined, an isocenter (the single point at which the
central axes of all treatment fields intersect) is chosen
within it. Information on the patient’s external shape,
variations in tissue density, tumor geometry, and so on, is
entered into the treatment planning computer, and one or
more transverse planes are selected for the future display
of the organs and superimposed topographical isodose
map, with its contour lines of constant dose deposition.

The radiotherapy physicist and/or dosimetrist (a profes-
sional especially trained in treatment planning) then make
an educated guess as to the energy, number, orientations,
sizes, and weightings (the relative strengths, or relative
contributions to the total dose at isocenter) of the beams,
which can either be stationary or rotate through an arc,
taking into account ways to block or otherwise modify parts
of each one.

The computer then draws upon previously stored data
to generate a representation of the spatial distribution of
dose imparted by each of these beams, correcting for the
patient’s body shape, the lower density of lung tissue, and
so on. Finally it sums, at each point of interest, the doses
delivered by all the beams together, thereby producing a
3D isodose map. Although some work remains to be done
for tissue inhomogeneities (especially lung and bone) for
both photon and electron beams, most of the necessary dose
calculation software has been developed. With our current
abilities to model the interaction of high energy photon
and charged particle beams with matter, and to localize
healthy and pathological body structures, the computer
can generate such maps with uncertainties in dose of less
than a few percent.

In all likelihood, the plan can be improved by changing
some of the beam parameters, so the process is repeated
iteratively several times with different treatment config-
urations until a good (or at least clinically acceptable)
dose distribution is obtained, as determined visually.
(Numerical information, such as that from dose-volume
histograms and the other approaches discussed below, is
also being used increasingly as a guide.) This may involve
the manipulation of a fair number of variables, and the
plan ultimately selected may be only locally, rather than
globally, optimal. Indeed, the limiting factors in the selec-
tion process may be the experience, creative skills,
patience, and available time of the staff. This process is
usually referred to as forward treatment planning.

The radiotherapy community has established a few
empirical ground rules for judging treatment plans:

1. The entire tumor and a small margin should all
receive at least the prescribed dose, and irradiation
of the target volume should be reasonably uniform, to
ensure the absence of any cold spots.

2. The highest dose isodose lines or surfaces should,
when superimposed upon a set of CT or MRI scans,
conform closely to the target volume.

3. The dose should decrease rapidly away from the
target. Although a fair amount of healthy tissue

may have to be irradiated (and may thereafter
become nonfunctional), the volume of it taken to high
dose should be as small as possible, and dose falloff
within it should be as fast as possible.

4. Dose to most of the lung, to all of the spinal cord, and
so on, must be kept below their presumed tolerance
levels; the tolerance dose of a healthy organ, how-
ever, may depend on the fraction of it that is being
irradiated—although for some organs, such as the
spinal cord or some of the brain, the dose limit applies
to any small volume of tissue—which clearly compli-
cates matters.

In summary, dose throughout the target should achieve
the prescribed level, the volume of healthy tissues should
be minimized, and doses to critical structures should be
below their tolerance levels.

EXAMPLE OF PLAN OPTIMIZATION

A unique treatment plan of beam configurations must be
designed for each patient, based upon the specific clinical
situation and requirements. Figure 2, for example, pre-
sents three possible plans and dose distributions for treat-
ing an oblong tumor of the pancreas, following surgery. The
primary objectives are to take the entire tumor to a cura-
tive dose, typically 50–68 Gy, while making certain that the
normal tissues of concern, the kidneys, spinal cord, and
small bowel, remain functional. We shall examine a single-
field plan first, then a pair of parallel-opposed fields, and
finally a four-field plan.

For the single anterior field configuration, the dose
across the target region ranges from 125% to 80% of the
value at isocenter, taken to be at the center of the tumor,
Fig. 2a. The spinal cord is at	 65% of the treatment value,
which it can tolerate, and the maximum dose of 160% is
situated in the anterior subcutaneous tissue layer. The
lateral aspects of the kidneys are clear of any substantial
dose. But this plan is not satisfactory because of both
the cold area within the tumor and the anterior hot
region, even though it has good cord- and kidney-sparing
characteristics.

When a posterior beam is added to the anterior beam,
the dose uniformity improves greatly, Fig. 2b. The dose
gradient across the target region for this parallel-opposed
plan is of the order of 5%, and the kidneys are still okay.
The spinal cord now receives 105% of the target dose,
however, which is too high.

Figure 2c is a four-field ‘‘box’’ plan that shows dose
uniformity across the target and a high dose encompassing
it. The spinal cord gets 60% of the tumor dose, and the
kidneys and anterior bowel are spared reasonably well.

After going through such an analysis for a number of
potential plans, it is usually apparent which ones work best
for the patient. In the case of Fig. 2, an experienced
physicist or dosimetrist would know immediately to begin
with the box, but still would have to play with it to find the
best weights, or relative contributions, of the four fields.
For some more difficult cases, it takes considerable effort to
find a set of fields, and their settings, for which the ratio of
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dose in tumor to dose in the surrounding tissues is high;
tumor dose is reasonably uniform; relatively little normal
tissue is taken to high dose; and critical organs are not in
serious jeopardy.

THE NEED FOR QUANTITATIVE OPTIMIZATION TOOLS

At present, visual inspection is still the standard process
for optimizing isodose plans, as is done in this example,
but this can be highly time and energy consuming. Mean-
while, the patient population is growing rapidly as the
baby boomers reach older ages. Also, treatment strategies
are becoming significantly more complex and demanding,
especially so with the advent of intensity-modulated
radiation therapy (IMRT), in which the beam direction,
shape, intensity, and so on, may vary continuously over
time during irradiation. So efficiencies in treatment
planning that once were desirable are now becoming
essential.

A means of assigning reliable numerical scores to com-
peting plans would be of great value, not only in speeding
up the through-put of routine cases, but also in facilitating
decisions on the more complicated ones. Such scoring cap-
ability, moreover, forms the backbone of any computer-
based expert system developed for automated treatment
plan decision making. Much of the heavy mathematical
machinery to find a maximum in an objective function, or
Figure of Merit, is already available; the major problem,
rather, is to find clinically meaningful criteria by which
plans may be judged, and quantitative forms in which
these criteria can be expressed.

Two fundamentally different approaches have arisen to
the use of computers in judging treatment plans.

The first draws upon some of the physical and geome-
trical rules of thumb that are commonly adopted in visual
plan assessment. How constant is the dose throughout the
target volume, and does the prescribed-dose isodose sur-
face conform closely to its surface? How much dose is being
deposited in healthy tissues, and is the tolerance level of
any critical organ exceeded? Such criteria have the benefits
of being easily understood and clinically widely accepted,
and of being easy to implement in an automated optimiza-
tion system. On the downside, it is not clear that the plan
with the most uniform tumor dose is necessarily most likely
to effect a cure, or that the one with the lowest average dose
to healthy tissue will most probably avoid complications.
The obvious physically-based criteria, either individually
or in combination, do not necessarily reveal the strategy
most likely to work.

The second is somewhat more abstract, and more
removed from traditional clinical practice. It attempts to
draw upon various kinds of available dose-response infor-
mation on normal tissues to estimate the probabilities that
any particular dose distribution in an organ will lead to
complications (13–15). This biologically and probabilisti-
cally based mathematical modeling work is still in early
stages of development, and obtaining and interpreting the
necessary data on radiation damage is difficult. Nonethe-
less, some researchers feel that the approach has perhaps
greater potential for eventual success.
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Figure 2. As possible plans for treatment of the pancreas with
10 MV X-ray beams, the physicist and/or dosimetrist consider the
isodose maps for (a) a single AP field; (b) a pair of parallel-opposed
fields; (c) a standard four-field box plan that covers the tumor
relatively uniformly, spares most healthy tissue, and does not
exceed the tolerance levels of either the kidney or the spinal cord.



Either way, three aspects to the optimization process
must be addressed:

1. First, it is necessary to decide what would constitute
an ideal treatment. A plan judged to be nearly perfect
according to one criterion might well be far from it
according to another; the best overall optimization
criterion to be found might, indeed, be some balanced
amalgam of several others.

2. One must then find a quantitative measure of the
deviation of any computer-generated plan from the
ideal.

3. Finally, an algorithm is needed to search out quickly
the plan that deviates least from the ideal, as beam
weights, field sizes, and other parameters are varied.

OPTIMIZATION USING PHYSICAL/GEOMETRICAL
CRITERIA

Several traditional criteria for the visual optimization of
plans are in common use. One would like the prescription-
dose isodose surface to wrap as closely as possible around
the target volume. Also, some have argued, the dose
throughout the tumor should be uniform. It is desirable
to keep the amount of dose to healthy tissues to a mini-
mum, and doses to all critical structures must be main-
tained below their tolerance levels. All of these ideas, it
turns out, have been easy to incorporate into computer-
based optimization programs.

For all of what follows, we shall partition the region of
interest into J small voxels, all of volume Dv, and assume
that a particular configuration of beams delivers the dose
Dj to the jth such voxel. For simplicity, we shall also
consider situations in which all beam parameters have
already been chosen by the treatment planner, with the
exception of the best values of the relative weightings, wk,
of the K beams (wk refers to the relative dose at isocenter
produced by the kth field).

For any possible treatment plan, the dose in the jth
voxel is now fixed completely by

Dj ¼
XK

k

djk wk (2)

where wk � 0. For each particular configuration of beams,
the matrix of elements djk determines the dose deposited at
the jth voxel by the kth field. A standard treatment plan-
ning program is designed to calculate such matrices. Chan-
ging the energy, orientation, blocking, and so on, of the
beams, however, will result in a revised matrix of djk

values.

Healthy Tissue Integral Dose

The simplest single measure of the irradiation of a block of
healthy tissue is the integral dose (ID). Integral dose is
defined through the function

fID ¼
XJ

j

Dj Dv ðhealthy tissueÞ ð3aÞ

where the sum is confined to healthy tissues outside the
target volume. Equation 3a serves as the objective function
that is to be minimized, by manipulating various beam
parameters, when integral dose is selected as the optimi-
zation criterion. Note that apart from a factor of JDv, the
integral dose is just the average voxel dose. By equation 2,
the integral dose may be expressed as

fID ¼
XJ

j

XK

k

djk wk Dv ðhealthy tissueÞ ð3bÞ

It is intended, moreover, that the distribution deliver at
least a tumoricidal dose, Dprescribed,

Dl�Dprescribed ðtumorÞ ð4aÞ

at previously selected points within the target volume.
Similar constraints,

Dl0 � Dtolerance ðpoint l0 in critical organÞ ð4bÞ

protect any critical structure, such as the spinal cord.
The task now is to find those weights that deliver the

prescribed dose to the target volume, but minimize the
integral dose objective function, while keeping irradiation
of certain voxels below specified limits. The objective func-
tion is linear in the weights wk, the variables of interest,
and equations 3 and 4 define a routine linear programming
problem whose solution can be obtained in seconds with the
Simplex method.

Despite the mathematical attractiveness of the integral
dose objective function, its application does not necessarily
lead to results in accord with clinical experience. Taking an
entire organ to 30 Gy, for example, yields the same fID as
does taking half of it to 60 Gy; but the two irradiation
schemes could lead to vastly different results if the organ’s
tissues exhibit a response threshold at 45 Gy. This may
serve as a reminder of a fundamental, but sometimes
overlooked truth: The availability of powerful mathemati-
cal optimization algorithms does not ensure the clinical
value of an objective function upon which they can be
employed.

Optimal Point Doses

In perhaps the most widely explored and successful of the
physical–geometric approaches, the physician prescribes
the doses to be delivered at a designated set of points
within the patient; some of these, in the tumor and in
critical organs, act as rigid constraints. The treatment
planning system then uses available mathematical tech-
niques to find that plan (i.e., set of beam sizes, angles,
relative weightings, etc.) for which the calculated doses at
these points come closest, on the whole, to the prescribed
values. Points might be selected, for example, on the
tumor border, to force the prescribed-dose isodose surface
to envelope it closely, while also satisfying the constraint
requirements. Alternatively, they might be placed
throughout the target volume, to maximize tumor dose
uniformity.

Again, let the variable parameters be the relative beam
weightings, and now suppose that the objective is to max-
imize tumor dose uniformity (TDU). The M prescription
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points will be scattered throughout the tumor, and, by our
criterion, doses there should all be nearly the same. The
deviation of any plan from the ideal may be expressed as

fTDU ¼
XM
m

ðDm �DavÞ2 (5)

where the Dm provided by equation 2 are functions of the wj

values, and Dav is the average dose for the selected points.
Similar objective functions can be devised to force the

prescribed isodose line to lie as near as possible to the
target volume boundary, or to cause certain discrete ana-
tomic regions to receive prescribed doses. Methods such as
quadratic programming and constrained least-squares
algorithms are available for rapidly finding extrema in
functions of the form of equation 5, subject to constraints
like equations 4. While optimization with such objective
functions may not alone yield clinically appropriate plans,
they can often provide starting points for further manual
searching.

Developments in computer-controlled radiation treat-
ment have stimulated renewed interest in such
approaches. Computers have long been employed to moni-
tor a linear accelerator’s treatment parameters, verifying
and recording every field’s gantry angle, jaw setting, dose
delivered, and so on. More recently, with the growing
adoption of IMRT systems, dedicated computers are con-
trolling variables such as collimator configuration, dose
rate, gantry angle, table movements in real time. While
such flexibility allows the implementation of highly refined
treatment plans, the associated planning process can be
very cumbersome and time consuming. The problem would
be totally unmanageable were it not for the availability of
various objective functions and search programs (known as
inverse planning algorithms) to help in finding suitable
time-dependent linac output parameters (16,17).

References that describe optimization by way of physi-
cal–geometric criteria may be found in Ref. 18.

BIOLOGICAL–PROBABILISTIC APPROACHES TO
TREATMENT PLAN OPTIMIZATION

The physical–geometric approaches just discussed could
perhaps best be called pragmatic. They reflect mathema-
tically some of the conventional clinical criteria for plan
optimization; as such, they can discriminate among plans
only as effectively as do the standard clinical guidelines
that they mimic. They cannot choose, for example, between
a treatment that irradiates a sizable portion of lung to a
dose near its tolerance level and another treatment that
takes even more lung to a somewhat lower dose, other
aspects of the case being equal.

The biological–probabilistic methods, admittedly in
their infancy, attempt to address directly the fundamental
question: How probable is it that some given spatial and
temporal distribution of dose will eradicate or control a
tumor, and do so without resulting in severe complications?
Asking this returns us to the thinking illustrated in Fig. 1.

Limited theoretical progress has been made on several
fronts. Among them, we can derive some dose–response
curves of the general form of Stumor and Sorgan from more

basic radiobiological principles. We have elementary ideas
on how to use such information to estimate the probability
of complications arising in a healthy organ irradiated non-
uniformly, and we can crudely model the radiation
response of a tumor.

Shape of a Tumor Dose-Response Curve, Stumor

Of an initial cluster of n(0) of any kind of cells, only n(D) of
them will remain viable after receiving an initial dose of D
Gy; the rest will die before or while attempting to divide. If
an incremental dose, DD, soon follows (before repair or
repopulation occurs), the number of surviving cells
diminishes by an additional

Dn ¼ �cðDÞnðDÞDD ð6aÞ

equivalently,

cðDÞ ¼ �Dn=nðDÞDD ð6bÞ

is the probability per unit dose of inactivating a cell that has
already been given D. There is no physics or real biology in
the picture yet—everything so far is just bookkeeping.

For the purposes of this article, the discussion will be
greatly simplified by restricting the biophysics being
considered. Although low Linear Energy Transfer (LET)
radiations, namely high-energy photons and electrons, are
almost always employed in practice, here the treatment is
by way of a beam of energetic, heavy charged particles,
such as cyclotron-produced protons.Every proton leaves a
dense trail of ionization in a cell it traverses, and damage to
any DNA molecule it passes sufficiently close to is likely to
involve irreparable breaks in both sugar–phosphate
strands (19). Cells in which this occurs will probably be
completely inactivated by a single hit of an incident par-
ticle; most cells more distant from its track, on the other
hand, will be oblivious to its passage. Cell killing in this
situation is thus an all-or-nothing affair. Surviving cells
retain no memory of earlier irradiations, and c(D) becomes
a constant, commonly called 1/D0, independent of dose.

In addition, it is assumed that the tumor cells of concern
do not communicate with one another in any significant
way; that is, radiation damage in one voxel does not notably
affect (by releasing toxins, cutting off the influx of nutri-
ents, etc., as in ‘‘bystander’’ phenomena) the dose-response
characteristics of an adjacent voxel.

After replacing c(D) in equation 6 with 1/D0, the asso-
ciated differential equation

dn=dD ¼ �ð1=D0ÞnðDÞ ð7aÞ

can be integrated to yield

nðDÞ=nð0Þ ¼ e�D=D0 ð7bÞ

This is the fraction of cells, either in the tumor or in any
small part of it, that survives irradiation to dose D. It may
be viewed equally well as the survival probability for an
individual tumor cell. Expressing n(0) as the product (rV),
where r is the tumor cell density and V is the tumor
volume, this becomes

nðDÞ ¼ nð0Þe�D=D0 ¼ ðrVÞe�D=D0 ð7cÞ

44 RADIOTHERAPY TREATMENT PLANNING, OPTIMIZATION OF



This is the number of cells statistically expected to survive
when the entire tumor receives a dose of D. All the
relevant radiobiology and radiation physics reside within
D0, which can be a complex function of any number of
interesting parameters that may, or may not, be under-
stood. (With X rays or electrons, single-strand DNA
breaks occur; some degree of repair can take place, and
c(D) is not independent of D. Integration of equation 7a
then leads to a cell survival curve with a shoulder, rather
than equation 7c.)

It is believed that a tumor can repopulate from a single
clonogenic cell. The desired outcome of a curative treat-
ment must therefore be the total eradication of all tumor
cells. That is, the probability that no cells survive must be
high. Poisson (or binomial) statistics provides a way of
assessing that probability: if the average number of times
some event takes place in a situation of interest is m, then
the probability of exactly zero such events occurring, Pm(0),
is e�m,

Pmð0Þ ¼ e�m ðm ¼ average number of eventsÞ ð8aÞ

In the present case, the average number of cells expected
still to be clonogenic after an irradiation of D is given by
equation 7c. From equation 8a, then, the probability, PD(0),
that there will be no tumor cells left viable is

StumorðDÞ ¼ PDð0Þ ¼ e�ðrVÞe�D=D0
(8b)

This can be rewritten in terms of the geometrical char-
acteristics of the curve, namely D50 the dose resulting in
50% probability of complication, Sorgan 0.5 (see also Ref.
20), and slope, g50:

StumorðDÞ ¼ ð½Þe
½2g50ð1�D=D50Þ=ln 2�

(8c)

This fits clinical data sufficiently well (21,22); indeed, a
number of tumor cell populations characterized by differ-
ent parameter values result in almost indistinguishable
sets of dose response curves, in part because of strong
correlations between the parameters. The D50 and g50

values for a number of sites have been published (21).
Equations 8b and 8c provide, and Fig. 1 displays, one

particular form for the probability, Stumor(D) of equation 1,
that the patient will survive the disease. It increases
sigmoidally with dose, as certainly expected. It also
decreases exponentially with tumor size; equation 8b
indicates that the doses required to eradicate (with
equal probabilities of success) two otherwise identical
tumors that differ only in pre-irradiation volume are
related as

D2 ¼ D1 þD0 ln ðV2=V1Þ ð8dÞ

This model is simple but, not too surprisingly, it agrees
with the clinical finding that larger tumors require more
dose to achieve a cure than do smaller tumors of the same
histological type.

Equation 8 describe the irradiation characteristics of a
tumor exposed uniformly. The result is of legitimate clin-
ical interest since it is common practice to attempt to
impart a fairly flat dose across the target volume. In the
case of non-uniform irradiation, the tumor can be viewed as

consisting of J voxels that receive doses Dj, with control
probabilities of s(Dj), again assuming their statistical inde-
pendence. The parameter Stumor is then given by

Stumor ¼
YJ

j

sðD jÞ ð8eÞ

One of the main characteristics of a tumor is its compara-
tively fast repopulation rate. To account for this in con-
junction with the Poisson (or binomial) distribution,
several authors in the 1980s proposed setting the initial
number of clonogens to n(0), after which n(t) ¼ n(0)eþlt,
where l and t are the rate constant and repopulation time,
respectively (23–26). This approach predicts a Stumor(t)
that always tends to zero for large post-treatment times,
which is incorrect. Later, taking clonogen repopulation
between fractions (27–30) into account lead to the Zai-
der–Minerbo model (31) of Stumor(t), which is applicable
for any temporal treatment protocol. An expression for
Stumor(t) with different time intervals between consecutive
irradiation fractions and with varying cell survival prob-
ability per fraction was obtained by Stavreva et al. (32)
based on the Zaider–Minerbo approach. Animal experi-
ments support the validity of the Zaider–Minerbo approach
(32).

Other approaches to the determination of Stumor are
discussed in the literature (33–36).

Integral Response for a Healthy Organ

Several ways have been devised to address the non-uni-
form irradiation of healthy tissues. One of these is an
extension of the integral dose idea, introduced in equations
3 and 4. It does not focus on the spatially varying dose
distribution within a tissue per se, as do the physical–
geometric approaches, but rather on the local biological
response that the dose elicits. Variation on the approach, of
a range of levels of complexity, have been discussed by a
number of researchers (18,37–41).

Imagine an organ or biological compartment that pro-
duces some physiologically important substance (such as a
critical enzyme or hormone) or that performs an important
task (like phagocytosis or gas exchange). If too many of its
cells are inactivated by irradiation, then the organ cannot
do its job adequately, and the organism runs into trouble.
As before, mathematically partition the organ into J small
volume elements of size Dv, and assume that the radiation
response of any such voxel (or of the cells within it) is nearly
independent of its neighbor’s response. If, moreover, high
LET radiation is again involved, the dose–response rela-
tionship is of the form of equation 7b, where D0 contains all
the important biophysics.

Of the entire organ, only the fraction

v ¼ ð1=J DvÞ
XJ

j

e�Dj=D0 Dv ð9aÞ

of its tissue will remain functional, where (JDv) is its
volume. (The parameter (1 � v) thus provides a direct
measure of the amount of radiation damage to the organ.)
For the case of nearly uniform irradiation to the level D,
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v reduces to the

nðDÞ=nð0Þ ¼ e�D=D0 ð9bÞ

of equation 7b. This observation, along with the form of
equation 9a, suggests that v be viewed as a generalized, or
spatially averaged, dose–response parameter, prompting
adoption of the name ‘‘integral response’’ (18,34).

The probability that the patient will escape serious
complications, Sorgan, is a nondecreasing function of the
relative amount of organ that remains intact,

Sorgan ¼ SorganðvÞ ð9cÞ

the shape of which must be obtained experimentally or by
other means (39,40). The parameter Sorgan(v) and equa-
tions 2 and 9a together define the integral response (IR)
objective function, fIR, and the optimization problem is
bound by the constraints of equations 3 and 4.

If Q radiobiologically independent organs are irra-
diated, and if the possible complications are all of compar-
able severity, then the overall survival probability may be
given by the product

SQ organs ¼
YQ

q

Sorgan q ð9dÞ

Automated treatment plan optimization may then be car-
ried out, in principle, with a combination of equations 2, 4,
and 9.

Another possible method of handling non-uniform irra-
diation of such an organ is based on its N-step dose–volume
histogram. The idea is to reduce it in such a fashion as to
yield a revised histogram that corresponds to the same
complication probability, but that contains only an (N � 1)
steps; this calculation is repeated (N � 1) times, until there
is left a single-step histogram, the Sorgan of which can be
obtained from experiment or clinical observation.

Several algorithms have been proposed for carrying out
the histogram-reduction process (42–47).

Healthy Organ Composed of Separately Critical Voxels

The integral response objective function is based on the
effectiveness of operation of a healthy organ taken as a unit
(48). A radically different approach is needed for an organ,
such as the spinal cord or certain regions of the brain, that
behaves like a chain or computer program, in which serious
complications in any single small part can spell disaster for
the whole.

Once again, consider an organ made up of J radiobio-
logically independent voxels. Let s(Dj) refer to the prob-
ability that the organ will suffer no serious complications
when the jth voxel is taken to dose level Dj and the rest is
left unirradiated. If the entire organ is to escape damage,
each of its J parts must do so separately, and

Sorgan ¼
YJ

j

sðD jÞ ð10aÞ

If the small-volume tolerance dose is exceeded in even
a single voxel, then the objective function Sorgan can
become perilously low. If the organ is irradiated uniformly,

incidentally, equation 10a reduces to

Sorgan ¼ ½sðDÞ�J ð10bÞ

The methods just described for dealing with nonuniform
irradiation make use of the assumption of the radiobio-
logical independence of adjacent voxels. While this
assumption clearly is not valid for most organs, nor per-
haps for tumors, it may apply to some (e.g., the blood pool).
More importantly, models built upon it may serve as
jumping-off points for the development of more realistic
pictures.

Other approaches to the determination of Sorgan are
discussed in the literature (49–52).

CONCLUSION

The radiation response of a tissue depends in an extremely
complex way on a number of parameters, some of which the
radiation oncologist can control directly, some indirectly,
and some not at all. One can choose the modality (X rays,
electrons, gamma-rays, protons, neutrons); the volume to
be irradiated; the dose per fraction and number of frac-
tions; the administration of response-modifying drugs; and
the spatial dose distribution in healthy tissues. Some of the
generally uncontrollable (or weakly controllable) para-
meters are radiosensitivity differences of different consti-
tuent parts of a tissue; tissue concentrations of oxygen,
drugs, toxins, and other compounds; numbers of cells in
each portion of the mitotic cycle; differential cell population
kinetics; and repair of radiation-induced cellular injury.
Manipulation of directly controllable variables may lead to
changes in others: reoxygenation; differential cell cycle
phase redistribution; differential recruitment of prolifera-
tive cells; and differential repair.

In view of this complexity, it is not clear how effective
empirical or ab initio mathematical modeling can be in
providing clinically useful descriptions of processes as
intricate as the kinetics of irradiated tissues. At the pre-
sent time, the subject is largely of academic interest. But
itis to be expected that over the next several decades,
computer-based expert systems will continue to spread
throughout all of medicine. This development, together
with the increasing automation of radiation delivery sys-
tems, will doubtless cause the search for quantitative
methods of treatment plan optimization to expand.
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INTRODUCTION

Graphic recorders, as considered here, are essentially
measuring instruments that produce in real-time graphic
representations of biomedical signals, in the form of a
permanent document intended for visual inspection.
Recorded data are thus fixed on a two-dimensional (2D)
medium which can simply be called ‘‘paper’’ (although the
material applied may differ from ordinary writing paper);
A so-called hard copy of the information is generated.
Equivalent names are paper recorder, direct writing recor-
der, plotter, chart recorder, and strip chart recorder (if long
strips of paper are used); In some cases, the more general
term hard-copy unit is also applied. The nomenclature
oscillograph is sometimes used (in correspondence with
the other display instrument, the oscilloscope). By the
aspect of visual inspection the graphic recorder is distin-
guished from other data storage devices (e.g., magnetic or
optical disk, solid-state memory), whereas in the property
of permanence graphic recording differs from visual mon-
itoring as realized by the oscilloscope or the computer
screen. Real-time paper recordings have the benefit of
direct visual access to signal information, allow immediate
examination (and re-examination) of trends (as long strips
of paper can be used), present better graphic quality than

most screens and can be used as a document for scientific
evidence.

The graphic records are inspected through the human
visual waveform recognition abilities; Moreover, discrete
parameter values can be derived that are further evalu-
ated. For the latter purpose, the measuring ruler still
continues to be an intensively used instrument. Values
for the physical variables presented, including time, can be
derived, usually by comparing different related biomedical
signals that were simultaneously recorded. For this pur-
pose most biomedical recorders are multichannel recor-
ders, which are able to process a set of signals. As the
information has to be stored, the content of the records
cannot be limited to the naked signal tracings; It is
obviously essential that additional information concerning
the recorded signals (identification, calibration, etc.) and
the experimental circumstances (date, subject, experiment
description, stimulus type, etc.) be kept in file, by prefer-
ence directly on the recorded charts.

Two primary aspects describing the performance of the
graphic recorder are (1) the properties of the instrument as
a recorder of information, that is, measuring accuracy and
the ability to display additional information, and (2) the
quality of graphics, implying the clearness of the tracings
and the overall graphic layout (e.g., including identification
of the curves by color difference) in relation to ergonomics
in visual examination. Also, the stability in time (perma-
nence) of these graphic qualities can be catalogued under
item 2. Secondary aspects (but not necessarily less impor-
tant to the user) are ease of control of the apparatus
(adjustments, calibration, adding alphanumeric informa-
tion, remote control, computer connection and communica-
tion possibilities, paper loading), input amplification and
signal conditioning facilities, unavoidable maintenance
(ink, pens, mechanical parts), costs (the cost not only of
the apparatus, but also of maintenance and, not negligibly,
paper), and service life.

In early physiological experiments on mechanical func-
tioning, such as muscle contraction, recording was per-
formed with the aid of a directly coupled writing stylus;
Suspended with minimal weight and friction, the stylus
arm was applied as a cantilever, one end connected to the
contracting muscle, the other end provided with a tip
writing on a rotating drum. A directly coupled method is
found in the spirograph: The low weight air cavity of the
spirometer, which moves up and down as the subject
expires and inspires, is mechanically linked to a pen writ-
ing on calibrated paper that moves at constant velocity,
thus generating a trace of the course of lung volume versus
time. Nevertheless, most recorders use a transducer that
converts electrical information (signal voltage or current)
into mechanical data, more specifically, position on the
paper. This can be achieved by moving the writing element
to the specific position (analog transducers) or by activat-
ing the correct point in a large array of stationary, equally
spaced writing elements (digital transducers).

At present, sophisticated graphic recorders that offer a
broad variety of possibilities to the operator are available.
The measuring quality of transducers has continuously
been improved and, as digital techniques have been
applied, the possibilities of automatic control and addition
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of alphanumeric information have been largely extended. A
typical example is automatic recording of standard ECG
derivations (frontal bipolar and unipolar, and precordial
derivations) with calibration, identification of the curves,
and determination of typical parameters (such as the
duration of specific electrocardiographic intervals) and
generation of diagnostics. Nowadays, the borderline
between graphic recorders, digital oscilloscopes, data-
acquisition systems, and PC-based virtual measuring
instruments become less clear. There is a decreasing inter-
est in analog recorders except for the multipen recorders
having the benefit of simplicity, low price, and excellent
identifiability of curves by the use of different colors. They
are used in laboratory applications (and process monitor-
ing) and handle slow varying signals. Digital recorders are
generally provided with an LCD screen allowing monitor-
ing with different colored tracings. Moreover, signal pro-
cessing and data extraction, storage of data (and replay of
original or processed signals), computer connection for
handling data and control of recording settings are possi-
ble. Measurements where immediate visualization of the
tracings on a long strip of paper is not required and data are
to be digitally analyzed and stored, can be performed by PC
with virtual instrument software and printer; Nowadays
the majority of data collection is accomplished using digital
PC approaches.

In giving an overview of graphic recorder function, one
inevitably refers to technology of transducers. Especially in
analog recorders the capacities and the limitations of the
transducer is of major importance to the quality of the
complete recorder. A number of mechanisms were applied
in commercially available devices, but in many applica-
tions the analog types have been replaced by the digital
type or by the PC system. Recorders can be called special
purpose when built within a complete measuring system
[e.g., an electrocardiograph (ECG), an electroencephalo-
graph (EEG)], or they can be general purpose. The latter
may be provided with specific signal conditioning modules
to be connected to biophysical sensors (e.g., manometers for
blood pressure measurements, Doppler probes for blood
velocity assessment, thermal sensors for temperature
recording) or, even more generally, to standard amplifiers
allowing amplification levels, direct current (dc) adjust-
ment, filtering, and so on. In most applications the graphic
transducer, not the electronic signal conditioning hard-
ware, is the crucial stage in the measuring chain. This
article is intended to cover primarily the essentials of
graphic recording, focusing on the principal aspects men-
tioned before: recording of information and graphic quality.
For extensive practical details on recorders and signal
conditioning modules, waveform monitoring, digital sto-
rage, processing and communication facilities, the manu-
facturers’ data sheets should be consulted.

FUNDAMENTAL ASPECTS OF GRAPHIC RECORDING

Graphics: Images or Tracings

As the paper used for graphic recording is a 2D medium,
two coordinates, x and y, can be defined: y represents the
ordinate corresponding to paper width; x is the abscissa,

corresponds to paper length. If an exception is made for
the strip chart recorder, the distinction between x and y is
merely a matter of definition. In the most general case an
image can be presented on the paper: At each point (x, y) a
gray scale or color scale value is displayed. For example,
in speech analysis, the so-called spectrograph displays
amplitude in the form of a gray scale value versus fre-
quency (y) and time (x). Such types are image recorders.
Nevertheless, in most biomedical recordings the content
of z is limited to some discrete values, sometimes two
(black and white or, more generally, marked and not
marked), or more, in case different colors or marking
intensities are applied. As such, the image is reduced to
a set of tracings. This implies that for each value of x a set
of y values is marked. Marking intensity (gray or color
scale) and line thickness are insignificant with respect
to signal representation and can be beneficially used
for trace distinction and identification in relation to the
quality of graphic layout.

In most applications, x corresponds to time and y to the
physical magnitudes recorded (a t–y recorder or y–t recor-
der). Most attention will be paid to these types. The number
of y magnitudes then stands for the number of channels
(signal inputs) of the recorder. If the recorder is designed
for an arbitrary abscissa input, the indication x–y recorder
is used. The ideal multichannel t–y recorder produces a
graphic representation of a set of time signals (Fig. 1). The
effect of time is generally originated by pulling a strip of
paper at constant velocity; A site has to be marked to
indicate the time reference. Sensitivities and reference
(e.g., zero) levels have to be known for each channel. Paper
velocity, time reference, sensitivities, and reference levels
are important scale factors that, apart from a few excep-
tions, are absolutely necessary when tracings are exam-
ined. Indeed, in specific applications some of these
parameters are not required as they carry no information.
A typical example is the zero level in electrophysiological
measurements using skin electrodes, such as ECG and
EEG. In these signals, the dc level is not significant as it
is not generated by the physiological source (the heart in
ECG, the brain in EEG); Moreover, they are usually
high pass filtered to eliminate baseline disturbance from
electrode-tissue interface potentials. Evidently, the same
does not apply for such information as blood pressure and
blood velocity, where the zero level is indispensable for
evaluation. An accurate time reference is required only if
the recorded signal is of the evoked type, that is, a response
to a specific stimulus. For the ideal apparatus the recording
parameters are constants; Obviously, this is but an approx-
imation for the real recorder and its quality as a measuring
instrument is determined by the constraints imposed on
the deviations of the parameters with respect to their
nominal values.

Analog and Digital Recorders

Depending on the transducing device applied, two cate-
gories of recorders can be considered: analog and digital. In
analog recorders, a physical displacement occurs: Position-
ing (y) of the pen (or ink jet, light beam or other), toward the
site on the paper to be marked. In digital recorders, as
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considered here, no moving parts are present. The writing
device consists of a linear array of stationary writing styli,
positioned at equal distances. The array is directed accord-
ing to the y-axis and covers the complete width of the paper.
The location y to be marked is identified by giving the
address of the point in the array situated at the correspond-
ing location.

Three elementary functions can be considered: x posi-
tioning, y positioning, and intensity control of the writing
process. The most striking difference between analog and
digital recorders is that in digital transducers the y posi-
tioning does not exist, as the function of indicating the y
value to be marked is carried out by the intensity control on
the stationary styli in the writing array. Analog recorders
are capable of drawing continuous lines; digital recorders
essentially put separate dots on the paper at discrete y
levels corresponding to the positions of styli in the array
and at discrete x values according to the incremental steps
at the x input. Besides the continuous mode, analog trans-
ducers can be used in a discontinuous mode (scanning
mode). In this case, the x drive is essentially similar to
the one used for digital systems (a progression with equal
steps) and at each step the transducer scans the paper
width at high speed, putting dots (or dashes) at locations
corresponding to the different signal values. As such, the
digital transducers construct tracings by setting dots,
the analog transducers used in the scanning mode generate
tracings by setting dots or dashes directed according to the
y axis. Only the analog transducer in continuous
mode behaves as a real curve tracer, implying that the
device is unable to generate images.

Digital transducers as well as analog transducers in the
scanning mode can produce images that are composed as
indicated (dots or lines). Applied as waveform recorders,
both instruments have the special advantage that a single

transducer can handle a set of signals, the number being
limited only by properties of resolution (dependent on the
number of writing points of the digital transducer and on
the recording width) and of identifiability of possibly over-
lapping curves. In the continuous mode a separate analog
transducer is required for each channel to be recorded. To
complete the discussion of analog and digital transducers,
note that analog types can be used in a digital way, when
positioning is bound to equal incremental steps, as applied
in printers and plotters for computer graphic output. More-
over, analog recorders may be used in connection with
digital systems, provided the necessary digital-to-analog
conversion facilities are present. In such cases, simple
digital transducers may be added to the apparatus design.
A typical example is the analog apparatus equipped with
printing heads for adding alphanumeric information to
each tracing.

With these technological possibilities in mind, the pro-
blem of reporting the recording parameters (sensitivities,
reference levels, paper velocity, timing reference) can be
further discussed. Transducers capable of handling more
than one signal (analog transducers in scanning mode and
digital transducers) may draw calibration lines as well
(ordinate and abscissa). The same is not possible for analog
transducers in continuous mode. For example, for drawing
a zero-level line an additional transducer would be neces-
sary. It is obvious that this solution would be expensive.
Moreover, it does not feature the benefits of accuracy as in
the method where signals and calibration lines are gen-
erated by the same transducer. The problem is solved by
using calibrated paper. Nevertheless, in some apparatus a
separate timing marker is provided, writing small dashes
that indicate time divisions (e.g., each second), or an event
marker can be used to identify the start of an experiment
(e.g., the stimulus if applied). Such timing devices are
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Figure 1. Time signals and graphic representation. On the left, two time signal examples are given:
ECG (bipolar lead II) and aortic blood pressure. On the right, the t–y recording is sketched as
executed by galvanometric rectilinear pen-writing devices on calibrated paper. For ECG and blood
pressure the recording sensitivities have to be known. This is accomplished by recording a
calibration pulse: 1 mV for ECG, 100 mmHg (0.133 kPa) for pressure. For pressure the zero level
is obviously necessary. The time effect is generated by pulling a paper supplied from a paper roll over
the writing table. Remark: Nowadays these types of signals are mostly recorded with a digital
recorder (thermal array) or a PC application.



evidently low cost, low performance elements and cannot
be used as measuring instruments.

In the case of analog transducers and calibrated paper a
zero line and a level corresponding to a standard value of the
physical magnitude can be drawn before recording signal
information (Fig. 1). For example, in the ECG the 1 mV
pulse is commonly used. Ideally, this kind of calibration
should cover the complete measuring chain: The zero line
and standard level are to be applied at the biophysical
sensor input. This can easily be performed in electrophy-
siological measurements, but for other physical magnitudes
it is quite problematic, as it requires the continuous avail-
ability of a calibration setup (e.g., blood pressure measure-
ments). In these cases one uses previously calibrated
transducers and electrical calibrations corresponding to
zero and standard levels of the physical magnitude are then
simply provided at the recorder input (Fig. 1). Alternatively,
one can draw a piece of zero line and keep the sensitivity
values (physical unit/paper division) in file (written on the
record). Evidently, both methods, with and without
self-generation of coordinate lines, will feature different
recording accuracy properties.

In the technique of analog transducing there are essen-
tially two methods. In the direct method, the transducer
generates a positioning directly determined by the electri-
cal input. In the second method, the actual position of the
writing device is measured by a sensor system and the
result is compared with the recorder input value. The
difference between both values is (following amplification
and signal conditioning) fed to the transducer, which ori-
ginates a movement tending to zero the position deviation.
This second type is called the feedback, compensation, or
servo method and corresponds to the well-known null
detection technique in general measurement theory.
Both methods, direct and feedback, are applied in analog
recorders.

Chart Abscissa Generation

An essential feature of the graphic recorder is the ability of
making recordings in real time. The time effect is gener-
ated by pulling a strip of paper at constant velocity and the
name t–y recorder is applicable (Fig. 1). In digital recorders
chart abscissa generation is performed essentially in small
identical increments with the aid of a stepping motor that
is controlled by a stable stepping frequency. In analog
recorders, a continuous movement is envisaged and differ-
ent types of motors are applied in the apparatus design
(synchronous, direct current and also stepping motors).
The motor can be combined with a tachometer: In this
case, the actual velocity is measured through the tach-
ometer, and with the result the motor velocity is corrected
to the desired reference velocity value via a feedback circuit
(null detection technique).

Paper can be fed in Z-fold or on a roll. The pulling of the
paper can be achieved by sprocket wheels operating within
equally spaced perforations at both sides of the paper. This
method is seen mostly in low paper speed applications. At
higher speeds, the paper is pressed between two rollers
driven by the motor system (Fig. 1). In most cases as a
result of the pulling force, the paper is pulled to the writing

table (e.g., pen writing) or to the writing head (e.g., digital
systems), which is essential for thorough graphic record-
ing. If necessary, additional pressing facilities are pro-
vided to ensure optimal contact with the writing device.
Evidently the use of graphic recorders is not limited to
real-time applications of the time signals. Delayed and
time-expanded or compressed recordings can be realized if
computing and memory facilities are provided (for digital
as well as for analog recorders). For example, signals with
a higher frequency spectrum in comparison with the
bandwidth of the transducer, which thus fail to be plotted
in real time without considerable distortion, can be recorded
in this way: Data are stored at high speed in memory and are
released afterward (off-line) at low speed to the recorder
input.

Recorders equipped with identical input hardware for
both x and y coordinates are called x–y recorders. In this
case, the chart is stationary during recording. It can be
supplied as separate sheets or from a roll. Different meth-
ods are used to stabilize the paper during recording (e.g.,
mechanical clamps, magnetic parts on an iron plate writing
table), but electrostatic attraction to the writing table
seems to be the most elegant method of fixation. An x–y
recorder can also be used in the t–y mode by applying a
linearly increasing voltage to the x input.

Recording Accuracy

Recording accuracy is the first principal quality of the
graphic recorder to be discussed. This quality comprises
the recorder’s performance as a measuring instrument and
its ability to display additional information concerning the
measured tracings or images. With respect to measuring
performance, the larger part of the discussion can be for-
mulated as for other measuring instruments (1–3). Such
aspects as accuracy, precision, resolution, static linearity,
noise content (including drift), dead zone and hysteresis,
dynamic behavior comprising frequency domain and time
domain responses, and sampling and digitization effects
are typical performance indicators. Parameters for both x
and y axes have to be considered. It is known that energy
transducing devices usually represent the most delicate
functions in the chain. This is valid for biophysical sensors
and it applies equally to electromechanical recording
transducers. Moreover, the power amplifier driving the
transducer may be critical (e.g., with respect to saturation
effects). Signal amplification and conditioning modules
generally play no limiting role in the overall performance.
Properties of the biophysical sensors are not discussed, as
this subject falls outside the scope of this article. Analog
recording transducers suffer from the limitations and
errors typical of analog systems, which are excluded from
digital systems. In the latter case, limitations are deter-
mined by sampling (sampling frequency) and digitization
(number of bits).

Accuracy is an overall parameter defined as the differ-
ence between the recorded and the true value, divided by
the true value, regardless of the sources of error involved.
In digital systems a number of error sources are excluded.
Moreover, accuracy is largely dependent on how calibra-
tion is performed and how the recording parameters are
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reported. It is evident that the recording method in which
the transducer itself generates the coordinate lines (x and
y) as well as the signal tracings is less subject to error
effects than the method using precalibrated paper. In the
first type, accuracy is simply related to the correctness of
the coordinate values generated; In the second type, there
are found a number of additional error sources caused by
the mechanical positioning of the writing device (inherent
to the analog electrical-to-mechanical conversion) and also
the paper positioning. Two methods of analog transducing
have been mentioned: It is known that higher accuracy can
be achieved with the feedback type (null detection) than
with the direct type. The same applies for the accuracy of
paper velocity.

Precision of the graphic recording is related to the
preciseness with which a value can be read on a tracing.
It is thus dependent on the line thickness (a sharp line
implies a high precision) and the paper width covered by
the tracing (maximal deflection in the y direction) and,
additionally, paper velocity (with respect to time readings,
in the x direction).

Resolution, being the smallest incremental quantity
that can be measured, is determined by the digitizing step
in digital systems and the dead zone in analog systems. The
dead zone usually originates as a consequence of
static friction (e.g., in the case of moving, paper-contacting
devices, such as pens, the friction between the paper and
the writing element) or backlash in mechanical moving
parts. The phenomenon also gives rise to hysteresis: A
curve recorded in continuously increasing coordinates will
not exactly fit the same curve recorded in continuously
decreasing coordinates.

Error sources can be found in the instability of the
recording parameters (sensitivity and reference level).
There can be small alterations comparable to electronic
noise. If the alterations occur very slowly they are called
‘‘drift’’. Drift can result from temperature variations. Digi-
tal transducers are not subject to drift. Nevertheless, a
mechanical source of drift on the reference levels can be the
shifting of the paper along the y axis. Also, the paper
velocity might not be stable as a consequence of motor
speed variations or paper jitter from the mechanical pull-
ing system. It is obvious that such errors have minimal
effect if the transducer itself generates the coordinate lines.
This applies for drifts of the sensitivities as well as the
reference levels. Noise due to electric mains interference
can occur with poor channel isolation and/or poor ground-
ing techniques. Gain and phase distortion due to impe-
dance loading can occur if transducers are driving multiple
data collection systems (i.e., chart recorder, medical moni-
tor, VHS tape recorder, computer). As for any instrumen-
tation system the use of appropriate preamplification may
help to avoid these inconveniences.

Furthermore, the recording sensitivities may be slightly
dependent on the values of the signals processed, implying
that there is a deviation from strict static linearity. A
specific nonlinearity problem arises in the case of galvano-
metric transducers where rotation has to be converted into
translation. In digital transducers, linearity is determined
by the accuracy of the construction of the array of sta-
tionary writing styli. Moreover, nonlinear effects are less

inconvenient if the transducer generates its coordinate
lines, as these are consequently subject to the same non-
linearity as the signals. Note that in transducers with
moving parts a specific nonlinearity is introduced for safety
purposes. By electrical means (saturation levels) or by
mechanical stops the deflection of the moving part is limi-
ted (e.g., in multichannel galvanometric pen recorders).

The dynamic behavior of the recorder refers to its
response to sine waves or to transients (pulses or step
functions). For analog transducers, one describes the fre-
quency dependence of the sensitivities; A general discus-
sion can be found in linear system theory (1–3). Some
typical properties of linear systems can be mentioned.
For example, a sine wave finds itself, in any case, repro-
duced as a sine wave at the output of the system, possibly
with altered amplitude and phase. Another typical feature
is that the spectral bandwidth of the system is independent
of the signal amplitude; likewise the sensitivity in the
bandwidth. Most linear analog recording transducers act
as low pass systems: Frequencies from 0 Hz (dc) up to a
certain cutoff frequency (the bandwidth) are about equally
recorded. Beyond the cutoff frequency, amplitudes are
progressively attenuated as frequency increases. When a
step input is applied, the recorder will not exactly follow:
There will be some delay, a limited rise time, and possibly
an overshoot with respect to the steady-state level. These
parameters (cutoff frequency, delay, rise time, overshoot)
are significant in characterizing the dynamic behavior of
the analog recorder. Real analog transducers behave as a
linear system only within restricted limits (of deflection,
slew rate, and also acceleration). Nevertheless, their per-
formance is characterized by the same parameters. Lim-
itations and errors are due mostly to the electromechanical
transducer itself and possibly to the driving power ampli-
fier. As for any measurement system, insufficient band-
width will give rise to gain and phase distortion, delay and
decreased slew rate. In digital transducers, where no mov-
ing parts are present, there are no errors connected to
electromechanical positioning, moreover, coordinate lines
are easily reproduced. In this case, limitations are deter-
mined primarily by the act of sampling and digitization.
The phenomenon of overshoot is nonexistent. Delay and
rise time correspond to the interval between two writing
(printing) actions (the writing (printing) period). The
bandwidth in analog systems determined by the –3 dB
frequency (the frequency at which the sensitivity is
reduced to 70% of the static sensitivity), is seen in another
way: It depends on the number of samples one finds neces-
sary to represent a complete sine wave period. If 10 is the
approved number of samples for a complete period, the
bandwidth is restricted to one-tenth of the writing fre-
quency (in real-time applications). With respect to band-
width considerations one must keep in mind that the
result, the graphic record, is intended for visual inspection
and that paper velocity is limited. For example, with a
100 Hz sine wave to be recorded, at high paper velocity,
such as 100 mm s�1, a full sine wave period covers only
1 mm, implying a poor recognizability. If the latter is
essential, memory recording has to be used.

The ability to display additional information is com-
plementary to the measuring performance. Recording
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parameters (sensitivities, reference levels, time refer-
ences, paper velocity) are, as already indicated in relation
to accuracy, best reported in the form of calibration lines.
Alphanumeric information for identification of signals
and calibration lines, on the one hand, and data concern-
ing the circumstances of the experiment (patient or sub-
ject name, date, experiment identification, stimulus type,
etc.), on the other hand, are indispensable for off-line exam-
ination. They either must be manually added to the record
or, preferably, must be added through the recorder itself.
Digitally controlled recorders (using digital as well as analog
transducers) may allow the operator to introduce the alpha-
numeric data together with tracings, provided the device is
able to do it. In the case of digital transducers this is only a
matter of appropriate hardware and software (to be supplied
in the recorder) and/or interfacing with a computer.
Whereas in digital transducers recording is essentially
based on intensity control, in analog transducers this aspect
is not necessarily provided.

Reading stored paper tracings by using waveform tra-
cing techniques in order to be able to process data in digital
format may be interesting for a number of studies. Never-
theless, attention has to be paid to the recording accuracy
of older tracings and the experimental procedures used.

Graphic Quality

As mentioned in the introduction, the second of the two
principal recording properties is the quality of graphics.
The correctness of locating the point to be marked is part of
the performance of a measuring instrument. In this sec-
tion, the quality of the apparatus in producing a graphic
hard copy is discussed. The clearness of the individual
tracings is the first quality. Sharp and clean tracings on
a bright background give the best impression. Vague or
blurred lines and dirty background are not wanted.
Furthermore, curves should be easily identified: Ease
and speed in examination are thus improved and the risk
of misinterpretation is considerably decreased. Although
the use of different colors seems most appropriate, other
techniques may be applied if color differences are techno-
logically excluded, for example, writing intensity (gray
scale) or even line thickness. Also, the impression of con-
tinuous lines can assist in curve examination; Adequate
interpolation between sample points is thus a specific
problem to be handled in the case of digital and discontin-
uous analog recorders (Fig. 2).

In the graphic process, two steps are involved. First,
the act of writing (putting a visual mark on the paper at the
located point). Second, the act of fixation (to maintain
the mark for a long time). This evidently has to do with
the aspects of visual inspection and permanence in the
definition of graphic recorders. Graphic quality also relates
to the aspect of permanence. For example, depending on the
fixation process, photographic records may be affected by
environmental light in the form of a darkened background.

Attention should be paid to the fact that the flow of
marking matter (ink, heat, light, etc.) is to be adapted to
the writing velocity in order to have optimal line thickness
and grayness. In analog transducers the writing velocity
is determined by the paper velocity (in the x direction) and

the deflection velocity of the writing device (in the y
direction). In digital recorders, only the paper velocity
is involved. Adapting the marking flow is evidently a
matter of intensity control (ink pressure, heating power,
light intensity, etc.). In low cost apparatus, manual inter-
vention is necessary. Adaptation might not even be pos-
sible. In more sophisticated apparatus, writing matter
flow is automatically adjusted in relation to paper velo-
city. In the steady state, then only alterations in intensity
and line thickness are discernible in the case of variations
of deflection velocity (Fig. 2). This explains why, in typical
ECG pen recordings, the baseline appears much heavier
compared with the slopes in the QRS complex. One could
say that this side phenomenon has a beneficial effect on
waveform recognizability since information on the signal
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Figure 2. Graphic quality. (a) Artificial signal to be recorded. (b)
Record from a pen-writing system, showing the effect of deflection
velocity on line thickness. (c) Record from an analog scanning
system. Interpolation is performed by vertical dashes drawn
between previous and present signal values at each writing act.
The effect of the writing frequency is visible in comparing (c1)
and (c2) (doubled writing frequency). (d) Record from a digital
system with similar interpolation. The effect of resolution is visible
in comparing (d1) and (d2) (halved distance between writing points,
i.e., one added to the number of bits, and doubled writing frequency).



time derivative is also included in the graph. Evidently,
this statement may be subjective. Some apparatus are
even equipped with an intensity control that continuously
adapts the writing flow to the total writing velocity. The
latter is possible only if the response of the writing system
is fast enough. A good example is the thermal system with
a pen-tip writing device. Because of the small size of the
heating resistance in the tip of the pen, the thermal time
constant can be reduced to a few milliseconds and fast
heating flow adaptation is possible. In the thermal edge
writing device, the resistance producing the heat is much
larger. The thermal time constant is then 	1 s so that
the latter may even result in a nonnegligible waste of
paper when the instrument is started at high speed paper
velocity.

When ink is used, the paper can be marked by a con-
tacting device, a pen, or by a noncontacting device, an ink
jet. Pens can be designed as capillary tubes connected to a
pressurized ink reservoir. They can be fiber-tip pens or
ballpoint pens (disposable pens) and ink can be supplied
from a common container or from (disposable) cartridges
connected to each pen. In the case of ink jets, there is no
contact with the paper. Ink is squirted as a very thin jet
from a fine nozzle directed toward the paper. Fixation
occurs as the ink is absorbed and dries. Ordinary paper
can be used, satisfying the needs of absorbency quality and
surface smoothness (in the case of contacting pens). A
disadvantage with ink systems is the possibility of ink
stains and smears, as fixation (absorbency and drying)
does not occur instantaneously. A practical problem is that
pens may clog or ‘‘bleed.’’

The following methods require special paper types.
These can be composed of an appropriate paper base coated
with a special layer functional with respect to the writing
process (e.g., thermochemical). In the case of the burning
method, an electric current from a stylus tip in contact
with the paper is passed through the electrically conduc-
tive paper to the metal support on which the paper is
mounted. The current gives rise to paper burn and thus
blackening. The density of the burned mark depends on the
current magnitude. Thus, a gray scale effect can be
obtained. As burning is irreversible, the graphics remain
fixed. This method finds application in the previously
mentioned sound spectrograph. Furthermore, marking
can be executed by heat on thermosensitive paper. The
writing effect can be originated by thermally melting off a
white coating from the chart paper and thus exposing the
black underlayer. In another process, the base paper layer
is covered with a thermochemical layer that irreversibly
changes color after exposure to heat. In thermal writing,
the color is usually black, but other colors can be generated.
The shelf life of thermal chart recordings can vary on
paper, transducer, and user storage techniques; Thermal
recordings may be degraded by exposure to heat, light,
friction, solvents, and so on.

In both electrostatic and photographic methods, the
writing act comprises two phases. First, a latent invisible
image is transferred to the paper. Second, the image is
developed and thus made visible. In the electrostatic
method, paper coated with a special dielectric layer is
locally charged (the latent image) with electrical charges.

These charges attract, in a second step, ink particles from a
toner supply (fluid or dry) after the excess toner is removed
only ink is left at the electrically charged sites. Fixation is
then achieved by drying (in the case of toner fluid with ink
particles in suspension) or heating. In the photographic
method, which uses photosensitive paper (the most expen-
sive type), a light beam (generally ultraviolet, UV) acti-
vates the photolayer, leaving a latent image. Graphics are
then visualized and fixed according to the photographic
process used by exposure to visible light (environmental
light or an additional light source specially provided) or by
heating. Dependent on the process used, long exposure to
environmental light may degrade the quality of the record
after the examination by darkening the background. A
darkened background may also appear in the electrostatic
writing process if the apparatus is not optimally adjusted
(e.g., if not all of the excess toner is removed). The photo-
graphic method is best fit for the production of images, but
it has also been used for tracings.

Some commonly used writing techniques have thus
been described. Acts of marking and fixing are typical
technological problems and this area continues to evolve.
The method used in a specific apparatus depends on dif-
ferent factors. With respect to the application envisaged
and the type of transducer used, specific writing techniques
may appear advantageous, but the manufacturers’ patents
also play an important role in apparatus design. The paper
cost is certainly not to be neglected (e.g., in long-term
recordings). Electrostatic and photographic writing have
lost interest in modern chart recorder design.

A remark has to be added with respect to graphic quality
as well as precision. As already mentioned, recorded tra-
cings should be optimally identifiable, especially when they
cross each other on the record. The use of different colors is
obviously beneficial. In this respect, the paper width and
the usable range for one channel are important. Traces can
be limited within separate ranges or can cover the complete
paper width. Precision is maximal in the latter case, but
there are problems involved. Some transducers, more spe-
cifically galvanometric devices, produce only limited deflec-
tions. Furthermore, there is a problem with contacting
devices (pens). Since it is physically impossible that they
cross each other, they are spatially shifted with respect to
the abscissa of the paper, which corresponds to a desyn-
chronization on the records. If the complete paper width
is covered, precision is maximal, but identifiability is
decreased, especially when the use of different colors is
excluded as in those devices where the color is not deter-
mined by the writing element, but by the paper properties.
The latter applies to all devices other than ink-writing
devices.

Another remark concerns immediate visibility of real-
time recorded tracings. Although the recording may be
preferably in real time, the visibility may not have the
same benefit: More specifically, tracings can be seen after a
small time delay. This is the case if the writing device is
positioned within the recorders housing; The time delay is
then dependent on the distance to the visual part of the
paper and, evidently, of the paper velocity. Digital trans-
ducers have this shortcoming: pen recorders do not, except
in the multipen recorder with dislocated pens (allowing
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overlapping graphs). In this case, a pen offset compensa-
tion may be used to synchronize recorded tracings, also
causing a time delay.

In this Paragraph a number of technological aspects
were just mentioned. Some of these concepts have lost
interest with respect to new design, but may still be found
in older apparatus.

ANALOG RECORDERS

An analog recorder has been defined as a recorder that
applies an analog electromechanical transducing principle.
The electrical magnitude is transduced into a translational
value, that is, positioning of a movable part, such as a pen,
toward the site to be marked. Although analog recorders
are used mostly for signals in analog form, they may also be
applied to digital signals and consequently to computer
output, provided digital-to-analog conversion facilities and
appropriate control access (paper velocity, intensity con-
trol) are available.

For the description of the transducer, analog system
theory is applicable (1–3). Two typical measurement prin-
ciples are commonly used in transducer design. In the
direct method, the electrical magnitude is directly trans-
duced into a displacement magnitude. In the feedback
method, corresponding to the null detection technique,
the actual position of the marking device is measured with
an accurate sensor. The difference (the error) between
the measured and the input value is, after appropriate
conditioning, fed back to the transducer, which generates a
movement tending to zero the position error. In the latter
case, the accuracy of the transducing system depends on
the quality of the position sensor. It is known that with this
method higher accuracies and more stable transducing
properties can be achieved. Furthermore, an analog trans-
ducer can be applied in the continuous mode or the dis-
continuous mode. In the first case, a single continuous
tracing is generated by each transducer; The number of
channels is equal to the number of transducers provided in
the multichannel recorder. Production of an image is
excluded. In the second case, the writing device is repeat-
edly swept over the complete paper width, setting dots or
dashes at sites corresponding to the signal values (the
scanning mode). A single transducer can thus handle a
set of signals. It is obvious that what is gained by the ability
to process different signals is lost with respect to the
writing speed of the system.

Positioning of the writing device can be caused by
a transducer that causes a rotation (the galvanometric
transducer) or a translation (the translational servosys-
tem). The translational servotransducer evidently makes
use of a feedback mechanism. The galvanometric trans-
ducer, originally strictly built as a direct device, has also
been designed according to the feedback principle.

Whereas two decades ago a number of analog transducer
techniques were applied in apparatus design for biomedical
signal recording, mostly for obtaining different bandwidths
and image recordings (as for echocardiography), only a few of
them are still used. The galvanometric recorder and, more
importantly, the translational servorecorder.

Galvanometric Recorders

Galvanometric recorders make use of transducers that are
essentially rotational transducers, making use of the
d’Arsonval movement as applied in ordinary galvan-
ometers (4). A positioning, more specifically a rotation over
a certain angle, is obtained as a result of an equilibrium
between two torques, the first an electromagnetic torque,
proportional to current, the second a mechanical torque,
proportional to positioning (a rotation angle). A coil wound
in a rectangular form is suspended within the air gap
between the two poles of a permanent magnet and a
stationary iron core. A current flowing through the coil
gives rise to an electromagnetic torque that tends to rotate
the coil. To position at a specific angle u, there must be a
restoring torque, essentially proportional to the angle, for
example, a torsional spring characterized by its rotational
stiffness. The signal to be recorded is fed to a current
amplifier that drives the coil. As such, there is direct
proportionality between the angle and the signal. This
principle corresponds to the direct transducing method.

In a discussion of dynamic behavior, not only stiffness,
but also damping (viscous friction) and inertial moment (of
the coil and the attached mechanical parts, e.g., the pen)
must be taken into account. As a first approximation the
device acts as a second-order linear system, characterized
by a resonant frequency and a damping factor. The reso-
nant frequency depends on the ratio of stiffness divided by
inertia. The resonant frequency and the damping factor
determine the bandwidth of the system (with respect to
sine wave response) and the time delay, rise time, and
overshoot (with respect to step input transient response).
For frequencies sufficiently above the resonant frequency,
the corresponding amplitudes are attenuated proportional
to the square of the frequency. A second-order system can
show resonant phenomena, depending on the value of the
damping factor. If this factor is <1, the response of the
transducer to a step input shows a ringing effect, implying
that an overshoot exceeding the steady-state value has
occurred. The smaller the damping, the smaller the rise
time, but the higher the overshoot. At critical damping
(damping factor ¼ 1) no overshoot is present. Such an
overshoot is considered inconvenient as it gives an erro-
neous impression of the waveform (especially if sudden
alterations in the signal occur). With the damping factor in
the proximity of 0.7 a good compromise is obtained between
the overshoot (4%) and the rise time (3) (Fig. 3). The useful
bandwidth of the recorder is thus determined by the reso-
nant frequency and thus by the ratio of stiffness to inertia.
To obtain a sufficient damping factor, extra damping must
be applied within the galvanometer (mechanical or elec-
tromagnetic). In the case of paper-contacting devices, the
damping should exceed the effect of the static friction of the
writing element (e.g., the pen) on the paper (as this effect is
unreliable and consequently is not allowed to affect the
measuring performance).

The feedback technique has also been used. According
to the general idea, the actual angle is measured by a
position-sensing device, delivering an output proportional
to the angle, which, after amplification and waveform
conditioning, is negatively fed back to the input of the
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current amplifier driving the galvanometer. In case the
position signal simply undergoes amplification, the effect
of the negative feedback is a restoring torque propor-
tional to the angle, thus resembling the effect of a rota-
tional spring in an apparent stiffness. An equilibrium is
reached when the coil angle (as measured) corresponds to
the value at the input of the system. At equilibrium, the
current through the coil equals zero (provided one does
not take into account the effect of an additional mechan-
ical spring). This is advantageous with respect to the
current amplifier.

A real galvanometer usually does not feature constant
linear system properties, such as stiffness (mechanical or
apparent, as generated by feedback) and damping, inde-
pendent on deflection, deflection velocity, and acceleration.
Particularly with the feedback system, nonlinear effects
can appear as a result of current saturation. In a linear
system, the bandwidth is independent of the signal ampli-
tude; In a real galvanometer, the same usually does not
apply. For larger sine wave amplitudes, the useful band-
width appears decreased and sine wave distortion occurs at
frequencies in the vicinity of the apparent resonant fre-
quency. A bandwidth inversely proportional to the sine
wave amplitude to the power of m, with the exponent m
approximately between 0.5 and 1, is obtained (Fig. 3).

Apart from nonlinearity in dynamic behavior, a problem
with respect to static linearity arises. The galvanometric
recorder essentially generates a rotation, not a translation,
as one would expect for a graphic recorder. If a pen is
connected to the coil of the galvanometer, the tip of the pen
rotates with a radius equal to the pen arm length. Such a
recording is curvilinear. It has been used on paper with
curvilinear coordinate lines. Rectilinear recording is
obtained with special techniques. Whereas in curvilinear
recording mostly ink pens are used (a low cost solution),
there are different methods for obtaining rectilinear
records: pen methods (long-arm pens, knife edge recording,
mechanical rectilinearization), ink jet method and light
beam method) (Fig. 4). Curvilinear errors can be kept small
if the radius is large, which is the case with long-arm pens.
Knife edge recording is the simplest real rectilinear record-
ing. The chart paper is pulled over a sharp edge, accurately
directed according to the y-axis, and the writing stylus
moves over and presses on it. The impression is thus made
at the site of the edge and thus rectilinear. In this case, the
marking method applied is thermal. It should be remarked
that in this method a large part of the stylus has to be
heated (as compared to the thermal point writing), giving
rise to large thermal time constants (order of magnitude
1 s). This is inconvenient for high paper speeds as, when
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Figure 3. Characteristics describing dynamic galvanometric transducer responses. (a–c) Linear
system behavior; Damping factor 0.7. (d) Nonlinear behavior. Coordinates are given in generalized
form (time ¼ fr t; frequency ¼ f/fr) ( fr ¼ the transducer resonant frequency). (a) Time response to a
unit step input. Delay, rise time, and overshoot are visible. (b) Amplitude frequency response (sine
waves) in linear coordinates. (c) Amplitude frequency response in logarithmic coordinates. (d)
Typical amplitude frequency responses (50 and 5 mm deflection) for a nonlinearly behaving system.
The bandwidth appears to depend on the tracing amplitude (displayed: inversely proportional to the
square root of the amplitude).



the instrument is started, a significant amount of thermo-
sensitive paper may be wasted. Instead of a hot stylus, a
carbon ribbon with an ordinary stylus pressing on it has
been used. In this case, ordinary paper can be used, but an
additional mechanical device linked with the paper velocity
equipment for driving the carbon ribbon is necessary.
Rectilinear recordings can also be generated via mechan-
ical linkages that compensate for the normal curvilinear
movement of the pen and convert the rotary motion of the
coil into an (approximately) straight-line motion of the pen
tip. In the case of ink jet recorders, the writing device does
not make physical contact with the paper. In this case, a
fine ink jet is produced by pumping ink through a nozzle
connected to and thus rotated by the galvanometer toward

the paper. The recording is rectilinear at the intersecting
line of the paper plane and the plane of the rotating ink jet.
The same holds for the optical method, where a sharp light
beam is reflected by a small mirror connected to the rotat-
ing coil of the galvanometer. In this case (expensive),
photosensitive paper has to be used.

The principal difference in the abilities of these types of
galvanometers is in the achievable bandwidth. Galvano-
metric pen-writing systems have to produce a considerable
torque, as the pen, being pressed to the paper for graph
production, must be moved easily without interference
from the static friction in the recorder performance. This
implies a large driving current and, for a defined angle, a
large stiffness. This stiffness, together with the amount of
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Figure 4. Galvanometric pen-recording
assemblies.Anartificial recording isshown
corresponding to a zero level, abrupt tran-
sition to maximal positive, holding, and
finally abrupt transition to maximal
negative deflection. Errors resulting from
dynamicbehaviorarenotconsideredinthis
figure. (a) Curvilinear recording. (b) The
long-arm pen recording is curvilinear but,
as a consequence of restricted angle deflec-
tion, approximates rectilinear recording.
(c) Knife edge recording. Rectilinear record-
ing as the writing essentially occurs at the
site of the knife edge, where the pen presses
on the paper. For thermal writing, the black
end of the pen represents the part to be
heated (minimal length indicated by the
dashed lines). (d) Mechanical linkage for
rectilinearization. The pen arm (length R2)
is connected to a pulley (diameter d2), which
isallowedtorotateatanaxisat theendof the
galvanometer arm (length R1). A metallic
belt attached at a point of the pulley is also
fixed at a stationary circular part (diameter
d1) at the galvanometer frame. As the
galvanometer arm rotates, the pen arm is
subjected to a corresponding rotation depen-
dent on the diameter ratio: b ¼ (d1/d2)a.
When b ¼ a, the pen arm is moved parallel
to the zero position and the pen point moves
in the same curvilinear direction as the
end of the galvanometer arm. Thusbmust
be larger than a, and more specifically
so that the rotation through the angle
(b � a) the curvilinear abscissa error of
the galvanometer arm end is corrected
for. A power series expansion shows
that this is obtained when R1/R2 ¼
[(d1�d2)/d2]2.



inertia, determines the resonant frequency and thus the
bandwidth. A typical bandwidth value for a galvanometric
pen system is 100 Hz. Theoretically, a higher bandwidth
could be obtained for the same inertia, but this would imply
a larger stiffness and thus a larger current, the latter being
limited by its heating effect on the coil. As this paper-
contacting problem is nonexistent in ink jet and light beam
galvanometric recorders, current and stiffness can be
lower. Moreover, the coil assembly can be made with such
low inertia that, not withstanding the lower stiffness, a
much higher resonant frequency can be obtained. An order
of magnitude for ink jets is 1000 Hz. For optical systems,
10 kHz has been reached.

The static friction in the case of paper-contacting wri-
ters give rise to a dead zone: A zone in which input voltage
can be altered without causing any pen movement. It thus
determines the resolution of the pen recorder. Hysteresis
phenomena can consequently be observed. A curve
recorded in continuously increasing coordinates will not
exactly fit the same curve recorded in continuously
decreasing coordinates.

The paper width covered by galvanometric pen writers
is usually small (40–80 mm) as a result of the angle limita-
tion (with respect to linearity) and pen arm length restric-
tion (with respect to inertia and consequently bandwidth).
Moreover, as overlap of tracings is physically impossible
(the pens might strike each other) in multichannel recor-
ders, a limited part of the paper is assigned to each channel.

As already mentioned, galvanometric recorders have
lost interest. Pen recorders (e.g., edge recorders) can still
be found on the market, but the types with higher band-
width (ink jet and light beam) have been replaced by digital
(memory) recorders.

Translational Servorecorders

In the translational servorecorder, the writing device
(usually an ink pen) undergoes a real translation as it
finds itself bound to mechanical straight-line guidance.
The translation is generated by a motor and an appropriate
mechanical linkage composed of a wheel and closed-loop
wire system (Fig. 5). It is essentially a feedback method. A
position sensor supplies a voltage directly proportional to
the position of the pen, that is, the distance with respect to
its zero position. In most apparatus, this sensor is a recti-
linear potentiometer; This explains the use of the alter-
native nomenclature (potentiometric recorder) for this
type. A further description of its function agrees with
the general feedback principle. The input signal is com-
pared with the pen position value and the amplified and
conditioned difference voltage drives the servomotor, caus-
ing the pen to move (rectilinear) until the position value
equilibrates with the input signal. The ink pens used are
capillaries, fiber tips, or ballpoint types, generally supplied
with ink cartridges. Evidently different colors can be used
for optimal signal discrimination. In modern designs, digi-
tal servodevices are being used, with position reading by
optical or ultrasonic means.

The static linearity of the recording is determined by
the linearity of the position sensor. Noise can result from
problems with the sliding contact on the potentiometer

resistance. Hysteresis can be caused by the properties of
the servosystem (e.g., static friction) and the mechanical
backlash between the pen tip (the real location) and the
wiper on the potentiometer (the location processed in the
feedback loop). As for dynamic behavior, one can state that
the servorecorder generally does not behave as a linear
system (except for small amplitudes). It is characterized by
a limited slewing velocity (order of magnitude: 0.5–2 m
 s�1)
dependent on the type of motor and mechanical linkage.
Also, the acceleration of the moving parts is subject to
limitations (order of magnitude: 50 m
s�2). If one of these
limits is reached, the device ceases to act as a linear system
and, as described for galvanometric recorders in the feed-
back mode, the bandwidth depends on the tracing ampli-
tude (order of magnitude of the cutoff frequency: 1–5 Hz).
As such, these recorders are fit for slowly varying para-
meters (temperature, heart rate, mean blood pressure,
respiration, etc.). They are generally applied for higher
precision: The common paper width is 200 or 250 mm. A
writing control is normally provided in the form of a pen lift
(on-off functioning) by electromagnetic and/or by manual
means.

Servorecorders are used as strip chart recorders (t–y
recorders) and also as x–y recorders. In the latter case, two
servosystems are assembled. The x system drives a long
carriage, directed parallel to the y axis and covering the
complete width of the paper in the y direction. Hereon, the
second servosystem y, which eventually positions the pen,
is mounted. Paper is fixed on the writing table (preferably
by electrostatic means). Driven by computer output these
x–y recorders can plot arbitrary graphs (plotters). When
addition, alphanumeric information and coordinate lines
can be added if the pen lift control is used. Some x–y
recorders also have the built-in facility of t–y recording
(with a ramp signal at the x input).

In the case of the t–y recorder, several channels (1, 2, 4,
8, 12 channels) can be assembled, all of them covering the
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Figure 5. Translational servo t–y recorder. Two channels are
shown. Pens (1 and 2) undergo real translations as they are
connected to carriages that slide along guide bars. To be able to
cover the complete paper width the pens are mechanically
staggered with respect to the paper abscissa.



complete paper width, provided the pens are mechanically
shifted with respect to their abscissa position (Fig. 5). This
mechanical offset, evidently corresponding to a shift in
time on the graph, may be inconvenient if values of differ-
ent signals at a specific time instant have to be compared.
To overcome this disadvantage, most servorecorders can be
supplied with a pen position compensation unit. All chan-
nels, except one corresponding to the first positioned pen
along the time axis, are digitized and stored in memory.
Data are released, converted to analog, and supplied to
their corresponding channels with a time delay equal to the
distance from the pen to the first pen divided by the paper
velocity. This compensation is evidently beneficial for
examination afterward, but can be inconvenient at the
time the experiment is executed as the information is
plotted only after a time lag dependent on the paper
velocity (except for the first pen).

Some modern recorders have data-acquisition facilities.
Data (signals and instrument settings) are digitally pro-
cessed and can be stored, for example, on floppy disk or on a
memory card. Communication with computers can be done
via standard interfacing (GP-IB, RS-232C, IEEE-488). In
some apparatus, a display is provided allowing visualiza-
tion of recorder settings. As slowly varying signals are
envisaged, sampling frequencies used range from 100 to
400 Hz.

DIGITAL RECORDERS

A digital recorder has been defined as a recorder that uses a
digital transducer. In this case, no moving parts are pre-
sent and the transducer consists of a stationary straight-
line array of equally spaced writing styli covering the
complete chart width (Fig. 6). As such, the nomenclature
array recorders can also be used. Progression along the x
axis is essentially discontinuous. The paper is held sta-
tionary during the writing act. At a given x position, a set of
writing points is activated. The paper is marked with dots
at the sites in intimate contact with these points. The
resolution with respect to the y axis depends on the density
of writing points. The resolution in time (x axis) depends on
the writing (printing) frequency (the inverse of the writing

interval) and on the paper speed. Signals are thus repro-
duced as discrete values at discrete times. Analog as well as
digital signals can be processed. In the analog case, sam-
pling and digitization are part of the recording process.

At present, the borderline between digital graphic recor-
ders, digital oscilloscopes, and data-acquisition systems
becomes unclear as a number of the latter instruments
are also provided with graphic recording facilities with
strip charts. Some digital recorder designs primarily focus
on fast acquisition of data and storage in memory for
reproduction afterward. These are indicated as memory
recorders and generally their real-time properties do not
match the fast graphical recording types. Digital graphic
recorders have a number of properties regarding data-
acquisition, monitoring, storage, and communication with
computers.

The act of writing of the digital recorder is generally
thermal on thermosensitive paper. Also, an electrostatic
method has been used. The writing transducer is essen-
tially a rectilinear array of equidistal writing points cover-
ing the total width of the paper. These writing styli consist
of miniature electrical resistances that are activated, that
is heated, by a current pulse of short duration. Typical
resolutions are 8 or 12 dots
mm�1 according to the y direc-
tion. Static linearity of the recorder thus depends on the
quality of the construction of the array. Inconveniences
resulting from mechanical moving parts are not present.
There is no overshoot. Delay and rise time are equal to one
writing interval. All processing occurs in digital form and
recording is a matter of generating the correct addresses of
writing points to be activated.

Evidently, the dynamic thermal properties of the resis-
tances in close contact with the chart paper and the shape
of the electric current pulse set a limit to the writing
frequency. A typical value for the writing frequency is
1.6 kHz. In a memory recorder, it may be lower. Local
heating of the thermosensitive paper results in a black
dot with a good long-term stability, dependent on the paper
quality. Evidently, thermal paper is sensitive to heat, but
also care has to be taken with pressure, light, solvents,
glue, and so on, in order to prevent detoriation of the
graph. Generally, the heating pulse is controlled with
respect to chart velocity in order to obtain an appropriate
blackness and line thickness at different velocities. Never-
theless, at the highest velocities the print may become less
black and sharp. Although possible within a limited range,
blackness and thickness of tracings are seldom used for the
purpose of trace identification.

Whereas the resolution according to the y axis is deter-
mined by the thermal dot array, the x-resolution is limited
by the dynamic properties of the array, and thus by the
paper velocity. At low velocities, generally 32 dots
mm�1

(exceptionally 64 dots
mm�1) are applied. At the highest
velocities used (100 mm
s�1, in some apparatus 200 and
500 mm
s�1), the number of dots printed is determined by
the writing frequency (e.g., 1600 Hz results in 8 dots
mm�1

at 200 mm
s�1).
Data acquisition is determined by the sampling fre-

quency, expressed per channel recorded. According to
the sampling theorema this should be at least twice the
highest signal frequency in order to prevent aliasing
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effects, but for obtaining a graph with minimal graphic
quality at least 10 points are needed for a sine wave period.
On the other hand, sampling frequency should be limited
in order to prevent an excess of data stored in memory (if
applicable). Sampling frequencies used are typical 100 or
200 kHz (exceptionally 500 kHz and 1 MHz). A basic com-
ponent of the digital recorder is RAM memory in order to
create high quality graphs. The sampling frequency is
generally higher then the writing frequency. If the sample
frequency equals the writing frequency, the recorder
prints all dots between the former and the present value.
In fact, curves composed only of points are difficult to
examine and interpolation improves the impression of
smoothness of the sampled curves. If the sample fre-
quency is higher than the writing frequency, the recorder
prints all the dots between the smallest and the largest
values (including the former value within the writing
interval). As such at each writing act vertical lines are
drawn. In this way, fast transients, disregarded by the
ordinary interpolation between former and present value,
are also captured in the graph. Although the form of the
transient cannot be interpreted, the graph provides evi-
dence of its presence. A signal having a frequency larger
than the writing frequency is consequently displayed as a
continuous black band.

Typical digitization levels are 8 or 12 bits, exceptionally
16 bits. Widths of thermal arrays range from 100 to
400 mm. With a resolution of 12 dots
mm�1, the largest
number of dots full scale is then 4800. In case 16 bits are
used, a signal with a large dc offset can be reproduced with
excellent graphic quality as the offset can digitally be
removed and the scale adapted.

Coordinate lines (with identification) can be generated
and precalibrated paper is unnecessary. Errors resulting
from paper shifting are thus eliminated. Tracings can cover
the full width of the paper. Tracing identification in alpha-
numerical form and comment on experiments performed
can be easily added through an internal or external key-
board. Signals can be calibrated and real physical values
and units can be printed at the calibration lines. Simple
mathematical calculations can be performed on signals in
real time and results recorded in virtual channels. In most
performant recorders a screen, mostly color LCD, is pro-
vided, allowing display of tracings in different colors and
settings of recording parameters. Monitoring signals cer-
tainly has advantages. In real-time recording signals are
not directly visible as a result of a delay corresponding to
the distance between the internal thermal array and the
visible part of the paper, but can be observed without delay
on the monitor. Recording parameters (gain, offset, . . .) can
be set using the monitor and thus avoiding paper spoiling.
Signals stored in memory can be viewed before recording
on paper. Cursors on the display can be used for reproduc-
tion of selected parts of signals. Some recorders have a
built-in display (up to 18 in., 45.72 cm). Others can be
connected with an external display.

Digital recorders, especially memory recorders, are able
to store recorded data and apparatus setting. Besides RAM
for fast storage, recorders may have a built-in hard disk,
floppy, magnetooptical or ZIP disk drive and a slot for a
memory card. Connections may be provided for external

memory media. Signals can thus be reproduced from mem-
ory, processed and recorded on chart. Time compression or
expansion is obviously possible. As data can be sampled at
a high rate, stored in memory, and then recorded as they
are released at a reduced rate, a bandwidth higher than
that determined by the writing frequency can be achieved.
In this way, fast transients that cannot be handled on-line
can be accurately reproduced. Data capture and/or graphic
recording (with an appropriate speed) can be controlled by
trigger functions (external or derived from recorded sig-
nals); Pre- and posttrigger may be chosen. Via memory x–y
plots can be obtained. When appropriate software is avail-
able, FFT plots can be made.

Digital recorders can have analog and logic channels.
Typical numbers of analog channels are 4, 8, 16 (and
exceptionally 32 and 64). General monopolar or differential
amplifiers or signal conditioners with analog antialiasing
filters can be plugged-in, as well as special purpose ampli-
fiers for biomedical purposes. Furthermore interfaces can
be provided for computer connection (RS-232C, IEEE-488,
GPIB, Ethernet, USB, SCSI) or external hardware. Soft-
ware can be provided for control, data transfer and con-
version of data to formats for popular data analysis
software programs.

EVALUATION

Table 1 shows a list of manufacturers of recorders, website
addresses and typical products. Analogue recorders with a
rotating pen arm, analog recorders with a translating pen
and digital thermal array recorders. Evidently, the list is
incomplete and continuously changing. For extensive prac-
tical details on recorders, signal conditioning modules,
displays, data storage and processing, computer interfa-
cing, and so on, the manufacturers’ data sheets should be
consulted.

Analog recorders are characterized by their specific
technological limitations: the bandwidth, restricted mostly
by the inertia of the moving parts, imposing constraints on
the frequency content of the signal; the paper width cov-
ered by a trace, the number of channels, and the trace
overlap (including pen dislocation); the stability of the
recording parameters (including shifting of calibrated
paper) and the difficulties of adding coordinate lines and
alphanumeric identification to the records. The use of
auxiliary devices (timing marker, printing head, pen posi-
tion compensation, etc.) has been shown to overcome some
of the limitations. The bandwidth is considered one of
the most important limitations and thus the signal’s
spectral content determines the choice of the recorder
type. Galvanometric pen recorder types (100 Hz band-
width) have lost interest but some types can still be
purchased. A number of mechanisms have been applied
in commercially available devices, but in many applica-
tions analog types have been replaced by digital types or
PC set-ups. Translational servorecorders have kept their
position in their specific domain; They can be used for
slowly varying signals with a signal spectrum up to 5 Hz
(body temperature, heart rate, mean blood pressure,
laboratory applications, etc.).
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Table 1. List of Manufacturers of Graphic Recorders with Websites and Productsa

Manufacturer Rotating Pen Translating Pen Thermal Array

Astro-Med, Inc.
http://www.astromed.com

Model 7 (ink) Dash 18
Dash 2EZ
Dash 8X
Everest

Western Graphtec, Inc
http://www.westerngraphtec.com

WR3310 (tp)
WR7200 (tp)

WX3000/
WX4000 (dig)
(xy/ty)

WR300
WR1000
WR8500
DMS1000

Hugo Sachs Elektronik – Harvard
Apparatus GmbH
http://www.hugo-sachs.de

Mark VII-c (tp) R-60

LDS Test and Measurement LLC
http://www.gouldmedical.com

TA11
TA240
TA6000
WindoGraf

Yokogawa Electric Corporation
http://www.yokogawa.com/
daq/daq-products.htm

3057
LR4100E/
LR4200E/
LR8100E/
LR12000E (dig)
3023/3024 (xy/ty)
3025 (xy/ty)

OR100E/
OR300E
DL708E/
DL716 (ds)
DL750 (ds)

Hioki USA Corporation
http://www.hiokiusa.com

8826 (m)
8835-01 (m)
8841 (m)
8842 (m)

Kipp&Zonen
http://www.kippzonen.com

BD11/12
SE 102/122
SE 110/111/112
SE 124
BD300 (dig)
SE790 (xy/ty)

SE 520/540
SE 570

Soltec
http://www.solteccorp.com

MCR 560
DCR 520 (dig)
DCR 540 (dig)

TA200-938
TA200-3304
TA220-1200
TA220-
3216/3208
TA220-3424
TA220-3608

Omega Engineering, Inc
http://www.omega.com

142
156
555/585/595
640
RD45A/46A
RD1101
RD1201/1202
RD2000
RD3720 (dig)
RD6100
RD6110
RD6112
600A (xy/ty)
790/791(xy/ty)
RD3020 (xy/ty)

Linseis
http://www.linseis.net

L120/200/250
L6514II
L7005II
LY14100II (xy/ty)
LY15100II (xy/ty)

aRecorders with analogue transducers with rotating pen and with translating pen (servo) and recorders with digital transducer (thermal dot array). ink: inkpen;

tp: thermal pen; ds: digitals scope with chart recorder; m: memory recorder; xy: x–y recorder; xy/ty: x–y and t–y recorder; dig: digital signal processing.



Digital recorders are characterized by the typical
features of sampling and digitization in waveform repro-
duction. Although the writing frequency is limited by
the thermal time constant of the thermal dots, with
respect to bandwidth, it does not impose a constraint
on the signal frequency spectrum, because, by the use of
facilities inherent to digital apparatus (including a high
sampling frequency), the problem can be solved by off-
line recording. Signals that vary too fast for on-line
recording can be stored in memory and reproduced at
a speed the recorder is able to handle. Moreover by
the specific writing method where vertical dotted lines
are printed varying from the minimal to the maximal
value sampled within the writing interval, fast transients,
disregarded by ordinary interpolation, are also captured
in the graph. Although the form of the transient cannot
be interpreted, the graph provides evidence of its presence.
In digital recording, the addition of coordinate lines and
alphanumeric information to the record presents no diffi-
culty for the transducer, as there is no essential difference
compared to recording signal tracings. As connections to
computing devices are possible, processed data can also be
recorded, reducing the work of visual inspection of the
record. Also, in some translational servorecorders signals
are processed completely digitally, but in this equipment
typical transducer limitations still exist and the domain of
applications (i.e., the slow varying signals) remains the
same.

As digital recorders are generally sophisticated, one has
to pay the price for the flexibility provided. In addition to
low price, analog recording has the advantage that differ-
ent-colored inks can be used, which is important in multi-
channel recorders with overlapping (full range) curves.
Available digital recorders allow only one color, thereby
reducing identifiability. As the digital writing array is
inside the apparatus there is a small latency between
writing and appearing of the tracings. In overlapping
multipen devices pens are physically dislocated and appli-
cation of the pen offset compensation also creates a time
delay. In digital recorders, displays are added to provide
immediate visibility and easy setting of the recorder para-
meters. Control of the analog recorder is generally limited
and accordingly simple to perform. Digital recorders pro-
vide more facilities, implying the need of training and
experience to install instrument settings for the applica-
tion envisaged.

Analog and digital systems thus have their specific
limitations and benefits. The choice of the equipment for
a specific application is a matter of performance, operating
flexibility, and price. Measurements where immediate
visualization of the tracings on a long strip of paper is
not required and data are to be digitally analyzed and
stored, can be performed by PC with virtual instrument
software and printer. Nowadays the majority of data col-
lection is accomplished using digital PC approaches. As
previously stated, besides the measuring properties, the
graphic quality is extremely important, as it assists visual
examination of the records. In this case the general rule is
applicable. Before one chooses an apparatus, one should
see it in operation, that is, making graphic representations
of the data.
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INTRODUCTION

There is a growing need in clinical medicine to validate the
quantitative outcomes of an applied therapy. In addition,
the measurement of muscle function is an essential com-
ponent of many neurological and physical exams. Muscle
strength is correlated to function, work productivity, and
general quality of life. Muscle function becomes compro-
mised: (1) as we age, (2) when associated with a skeletal
impairment, and/or (3) as a secondary consequence of
many disease processes. Therefore, assessing muscle func-
tion is an important clinical skill that is routinely used by
neurologists, orthopedists, general practitioners, anesthe-
siologists, and occupational and physical therapists. Eva-
luation of muscle strength is used for differential diagnosis,
to determine if an impairment or disability is present, to
decide if a patient qualifies for treatment, and or to track
the effectiveness of a treatment.

In a research setting, the measurement of muscle func-
tion is used to further our understanding of the normal and
potentially impaired neuromuscular system in human and/
or animal experiments. In such research, muscle function
can be assessed at the intact individual level (in vivo), in
chronic and acute animal models (in situ), within isolated
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muscle strips or even within single myofibrils (in vitro),
and/or at the molecular–biochemical level. In this article,
only whole muscle testing (in vivo and in situ) is discussed.

There are several components of muscle performance.
The American Physical Therapy Association uses various
definitions to explain the characteristics of muscle function
(1). Muscle performance is the capacity of a muscle to do
work. Muscle strength is the force exerted by a muscle or
group of muscles to overcome a resistance in one maximal
effort. Instantaneous muscle power is the mechanical
power produced by the muscle (muscle force times muscle
velocity). Muscle endurance is the ability to contract a
muscle repeatedly over time. Of these performance indi-
cators, muscle strength is the one most commonly mea-
sured when assessing the muscle function of intact
humans.

In assessing muscle strength, the conditions under
which the muscle contracts must be specified so that the
muscle test data can be interpreted properly. The following
conditions are relevant: ‘‘Isometric contraction’’: the mus-
cle contracts while at a fixed length; ‘‘Isotonic contraction’’:
the muscle contracts while working against a fixed load,
for example, a hanging weight; ‘‘Isokinetic contraction’’:
the muscle contracts while moving at a constant velocity;
(generally, isokinetic contractions are only possible with
the limb strapped into a special machine that imposes
the constant velocity condition); ‘‘Eccentric contraction’’: the
muscle contracts against a load that is greater than the
force produced by the muscle so that the muscle lengthens
while contracting; and ‘‘Concentric contraction’’: the mus-
cle contracts against a load that is less than the force
produced by the muscle so that the muscle shortens while
contracting.

Isometric muscle tests are the most common as they are
the simplest to perform and reproduce and, because the
test conditions are well defined, they are the most appro-
priate for comparing results within a population. Two
considerations are important when testing muscle under
isometric conditions. First, because muscle force varies
with muscle length, the length of the muscle must be
specified when planning and reporting a muscle test. For
example the manual muscle test has strict and well-defined
rules for the subject’s posture and joint positions that must
be followed if one is to make clinical decisions based on the
test (2).

Second, all isometric muscle tests of intact human mus-
cle are conducted with the limb either held in a fixed
position by the examiner, or with the limb fixed to a brace
or jig (see the Stimulated Muscle Force Assessment sec-
tion). While these methods hold the limb in a fixed position,
the muscle will not be strictly isometric because of tendon
stretch. The mismatch between limb condition and muscle
condition only causes problems when trying to infer details
about muscle dynamics, such as rise time or contraction
speed from externally measured forces. Even if the whole
muscle could be fixed at proximal and distal ends, during a
twitch, the distance between z lines in the myofibril will
shorten, which means the sarcomeres are shortening due
to internal muscle elasticity. This is why the length tension
and dynamic properties of whole muscle deviate somewhat
from those of the isolated sarcomere. Nevertheless, length

tension or ankle–angle/isometric–torque analyses can be
done in vivo (3,4).

Testing of intact human muscle requires that muscle
output be measured external to the body and, as a result,
muscle force is never measured directly. As shown in Fig. 1,
muscles wrap around joints and attach to limbs at the
proximal and distal ends. There is a kinematic relationship
between the measured force and the actual muscle force
that depends on the details of muscle attachment and
varies with joint angle. Therefore, to ultimately solve the
kinematic relationship, one will require information about
muscle attachment location, the geometry of the joint, and
the joint angle. Such geometric information can be readily
obtained from a magnetic resonance imaging (MRI) scan or
a more generic geometry can be assumed, for example,
obtained dimensions gathered from cadaver studies (5,6).

While often reported as a force, external testing of
muscles more correctly should be reported as a torque.
Figure 2 illustrates how force varies with location of the
resistive load along the limb, while torque does not. Report-
ing muscle strength as torque about a joint eliminates this
difficulty. If force is reported, the distance between the
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Figure 1. Muscles wrap around joints. Muscle force is related to
external force produced by a limb through skeletal geometry of
joints and attachment points.

Figure 2. A torque of 4 is produced about a joint. It takes an
opposing force of 2 to balance the torque if the opposing force is
applied at arrow 1. If the opposing force is applied at arrow 2 it only
takes a force of 1 to balance the torque. Thus, the perceived torque,
and therefore the scoring of muscle strength, depends on where
along the limb the examiner places his/her hand.



joint and the resistive load point should be measured to
permit conversion to torque.

External measurement of torque about a limb joint
means that all of the forces acting on that joint are mea-
sured, and that the contribution of the muscle or muscle
group under study cannot be easily separated out. In other
words, there are confounding forces generated by syner-
gistic muscles. For example, when testing foot plantar
flexion to determine gastrocnemius strength, the soleus
may also be contributing to the measured torque about the
ankle. Yet, another complicating factor may be undesired
activations of antagonist muscles. One example is when
you ‘‘flex your arm muscles’’. In general, the resulting
torque from the biceps and triceps are in balance, the
arm does not move, and no external torque will be mea-
sured even though the muscles are contracting actively.

MANUAL MUSCLE TEST

The simplest and most common method of assessing mus-
cle strength is the manual muscle test (MMT). Manual
muscle testing is a procedure for evaluating strength and
function of an individual muscle or a muscle group in which
the patient voluntarily contracts the muscle against grav-
ity load or manual resistance (2,7). It is quick, efficient, and
easy to learn, however, it requires total cooperation from
the patient and learned response levels by the assessor.

The procedures for conducting the MMT have been
standardized to assure, as much as possible, that results
from the test will be reliable (2,7,8). The specific muscle or
muscle group must be determined and the examiner must
be aware of, and control for, common substitution patterns
where the patient voluntarily or involuntarily uses a dif-
ferent muscle to compensate for a weak muscle being
tested.

To conduct a MMT, the patient is positioned in a posture
appropriate for the muscle being tested, which generally
entails isolating the muscle and positioning so that the
muscle works against gravity (Fig. 3). The body part prox-
imal to the joint acted on by the muscle is stabilized. A
screening test is performed by asking the patient to move
the body part through the full available range of motion

(ROM). The main test is then performed either unloaded,
against a gravity load, or against manual resistance, and a
grade is assigned to indicate the relative muscle strength.

Manual grading of muscle strength is based on palpa-
tion or observation of muscle contraction, ability to move
the limb through its available ROM against or without
gravity, and ability to move the limb through its ROM
against manual resistance by the examiner. Manual resis-
tance is applied by the examiner using one hand with the
other hand stabilizing the joint. Exact locations for apply-
ing resistive force are specified and must be followed
exactly to obtain accurate MMT results (2). A slow, repea-
table velocity is used to take the limb through its ROM,
applying a resistive force just under the force that stops-
motion. The instructions to the patient are, use all of your
strength to move the limb as far as possible against the
resistance. For weaker muscles that can move the limb, but
not against gravity, the patient is repositioned so that the
motion is done in the horizontal plane with no gravity.

Grades are assigned on a 0–5 scale with � modifiers
(1 ¼ trace score, 2 ¼ poor, 3 ¼ fair, 4 ¼ good, 5 ¼ normal)
(Table 1). Grades > 1 demonstrate motion, and grades >3
are against manual resistance. Other comparable scoring
scales exist (7).

As noted above, importantly, the assignment of scores is
based on clinical judgment and the experience of the
examiner. The amount of resistance (moderate, maximal)
applied by the examiner is also based on clinical experience
and is adjusted to match the muscle being tested as well as
the patient’s age, gender and/or body type.

A common alternative to motion-based MMT is the
isometric MMT in which the limb is held in a fixed position
while the examiner gradually applies an increasing resis-
tance force. The instructions to the patient are, Don’t let me
move you. The amount of force it takes to ‘‘break’’ the
patient is used to assign a score. Scoring norms for iso-
metric MMT are provided in Table 2. While the MMT is the
most widely used method to assess muscle function, its
reliability and accuracy can be questionable (9,10). The MMT
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Figure 3. Manual muscle test of the iliopsoas.

Table 1. Manual Muscle Test Scoresa

Score Description

0 No palpable or observable muscle contraction
1 Palpable or observable contraction, but no motion
1þ Moves limb without gravity loading less than one-half

available ROMb

2� Moves without gravity loading more than one-half ROMb

2 Moves without gravity loading over the full ROMb

2þ Moves against gravity less than one-half ROMb

3� Moves against gravity greater than one-half ROMb

3 Moves against gravity less over the full ROMb

3þ Moves against gravity and moderate resistance less
than one-half ROMb

4� Moves against gravity and moderate resistance
more than one-half ROMb

4 Moves against gravity and moderate resistance
over the full ROMb

5 Moves against gravity and maximal resistance
over the full ROMb

aAdapted from Ref. 2
bROM ¼ range of motion.



scores are least accurate for higher force levels (9,11,12).
Interrater reliability for MMT is not high, suggesting that
the same examiner should perform multiple tests on one
subject or across subjects (2). While not entirely accurate,
MMT scores do correlate well with results from handheld
dynamometers (13), implying that both are valid measures
of muscle strength. However, as explained in a later sec-
tion, all tests based on voluntary activation of a muscle are
prone to artifact because of patient motivation and exam-
iner encouragement.

APPARATUS

The appeal of the MMT is that it can be performed simply
with the patient, an examiner, and a bench or table. This
makes it ideal for the routine clinical environment where
specialized equipment is unavailable and time is short.
It is also suited for situations in which testing must be

performed away from the clinic, for example, in nursing
homes, rural areas, or remote emergency settings.

When greater accuracy of results is needed, instruments
are available that provide precise readouts of the resistive
force the muscle works against (14). One example is a hand-
held dynamometer, such as the one shown in Fig. 4. This
instrument can be sandwiched between the examiner’s
hand and the patient’s limb, and provides a ‘‘readout’’ of
force. The interrater reliability for handheld dynam-
ometers is good when used with a standard procedure
(15–17), as is the test-retest reliability (13).

Other products have been developed for specific tests of
muscle strength, for example, the hand dynamometer and
pinch grip devices shown in Fig. 5. These are easy to use
and common for diagnostic tests of the hand. Despite their
quantitative nature, readings between different types and
brands of dynamometers can vary (18,19).

Computer-controlled dynamometers offer a variety of
loading conditions for muscle testing and for strengthen-
ing treatments (20,21) (Fig. 6). Along with isometric and
isotonic loading, dynamometer machines provide isoki-
netic conditions in which the muscle group acts against
a computer-controlled resistance that moves the limb at a
constant angular velocity.

ADVANCED MUSCLE ASSESSMENT METHODS

Measuring Muscle Dynamics

Muscle is a complex actuator whose external properties
of force and motion result from the action of thousands of
muscle fibers which, in turn, result from the action of
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Table 2. Grading of Isometric Manual Muscle Testa

Score Description

3 Maintains position against gravity
3þ Maintains position against gravity and minimal

resistance
4� Maintains position against gravity and less than

moderate resistance
4 Maintains position against gravity and moderate

resistance
5 Maintains position against gravity and maximal

resistance

aAdapted from Ref. 2.

Figure 4. Handheld dynamometer.
Pictured is the Lafayette manual
muscle test system from Lafayette
instrument company (Lafayette, IN).

Figure 5. The Jamar hand dynamometer is
pictured on the left (NexGen Ergonomics, Quebec,
Canada), and the B & L Pinch Gauge is shown on the
right (B & L Engineering, Tustin, CA).



millions of structural and active proteins whose interaction
is triggered by biochemical events. While most muscle
testing focuses on the overall strength of a muscle or
muscle group, more sophisticated assessment can be useful
for in-depth examination of muscle function, including its
dynamic, kinematic and fatigue properties.

The approach used to measure muscle function in more
detail involves developing a mathematical model of muscle
activity and then using experiments to identify the para-
meters of the model. Overviews of these methods are
provided in Zajac and Winters (22), Durfee (23), Zahalak
(24), Crago (25), and Kearney and Kirsch (26). The modeler
must first choose the appropriate complexity of the math-
ematical model. The optimum choice is a model that is
sufficiently complex to reveal the behavior of interest, but
not so complex that parameters cannot be identified. Gen-
erally, Hill-type input–output models (27,28) are a good
balance, as they capture key force–velocity, force–length,
and activation dynamics at a whole muscle level (Fig. 7).

Model parameters can be identified one at a time, using
the approach followed by Hill (27), or all at once using
modern system identification techniques (23,26). Electrical
activation of the muscle is a particularly convenient means
for excitation because, unlike voluntary activation, there is
control over the input, an essential component for an
effective system identification method. Testing can be done

under isometric conditions for determining recruitment
and twitch dynamic characteristics, or under arbitrary
loading to find active and passive force-length and force-
velocity properties.

Identification of muscle properties is most easily
accomplished using isolated muscle in acute animal model
studies. Here the muscle is unencumbered by joint
attachments and extraneous passive tissue. Muscle tendon
can be directly attached to a force sensor and placed in a
computer-controlled servo mechanism to apply known
length and velocity trajectories, all while being stimulated.
For example, the isometric recruitment curve, the relation-
ship between muscle force and stimulus strength, can be
identified using either point-at-a-time or swept amplitude
methods, the latter being efficient in implementation (29).
Using the model shown in Fig. 8, active and passive force–
length and force–velocity properties can be estimated using
brief bouts of controlled, random length perturbations, and
then verified through additional trials where both stimula-
tion and length are varied randomly (23,30) (Fig. 9). Simul-
taneous identification of active and passive muscle
properties for intact human muscles is more challenging
and represents an ongoing area of research (26).

Electromyogram

Contracting skeletal muscle emits an electrical signal, the
electromyogram (EMG). Electrical recording of the EMG
using needle or surface electrodes is an important diagnos-
tic indicator used in clinical neurology to diagnose neuro-
muscular disorders including peripheral neuropathies,
neuromuscular junction diseases, and muscular dystro-
phies. The EMG is also used in research as an estimator
of muscle activity for biomechanics and motor control
experiments. The reader is referred to Merletti and Parker
(31) and Basmajian and DeLuca (32) for a comprehensive
discussion of surface and needle EMG used in research
applications, and to Preston and Shapiro (33), Kimura
(34), and Gnatz (35) for an introduction to clinical EMG.
Nevertheless, these assessment approaches require voli-
tional activation of the patient’s musculature under
investigation.

STIMULATED MUSCLE FORCE ASSESSMENT

As described above, most devices used clinically to quanti-
tate force and increase objectivity still rely on voluntary
effort,which can be problematic. Pain, corticospinal tract
lesions, systemic illness, and inconsistent motivation can
significantly affect voluntarily activated muscle force. In
addition, some neurologically impaired patients have dif-
ficulty maintaining a constant velocity of limb movement,
and some very weak patients are unable to complete a full
range of motion in voluntary force assessment tasks
(36,37). As a specific example, monitoring muscle function
in patients confined to the intensive care unit is a difficult
challenge. Often such patients are on potent pain medica-
tions (e.g., morphine) and/or are sedated, or may have
significant alterations in levels of consciousness due to
critical illness (38,39). Thus, it can be extremely difficult
to ask such patients to provide reproducible voluntary
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Figure 6. Biodex dynamometer for computer-controlled muscle
testing (Biodex Medical Systems, Shirley, NY).

Figure 7. Hill muscle model. The contractile element (CE)
contains the active element with dynamics, force–velocity and
force–length properties. The series element (SE) is the inherent
internal elastic elements, and the parallel element (PE) represents
passive connective tissue.



efforts. Even when cooperation is good, most measures of
force assessment are qualitative, similar to using a hand-
held unit for testing neuromuscular blockade.

Stimulated muscle force assessment is a versatile
approach for quantitative involuntary muscle torque in
humans. A muscle is activated by noninvasive nerve or
motor point stimulation. A rigid apparatus is used to secure
the appropriate portion of the subject’s body in a predeter-
mined position that confines movement to a specific direc-
tion, for example, ankle dorsiflexion, thumb adduction, arm
flexion, or neck flexion (3,4,40,41) (Figs. 10 and 11). The
innervating nerves or the motor points of the muscle are
stimulated using surface electrodes, with either a single

stimulus to generate a twitch contraction or with short
trains of stimuli to produce tetanic contractions (e.g., 5 ms
interpulse intervals) (3,4). Incorporated strain gauges are
used to measure isometric torque and, via acquisition soft-
ware, all data are immediately displayed and on-line ana-
lyses are performed. Various parameters of the obtained
isometric contractions are measured, for example, time
between stimulus and torque onset, peak rate of torque
development, time to peak torque, half-relaxation time,
and other observed changes (Fig. 12; Table 3).

Such information is predicted to correlate with under-
lying physiological conditions and/or the presence of a
myopathic or neuropathic disorder. To date, the average
torque generated by healthy control subjects varies by <5%
with repeated testing for contractions elicited from the
various muscle groups studied (4,40,41). Thus, this assess-
ment approach has potential utility in a number of
research arenas, both clinical and nonclinical. Specifically,
it has added clinical value in diagnosing a neuromuscular
disorder, tracking weakness due to disease progression,
and/or quantitatively evaluating the efficacy of a therapy
(37,42–45). Compared to current assessment methods, we
consider that monitoring isometric muscle torque gener-
ated by stimulation improves objectivity, reliability, and
quantitative capabilities, and increases the type of patients
that can be studied, including those under sedation (39)
(Fig. 10). Stimulated muscle force assessment may be of
particular utility in studying patients with a known under-
lying genetic disorder, for it could then provide important
information as to genotype–phenotype associations (37).

The general configuration of the measurement system
consists of the following main components: a stabilizing
device that holds either the subject’s arm or leg in a
defined position; a force transducer that detects the
evoked torque produced by a specific muscle group; hard-
ware devices for nerve stimulation, signal amplification,
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Figure 8. A model that can be used
for muscle property identification.
The active element has recruitment
and twitch dynamics that multipli-
catively combine with active force–
length and force–velocity properties
and sum with passive force–length
and force–velocity properties to pro-
duceoverall muscle force. (For details,
see Refs. 23 and 30). IRC ¼ isometric
recruitment curve; CE ¼ contractile
element; PE ¼ parallel element.

Figure 9. Results from an isolated muscle experiment where
muscle active and passive properties were identified, then the
resulting model was verified against experiment data. Data were
generated while the muscle underwent simultaneous, random,
computercontrolled stimulation and length perturbations (30).



and signal conditioning; a computer for stimulus delivery;
and data acquisition software for recording, analyzing,
and displaying all signals simultaneously (torque, EMG,
applied stimulus) (Figs. 10–12).

The stabilizing device system currently used to study
the dorsiflexors is a modification of a previously described
apparatus (3). This device can be configured to maintain
the subject’s leg in a stable position while allowing access
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Figure 10. Muscle force assessment system to
determine involuntary isometric torque of the
human dorsiflexor muscles. It is comprised of the
following main components: (1) a stabilizing frame
with knee supports; (2) the torque plate with
mounted boot to fix the foot which can be rotated
between �408 and 408; (3) a strain gauge system
(Wheatstone bridge circuit) that detects the evoked
torque; (4) a stimulator–amplifier unit that can
supply variable stimulus pulse amplitudes and
pulse durations and can amplify the voltage
changes from the Wheatstone bridge circuit; and
(5) a computer with data acquisition hardware and
software for recording, analyzing and displaying all
signals. (Modified from Ref. 39.)

Computer

Stabilizing
frame

Torque
plate

 

Stimulator
amplifier

Unit

Figure 11. Various applications of
stimulated muscle force assessment: (a)
dorsiflexor muscles in a seated individual
with stimulation of the common peroneal
nerve lateral to the fibular head; (b)
adductor pollicus muscle following ulnar
nerve stimulation; (c) activated biceps
force with motor point stimulation; and
(d) head stabilizing/force system to study
sternocleidomastoid muscle function
following motor point stimulation. (See
also Refs. 4, 40, and 41.)



for stimulation of the common peroneal nerve lateral to the
fibular head (Fig. 11a). The torque about the ankle joint,
produced by the dorsiflexor muscles (i.e., primarily gener-
ated by the tibialis anterior with contributions from the
peroneus tertius and extensor digitorum muscles), is then
quantified. One or two padded adjustable clamps can be
used to maintain stability of the leg (knee slightly flexed in
a supine position or flexed at 908 while seated). Modified
in-line skate boots of varying sizes are affixed to the torque
plate and adapted for either the right or left foot. The foot
and ankle can be rotated within a 408 range while secured
in the skate boot. This device can also be used for subjects
in a supine position, in which case the support frame is
secured to the upper leg proximal to the knee (Fig. 10)
(39,45). To emphasize the extreme versatility of this meth-
odology, note that a specialized version of this device was
constructed and used to study dorsiflexor torques in hiber-
nating black bears, Ursus Americanus, in the Rocky Moun-
tains (46).

Briefly, the arm and hand stabilizing apparatus, used to
measure muscle torque of the adductor pollicis, is easily
attached to the main stabilizing frame (Fig. 11b). Using

straps, the forearm can be secured to the arm stabilizing
unit, which can be adjusted for varying arm lengths. The
digits (2–5) are placed in the hand well, and the thumb is
secured to the constructed thumb bar attached to the
torque plate. Shown in Fig. 11c is the configuration that
is used to record force generated by the biceps muscle. As
for the aforementioned muscles, force can be produced by
peripheral nerve stimulation or by voluntary effort. In
addition, we have successfully employed motor point sti-
mulation of the muscle itself with large surface electrodes
(40). The forces of the isometric muscle contractions are
obtained as changes in torque applied to the instrument
torque plate. Finally, we recently reported the optimization
of an approach to study forces in the sternocleidomastoid
muscle in the anterior neck (Fig. 11d), and plan to use these
methodologies to study the effect of therapy in patients
with cervical dystonia.

To date, this assessment approach has been used to
study patients with a wide variety of disorders including:
amyotrophic lateral scoliosis, Brody’s disease, chronic
inflammatory demyelinating polyneuropathy, malignant
hyperthermia, muscular dystrophy, myotonia, periodic
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Figure 12. An example of a typical
data display available to the inves-
tigator during subsequent off-line
analyses. Graphically displayed are
the muscle torque waveform and
the stimulus administered (a double
pulse with a 5 ms interpulse interval).
Numerically displayed are various
contractile parameters. Time 0 is the
time of stimulation. The horizontal
line indicates the time when half of
the peak torque has been generated.
The display shown is the torque gen-
erated by the dorsiflexor muscles of a
normal, healthy subject.

Table 3. Contractile Parameters that Can Easily be Quantified

Parameter Unitsa Definition

Peak torque N
m Maximum amount of torque developed
Contraction time s Time from onset of torque to time of peak torque (e.g., calculated at 90% of peak)
Half-relaxation time s Time from peak torque to time when torque decays to half of peak torque
Peak rate of development N
m/s Maximum rate of torque development
Peak rate of decay N
m/s Maximum rate of torque decay
Time to peak development s Time from onset of torque to the peak rate of development
Time to peak decay s Time from peak rate of development to peak rate of decay
Half-maximal duration s Time when the generated torque is maintained at a level of half of the peak torque
Latency to onset s Time from the stimulus to the onset of torque development

aN
m ¼ newton meters.



paralysis, and nerve conduction blocks. The new insights
to be gained by employing this approach in a variety of
healthcare situations will further our clinical understand-
ing of the underlying pathophysiologies, and provide us an
accurate means to determine clinical outcomes. Recently,
we employed this approach to evaluate athletes with poten-
tial overtraining syndrome (47), thus the applications for
these methodologies could be considered quite limitless.

SUMMARY

The assessment of a patient’s muscle strength is one of the
most important vital functions that is typically monitored.
Specifically, strength assessment is necessary for deter-
mining distribution of weakness, disease progression, and/
or treatment efficacy. The particular assessment approach
will be, in part, dictated by the clinical circumstance or
severity of illness. Several assessment techniques and tools
are currently available to the healthcare provider and/or
researcher, yet each has its unique attributes. Neverthe-
less, as outcomes-based medical practice becomes the
norm, the need for quantitative outcomes assessment of
muscle strength will become even more important.
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INTRODUCTION

The aim of this chapter is to provide an overview of current
issues involving the use of computers in cognitive rehabili-
tation. The chapter begins with a brief historical review of
computer use with a variety of disabilities including brain
injury, learning disability,psychiatricdisorders, and demen-
tias. It continues to address selected research findings on
the use of virtual reality for rehabilitation of impairments
in attention, memory, and functional daily living activities.
Finally, the chapter ends with conclusions and ethical reflec-
tionson using computers inresearchand directcarepractice.

Impairments in cognitive function frequently occur as a
result of acquired brain injury (i.e., trauma, cerebrovascular

accidents, anoxic encephalopathy, meningitis), specific
learning disabilities, mental illness, Alzheimer’s disease
and other causes of dementia, and as a result of the natural
aging process. These cognitive impairments can include, but
are not necessarily limited to, decreased attention/concen-
tration, memory, problem-solving and decision-making,
planning, and sequencing. These impairments can nega-
tively impact learning and skill acquisition, interfere with
the ability to engage in everyday activities, preclude parti-
cipation in social engagements, and hinder quality of life.

Cicerone et al. (1) and Giaquinto and Fioro (2) have
defined cognitive rehabilitation as the systematic applica-
tion of interventions to remediate or compensate for cog-
nitive deficits and improve abilities in daily living skills
and problem-solving. Cognitive rehabilitation interven-
tions teach an individual to appropriately attend to, select,
understand, remember relevant information, and apply
the information appropriately in order to engage in mean-
ingful daily activities and solve problems that occur in our
complex society. Successfully completing daily activities
and solving novel problems supports participation in
meaningful societal roles such as breadwinner, husband,
wife, and parent. Cognitive rehabilitation is generally
carried out as part of a service delivery system that is
interdisciplinary in nature (3). Services delivered are
tailored to individual needs, are relevant to the person
receiving the services, and bring about change that impacts
daily functioning (1,2).

Over the past three decades, the personal computer has
been employed as a tool to deliver interventions to remedi-
ate or compensate for cognitive deficits. Computers offer a
number of advantages over traditional methods of cogni-
tive remediation (i.e., flexibility, data collection, accessi-
bility, portability, and cost), and, while not a treatment
approach in and of themselves, computers can be a power-
ful tool to enhance the efforts of educators and clinicians.

COGNITIVE TRAINING FOR PERSONS WITH BRAIN INJURY

Computer-assisted cognitive retraining (CACR) for per-
sons with acquired brain injury (ABI) began with the
use of standard video games as an adjunct to traditional
approaches to address deficits in attention/concentration,
visual scanning, information processing speed, and divided
attention (4). Lynch (4) reported that the initial use of video
games for cognitive retraining was appealing to both clin-
icians and ABI survivors, as the games were inexpensive
and widely available, and were interesting and motivating
to the user. However, despite improvements on neuropsy-
chological measures of basic cognitive skills reported in
early single subject and small group pre-post design experi-
ments using CACR (4,5), little carry over into everyday
activities occurred. Other limitations existed as well, such
as the inability to modify computer games for individual
use and score user performance in a consistent and mean-
ingful way (6). For these reasons, computer games gave
way to educational programs that were developed for drills
and practice of basic academic skills (i.e., vocabulary, math
skills, and simple problem-solving/decision-making). How-
ever, the commercially produced educational software was
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not without limitations, primarily the inability to easily
modify the program to meet specific needs of an individual
user or clinician. By the mid-to-late 1980s, specific compu-
ter software was developed for CACR with the ABI popula-
tion. Some software programs addressed a number of
cognitive skills (such as attention, memory, and sequen-
cing) in a ‘‘package’’ (2,7). These programs allowed the
clinician to vary levels of task complexity and individualize
treatment by adjusting the speed of stimulus presentation,
the delivery of cues/prompts, establishing reinforcement
schedules, and so on. Results of studies using CACR to
address specific deficits in attention/concentration (8,9),
memory (10), visual processing (11), and visual scanning
(12) also appeared in the literature.

Today, computers are used as assistive devices to help
persons with cognitive deficits complete essential daily
activities such a remembering appointments and items
on a to-do list, and to overcome specific limitations such
as difficulty speaking (voice synthesizer). Virtual environ-
ments also allow persons to practice skills in a safe, simu-
lated environment (13,14). Weiss et al. (13) used a PC-
based VR system to train stroke patients with unilateral
spatial neglect to practice crossing a typical city street
safely. Zhang et al. (14) developed a PC-based virtual
kitchen allowing persons with acquired brain injury to
practice cooking a meal. The computer program provided
prompts as needed to assist the user to sequence and
complete the task correctly. The use of virtual reality in
cognitive rehabilitation is discussed in greater depth later
on in the chapter.

COGNITIVE TRAINING FOR STUDENTS WITH LEARNING
DISABILITIES

Personal computers appeared in the classroom in the late
1970s and early 1980s (15). Computer-assisted instruction
(CAI) presented information in the three primary modal-
ities: drill and practice, simulation, and tutorials. Drill and
practice programs provided a single question or problem
and elicited a response from the student. The student’s
answers were met with feedback from the computer pro-
gram, followed by another question or problem. Simulation
programs were more complex, requiring the student to
process information on more than one level simultaneously
and engage in a decision-making process. The computer
program provided cues and feedback to assist the student
in reaching the correct answer. Tutorial programs simu-
lated the traditional style of classroom education delivered
by most teachers. The information or content material was
presented to the student. The computer program asked
questions of the student, provided cues, prompts, and feed-
back as needed until the material was mastered. For some
teachers and administrators, computers were thought to
be the answer to problems associated with traditional
approaches to instruction, particularly for educating chal-
lenging students. Teachers struggled with providing
appropriate levels of instruction for students with a variety
of learning styles, aptitudes, and in some cases, disabil-
ities. With PCs in the classroom, gifted and talented stu-
dents would be able to receive additional or more

challenging assignments, while ensuring additional drill
and practice and self-paced learning for students who
required more individualized assistance. Those who
embraced early computer technology in the classroom
experienced the PC as inexpensive, portable, and a way
to provide challenging but nonthreatening instruction.
Some viewed the computer as a ‘‘fashion statement,’’
whereas others were afraid of the technology and resisted
its use in the classroom. The greatest limitation of early
computer technology for the classroom was memory capa-
city. Also, with pressure from parents and the booming PC
industry, CAI programs for the classroom were introduced
before being adequately assessed. Finally, it was difficult to
measure the effectiveness of CAI as compared with tradi-
tional methods of instruction due to the number of vari-
ables that must be controlled in the classroom setting.

Over the past two decades, computer usage has
increased, primarily due to the increased memory capacity
available in today’s computers. Special applications have
been developed for the special education populations and
for students with specific learning disabilities. Multimedia
and hypermedia (i.e., presentation of information in text,
graphics, sound, animation, and video) are now used with
special populations to enhance writing skills (16) and
mathematics and problem-solving skills (17). PCs are
now used to overcome physical disabilities and language
difficulties (i.e., problems understanding or using spoken
or written language) of students participating in special
education curriculums and continue to be used for drill and
practice of basic academic skills. Research is mixed with
regard to the impact of computer-assisted instruction on
student’s academic performance, primarily due to research
design flaws in two critical areas: (1) inclusion of adequate
controls and (2) holding instructional variables constant.
However, a common theme emerging from most published
studies is that technology cannot take the place of good
teacher instruction. Use of computers in educational set-
tings must include effective instruction from teachers,
proper social organization of the classroom, and meaning-
ful assignments.

COGNITIVE TRAINING FOR PERSONS WITH PSYCHIATRIC
DISORDERS

Early use of computers in psychiatry and psychotherapy
borrowed successes of the technology in educational set-
tings and rehabilitation of persons with acquired brain
injury (18,19). Mentally ill patients often demonstrate
cognitive deficits similar to individuals with learning dis-
abilities and traumatic brain injury, including decreased
attention/concentration, memory, planning and problem-
solving, and judgment/decision-making (18,19).

In the area of psychiatry, reports of computer-assisted
interventions began to appear in the literature in the late
1980s. Computers were used as interviewing and assess-
ment devices (e.g., diagnostic interviews) and for self-
administered rating scales for depression and other mental
illnesses (20–22). Computers were thought to have some
advantage over a professional conducting a clinical inter-
view, as some psychiatric patients were more willing to
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disclose sensitive information to a computer rather than to
a person (22).

Later, studies appeared in the psychiatric literature
using computers to treat specific cognitive deficits, such
as decreased attention and psychomotor speed in persons
with schizophrenia (23,24).

Greater memory capacity and improved graphics
allowed the development of multimedia presentations for
patient education and specific data collection. In one study,
Morss et al. (25) used a multimedia computer program to
assess and evaluate the side effects of antipsychotic med-
ication in persons with schizophrenia.

Finally, computers have been used in long-term psy-
chiatric settings to teach high level vocational skills and to
remediate educational disabilities. Brieff (26) reported use
of computers to teach advanced computer applications
(such as database development for accounting and inven-
tory, desktop printing and publishing, installing and
upgrading software, and teaching staff word processing
and spreadsheet skills), and to remediate deficits in math-
ematical abilities, reading comprehension, and vocabulary
in persons with chronic mental illness. Brieff (26) and Perr
et al. (19) have cited numerous advantages of computer use
with this population. Persons with chronic mental illness
can learn to use computers and appear motivated to use the
technology. Computers can be more engaging and provide
for self-paced learning, making computer use more attrac-
tive than traditional classroom settings. Computer pro-
grams can be easily modified or individualized. Many
patients demonstrate enhanced self-esteem as they master
specific skills or become productive. Some other benefits of
computer use with this population included increased
attention/concentration and decreased frustration.

Computer technology has also been applied to the use of
psychotherapy. Like psychiatry, computers have been used
to aid in diagnostics, patient education and computer-
assisted instruction, and cognitive rehabilitation (27).
Computers have also been used in some forms of psy-
chotherapy. With the advent of the PC, reports of the
application of computer technology immediately began to
appear in the literature in the late 1970s and early 1980s.
Computers were used to desensitize anxious test-takers
(28), in the treatment of agoraphobia (29), in the treatment
of obesity (30), and in the treatment of sexual dysfunction
in individuals and couples (31). Later, applications
appeared in the field of behavioral health using computers
for promoting smoking cessation and substance use/abuse
(32).

In addition to numerous self-help applications, compu-
ters have been used in brief psychotherapy for presenting
straightforward information or feedback (33).

Studies using computers in psychotherapy have shown
that the technology is widely accepted and most people find
computers to be a reliable source of information (databases,
Internet, etc.). Similar to reports in the psychiatric litera-
ture, some persons find it easier to share sensitive infor-
mation with a computer as opposed to a person. Rialle et al.
(27) cite a number of advantages of computer-mediated
psychotherapy services. First, regarding ethical consid-
erations, it is highly unlikely that exploitation, abuse, or
boundary issues will occur in a relationship between

a computer and persons receiving computer-assisted
psychotherapy services. With continued increases in
health-care costs, computers can be cost-effective and
provide greater access to growing demands for mental
health services. It is unlikely that computers, at least in
the near future, will replace human psychotherapists
given the complexity of the interaction that takes place
in the course of intensive and long-term psychotherapy.
The relationship between the person and the therapist is
where the work of psychotherapy occurs, and computers
cannot replace the warmth, empathy, and genuineness
responsible for change in the therapeutic relationship.

COGNITIVE TRAINING FOR PERSONS WITH DEMENTIA

Reports of computer-assisted instruction and cognitive
rehabilitation with the elderly have appeared in the nur-
sing (34), geriatric (35), and psychology (36) literature over
the past 15 years. PCs have been used in the treatment of
age-related cognitive decline (37), Alzheimer’s disease
(AD), and other dementias (38). Computers have also been
used for instruction, entertainment, and socialization of
otherwise healthy elderly people without self-reported
cognitive decline (39).

In the treatment of age-related cognitive decline,
Gunther et al. (37) demonstrated that a 14 week computer-
assisted cognitive rehabilitation program resulted in
improved memory, information processing speed, learning,
and interference tendency for 19 elderly participants who
showed age-related cognitive decline without dementia.
Follow-up five months after the completion of the cognitive
rehabilitation program showed that information proces-
sing speed, learning, and interference tendency were main-
tained. The study also listed a number of advantages of
computer use with this population, including the compu-
ter’s value to motivate the elderly to learn, the computer’s
ability to directly measure success, it’s flexibility, and the
ability to provide immediate and totally value-free feed-
back.

Computer-based interactive programs have been used
to treat mild to moderate AD. Hoffman et al. (38) reported
results from a pilot study of 10 AD patients. Although no
evidence of general cognitive improvement or transfer of
skills to real-life settings was noted, most participants in
the study showed increased speed of computer use,
required less assistance to use the computer program,
and 8 of 10 made fewer mistakes. Mahendra (40) pointed
out that many of the principles that facilitate learning in
patients with AD or vascular dementia are easily incorpo-
rated into computer programs. For instance, repetition,
active involvement in learning (i.e., interactive programs),
cueing, feedback, and reinforcement of correct responses
can easily be built into computer-assisted cognitive reha-
bilitation programs.

In a review article, Hendrix (39) reported on a number of
studies that revealed computer usage by otherwise healthy
elderly individuals resulted in improved self-esteem (i.e.,
from a sense of accomplishment or productivity), increased
attention to task, and greater social interaction. Computer
usage also provided entertainment and mental stimulation
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in the form of games, puzzles, and the like. Many of the
sensory (i.e., visual and hearing) and motor deficits asso-
ciated with aging were overcome by the use of a PC. For
example, increasing font size to at least 18 made text more
readable. External speakers (for amplification) or visual
indicators on the screen compensated for poor hearing.
Touch screens, voice-activated typing programs, and key-
board guards were among other modifications that allowed
the elderly to use computers for entertainment, research,
and contact with friends and family.

Finally, computers and computer programs have
recently been developed as a screening tool to identify
mild cognitive impairment in early dementia patients
(41). Future trends in the use of computers with the
elderly will be aimed at preventing cognitive loss.
‘‘Geroprophylaxis’’ (37) or preventive therapies for the
elderly may incorporate the use of computers in everyday
activities, and probably at a younger age (for example, just
after retirement) in an effort to prevent cognitive decline.

Although all these implementations present the con-
ventional use of computers in cognitive rehabilitation,
which have followed ever since the advent of computers
in rehabilitation, VR technology, a more recent computer-
based intervention in cognitive training, is increasing
gaining attention. The technology offers a safe appendage
to clinical interventions and is therefore just beginning to
gain a therapeutic appeal in the area of rehabilitation. The
following section discusses a few studies that have imple-
mented the VR technology in cognitive rehabilitation.

VIRTUAL REALITY AS A COMPUTER-GENERATED
TECHNOLOGY FOR REHABILITATION

VR provides a natural and intuitive interaction with a
simulated environment because of the enhanced kines-
thetic feedback gained by using various haptic devices.
It provides the capability to display a 3D computer-
generated environment, which allow individuals to inter-
act and become immersed in the simulation as if they were
in a naturalistic setting (42,43). Immersion or presence is
achieved by a variety of projection systems ranging from
basic flat-screen systems to projection walls and rooms
known as CAVES (www.evl.uic.edu/pape/CAVE/). These
projection systems produce virtual or mixed environments
where real and simulated representations of objects and
people can be used for evaluation and training of individual
skills (44).

Specialized devices such as head-mounted displays
(HMDs) combined with tracking systems, earphones, ges-
ture-sensing gloves, and haptic feedback also facilitate the
sense of immersion in the virtual environment (45). How-
ever, the VR headsets may produce deficits of binocular
function after a period as short as 10 min (46,47). HMDs
contribute to ocular discomfort, headaches, and motion
sickness (48). Many factors may contribute to the symp-
toms when using HMDs, including the weight and fitting
of the HMDs, the postural demands of the equipment, low
illumination and spatial resolution, as well as the sensory
conflict between the visual, vestibular, and nonvestibular
proprioceptive system (48). Although some studies report

minimal risk or rapid dissipation of side effects when using
VR technology, additional research is needed to determine
the duration and severity of the symptoms (45,48).

Computer graphics techniques are used to create a
virtual setting, complete with images and sound, that
corresponds to what the user would experience in a real
environment. The VR headset and a tracking system sense
the position of the user’s head and communicate the infor-
mation to the computer that uses this spatial information
to immerse and orient the user in the virtual setting.

Therefore, the user can navigate and interact with
objects in the virtual environment using other VR devices
such as data gloves, joy sticks, or even the natural hand
(45,49). In other words, these collections of 3D computer-
generated images can generate a continuum of high fidelity
virtual environments. The VR devices and displays range
from ‘‘virtual world objects’’ to ‘‘mixed reality’’ in which the
real world and the virtual world objects are presented
together within a single display (49,50).

The VR technology seems to offer many opportunities
for evaluation and training of healthy and disabled popu-
lations. Successful reports include the U.S. National Aero-
nautics and Space Administration’s use of VR training for
astronauts to repair the Hubble telescope in space (51) and
use of VR in the rehabilitation of people with intellectual
disabilities (52).

VR FOR COGNITIVE TRAINING

This section will focus on the potential of VR for cognitive
training. Persons who suffer from central nervous system
damage may experience profound and pervasive difficul-
ties with cognition. The beneficial aspects and limitations
of VR for cognitive impairments will be discussed from the
impairment and functional disability perspective. This
model represents the continuum of the health-care services
at the body and functional levels. VR training in cognitive
rehabilitation has been divided into attention training and
memory training.

VR FOR ATTENTION ASSESSMENT AND TRAINING

The brain allows individuals to constantly scan the envir-
onment for stimuli. Arousal, orientation, and focus are
regulated in the brain. The reticular activating systems,
the superior colliculus and the parietal cortex, and the
lateral pulvinar nucleus in the thalamus are active pro-
cessors of attention. All these brain structures in connec-
tion with the frontal lobes allow the individual to establish
and maintain stimulus control and observe features in the
environment. Attention is a multicomponent behavior and
can be impaired in many neurological conditions. VR has
been used for attention training. Some of the theories about
the perception of reality in the virtual experience are, in
fact, attributed to the three dimensions of attention (53).
The three attention dimensions are (1) the focus of atten-
tion between presence and absence of reality; (2) the locus
of attention between the virtual and physical world; and (3)
the ‘‘sensus’’ of attention between arousal and the users
internal physiological responses (53).
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In general, attention is the ability to focus on critical
aspects of the stimulus in the environment. VR technology
can provide a controlled stimulus environment in which
cognitive distractions can be presented, monitored,
manipulated, and recorded using various levels of atten-
tion, including (1) focused attention (to perceive and
respond to specific information/stimuli), (2) sustained
attention (to maintain consistent concentration or vigi-
lance on performing a task), (3) selective attention (to
avoid distractions or competing stimuli), (4) alternating
attention (to shift or alternate the focus of attention
between tasks), and (5) divided attention (to respond
to multiple stimuli or to give two or more responses simul-
taneously) (45,54). Several studies have supported the
potential use of VR for the assessment and training of
attention skills. In 2001, Rizzo et al. (55) reported on a
virtual classroom environment, and in 2002, Lengenfelder
et al. (42) reported on a driving course.

Divided attention specifically requires the ability to
respond to multiple tasks at the same time or give two
responses simultaneously. Lengenfelder et al. (42) used a
VR driving course environment displayed on a computer
screen to study divided attention of VR drivers with and
without traumatic brain injury (TBI). The task required
driving while identifying a four-digit number appearing in
the same or random locations on the vehicle’s windshield.
The preliminary results showed no differences in relative
speed between VR drivers with and without TBI on any of
the four attention conditions used but rather the rate of the
stimulus presentation seemed to influence the driving
performance. In addition, the VR drivers with TBI showed
a greater number of errors on the secondary task (number
recall) performed while driving. Spearman’s correlations
between the VR performance of divided attention and
neuropsychological measures of divided attention indi-
cated that the more errors that were made during the
VR divided attention task, the lower the number of correct
responses on neuropsychological measures of divided
attention. The findings suggest that VR may provide a
way to measure divided attention and its impact on
driving.

Other researchers have designed VR classrooms to
examine children with attention deficit hyperactivity
disorder (ADHD) during the control and manipulation of
visual and auditory distracters (41,56). The preliminary
results showed that children with ADHD had significantly
more omission errors in the distracting conditions than
the children without ADHD (56). Cho et al. (41) developed
and studied two virtual cognitive training courses, VR
classroom environment and a comparison computer cog-
nitive training. The VR head-mounted display was used to
validate the possibility of attention enhancement on 30
teenagers who had been isolated in a reformatory facility.
The participants were assigned into three groups: VR
group, nonVR (cognitive training) group, and control
group (no special treatment). The interventions took eight
sessions over two weeks. The results showed that the VR
group was the most improved in attention training. These
studies support the use of VR for attention impairment
training. VR also has potential for memory impairment
training.

VR FOR MEMORY ASSESSMENT AND TRAINING

An important feature of cognitive rehabilitation is neurop-
sychological assessment in order to determine the areas of
impairment and function to use for training and compen-
sation (45). Conventional standardized memory assess-
ments have been criticized for lacking in ecological
validity (57). VR may be able to increase the ecological
validity that many conventional standardized memory
assessments are lacking (57). VR can be designed for
assessment and training of memory impairments after
disability. Memory is a multifaceted process of brain func-
tion. Although many types of memory exist that activate a
complex network of structures in the nervous system,
memory requires attention to the information, encoding
and maintaining information in short-term memory, fol-
lowed by storing information in long-term memory, and
finally, consolidating the information for retrieval as
needed (54). At the cellular level, memory can be conceived
as a specific neuronal association pattern that remains as a
permanent pattern in the brain after the original informa-
tion stimulus has ceased to exist (58).

Many brain structures are involved in memory function.
Many areas are located anatomically beneath the cingu-
lated cortex, and include the thalamus, fornix, mammillary
bodies, hippocampus, amygdala, basal forebrain, and pre-
frontal cortex (59).

Some exploratory studies indicate that VR has potential
for memory remediation in people with memory impair-
ments. It has been found that VR can promote procedural
learning and transfer to improved real-world performance
(57). Burgess et al. (60) investigated four types of recogni-
tion memory in a VR town environment. Thirteen healthy
young male volunteers explored the VR town until they felt
confident they could find their way around. They were then
asked four types of forced choice recognition memory ques-
tions about person, place, object, and the width of the
object. Event-related functional magnetic resonance ima-
ging (efMRI) was performed while participants answered
the questions. The results revealed that no significant
difference in performance existed between the memory
for person and the memory for place. The performance
on the memory for object was significantly better. By
combining fMRI with VR technology, the investigators
were able to investigate spatial memory in simulated
life-like events. The results suggested that the retrieval
of VR spatial events (place, location) activated medial
temporal, parietal, and prefrontal systems in the brain.

In another study, Hoffman et al. (61) explored remem-
bering real, virtual, and false memories using a Virtual-
Real Memory Characteristic Questionnaire (VRMCQ). As
people can differentiate between memories of real and
imagined events, VR environments offer a new source of
memories for events. The authors explored how accurately
people can distinguish reality from VR in memory via a
source identification test. Participants were exposed to real
and virtual objects and, one week later, took an identifica-
tion test in which they determined whether the object had
been real, virtual, or new. They then rated the qualities
and associated with each memory using the (VRMCQ).
Clear differences in the qualities associated with real
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and VR objects were found. The real objects were more
likely than VR objects to be associated with perceptual cues
(61,62).

A wide variety of exploratory studies have been
reviewed by Brooks and Rose (57) indicating that VR
can enable a more comprehensive and controlled assess-
ment of prospective memory than is possible with paper-
pencil standardized tests. Brooks and colleagues further
investigated the differences between active and passive
participation in the nonimpaired participants.

Phobias have been treated using VR to desensitize
patients to heights (acrophobias) (63), public speaking
(agoraphobia) (64), small spaces (claustrophobia) (65),
and flying (66).

VR FOR ACTIVITIES OF DAILY LIVING ASSESSMENT
AND TRAINING

VR Kitchen Environments

Effective VR assessment and training of activities of daily
living have been reported in a variety of areas including a
virtual kitchen (14,67–70). Our research team developed
an HMD virtual kitchen environment designed to assess
persons with brain injury on their ability to perform a 30
step meal preparation task (68). The prototype was tested
using a sample of 30 persons with traumatic brain injury.
The pilot results showed the stability of performance
estimated using intraclass correlation coefficient (ICCs)
of 0.73. When three items with low variance were
removed, the ICC improved to 0.81. Little evidence of
vestibular optical side effects was noted in the subjects
tested. In 2001, our research team used the same virtual
kitchen environment to assess selected cognitive func-
tions of 30 patients with brain injury and 30 volunteers
without brain injury to process and sequence information
(70). The results showed that persons with brain injuries
consistently demonstrated a significant decrease in the
ability to process information identify logical sequencing
and complete the overall assessment compared with
volunteers without brain injury. The response speed
was also significantly different. Our team’s VR third pilot
was designed to test the stability and validity of the
information collected in the VR environment from 54
consecutive patients with TBI (14). The subjects com-
pleted meal preparation both in a virtual kitchen and
in an actual kitchen twice over a three week period.
The results showed an ICC value of 0.76. Construct valid-
ity of the VR environment was demonstrated. Multiple
regression analysis revealed that the VR kitchen test was
a good predictor for the actual kitchen assessment. Our
investigations demonstrated adequate reliability and
validity of the VR system as a method of assessment in
persons with brain injury.

Exercising in VR environments offers the potential for
gains in cognitive and motor functions (71–73). Refer to
Fig. 1 for examples of a VR software program that has been
used for cognition and motor skills training. Grealy et al.
(71) supported the impact of exercise and VR on the cog-
nitive rehabilitation of persons with traumatic brain injury
in a study that provided a four week VR intervention and

compared it with control patients of similar age, severity,
and time post injury. They found the patients performed
significantly better than controls on the tests of psycho-
motor speed, and on verbal and visual learning. Significant
improvements were observed following a single session of
VR exercise.

VR Mobility Environments

VR environments have been developed to train aspects of
mobility including street crossing, wheelchair mobility,
and use of public transportation and driving. Strickland
et al. (74) found that children with autism were able to
accept and wear VR helmets. McComas et al. (75) also
investigated the effectiveness of VR for pedestrian safety in
healthy children. Their results showed that significant
change in performance occurred after three trials with
VR intervention. Children learned safe street crossing in
a desktop VR program. Their crossing skills were trans-
ferred to real behaviors in the suburban school group but
not in the urban school group. The investigators provided
no explanation for the difference noted.

VR environments have been developed for detection of
driving impairment in persons with cognitive disability in
persons with TBI and persons with driving and flying
phobias (76,77). As stated before, impairments in divided
attention has an impact on driving skills; therefore, atten-
tion training is promoted for driving skills training.

CONCLUSION

The fast data recording and processing capabilities have
stimulated the application of computers in cognitive reha-
bilitation since the mid-1970s. It was first used in the
treatment of persons with traumatic brain injury and
learning disability. The technology was later applied to
persons with mental illness and, most recently, in the
treatment of adults with Alzheimer’s and other dementias.
In all applications, computers have been found to be inter-
esting and motivating to the users, an efficient stimulus
presentation, and an excellent data collection system.
Today’s computers are portable, fast, and software can
be customized to meet specific needs of an individual user,
teacher, or therapist.

A growing body of research continues to accumulate
investigating the potential of computer technology to
improve impairments, functional performance, and socie-
tal participation in persons with disabilities. It is clear that
some evidence exists to support computer-based interven-
tions as an adjunct to clinician-guided treatment (78).
However, sole reliance on repeated exposure and practice
on computer-based tasks without some involvement and
intervention by the therapists is not recommended for
cognitive rehabilitation (78).

Computer technology can provide valuable opportu-
nities to health-care providers, educators, and researchers.
Computer technology training is not a simple or single
solution, and although it can promote knowledge and
solutions, we also need to address other implications for
cognitive rehabilitation. For example, access to computer
technology is needed for personal assistance and to provide
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access to education, employment, and social opportunities.
However, because of the expense that limits technology
access because of constraints in institutions budgets, per-
sonal income limits, and funding inadequacies and con-
straints, only a limited number of persons with disabilities
can access computer technology (79).

Finally, ethical considerations of computer technology,
including VR, require mentioning. Several areas need to be
considered, including (1) the patient or user must share the
control and responsibility of the computer technology
experience with the therapist, educator, or researcher;
(2) careful care and monitoring is required for patients
with certain psychopathology for potential user difficulties
that may be encountered through the computer technology

experience; (3) research participants must not be deceived
into believing that they are experiencing real-life events;
and (4) the patient or user must not be deprived of real-life
experiences.

The application of computer technology is promising.
However, substantial work needs to be conducted to iden-
tify and improve best practices through this medium. An
important question is whether the improvement in the
individual who used computer technology training is
transient or sustained. Cognitive rehabilitation needs to
promote generalization to everyday functioning and every-
day activities. We need more rigorous research activities
geared toward establishing a body of evidence that sup-
ports the effectiveness of computer-based technology.
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Figure 1. Examples of virtual reality environments. Image of the IREXTM system used with per-
mission of GestureTek IncTM - World Leaders in Gesture Recognition Technology www. gesturetek.com.
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INTRODUCTION

Paralysis

Muscle weakness resulting from various forms of paralysis
is the major type of disability treated with orthotic devices.
Paralysis may be acute or chronic to varying degrees
depending on the state of the disease causing paralysis.
The degree of paralysis or paresis can change with time as
recovery is accomplished through therapy or healing of the
physiological cause. Thus, the orthotic need for support,
control of joint motion, and so forth, may change with time
for many of these patients. Orthotic devices in general are
designed for long-term use because many of the designs
were developed for chronic applications to polio patients in
the late 1940s and 1950s. With many new applications and
new materials, a variety of devices have been developed
that are ideal for short-term applications to more acute
conditions, for example, stroke, head injury, spinal cord
injury, and fractures.

Neuromuscular Control

Patients who suffer loss of neuromuscular control in the
form of spasticity, paralysis of isolated muscle groups, and/
or recovery of neuromuscular function resulting from
regeneration of neural tissue, which requires relearning
of coordination, are often helped with orthotic devices.
Although most of these applications are short term, a
few are chronic, such as in cerebral palsy, established
spinal cord injury, and head injury.

Deformity

Another common use of orthotics in a growing number of
cases is for musculoskeletal deformity. The first type of
deformity is related to mechanical instability of the limbs
or spine. Mechanical instability can result from soft tissue
or skeletal injury or from degenerative joint diseases that
cause chronic and progressive instability of the musculos-
keletal system. One form of soft-tissue injury relating to
the instability of the skeleton is caused by surgical recon-
struction of the joints. Therefore, many orthotic devices are
used for stabilization postoperatively when the spine or
upper or lower limb joints have been reconstructed. The
surgery often causes necessary damage to the stabilizing
soft-tissue structures that often adds to instability of pros-
thetic components that require bone healing for final sta-
bilization. The second type of deformity is due to the growth
or remodeling disturbances in the skeleton. Orthotic appli-
cations are both acute and chronic in problems relating to
musculoskeletal deformity. Most chronic applications or
orthotics are in progressive deformities resulting from
degenerative joint diseases such as rheumatoid arthritis,
osteoarthritis, hemophilia, and diabetes. Orthoses gener-
ally are applied in these instances to prevent progressive
deformity and any resultant’ mechanical instability in the

skeleton that it may cause. In realigning limb mechanics,
orthoses may also prevent some of the disabling pain of
degenerative joint diseases. Acute applications of orthoses
for deformities include the treatment of fractures and soft-
tissue injuries about the joints and postoperative protec-
tion for fracture stabilization or joint reconstructive or
arthrodesis procedures.

DEVICES

Orthoses have an almost infinite variety of materials,
designs, and constructions. Many factors contribute to this
variety: (1) performance criteria, (2) available materials,
(3) skills of the orthotist, and (4) desires of the patient,
surgeon, and therapist.

Performance Criteria

As mentioned, many devices are used in chronic appli-
cations with significant loading and require great
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Figure 1. (a) This KAFO is designed for chronic use. It has metal
uprights connected to metal bands covered with leather and padding
and a ‘‘caliper’’ type of stirrup that attaches to the shank of an
orthopedic shoe. All parts are custom fit from mostly prefabricated
components. (b) The other KAFO is designed for short-term use and
has a thermoplastic thigh and leg interface with the soft tissue,
connected to a plastic knee hinge suspended with a plastic posterior
shoe insert. All parts are prefabricated in standard sizes. Reprinted
with permission from Maramed Orthopaedic Systems.



fatigue resistance. In other instances, the loading con-
ditions are slight, but the application is long term;
thus, the primary requirement is good compatibility
with the skin. Applications for very short-term use
under either heavy or light loading conditions are much

less demanding on the materials and design of the
device (Figs. 1–3).

Many devices simply act as a splint to immobilize mus-
culoskeletal structures for a short time (Figs. 2 and 7); the
design for such a device is thus relatively simple. Other
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Figure 2. Splints that are used for short-term or long-term immobilization of joints are typically of
a simple design and can be prefabricated as in (a) WHOs (reprinted with permission from Maramed
Orthopaedic Systems) or custom fabricated as in (c) KAFO or (e) TLSO. Orthoses for similar parts of
the anatomy with much more complex control criteria have typically more complex designs as in the
WHO in (b), which provides a tenodesis action to close the fingers with wrist extension, and the
complex reciprocator, bilateral HKAFO in (d), which provides stability for the knee and ankle while
providing assistance to hip flexion.
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Figure 3. Many material options can accomplish the same performance criteria for a particular
orthotic prescription. In this example, a tibial fracture orthosis (AFO) is constructed by three
different techniques to accomplish the same end result. Plaster can be molded directly to the
patient’s limb and attached to a prefabricated ankle joint (a), an isoprene thermoplastic material can
be molded directly to the patient’s limb attached to a metal ankle joint incorporated into a stirrup
permanently attached to the shoe (b), or prefabricated components can be applied with hand
trimming and assembly (c). Reprinted with permission from Maramed Orthopaedic Systems.

Figure 4. Typical fabrication tech-
niques for orthoses include the use of
metal uprights connected by metal
bands with leather and padding for
covering and skin interface (a), or
custom laminated thermosetting
plastic with fiber-glass or fabric rein-
forcement incorporating prefabri-
cated joints (b), or custom molded
thermoplastic sleeves incorporat-
ing prefabricated joints (c).
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Figure 5. Various combinations of prefabricated and custom-fabricated components can be
used to accomplish a particular prescription criterion as in this series of examples of AFOs.
Prefabricated components are used for the stirrup connection to the shoe and the modular
dorsiflexion assist ankle joint that are attached to custom-formed metal bands, and custom-
fabricated leather cuffs and medial T-strap (a). These thermoplastic, posterior leaf AFOs (b)
demonstrate totally prefabricated design (left, reprinted with permission from Maramed
Orthopaedic Systems) for dorsiflexion assist, custom fabrication with complete limitation, or
ankle motion (right). The patellar tendon bearing orthosis (PTB) is designed to transmit axial
loads as well as to control ankle and subtalar motion. This example uses a custom-molded
thermoplastic soft-tissue interface with the calf, incorporating metal uprights into modular,
prefabricated limited motion-ankle joints connected to a stirrup custom formed from
prefabricated components incorporated into a ‘‘UCB’’-type shoe insert custom molded from a
thermoplastic (c). A similar type of PTB orthosis uses totally custom-fabricated thermoplastic
sleeves with a posterior leaf-limited-motion ankle control attached to a shoe insert (d). The
CAM walker, which is totally prefabricated, provides a ‘‘roll over’’ sole to accommodate
ambulation with an immobilized ankle, (e, reprinted with permission from Aircast, Inc.).
This plantarfasciitis AFO is also completely prefabricated (f, reprinted with permission
from Sky Medical, Inc.).



devices have complex prescription criteria if used for
assisting, resisting, or holding motion of joints under a
variety of temporal and spatial conditions; such designs
might be complex (Fig. 2d).

Materials

The choice of material varies according to durability,
strength, stiffness, skin compatibility, and fabrication
requirements. For short-term applications, prefabricated
devices that can be produced by sophisticated manu-
facturing techniques are often used. Thus, most any
commonly available material may be used for short-term
custom applications; materials that can be applied
directly to the patient will often be used (Figs. 3 and
9–11). Four basic forms of such material exist: plaster,
fabric reinforced, fiberglass reinforced, and solid sheets.
Some are thermosetting materials activated by promo-
tors or moisture; some are thermoplastics. Devices for
long-term use tend to be custom fabricated from materi-
als that are formed to measurements or molds of the
patient. The materials are typically thermoplastic, lami-
nated thermosetting materials with carbon fiber, fiber-
glass or fabric reinforcement, leather, fabric, aluminum,
stainless steel, steel, and foam plastics and elastomers
(Figs. 1–13).

Description of Conventional Devices

Tables 1–3 describe in a general nature the types of com-
ponents that make up conventional orthoses and the func-
tional controls and typical materials used. In general, the
soft-tissue interfacing components tend to be custom fab-
ricated, the structural members tend to be prefabricated,
and the joint mechanisms tend to be prefabricated and
modular. It is possible, however, to find prefabricated
components and preassembled prefabricated devices in
each of these areas. It is also common to find orthotic
devices constructed completely from custom-fabricated
components integrated together in a totally custom device
for a given patient (Figs. 1–3, 5, 7, and 10).

Under functional controls, the word ‘‘feedback’’ is used
to indicate that certain proprioceptive feedback signals
may be incorporated into these components to give infor-
mation to the patient regarding the load on the device
and/or the position of the device in space. This is some-
times helpful to supplement loss of normal propriocep-
tion in the limb. It is possible for feedback mechanisms;
EMG-, load-, OR microprocessor-activated locks; and/or
resistive or assistive mechanisms at all of these joints to
be applied; however, the tables simply reflect those
applications that are used in relatively common practice
in the field of orthotics. Applications not listed here, to
the knowledge of the authors, are simply research
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Figure 6. Many types of devices use components that are similar to classic orthoses, but at this
time are considered by the authors not to be ‘‘classic’’ orthoses because they are not fabricated or
applied by orthotists. An example is this acutely applied air splint for first aid or emergency,
designed to control edema and limit motion at the ankle joint for short-term use (a). Orthotic-like
devices are used to supplement various therapeutic regimens in the rehabilitation of patients
post-injury and post-surgery. This example provides continuous passive motion to the joints
through powered systems attached to orthotic-like components (b, reprinted with permission
from Orthomed Medizintechnik, GmbH), and the other one provides a corrective force to
gradually regain motion in joints with contractures, (c, reprinted with permission from Joint
Active Systems, Inc.).



applications not in common use. The description of typi-
cal design types and materials also reflects the opinion of
the authors on the systems commonly used in orthotics
today. Many sophisticated designs and materials are
being used in research and may be commonly applied
in the future.

Some conventional devices do not strictly meet the
nomenclature system because they do not cross a joint or
control a joint. They simply are a sleeve that compresses
soft tissue to stabilize a fracture or protect a limb with
soft-tissue injuries. These devices are only for short-time
use until in injury can heal. Examples are shown in
Fig. 14.

FUNCTIONAL EVALUATION

Evaluation of musculoskeletal function is the key to ade-
quate prescription criteria or performance criteria, for
conventional orthoses. Communication of this evaluation
by the orthopedic surgeon to the orthotist is an important
step in obtaining agreement on, and optimum use of,
orthoses in the rehabilitation of the patient. To this end,
the Committee on Prosthetics and Orthotics of the Amer-
ican Academy of Orthopedic Surgeons has devised
the technical analysis form that is used for recording the
functional evaluation of the patient, documenting the
abilities and disabilities of the patient, and forming a
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Figure 7. Most KOs are designed
for the prevention or protection of
knee injuries. Simple soft devices to
limit knee motion (a), splints to
immobilize the knee temporarily (b),
custom orthoses with knee mechan-
isms to control motion and provide
support to the knee (c), and orthoses
that provide adjustable corrective
forces or moments to the knee to alter
knee mechanics (d), reprinted with
permission from Generation II USA,
Inc.), and even powered knee mech-
anisms with microprocessor controls,
(e), reprinted with permission from
Becker Orthopedic, Inc.).
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Figure 8. HKAFOs are generally used for the control of deformities. Axial rotation alignment of the
lower limbs can be controlled with an HKAFO commonly called a twister brace (a), which uses a
flexible cable to provide free motion at the knee and ankle in all degrees of freedom while applying a
constant axial torque for rotation correction. An HKAFO for control of valgus at the knee provides
three-point support through the soft-tissue interfacing sleeves with as little restriction to ankle and
hip flexion and extension as possible (b). An HO is often used after total hip replacement to provide
an abduction resistance to the hip during flexion to help prevent hip dislocation until the soft-tissue
healing is completed (c, reprinted with permission from Sky Medical, Inc.).

Figure 9. WHOs can be of static (a) or
dynamic (b) variety to control, support,
resist, or assist motion of the fingers,
hand, and/or wrist. These examples are
made of low-temperature thermoplastics
that can be applied directly to the patient.



recommendation for the orthosis. In a uniform, simplified
system, these details can be communicated to the orthotist
for construction and fitting of the device and rehabilitation
of the patient. Evaluation of each segment of the muscu-
loskeletal system is divided into parts as described in Fig.
14, which shows a typical evaluation form. Note that the
range of motion of each joint is indicated on the background
of the normal range of motion for that joint and there are
places for recording the static position of each joint and
part of the skeleton and the deformities that exist in the
skeletal structures. The first page of the technical analysis
form contains didactic information on the impairments and
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Figure 10. EWHOs are most typically of the custom-fabricated
type (a), but they are also available in prefabricated forms (b,
reprinted with permission from Maramed Orthopaedic Systems),
as shown in these examples of devices for the treatment of Colles’
fractures.

Figure 11. EOs typically are of the custom-fabricated type with prefabricated components for the
control of elbow flexion and extension during rehabilitation post-injury (a) or elbow reconstruction, but
many are totally prefabricated designs (b, reprinted with permission from Aircast, Inc.).

Figure 12. TLSOs are used in a wide variety of forms, most
typically a custom-fabricated thermoplastic design for control of
spinal deformities, such as this low-profile scoliosis TLSO for
control of spinal curvature (a). This anterior closing TLSO is
used for instability of the low back or low back pain (b).



a nomenclature system for their description on the physical
evaluation form. A legend for description of fixed deformi-
ties, alterations of range of motion, and description of
skeletal as well as muscular abnormalities is provided in
Fig. 16 for use in the boxes in Fig. 15 for description of the
physical examination. On the reverse side of this form, the
treatment objectives are outlined and the orthotic recom-
mendation includes a description of the controls for each
part of the musculoskeletal system that are recommended
as performance criteria for the orthosis. The orthotist is
then given the choice of how to accomplish these recom-
mendations in orthotic design and materials. The recom-
mendation form is completed with standard nomenclature
describing the control of the joints and musculoskeletal
structures: F designates free motion, A assistance, R resis-
tance, S stop, H hold, and L lock controls on motion. A ‘‘v’’
accompanying any of these designations will recommend a
variable control of the type described for that degree of
freedom (Fig. 17). The degrees of freedom are described
across the top of the table for flexion, extension, abduction,
adduction, internal and external rotation, and axial load-
ing on the skeletal parts. Also note that a standard nomen-
clature system is developed to describe the joints that are
encompassed by the orthosis. Thus, FO designates an
orthosis that controls the foot; AFO describes an orthosis
that controls the ankle and the foot, and so forth. In
addition to the designations shown on the orthotic recom-
mendation table, it is possible to have a device that simply
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Figure 13. This CTLSO is designed to provide corrective forces
for spinal curvature with thermoplastic skin interfacing components
for the pelvis and chin and prefabricated, metal uprights (a) This
halo orthosis is designed to protect the cervical spine after acute
injury and after spinal fusion (b). The skull pins in the proximal
portion of the orthosis are percutaneous components that anchor
into the skull through the skin for positive control of head position.

Table 1. Lower Limb Orthotic Devices

Functional control

Component Passive Active Typical Design Types Typical Materials

Soft-tissue
interface

Alignment to
structural members
and joints

Feedback
load/position

Wraparound or
interlocking shells;
adjustable pads and straps

Fabric, leather, hand laminates,
thermoplastics, foam or
elastomer polymers

Structural
members

Alignment to joints and
soft tissue interfaces,
extension blocks

Feedback
load/position

Modular uprights; reinforced
shell; extension of joints and
bands; single axis; I or
2 DOF, cam or drop lock

Metals, hand laminates,
prepregs, thermoplastics

Hip joint Lock, stop, free, assistive,
resistive motions

Manual-activated
lock

Single axis; 1 or 2 DOF;
cam or drop lock

Metals, reinforced
polymers, thermoplastics

Knee joint Lock, stop, free, assistive,
resistive motions,
adjustable varus/valgus
corrective force

Feedback position,
load-, manual-, or
EMG-activated
lock or resistance

Single- or multiaxis;
1 DOF; variable stop; cam,
link, or drop lock; friction
resistance; elastic assistance;
single lateral or posterior
upright; medial-lateral upright

Metals, reinforced polymers,
thermoplastics

Ankle joint Lock, stop, free, assistive,
resistive motions

Feedback position,
load-, manual-, or
EMG-activated
lock or resistance

Single- or multiaxis; 1 DOF
variable stop; cam; friction
resistance; elastic assistance;
single lateral or posterior
upright; medial-lateral upright

Metals, reinforced polymers,
thermoplastics

Foot Alignment Shoe insert: caliper or stirrup
attached to shoe with shank

Metals, reinforced polymers,
thermoplastics

FES
orstimulation

Electrode placement Microprocessor, load-
or EMG-activated
stimulus

Implantable: electrodes,
self-contained power and
control module, stimulator
module RF to external power

External: electrodes,
stimulator, and controls

Silicone-coated silver-braided
steel, silver-impregnated
silicone, SS electrodes,
epoxy- or silicone-

encapsulated
electronic components

aFor examples, see Figs. 1–5, 7, and 8. DOF, degree(s) of freedom; FES, functional electrical stimulation.
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Table 2. Upper Limb Orthotic Devices

Functional control

Component Passive Active Typical Design Types Typical Materials

Soft-tissue
interface

Alignment to joints
and structural
members

F feedback
load/position

Wraparound or interlocking
shells; adjustable padding
and straps

Fabric, leather, hand
laminates, thermoplastics,
foam or elastomer polymers

Structural-
members

Alignment to soft
tissue interfaces
and joints,
extension blocks

F feedback
load/position

Modular reinforced shells;
extension of joints
and bands

Metals, hand laminates,
prepregs, thermoplastics

Shoulder joint Lock, stop, free,
assistive, motions

Manual-or
EMG-activated
lock or assistance

Single axis; 1 or 2 DOF;
electrical or pneumatic
motor; manual or
elastic assistance

Metals and reinforced
polymers

Elbow joint Lock, stop, free,
assistive, motions

Manual-or
EMG-activated
lock or assistance

Single- or multiaxis;
1 DOF; electrical
or pneumatic motor;
manual or elastic assistance;
drop or cam lock, extension
or mechanical joint

Metals and reinforced
polymers

Wrist joint Lock, stop, free,
assistive, motions

Manual-or
EMG-activated
lock or assistance

Single- or multiaxis;
1 or 2 DOF; electrical
or pneumatic motor;
manual or elastic assistance;
drop or cam lock, extension
or mechanical joint

Metals and reinforced
polymers

Hand Lock, stop,
free, assistive,
motions

Manual-or
EMG-activated
lock or assistance

Single- or multiaxis;
1 or more joints;
1 DOF; electrical
or pneumatic motor;
manual or elastic
assistance; drop
or cam lock, extension
or mechanical
joint stop in 1
or more DOF

Metals and reinforced
polymers

FES
orstimulation

Electrode
placement

Microprocessor-,
load- or EMG-
activated stimulus

Implantable: electrodes,
self contained power
and control module,
stimulator module RF
to external power

External: electrodes,
stimulator, and controls

Silicone-coated
silver-braided steel,
silver-impregnated
silicone, SS electrodes,
epoxy- or
silicone-encapsulated
electronic components

aFor examples, see Figs. 2 and 9–11. DOF, degree(s) of freedom.

Table 3. Spinal Orthotic Devices

Functional control

Component Passive Active Typical design types Typical materials

Soft-tissue
interface

Alignment to
structural members

F feedback load Wraparound or interlocking
shells; adjustable pads and straps

Fabric, leather, hand
laminates, thermoplastics,
foam or elastomer polymers

Structural
members

Alignment to soft
tissue interfaces

F feedback load Upright adjustable superstructures;
reinforced shells; percutaneous
pins and belts

Metals, hand laminates,
thermoplastics

Electrical
stimulation

Electrode placement Microprocessor-
activated
stimulus

Implantable: electrodes,
self contained power and control
module, stimulator module RF
to external power

External: electrodes, stimulator,
and controls

Silicone-coated silver-braided steel,
silver-impregnated silicone,
SS electrodes, epoxy- or
silicone-encapsulated electronic
components

aFor examples, see Figs. 2, 12, and 13.



controls one joint and does not include all joints distal to it.
For example, an orthosis that encompasses and controls
only the knee joint is termed a ‘‘KO’’. A similar nomencla-
ture system is shown for the upper limb and for the spine in
Figs. 18 and 19, which show the orthotic recommendation

and treatment objective portions of the technical analysis
form for each of those applications. For examples of
orthoses fitting each nomenclature descriptor, see the fig-
ures associated with each table. Many orthotic facilities
and surgeons have created their own forms for orthotic
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Figure 14. Fracture orthoses that do not span a joint are used for selected humeral fractures (a)
and selected isolated ulnar fractures and some soft-tissue injuries (b, reprinted with permission
from Sky Medical, Inc.).

Figure 15. This portion of the technical
analysis form for the lower limb demon-
strates the graphic manner in which a
complete passive and active evaluation
of the extremity is recorded to document
both normal and abnormal behavior
Reproduced by permission from the
American Academy of Orthopaedic Sur-
geons, Atlas of Orthotics, 2nd ed., St.
Louis, C. V. Mosby, 1985.
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Figure 16. The legend for the technical
analysis form uses standard descriptors
for qualitative and quantitative docu-
mentation of the physical examination.
Reproduced by permission from the
American Academy of Orthopaedic
Surgeons, Atlas of Orthotics, 2nd ed.,
St. Louis, C. V. Mosby, 1985.

Figure 17. The orthotic recommend-
ation portion of the lower limb techni-
cal analysis form provides for
description of the treatment objective
as well as a prescription recommenda-
tion for control of musculoskeletal
system by the orthosis. Reproduced
by permission from the American
Academy of Orthopaedic Surgeons,
Atlas of Orthotics, 2nd ed., St. Louis,
C. V. Mosby, 1985.

Figure 18. The upper limb technical
analysis form provides for description of
treatment objectives and orthotic pre-
scription with the standard nomencla-
ture system. Reproduced by permission
from the American Academy of Ortho-
paedic Surgeons, Atlas of Orthotics, 2nd
ed., St. Louis, C. V. Mosby, 1985.



prescription, but they include similar features to those in
the accepted standards shown here.

OUTCOME

Orthotic devices are designed to improve the function of
persons with musculoskeletal disabilities. The goals of treat-
ment are outlined on the technical analysis form for each
application. The optimal outcome is obviously achievement of
these goals. In many instances, achievement of these goals is
related to the provision of functional independence for many
persons who would otherwise be partially or totally depen-
dent. Where total or partial functional independence is not
feasible, the goal is to provide a better quality of life. When
orthoses are applied acutely for temporary stabilization or
temporary protection until healing or recovery from a dis-
abling injury can occur, the goal is often an uneventful
recovery. In many instances, the patient returns to employ-
ment or functional independence, or function is completely
restored before the injury heals. After sufficient healing, the
orthosis is usually discontinued. In some cases, orthotic care
allows the patient to be discharged from the hospital or
transferred to a less expensive support system earlier, redu-
cing the cost of medical care. In most short-term applications
of orthotic devices, patients are relatively compliant and
cooperative and use the orthoses well. Most long-term appli-
cations of orthoses are well accepted by patients, but in a
higher percentage of chronic (compared with acute) applica-
tions, patients use orthoses for limited activities or periods of
time and choose to alter the original treatment goals. Such
behavior is also not unusual for the users of many external
prosthetic devices. Such patients often develop compensatory
means of function (i.e., retraining of the contralateral limb) or
use other assistive devices (like wheelchairs) to accomplish
their personal goals.

For acute applications of orthoses, there is a strong
trend toward the greater use of totally prefabricated
systems. For chronic applications, very few prefabricated
systems have proved to be adequate; the trend here is
to use more thermoplastic materials. Patients find
these materials more lightweight, cosmetic, and comforta-
ble.

Another trend helping to facilitate these changes is
the increased use of central fabrication facilities. Tradi-
tionally, orthotists have measured the patient, designed
the orthosis, and completely fabricated the orthosis
before fitting and training the patient in its use. Today,
orthotists are being trained to devote more attention to the
measurement, fitting, and training of patients and less
attention to the fabrication of devices. This is because most
types of devices can be fabricated in a factory with highly
skilled technicians using the prescription criteria and
the measurements of the orthotist. This trend helps to
reduce costs; if the orthotist spends most of his or her time
evaluating, fitting, and training the patients, and
the technicians fabricate the devices, the orthotist can care
for a much greater number of patients and the consistency
of fabrication of the devices is improved considerably.
Fabrication of a replacement device for a patient
already under the care of an orthotist is often

simplified with the availability of a central fabrication
facility.

FUTURE

Historically, developments in orthotics have followed
developments in the field of external prosthetics. If this
continues to hold true, one can anticipate that in the
immediate future, orthotics will make increased use of
proprioceptive feedback systems, composite materials,
microprocessor controls for the dynamics of the orthosis,
automation of production facilities and improvements in
the design of skin interfacing components, and tempor-
ary use of standardized devices for patient training
before fabrication and fitting. Also, because orthotic
devices are increasingly used for many new applications
and means for increasing the number of skilled orthotists
needed to meet the demands are not available, there will
probably be major increases in the use of prefabricated
systems, central fabrication facilities, and/or simplified
systems for specific applications that can be handled by
other paramedical personnel. There is a growing trend
toward greater use of functional electrical stimulation
for even the most complex neuromuscular disabilities
using microprocessor-controlled multichannel systems
to control coordinated muscular activity in limbs with
paralysis or severe paresis. Recent advances in electrode
design, miniaturized microprocessor systems, and
knowledge of musculoskeletal functions are continually
producing breakthroughs in research. CAD/CAM meth-
ods for automated measurement, modification, and fab-
rication of custom devices are developing also. The
orthotist will find continuing advances in orthotic sys-
tems for preventive medicine in sports and the work
environment. The rehabilitation team, of which the
orthotist is an important member, will include new spe-
cialists for biofeedback, rehabilitation engineering, and
new branches of therapy and physicians and surgeons
from specialties that previously were not involved in
rehabilitation.

DEFINITIONS
1. Ortho. From the Greed orthos, meaning straight or

to correct.

2. Orthosis. Orthopedic appliance used to straighten,
correct, protect, support, or prevent musculoskeletal
deformities.

3. Orthotics (orthetics). Field of knowledge relating to
the use of orthoses to protect, restore, or improve
musculoskeletal function. (Note: This field overlaps
the field of mobility devices, including wheelchairs,
crutches, and special vehicles, for transportation of
persons with musculoskeletal disabilities. Mobility
aids will not be discussed in this article.)

4. Orthotist (Orthetist). A person practicing or apply-
ing orthotics to individual patients.
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5. Custom versus prefabricated orthoses. Custom-fab-
ricated orthoses are devices that have components
that are molded specifically to the contours of the
musculoskeletal structures of a patient. This fabrica-
tion can be accomplished by making molds, tracings,
or careful measurements of the patient’s anatomy for
custom shaping in the fabrication of the device. Pre-
fabricated orthoses are made completely from pre-
fabricated components that are fit to the patient in
standard sizes. Some systems are preassembled, and
some are not. Prefabricated components may be used
in custom-fabricated devices along with custom-fab-
ricated components to provide a custom orthosis.

6. Modular component. A component that can be assem-
bled from prefabricated parts and can be disassembled
and reassembled in different combinations.

7. Nomenclature. A standard set of abbreviations for
an orthosis related to the anatomic parts that are to
be controlled by the orthosis (see Figs. 14–18); for
example, AFO is ankle-foot orthosis.

8. Free motion. No alteration or obstruction to normal
range of motion of an anatomic joint.

9. Assistance. Application of an external force for the
purpose of increasing the range, velocity, or force of
motion of an anatomic joint.

10. Resistance. Application of an external force for the
purpose of decreasing the velocity or force of motion
of an anatomic joint.

11. Stop. Inclusion of a static unit to deter an undesired
motion in a particular degree of freedom of an ana-
tomic joint. Variable control parameter that can have
multiple adjustments without making a structural
change.

12. Hold. Elimination of all motion in a prescribed
degree of freedom of an anatomic joint or anatomic
structure.

13. Lock. A device that has an optional mode of holding
a particular anatomic joint from motion and that can
be released to allow motion when desired.

14. Paralysis. Loss or impairment of motor function
(paresis, incomplete paralysis).

15. Volitional force. Voluntarily controlled muscle activity.

16. Hypertonicity. High resistance for muscle to pas-
sive stretching.

17. EMG. Electromyography is a measure of electrical
potential changes caused by muscle contraction/
relaxation.

See also CARTILAGE AND MENISCUS, PROPERTIES OF; JOINTS, BIOMECHA-

NICS OF; LIGAMENT AND TENDON, PROPERTIES OF.

RESIN-BASED COMPOSITES

MARK CANNON

Northwestern University
Chicago, Illinois

INTRODUCTION

Composite dental restorative filling materials are syn-
thetic resins that have had a revolutionary impact on
dental practice. No other dental materials have stimulated
such rapid change in an inarguably short period of time.
The advent of resin-based composite occurred during the
‘‘Golden Age of Dentistry’’ and mirrored the overall effect
that high technology had on society. Virtually everyone has
been made aware of ‘‘bonding’’ or ‘‘cosmetic dentistry’’ by
the mass media. The success of ‘‘bonding’’ or ‘‘cosmetic
dentistry’’ depended on the development of esthetic dental
restorative (filling) materials such as resin-based
composites and to the advent of dental adhesives, which
allowed for the successful placement of the new esthetic
materials.

Composite resins have replaced the previous dental
restorative materials for anterior teeth, silicate cements,
and unfilled acrylic resins, because of superior physical
properties. The overall improvement in physical properties
has encouraged a great increase in the clinical use of
composite resins. Composite resins are now used in vir-
tually all aspects of dentistry. Their application was first
limited to simple cavities in anterior teeth (incisors) or the
repair of a broken tooth. However, composite resins are
now used to cement orthodontic brackets onto teeth, seal
pits and fissures in molars and premolars, splint period-
ontally or traumatically loosened teeth together for stabi-
lity, repair not just broken teeth, but also porcelain
restorations, revitalize and enhance the esthetic quality
of discolored or misshapen teeth. Certainly, no other dental
material systems offers such a broad range of applications
or greater opportunities for the improvement of dental
care. Researchers are working diligently to develop newer
resins that possess all the necessary qualities required of an
ideal dental restorative material, esthetic by nature
and resistant to all the deleterious effects of the oral
environment.

FABRICATION

Unfilled Acrylic Resins

The autopolymerizable, unfilled acrylic resin was one of the
precursors to the development of composite resin materi-
als. The composite resins were introduced to overcome the
problems associated with the clinical use of the unfilled
resins. The unfilled acrylic resins were supplied as powder
and liquid preparations. The powder consisted of the
polymer, polymethylmethacrylate and an initiator, ben-
zoylperoxide (1). The monomer consisted mostly of methyl
methacrylate, a cross- linking agent (ethylene dimethacry-
late), a tertiary amine, and an inhibitor (methylhydroqui-
none). Although the unfilled resins were considered to be
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polishable and esthetically acceptable, numerous problems
were reported clinically. Pulpal irritation and sensitivity
were noted and probably related to microleakage. The
microleakage was undoubtably due to the high degree of
polymerization shrinkage and the higher coefficient of
thermal expansion of unfilled resins to tooth structure.
The expansion and contraction of the unfilled resin restora-
tion would ‘‘percolate’’ deleterious salivary contents lead-
ing to pulpal sensitivity, marginal discoloration and
secondary caries.

Resin Based Composite

Dentistry has long recognized the need for an esthetic
anterior restorative material. The unfilled acrylic resins
and the silicate cements were generally considered to be
clinical failures and inadequate for many situations com-
monly seen in dental patients (veneering of discolored
teeth, repair of badly fractured teeth, etc.) The composite
principle, using filler particles with a proper index of
refraction, thermal expansion coefficient similar to
enamel and a resin adhesion capability was advocated
in 1953 by Paffenbarger et al. (2) The term composite may
be defined as a three-dimensional (3D) combination of at
least two different materials with a distinct interface (3).
A composite resin restorative material consists of three
phases: the organic phase (matrix), the interfacial phase
(coupling agents), and the dispersed phase (filler parti-
cles).

Matrix Phase

One of the main components of all composites is the addi-
tion reaction product of bis(4-hydroxyphenol), dimethyl-
methane, and glycidylmethacrylate known as ‘‘Bis-GMA’’
(4). Bis(4-hydroxyphenol) is an oligimer with a fairly high
molecular weight. Figure 1 shows its generalized struc-
tural formula.

Other aromatic dimethacrylates are also used in com-
posite resin materials (5). These oligimers include Bis-MA
(2,2-bis[4-(2-methacryloyloxyphenol] propane), Bis-EMA
(2,2-bis [4-(3-methacryloyloxyphenol] propane) and Bis-
PMA (2,2-bis[4-(3-methyacryloyloxypropoxy) phenol] pro-
pane. To decrease the high viscosity of the Bis-GMA resin
systems, low viscosity liquids, such as TEGDMA (triethy-
leneglycol dimethacrylate) and EGDMA (ethyleneglycol
dimethacrylate) are used. Figure 2 shows the structural
formula for TEGDMA.

Inhibitors are necessary to prevent the premature poly-
merization of the dimethacrylate oligimers and viscosity
controllers. An example of an inhibitor would be BHT
(2,4,6- tritertiarybutylphenol). Autopolymerizable compo-

site resins (paste mixed with paste or powder mixed with
liquid two component systems) utilized a thermochemical
initiator, most commonly, benzoylperoxide. The decompo-
sition of benzoyl peroxide results in free radicals that
initiate polymerization. The initiator would be present in
only one portion of the two-component system. The other
portion would contain the accelerator, such as, a tertiary
aromatic amine. When the two components of an autopo-
lymerizable composite resin are mixed, the tertiary aro-
matic amine (e.g., N,N-dimethyl p-toluidine) interacts
with benzoyl peroxide to produce free radicals necessary
to initiate the matrix polymerization (6). The main
disadvantage of auto-cure resin-based composites was
the inability of the clinician to control the setting time.
Once mixed, the material would irreversibly begin to poly-
merize whether the clinician was totally prepared or not.

The ability to initiate the polymerization reaction when
most desired has been achieved by the introduction of
photochemically initiated composites. The first photoche-
mically initiated composite resins used in dentistry
required ultraviolet (UV) radiation (7). The UV radiation
source employed a high pressure mercury arc and provided
a simple mechanical shutter to mask off the radiation when
not in use. The UV radiation was emitted through a light
guide to expose the composite resin. The effective wave-
length was between 364 and to 367 nm. An organic com-
pound that generates free radicals when exposed to 365-nm
wavelength electromagnetic radiation, such as, benzoin
alkyl ether, was added to composite resins in place of the
thermochemical initiator (benzoyl peroxide). Visible light
initiated composite resins depend on a diketone (e.g., cam-
phoroquinone) and an organic amine (e.g., N,N- dimethyla-
minoethylmethacrylate) to produce free radicals that result
with polymerization initiation. The diketone absorbs elec-
tromagnetic radiation in the 420–450 nm wavelength range.
The unit that provides the electromagnetic radiation (dental
curing light unit) usually consists of a light source, a filter
that selects the range of transmitted wavelength and a light
tube that directs the light beam to the composite. The
units generally emit wavelength in the 400–550 nm range.
There is some concern over the potential of damage to
the eyes of dental operators (8). Indeed, health concerns
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Figure 1. Bis-GMA.
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over the use of UV radiation for polymerization initiation
initially encouraged the investigation into using ‘‘visible’’
light instead.

Dispersed Phase

Inorganic filler particles were added to dental resins as
early as 1951. It was a number of years, however, before
composite materials were generally utilized by dentists.
The research of Bowen (4) improved the mechanical prop-
erties of filled resins. Bowen treated silica powder with
1.0% aqueous solution of tris(2-methoxyethoxy) vinyl
silane to which sodium hydroxide was added and the
resultant slurry dried at 1258C. Peroxide was added in
an acetone solution and the solvent evaporated. This treat-
ment resulted with an organophilic silica powder. The first
dental composites utilized fillers, such as E-glass fibers,
synthetic calcium phosphate, fused silica, soda-lime glass
beads, and other glass formulations (9). The commonly
used filler particles currently used as reinforcing materials
are quartz, colloidal silica, lithium aluminum silicate, and
silica glasses containing either strontium or barium (10).
Quartz was the most successful of the commercial fillers
due to its index of refraction and inert nature, however, its
hardness and large particle size made polishing difficult
resulting with the transition to softer glass fillers (11). In
addition to being radiopaque, the softer glass fillers facil-
itate easier polishing of the set composite resin and the
production of fine filler particles for incorporation into the
matrix. There is, however, a potential toxicity problem
with barium glasses and the radiopaque glasses may be
susceptible to degradation in water (12). Chemical pro-
cesses may also be used to synthesize filler particles, such
as the colloidal silicon dioxide pyrogenic particles (13). The
colloidal silicon dioxide particles may be fabricated by
burning silicon tetrachloride in the presence of an hydro-
gen and oxygen gas mixture. Particles ranging from 0.007
to 0.14 mm result. The small size of the colloidal silicon
dioxide filler particle, when incorporated in the dispersed
phase, allows the polishing of a resin-based composite to a
smooth finish. However, the small filler particle size pre-
vents high filler loading. This tends to decrease the filler
fraction of resin-based composites manufactured with a
colloidal silicon dioxide dispersed phase (Table 1).

Hydroxyapatite and amorphous calcium phosphate fil-
ler particles have been advocated for resin-based compo-
sites (15,16). The reported advantage of these fillers is the
potential for reminerializing adjacent tooth structure.

Filler-Matrix Interface

Transfer of stress from the dispersed-phase filler particles
through the ductile matrix phase should occur to improve
mechanical properties. The bond between the dispersed
filler phase and the organic matrix may be achieved by
two different methods, chemically or mechanically. The
mechanical retention of the dispersed phase is achieved
by sintering particles or fibers together, or by etching away
a phase of a glass filler particle leaving a porous surface.
Monomer may then flow into the porous surface creating a
mechanical interlocking. Chemical bonding to the dispersed

phase may be achieved by using coupling agents, such as an
epoxy silane (17). Two of the silane agents are g-glycidox-
ypropyltrimethoxysilane and g-methacryloxypropyltri-
methoxysilane.

Silane coupling may involve hydrolysis of the methoxy
groups with bound surface water on the dispersed phase-
filler particle or with aluminol or silanol groups of the
dispersed phase filler particle. During polymerization of
the composite resin, the unsaturated carbon double bonds
are available to react with the matrix. In vitro tests sug-
gest, that a general rule, as filler volume is increased, wear
is reduced regardless of filler treatment (18).

PHYSICAL AND MECHANICAL PROPERTIES

Physical Properties

Wettability partially determines the marginal microleak-
age and surface staining of a composite. Wettability may be
determined by the contact angle formed by a drop of water
on the resin-based composite surface. Composite resins are
considered hydrophilic because the advancing contact
angle of water on composite surface is 	658. The water
sorption value is 0.6 mg/cm2 and water uptake of compo-
sites is a function of polar groups in the polymer structure.
The thermal conductivity of composites closely matches
that of dentin and enamel. The coefficient of thermal expan-
sion usually averages 26 – 40 � 10�6cm/cm per8C for the
range of 0–608C, and recently marketed composite resins
even more closely match the values normally obtained for
tooth structure. A composite resin with a thermal coeffi-
cient of expansion similar to tooth structure (10 � 10�6cm/
cm per8C) would theoretically suffer from less margin
microleakage. When there is a difference in the values,
composite resin restorations may expand or contract more
than tooth structure during temperature changes resulting
with gap formation between the two substances. Margin
microleakage may then occur. Polymerization contraction
(% by volume) for the typical composite resin averages 3.2–
3.8%. The amount of contraction due to polymerization is
effected by the types of oligimers used in the matrix phase
and the filler volume. As the composite resin shrinks, it
pulls away from the walls of the cavity preparation in
the tooth. This polymerization contraction encourages
the ingress of salivary contaminants and bacteria (micro-
leakage). Not all studies have shown a statistical correla-
tion between polymerization shrinkage and microleakage
(19).

Methods have been employed to reduce the stresses
associated with polymerization shrinkage. Pulse or two-
step light activation for polymerization initiation has been
recommended (20,21). Other methods include incremental
filling, directed shrinkage, void incorporation, filler and
matrix alteration.

Mechanical Properties

Virtually all composite resin manufacturer’s spend consid-
erable resources on testing their own and competitor’s
products for mechanical properties. Dentists are continually
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bombarded with advertisements touting a composite resin’s
‘‘compressive strength’’. It cannot be denied that mechanical
properties are important for consideration. On the other
hand, it is quite evident that clinical success may not be
solely correlated with laboratory results or easily predict-
able. The oral environment is rather hostile to inorganic or
foreign materials. Corrosion or degradation occurs with
most metals and resins used by dentists. Composite resins
demonstrate a change in roughness of the surface with
laboratory aging suggesting degradation (22). Mechanical
properties of the composite resins have improved consider-
ably the last decade. Unfortunately, the exact relationship
between mechanical properties and clinical success has yet
to be determined.

The compressive strength of composite resins is greatly
superior to their tensile strength. The clinical significance
of this is unclear. It may be assumed that tensile strength is
of major concern when placing composite resins in poster-
ior teeth as a sliding tooth cusp will cause shear stresses
(23). Many manufacturers claim that the compressive
strength of their composite resins equal silver amalgam
(silver filling material). However, the clinical relevance of

this high compressive strength is not known due to a lack of
data demonstrating the minimum strength required to
resist the forces of occlusion and mastication. The modulus
of elasticity is an important factor to consider when a
composite resin is used on a stress bearing area. A compo-
site resin with a very low modulus will deform under
occlusal stress and increase microleakage or transfer the
stress to the supporting tooth. This does not mean that low
modulus composites cannot be used when well supported
by adjacent tooth structure (14).

Composite resins may be classified by the component
materials that comprise each of the three phases. The
matrix phase may be described as being either hydrophilic
or, as in the case of some experimental resins, hydrophobic.
The interfacial phase is not as amenable as the matrix
phase to classification. It is possible to describe the cou-
pling mechanism as being chemical (either polymeric or
silane treated) or mechanical. However, the most appro-
priate basis for classification would appear to be the size
and chemical composition of the dispersed phase (24).
Composite resins may be classified into five main cate-
gories: traditional hybrid, microfill (pyrogenic silica),
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Table 1. List of Materials and Percentage of Fillers by Weight Determined by Ashing in Aira

Material Classificationb Manufacturer Batch and Shade % Fillers by Weight

Aeliteflo VLC Hyb Flow CS Bisco, Inc Itasca, IL, USA 039317 (A3) 54.9
Amelogen VLC Hyb Univ CS Ultradent products, UT, USA 2CPM (A2) 72.9
Arabesk VLC Hyb Univ CS Voco, Cuxhaven, Germany 70500 (A3) 71.6
Arabesk-Flow VLC Hyb Flow CS Voco, Cuxhaven, Germany 82777 (A3) 61.8
Arabesk-Top VLC Hyb Univ CS Voco, Cuxhaven, Germany 81594 (A3) 71.5
Ariston-pHc VLC ‘Smart Material’ Vivadent, Schaan, Liechtenstein A00001 (�) 74.8
Brilliant-Dentin VLC Hyb Univ CS Colténe, Whaledent, Switzerland GE931 (A3) 75.6
Brilliant-Enamel VLC Hyb Univ CS Colténe, Whaledent, Switzerland GE902 (A3) 75.4
Charisma-F VLC Hyb Univ CS Heraeus Kulzer, Wehrheim, Germany 23 (A20) 76.4
Charisma-PPF CC Hyb Univ CS Heraeus Kulzer, Wehrheim, Germany 2 (A10) 68.3
Clearfil Photo Post VLC Hyb Univ CS Kuraray, Osaka, Japan 0035A (UL) 84.7
Clearfil Photo Ant. VLC Hyb Univ CS Kuraray, Osaka, Japan 0024C (A3) 59.9
Colténe-SE VLC Hyb Univ CS Colténe, Whaledent, Switzerland FBJOl (A3) 71.3
Concise CC Conventional CS 3M, St. Paul, MN, USA 19970303(U) 80.2
Dyract-Flow VLC Flow CM Dentsply De Trey, Konstanz, Germany 9809000103 (A2) 55.4
Elan VLC CM Sybron/Kerr, Orange, USA 805872 (A3,5) 71.2
EXI-119 (Z-250)c VLC Hyb Univ CS 3M, St. Paul, MN, USA 030998 (A3.5) 77.4
EXI-120 (P-60)c VLC Hyb Pack CS 3M, St. Paul, MN, USA 030998 (A3,5) 78.9
F-2000 VLC CM 3M, St. Paul, MN, USA 19970905 (A3) 80.5
Glacier VLC Hyb Univ CS Southern Dental Industries, Australia 60506 (B3) 78.2
Metafil-CX VLC Microfine CS Sun Medical, Shiga, Japan 71201 (A3,5) 41.7
Pertac-II VLC Hyb Univ CS Espe, Seefeld, Germany 00634764 (A3) 70.0
Polofil-Molar VLC Hyb Univ CS Voco, Cuxhaven, Germany 63596(U) 78.5
Quadrant Anterior VLC Microfine CS Cavex Haarlem, Holland 22C (A2) 58.6
Quadrant Posterior VLC Hyb Pack CS Cavex Haarlem, Holland 30C (A2) 65.2
Revolution VLC Hyb Flow CS Sybron/Kerr, Orange, USA 710669 (A3) 53.9
Silux-Plus VLC Microfine CS 3M, St. Paul, MN, USA 6DH (U) 54.8
Solitaire VLC Hyb Pack CS Heraeus Kulzer, Wehrheim, Germany 26 (A30) 64.3
Spectrum VLC Hyb Univ CS Dentsply De Trey, Konstanz, Germany 9608244 (A3) 75.3
Surefil VLC Hyb Pack CS Dentsply De Trey, Konstanz, Germany 980818 (A2) 79.4
Tetic-Ceram VLC Hyb Univ CS Vivadent, Schaan, Liechtenstein 900513 (A3) 75.7
Tetric-Flow VLC Hyb Flow CS Vivadent, Schaan, Liechtenstein 901232 (A3) 64.0
Wave VLC Hyb Flow CS Southern Dental Industries, Australia 80608 (A3) 60.7
Z-100 VLC Hyb Univ CS 3M, St. Paul, MN, USA 19960229 (UD) 79.6

aReprinted with permission from Ref. 14.
bVisible light cured ¼ VLC, chemically cured ¼ CC, composite ¼ CS, compomer ¼ CM, flowable ¼ Flow, packable ¼ Pack, universal ¼ Univ, hybrid ¼ Hyb.
cThe P-60 (Posterior composite) and the Z-250 (Antero-Posterior composite), marketed by 3M were included in this study as experimental composites EXI-120

and EXI-119.



microhybrid, packable, and flowable (25). Hybrid resin
composites have an average particle size of 1–3 m and
are 70 –77% filled by volume. They present with good
physical properties compared to the microfilled resin com-
posites. Some composite resins used softer, radiopaque
glass fillers averaging 1–5 um (26). Microhybrid resin
composites have an average particle size of 0.4–0.8 m

and are 56–66% filled by volume. Microhybrid resin-based
composites generally have good physical properties,
improved wear resistance, and relatively high polishabil-
ity. Microfill composite resins utilize pyrogenic silicon
dioxide with an average particle size of 0.04 – 0.1 m, but
due to the increase in viscosity associated with an unac-
ceptably low filler fraction ( 35–50% by volume), a modified
method of manufacture was developed. Microfiller-based
complexes consists of prepolymerized particles (pyrogenic
silicon dioxide mixed with resin matrix and cured) and
resin matrix with a equal concentration of dispersed micro-
filler (pyrogenic silicon dioxide) as was in the prepolymer-
ized particles. This formulation allows for an increased
filler fraction without the difficulty in manipulation due to
high viscosity. The microfiller composite resins exhibit
high polishability (27). The smoother the surface of the
composite resin, the less that surface wear occurs and
plaque accumulates (28,29). Packable composites have
an average particle size of 0.7–20 m and are 48–65% filled
by volume. Their higher viscosity is considered desirable in
establishing interproximal contacts and is the result of a
higher percentage of irregular, fibrous, or porous filler in
the resin matrix. Flowable composites have an average
filler particle size of 0.04 –1 m and are 44 –54% filled by
volume. Their reduced filler volume decreases viscosity to
ease placement in thin increments or small cavity prepara-
tions. They are also more flexible, with a decreased mod-
ulus of elasticity, to absorb stress in certain applications
(Table 2).

CLINICAL APPLICATION

Bonding is a general term that is used to describe the
joining, uniting, or attaching of adhesives to an adherend
(6). Bonding describes the attachment of two materials, but
not the mechanism by which the bonding occurred. A
bonded assembly may be attached together by mechanical
means or by physical and chemical forces. The bond that

occurs between composite resin and tooth enamel is
mechanical and is achieved by the process of acid etching.
The acid-etch technique was developed by Buonocore in
1955 for use in dentistry (31). An 85% phosphoric acid
solution was applied to the teeth of volunteer subjects and
greatly enhanced the bond strength of an unfilled acrylic
resin to the enamel surface. Retief demonstrated the effec-
tiveness of a 50% phosphoric acid pretreatment of enamel
for bonding and also the reversibility of the process by the
saliva’s remineralization of the enamel (32–35). Bonding is
now universally accepted by the dental profession.

Enamel bonding ushered in the age of cosmetic dentis-
try and popularized the use of composite resins. It was also
desirable to develop materials that would adhere to the
second layer of tooth structure, the dentin. This is espe-
cially applicable in situations where the available enamel
for bonding is minimal. Commercially available dentin
bonding systems have recently been developed. Bonding
may occur by two different means, micromechanically or
chemically. Adhesion may be chemically established to
either the inorganic or organic portions of dentin. The
dentin bonding systems have improved considerably in a
short period of time showing great promise for reducing
margin microleakage and increasing restoration retention.
Composite resins have rapidly established themselves as
an important segment of a dentist’s restorative armamen-
tarium. Composite resins were initially used solely as a
replacement for the unfilled acrylic resins and silicate
cements. Use was limited to the incisors where esthetics
were of paramount importance. Even then, many dentists
considered all resins to be strictly temporary at best.

The patient was often advised to consider a permanent
restoration that was metallic, such as a gold foil (placed by
compaction of overlapping gold increments directly into the
prepared cavity of a tooth). The failure rate of the early
resins was considered unacceptable by many dentists and
composite resins had to prove themselves ‘‘worthy’’.

The introduction of ‘‘bonding’’ reduced the severity and
occurrence of microleakage with the composite resin
restorations. Bonding also provided a conservative means
to retain a composite resin restoration without substantial
sacrifice of tooth structure (by cutting undercut areas into
the tooth). Composite resins soon became useful in restor-
ing traumatically fractured teeth (34–38). Malformed or
hypoplastic teeth were reconstructed using composite
resins and bonding (39,40). The pigments incorporated
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Table 2. Classification and Physical Properties of Resin-Based Compositesa

Physical Propertiesb

Composite Type Average Particle Size (Micrometers) Filler Percentage (Vol %)b Wear Resistance Fracture Toughness Polishability

Microfill 0.04–0.1 35–50 E F E
Hybrid 1–3 70–77 F$Cc E G
Microhybrid 0.4–0.8 56–66 E E G
Packable 0.7–20 48–65 P$Gc P$Ed P
Flowable 0.04–1 44–54 P P F$Gd

aReprinted with permission from Ref. 30.
bSources: Kugel,47 Wakefield and Kofford50 and Leinfelder and colleagues53.
cE: Excellent; G: good; F: fair; P: poor.
dVarying among the same type of resin-based composite.



into the composite resin matrix provide a wide range of
natural shades. Additional tinted and opaquing resins are
available that enable the dentist to achieve a life-like result
closely mimicking enamel. The bonding of composite resins
as a thin veneer to enamel was advocated for an aesthetic
technique of restoring discolored teeth. Young discolored or
malformed teeth could be given a natural appearance by
covering the enamel surface with a thin ‘‘veneer’’ of the
appropriately shaded composite resin (41,42). The public
eventually became aware of dentistry’s newest advance-
ment and ‘‘cosmetic bonding’’ was ‘‘born’’.

Preventive dentistry benefited by the development and
introduction of pit and fissure sealants. A pit and fissure
sealant material is a BIS-GMA based resin that is intro-
duced into the caries susceptible pits and fissures of teeth
forming a barrier against the action of decay producing
bacteria. Pit and fissure sealant resin is retained or
bonded to the enamel surface of the teeth by the acid-etch
technique. In the 1980s, a conservative cavity preparation
that utilizes composite resins and bonding had been pro-
posed by Simonsen (43). This technique involves the
removal of only decayed tooth structure with the compo-
site resin restoration bonded to the enamel surface sealing
the pits and fissures from future decay. Simonsen termed
this technique the ‘‘Preventive Resin Restoration’’ (43).
Composite resins are also utilized as cementing or as
luting agents.

Acrylic preformed laminate veneers were bonded with
composite resins to discolored teeth as aesthetic restora-
tions (44). Porcelain veneers have been bonded to disco-
lored teeth with composite resins since 1983 (45).
Composite resins have also been used to bond orthodontic
brackets, and fixed partial dentures (Maryland Bridges) to
teeth (46). Splints to stabilize periodontally or traumati-
cally loosened teeth are constructed of composite resin.
Restorations of decayed posterior teeth (molars) are more
and more done with composite resins and bonding (47). A
number of dentists and patients are reportedly concerned
over the potential toxic effect of mercury, one of the con-
stituents of silver amalgam filling material (48). Studies
have shown that dentists with the highest exposure to
silver amalgam also have the highest urinary mercury
levels (49). The concern about mercury toxicity may yet
be the necessary impetus to finally develop an ideal com-
posite resin (50).

New low shrink composite resins consist of a bis-GMA
matrix with a strontium glass filler of an average size of
1.1 m. The composite is 86.5% filled by weight and has a
compressive strength of 267.5 MPa. The composite has a
volumetric shrinkage of 1.4%, which reduces the shrinkage
stresses induced by polymerization. Also recently intro-
duced have been the no-rinse conditioners ( self -etching
primers). No rinse conditioners are very convenient for the
dentist and are very useful in patients with severe ‘‘gag’’
reflex (51).

The self-etching primer consist of a penetrating, poly-
merizable monomer and an acidic component. The pH of
the self-etching primer is between 0.6 and 2, which is acidic
enough to etch cut or prepared enamel (52). Several self-
etching primers currently available will not etch unpre-
pared enamel leaving resin extensions improperly bonded

(53). Self-etching primers that leave an acidic intermixed
zone will demonstrate osmotic blistering (54). Osmotic
blistering is the separation of the intermixed zone due to
water penetrating the hydrophilic primers. Water is pulled
from the dentin because of the high concentration of ionic
species retained in the primer when no-rinse conditioners
are used. The osmotic gradient from the ionic species and
acid monomers creates pockets or blisters of water between
the adhesive and composite resin. In addition, both the
filler and the resin matrix may suffer degradation from the
free acid radicals if the intermixed zone is left unbuffered.
The shear bond strength of resin-based composite or sea-
lants is reportedly less with the self-etching primers than
the ‘‘total etch’’ technique, a pretreatment of both enamel
and dentin with 32–40% phosphoric acid solution or gel
(55). Immobilization of an antibacterial component into the
resin matrix has also been achieved creating antibacterial
composite resins. A new monomer, MDPB, has been pro-
duced by combining a quaternary ammonium with a
methacryloyl group and incorporating it into the resin
matrix for copolymerization with other monomers. The
antibacterial effect is on contact only and does not dissipate
by dissolution into the saliva (56).
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RESPIRATORY MECHANICS AND GAS
EXCHANGE

JAMES LIGAS

University of Connecticut
Farmington, Connecticout

INTRODUCTION

Respiratory mechanics applies the principles of solid and
fluid mechanics to pressure, flow, and volume measure-
ments obtained from the respiratory system. The utility of
the resulting mathematical models depends on how well
they guide clinical decisions and prove consistent with the
results of new experiments. Although very sophisticated

RESPIRATORY MECHANICS AND GAS EXCHANGE 99



models of respiratory system structure and function exist,
our focus here is on simple concepts used for pulmonary
function testing and mechanical ventilation.

RESPIRATORY SYSTEM STRUCTURE

The airways, or bronchial tree, conduct air to the small air
sacs, or alveoli, which comprise the lung parenchyma. The
upper, larger airways are lined with ciliated epithelium
and mucus secreting cells to warm, humidify, and filter
small particles from the inhaled gas. The heated and
humidified air is ultimately exhaled, resulting in a water
loss from the body of 	 1 L 
 day�1. When the upper airways
are bypassed by tracheostomy or by intubation for mechanical
ventilation, drying of the respiratory tract can result in inspis-
sation of secretions and obstruction of the airways. Extracor-
poreal humidification of the compressed, zero-humidity gases
used in mechanical ventilation is a necessity (1).

The cross-sectional area of the trachea is roughly the
size of a United States quarter dollar (0.25¢). Alveolar
surface area is about the size of a tennis court, so that
over a very short distance the airways branch repeatedly to
bring inhaled gases into contact with a large surface area
for diffusion into the blood. The branching is generally
dichotomous and asymmetric. The number of branches
from the trachea to an alveolus varies from 6 to 30. Small
nerve fibers coursing through the walls of airways cause
glandular secretion and determine muscle tone. The blood
vessels bringing venous blood to the alveoli for gas
exchange follow a similar branching structure so that air
and blood flow are closely matched for efficient exchange of
gases (2).

The last generation of bronchioles ends in sprays of
alveolar ducts and sacs. There are some 300 million alveoli,
each 	300mm in diameter at full inflation, forming a
network of interconnecting membranes. Within those
membranes pass the smallest vessels, the alveolar capil-
laries. Microscopic studies show that the membrane con-
sists of two parallel tissue sheets separated by a series of
tissue posts, much like the deck of a parking garage. Red
blood cells spend <1 s in this structure, and diffusion of
respired gases occurs across the 0.3–3.0 mm barrier between
air space and red cells in the capillaries. At low intravas-
cular pressures, some parts of this network remain col-
lapsed, yet can be recruited if the pressure in the
pulmonary vessels increases. In addition, lymphatics also
drain the interstitial space and follow the structure of the
bronchial tree. They are capable of removing large volumes
of extravasated fluid if necessary.

A thin membrane, the pleura, covers the outer surface of
the lungs and is reflected to line the inside surface of the
thoracic cavity. Between these two pleural surfaces is a
space 6–30mm in thickness. A very small amount of fluid is
normally present, providing lubrication that allows the
lungs to slide freely over the interior of the chest wall (3).

The thoracic cage itself consists of the spine, sternum,
ribs, and associated muscles of the chest wall. The dia-
phragm separates the abdominal cavity from the thoracic
cavity and is the major muscle effecting resting ventilation
(4). As muscular contraction expands the thoracic cavity,

the lungs follow, filling with air. When the subject is at rest
exhalation is passive. The muscles relax, the thoracic
cavity decreases in volume, and air flows out of the lung.

In addition to the solid mechanics of these structures,
analyses of fluid flows are important. The behavior of fluids
spans many regimes: convection-dominated flows in the
large airways, gaseous diffusion at the alveolar level,
interphase diffusion through the capillary walls into the
blood, and viscous flows in the alveolar ducts, capillary
spaces, and intrapleural space.

STATIC MECHANICS OF THE RESPIRATORY SYSTEM

The simplest test of respiratory system behavior is to ask a
subject to inhale or exhale to different lung volumes
(Fig. 1). The tidal volume, VT, is the volume of air that
moves in and out of the lungs in a normal breath. At the end
of a normal exhalation all the muscles of respiration are
relaxed. With the glottis open, no forces are exerted on the
respiratory system and atmospheric pressure exists both in
the alveolar spaces and on the body surface. The lung
volume under those conditions is called the functional
residual capacity, or FRC. One can exhale beyond FRC
by forcing more air out of the lung. The amount that can be
forced out is called the expiratory reserve volume (ERV).
Even at that point, there is still residual air in the lungs:
the residual volume (RV). If one inhales maximally, the
volume of air in the lung is the total lung capacity, or TLC.
Similar to ERV, there is an inspiratory reserve available to
us beyond our usual tidal volume: the inspiratory reserve
volume, or IRV. The total amount of air that could be
inhaled from FRC is called the inspiratory capacity, and
the total amount that could be exhaled from TLC is called
the vital capacity (VC). Figure 1 shows that quantities
labeled ‘‘capacity’’ are the sum of two or more quantities
labeled ‘‘volume’’. Together with statistical tables relating
normal values to gender, age, and size, this data provides
one measure of any muscular weakness or structural
impairment that might limit the ability to move air into
or out of the respiratory system.
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Beyond simply measuring these volumes, one can ask
how much force is required to change the volume by a
certain amount. These experiments have been performed
upon excised lungs and intact animals and subjects.

Parenchyma

Experiments that applied static pressure to an excised, air-
filled lung supported in air showed that the relationship
between lung volume and the applied transpulmonary
pressure difference, that is, airway pressure minus pres-
sure at the pleural surface, is dependent on the volume
history of recent expansion (Fig. 2). To achieve any given
volume, the required pressure difference is greater for
inflation than for deflation. A large part of this behavior
is due to surface tension at the gas–liquid interface in the
alveoli and smallest airways (5,6). When the lung is
degassed and then filled with and surrounded by saline,
inflation pressures are reduced and much of the hysteresis
is eliminated (Fig. 2). The surface-active agent, or surfac-
tant, responsible for most of the hysteresis consists of a
phospholipid protein complex secreted by certain cells
found in the alveolar epithelium. Surface tension–area
data from experimental systems utilizing films of surfac-
tant indicate that surface tension varies over the range of
2–50 dyn 
 cm�1, decreasing markedly as the surface area of
the film decreases, and is independent of cycling frequency.
Surfactant lowers the surface tension below that for a pure
water–air interface, and therefore decreases the pressure
necessary to inflate the lungs and keeps alveoli from
collapsing during exhalation. Infants born prematurely
can lack surfactant, making respiration difficult. The
development of an artificial surface-active agent delivered
by aerosol was an important advance in neonatal care (7).

Because one often deals with changes about a specified
lung volume, the elastic behavior of the lung is routinely
described in terms of the tangent to the pressure–volume
curve at that point, referred to as the local compliance (CL)
of the lung,

CL ¼ dV=dP ð1Þ

where P is the transpulmonary pressure (alveolar minus
pleural surface pressure). Because of the nonlinear nature
of the pressure–volume relationship, the compliance varies
with lung volume. Thus the simplest model of lung elas-
ticity is a single parameter derived from the transpulmon-
ary pressure–volume curve of the liquid- or air-filled lung.
The compliance for an air-filled lung will reflect both the
mechanical properties of the tissue and the effects of
surfactant.

Intrapleural Space

For spontaneously breathing subjects, the stresses gener-
ated by muscle contraction cause thoracic cavity expansion
and are transmitted to the lungs through the intrapleural
space. The thin fluid layer present between the membrane
lining the lung (the visceral pleura) and the membrane
lining the inside of the thoracic cavity (the parietal pleura)
must in some way transmit those forces. Early models of
this coupling postulated the concept of an intrapleural
pressure (8). Because the minimal volume attainable at
zero distending pressure for an excised lung (V0) is below
the residual volume of the intact subject, and because
functional residual capacity is less than the volume of
the thoracic cavity when the lungs are removed, the sim-
plest model was that there must be a negative pressure,
that is, a pressure less than atmospheric pressure in the
pleural space (Fig. 3). In mechanical terms, any shear
stresses in the minute amount of pleural fluid were
neglected and the mechanics were modeled as a normal
stress, the intrapleural pressure (Ppl).

Measurements of intrapleural pressure in intact ani-
mals or human subjects were traditionally made by placing
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a catheter tipped with a small latex balloon into the thor-
acic esophagus. The balloon was partially inflated, but not
stretched. The theory is that both the balloon and the
esophageal wall are flaccid structures, and so pressure
changes measured by this manometry system would reflect
changes in intrathoracic pressure (9). These measure-
ments were undertaken in intact animals and subjects
to try to separate the mechanics of the chest wall from
the properties of the lung itself.

Thoracic Cage

In a manner similar to the parenchyma, the chest wall was
conceived of as an elastic structure and the slope of the
pressure–volume curve for the relaxed chest wall was
called the chest wall compliance. The active forces exerted
by the muscles (DPm) are conceived of as a normal force
applied to change the intrapleural pressure. During inha-
lation, expansive chest wall forces decrease the intra-
pleural pressure, causing expansion of the lung. If the
subject forcefully exhaled, or used the muscles to exhale
to a volume below functional residual capacity, the intra-
pleural pressure would increase.

These were the simplest models for the static mechanics
of the respiratory system. Pressure differences at various
points in the system are related to volume changes, and the
tissue properties were modeled as a simple elasticity
although the compliance could be dependent on lung
volume.

DYNAMIC EVENTS IN THE RESPIRATORY SYSTEM

Respiration requires the flow of gases into and out of the
lungs. Many studies investigated the nature of the fluid
flow, but early attention focused on a very simple model:
that of a ‘‘resistance’’ to air flow. If a subject inhales to total
lung capacity and then exhales to residual volume, the
volume exhaled is the vital capacity. However, if performed
with maximal expiratory effort, this experiment is called
the forced vital capacity (FVC) maneuver (10). Mathema-
tical analysis of the resulting data showed that the volume
exhaled was almost exponentially related to time:

V ¼ FVCð1� e�ktÞ ð2Þ

Where FVC was the volume eventually exhaled, t is time,
and k was the constant in the exponential. Investigators
acquainted with electrical analogues were quick to point
out that this resembled the discharge of a capacitor C
through a resistor R, with the time constant

k ¼ 1=RC ð3Þ

The obvious analog was to equate C with the compliance
of the respiratory system and R with the resistance to air
flow. The pressure drop between the airway opening and
the pleural surface was the driving force, so that the simple
model for exhalation became:

Pao � Ppl ¼ R dV=dtþ 1=CV ð4Þ

Where d/dt represents the time derivative, V the volume
change of the lung, and C the compliance. The convention is

that dV/dt < 0 represents exhalation. This equation fit
conveniently with the classification of respiratory diseases
into those that were restrictive and those that were
obstructive. Restrictive diseases, such as muscle weakness,
deformities of the chest wall, neurologic illnesses, and
fibrosis of the lungs, were those that altered lung volumes
and/or respiratory system compliance. Obstructive dis-
eases such as asthma and bronchitis were those that
interfered with the ability to quickly move air into, or
especially out of, the lungs, leading to a high resistance.

Further support for these concepts came from the Max-
imal Expiratory Flow–Volume (MEFV) maneuver in which
a subject performs the FVC maneuver while exhaling
through a pneumotachograph. A plot of flow versus its
integral (Fig. 4) has a straight-line portion, consistent with
an exponential relationship, because if the pressure differ-
ence is constant the time derivative of equation 2 gives

dV=dt ¼ kV ð5Þ

that is, a linear relationship between volume and flow rate.
Once again, normal values are a function of race, gender,
age, and size (11).

Equal Pressure Point Concept. Equation 4 would suggest
that as the applied pressure difference is increased, the
flow rate will increase indefinitely. However, the linear
portion of the MEFV curve is relatively independent of
effort. Beyond a certain point, trying to exhale more vigor-
ously has no effect on increasing the expiratory flow. The
idea of an ‘‘equal pressure point’’ was proposed to explain
this flow limitation (12) (Fig. 5). If the subject closes
the glottis, the pressure at the glottis will be equal to that
in the alveoli because no flow occurs. Equation 4 shows that
the pressure measured at the airway opening, or in this case
just below the closed glottis, will be equal to the intrapleural
pressure plus V/C. The quantity V/C is the elastic recoil
force due to stretch in the alveolar walls. If the subject
then performs a forced exhalation, intrapleural pressure
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will be greater than atmospheric pressure and alveolar
pressure is greater than this by V/C. Yet atmospheric
pressure exists at the airway opening, so that at some
point between the alveoli and the airway opening the
pressure in the airway is equal to intrapleural pressure.
This is the equal pressure point: The transmural pressure
across the airway wall is zero, and if the EPP occurs in
smaller airways unsupported by cartilage, they can col-
lapse, impeding the flow. The model postulates that this
occurs in such a fashion that the harder one tries to
exhale, the more the airways are compressed, so that flow
is limited. At a constant intrapleural pressure, as lung
volume decreases during exhalation the equal pressure
point moves toward the alveoli. Although the exact mechan-
ism for flow limitation is undoubtedly much more complex
(13,14), this model served as a simple explanation for the
observed phenomenon. It also explained why flows would be
reduced in patients with diseases such as emphysema,
where airway obstruction from mucous and inflammation
is not a major factor. In emphysema, fewer alveolar walls
mean less elastic recoil, and so the equal pressure point
occurs in smaller airways earlier in the exhalation.

MORE COMPLEX MODELS

These simple models underlie much of pulmonary function
testing and mechanical ventilation. However, there is an
extensive literature presenting more sophisticated ana-
lyses. Some of these are multicompartment versions of
the simple models in that they postulate differing com-
pliances and resistances in different regions of the lungs.
Others propose nonlinear resistance and compliance ele-
ments, for example, a variable resistance representing the
smaller, collapsible airways and a constant resistance for
the more rigid upper airways (15). Some models are more
consistent with physics in that they apply the principles of
continuum mechanics, namely, conservation of mass,
momentum, and energy, to the respiratory system. To do
so, investigators have often had to restrict both the scope of
the experiments and the portions of the respiratory system
they model. Others have chosen to formulate input–output
analyses without attempting to model the physical system
(16). To date, none of these models has achieved wide
acceptance or clinical utility.

THE PULMONARY VASCULATURE

Analyses of blood flow and mechanical changes in the
pulmonary vasculature began with a concept analogous
to airway resistance: the vascular resistance. The right
ventricle pumps blood to the lungs, and the pulmonary
veins return the blood to the left atrium. Measurements of
mean pulmonary artery pressure (MPAP) and estimates of
pressure in the left atrium (LAP) together with the deter-
mination of cardiac output (CO) allow the calculation of
resistance as pressure drop is divided by flow:

PVR ¼ ðMPAP� LAPÞ=CO ð6Þ

This is the clinically used model. Analyses of the ‘‘sheet
flow’’ concept (17) have been used to explain the mechanics
of blood flow through the lungs, but once again clinical
applicability has been limited.

GAS TRANSPORT AND EXCHANGE

Although understanding the mechanical behavior of the
respiratory system is important, ultimately one must both
understand normal gas transfer, and then account for the
effects of diseases on gas exchange. These concepts are
among the most difficult to master in all of physiology.
They bear detailed discussion because in practice physi-
cians use the results of gas-exchange measurements to
infer changes in mechanics rather than measure such
changes directly. Once again, simpler concepts are used
clinically although more complex and physically correct
models do exist.

Respiratory control centers in the brain sense the
partial pressures of carbon dioxide and oxygen in the
blood and drive the respiratory muscles to move air into
and out of the lungs. The amount of air that must move to
the gas-exchanging alveolar surfaces each minute is
known as alveolar minute ventilation, VA. Some of the
inhaled gas resides in the larger airways, where no gas
exchange can occur. The volume of these airways is known
as the anatomic dead space, VD. If the gas were to flow in
and out of the airways with no mixing, a concept known as
‘‘plug flow’’, the total amount of air that is inhaled is
composed of that which reaches the alveoli and that which
is wasted in that it never reaches a gas-exchanging sur-
face,

Vmin ¼ VA þ f VD ð7Þ

Where f is the respiratory rate. Unless oxygen tensions
are very low, carbon dioxide is the major driving force for
respiratory effort. The partial pressure of carbon dioxide
in the blood for normal people is	 40 Torr (5.320 kPa) and
is closely regulated near that level.

The structure of the airways and blood vessels is such
that local air flow and blood flow are closely matched: for
the normal lung the ratio of ventilation to perfusion for
any portion of the lung is nearly uniform even though
different areas of the lung receive markedly different
amounts of air and blood. The pulmonary vessels are
capable of constriction in response to low oxygen tension,
a process known as ‘‘hypoxic pulmonary vasoconstriction’’.
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This process tends to keep local blood flow well matched to
local air flow (18). So, for the purposes of estimating
gas transfer, one can lump all 300 million alveoli together
and treat the normal lungs as if there were only one
large alveolus receiving all the blood flow and all the air
flow. One can then estimate (1) what level of alveolar
ventilation would be required to maintain a normal partial
pressure of carbon dioxide, and (2) what level of blood
oxygenation would be expected for a given inhaled oxygen
concentration.

Partial Pressures of Gases Related to Volume and Composition

It is molecules of gas that flow in the respiratory system,
not volumes of gas. Pressure, volume, and the number of
molecules are related by the equation of state:

PV ¼ nRT ð8Þ

Where P is the pressure, V is the volume, n is the number of
moles of gas, T is the temperature, and R is the gas
constant. When physiologists speak of volume rather than
moles, they must specify the pressure, temperature, and
humidity at which that volume is measured. Two sets of
conditions are used in respiratory physiology. The first is
BTPS, or body temperature and pressure, saturated (with
water vapor). Volumes given as BTPS are those that the
gases would occupy if they were at 37 8C, standard atmo-
spheric pressure (760 Torr or 101.080 kPa), and fully
saturated with water vapor. The partial pressure of water
vapor at 37 8C, the normal human body temperature, is 47
Torr or 6.266 kPa. Volumes given as STPD are standard
temperature and pressure, dry, that is, at 0 8C, standard
atmospheric pressure, with all the water vapor removed.
The equation of state can be used to convert between
conditions.

As an example, consider what would occur if an 80 kg
human were to use glucose as the only fuel. A moderately ill
person requires 	25 cal 
 kg�1 
 day�1 (104.6 J). The meta-
bolism of glucose generates roughly 4 cal 
 g�1 (16.75 J) and
consumes an amount of oxygen equal to the carbon dioxide
produced:

C6H12O6 þ 6O2 $ 6CO2 þ 6H2O ð9Þ

To generate 2000 cal (8373.6 J) would require use of 500 g, or
2.8 mol, of glucose/day. This would in turn use 16.8 mol of
oxygen and generate 16.8 mol of carbon dioxide.

Using the equation of state, or remembering Boyle’s law,
we know that 1 mol of gas at STPD occupies 22.4 L. During
a day, our patient would use 376 L of oxygen and generate
an equal amount of carbon dioxide. On a per-minute basis,
oxygen consumption and carbon dioxide production would
be

VO2
¼ VCO2

¼ 260 mL 
min�1

These are volumes at STPD. What would the volumes be at
BTPS? At STPD,

nO2
¼ ð760 TorrÞð260 mLÞ=Rð273 �CÞ ð10Þ

These same molecules heated to body temperature and
humidified would occupy a larger volume. Under these

new conditions, the pressure due to the dry gases is lower
and the temperature is higher.

nO2
¼ ð760� 47ÞV=Rð310 �CÞ ð11Þ

The number of molecules is the same, so equating 9 and 10
yields

V ¼ ð760 � 260=273Þ � ð310Þ=ð760� 47Þ ¼ 314 mL ð12Þ

For these calculations, glucose was the sole fuel used to
meet the daily energy requirement. However, normally fat
forms part of the fuel supply and because the units of a
fatty acid chain lack the oxygen atom:

�� CH2 �� or; if there is a double bond;¼ CH��

fat as an energy source consumes more oxygen per carbon
dioxide produced, and therefore lowers the respiratory
quotient (RQ). We generally estimate

RQ ¼ VCO2
=VO2

¼ 0:8

when performing calculations, so that if

VO2
¼ 310 mL 
min�1BTPS

Then,

VCO2
¼ 250 mL 
min�1BTPS

Alveolar Minute Ventilation

With each breath, we inhale surrounding air with 21%
oxygen. We do not use all of it (only about a quarter) and
exhale the remainder. The amount of air we need each
minute is usually determined by the need to rid ourselves
of carbon dioxide. What volume of gas would have to reach
the alveoli each minute to remove 250 mL 
 min�1 of carbon
dioxide while keeping blood, and hence alveolar, carbon
dioxide tension at 40 Torr?

The fraction of alveolar gas that is carbon dioxide must
be

FACO2
¼ VCO2

=VA ð13Þ

But partial pressures are related to the proportion of the
gas in the total mixture:

PACO2
¼ FACO2

ðPatm � PH2OÞ ð14Þ

Combining 12 and 13,

PACO2
¼ VCO2

=VAðPatm � 47Þ ð15Þ

Some textbooks show PACO2
multiplied by a constant,

0.863, in this equation. In those books, CO2 production
is given at STPD and VA is at BTPS. The constant
results from using the equation of state to convert VCO2

to BTPS.
Substituting standard atmospheric pressure of 760

Torr or 101.325 kPa, a desired alveolar CO2 tension of
40 Torr (5.332 kPa), and CO2 production of 250
mL 
 min�1 leads to the conclusion that alveolar ventila-
tion must be

VA ¼ 4:45 L 
min�1BTPS
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If the inhaled oxygen is 21% of the respired gases and
oxygen utilization is 310 mL min�1, less than a one-third
of the inhaled oxygen is consumed and the rest is exhaled.
Alveolar minute ventilation is therefore usually deter-
mined by the need to exhale the carbon dioxide produced.

Expected Oxygen Tension

We next ask what degree of blood oxygenation we would
expect if all the alveoli had the same ventilation/perfusion
ratio, that is, if our assumption that the normal lung can be
modeled as a single alveolus is correct. Consider the steps
involved in inhalation:

1. Gas is brought into the nose and upper airways,
heated to body temperature, and humidified.

The gases we inhale are almost completely com-
posed of nitrogen and oxygen at the local barometric
pressure. When water vapor is introduced, the par-
tial pressure of oxygen is the fraction of oxygen
inhaled times the sum of the partial pressures of
the dry gases, which is barometric pressure minus
the water vapor pressure:

PIO2
¼ ðPatm � 47ÞFIO2

ð16Þ

Where the subscript I denotes inhaled.

2. This gas reaches the alveoli, where a certain amount
of oxygen is taken up and carbon dioxide is added.
Although not strictly true (the correction is relatively
minor), the simplest approach is to consider how
much oxygen is used compared to carbon dioxide
delivered. The respiratory quotient can be used

VO2
¼ VCO2

=RQ ð17Þ

and an estimate of how much the alveolar PO2
falls

compared to the inhaled PO2
becomes

PO2
¼ PACO2

=RQ

giving

PAO2
¼ PIO2

� PACO2
=RQ

or

PAO2
¼ ðPatm � 47Þ � FIO2

� PACO2
=RQ ð18Þ

For an RQ of 0.8, normal CO2 tension, and breathing
room air (21% O2) this gives

PAO2
¼ 100 Torr or 13:300 kPa

Note that the calculations of alveolar minute ventilation
and expected alveolar oxygen tension were based upon the
hypothesis that for a normal lung, ventilation and perfu-
sion are closely matched. Some 300 million alveoli were
modeled as a single unit in terms of gas exchange. Mir-
aculously, for the normal lung this turns out to work quite
well. The difference between measured arterial oxygen
tension (PACO2

) and calculated alveolar oxygen tension
(PACO2

) is known as the alveolar–arterial oxygen gradient,
or A–a gradient. In young normal subjects it is usually
<10 Torr (1.330 kPa).

The Role of the Cardiovascular System

Blood delivered by the heart brings carbon dioxide to the
lungs for elimination and oxygen to the cells of the body.
Figure 6 shows the relationship between the partial pres-
sures of the gases and the amounts of those gases in the
blood. For simplicity’s sake, these are shown as single
curves although the amount of one gas present does affect
the carrying capacity for the other somewhat (the Bohr and
Haldane effects). The curves are very different. That for
carbon dioxide is almost linear, while that for oxygen is
sigmoid shaped. This difference is crucially important.
Together with the fact that the major regulator of alveolar
ventilation, is carbon dioxide, mismatches in the distribu-
tion of ventilation and perfusion caused by acute lung
injuries will have less effect on carbon dioxide tension in
the blood than they will on oxygenation, as we shall see
below.

The cardiac output is 	5 L 
 min�1. Blood with a hemo-
globin content of 14 g 
 dL�1 exposed in the lungs to 100 Torr
(13.330 kPa) partial pressure of oxygen will contain
	195 mL of O2 per liter of blood. Therefore, 965 mL of
oxygen will be pumped to the body every minute. If oxygen
consumption is 310 mL 
 min�1, 655 mL of oxygen will
return through the venous circulation unused. This trans-
lates to a venous hemoglobin saturation of 	 70% with a
venous blood oxygen tension of 40 Torr (5.320 kPa).

The carbon dioxide tension of arterial blood is regulated
near 40 Torr (5.320 kPa). The arterial blood content of
carbon dioxide is therefore 	350 mL 
 L�1. If carbon diox-
ide production is 250 mL 
 min�1 and cardiac output is
5 L 
 min�1,	50 mL of carbon dioxide will be added to each
liter of blood, so that venous partial pressure of carbon
dioxide is 	46 Torr (6.118 kPa).

During light to moderate exercise, or with a moderate
illness, the normal response to increased oxygen utilization
and carbon dioxide production is an increase in alveolar
minute ventilation and an increase in cardiac output
rather than an increase in oxygen extraction at constant
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cardiac output. If the cardiovascular system is impaired,
oxygen extraction will increase.

RESPIRATORY MECHANICS IN DISEASE STATES

Several observations of mechanical behavior of the lung
show that when diseases occur, the simple resistance-
compliance model of the lung may cease to apply. The
first concept relating to disease is that of dynamic com-
pliance.

If a simple resistance-capacitor circuit is driven by a
sinusoidal voltage, an analysis of voltage and current
waveforms will give the same value for resistance and
capacitance independent of the frequency of the sinusoid.
However, attempts to calculate compliance from a diseased
subject while varying the breathing frequency appeared to
give a value for compliance that was dependent on the
respiratory rate. This became known as ‘‘dynamic compli-
ance’’. The reason for this is that disease processes are
seldom homogeneous. The inhomogeneity leads to varying
mechanical properties, and a more appropriate model is
then a sinusoidal driving force applied to several resistors
and capacitors in parallel. In this case,

P sinvt ¼ R1 dV1=dtþ 1=C1 V1 ¼ R2dV2=dtþ 1=C2 V2 ¼ 
 
 

ð19Þ

Adding the equations above would give

aP sinvt ¼ ðR1dV1=dtþ R2dV2=dtþ 
 
 
Þ
þ ðV1=C1 þ V2=C2 þ 
 
 
Þ

where a is the number of parallel components. However,
one measures only the total flow and total volume exhaled.
Analyzing data obtained from an inhomogeneous lung
using equation 4 would make the resulting R and C func-
tions of all the resistances and compliances in addition to
how the total volume and flow were distributed within the
system, which itself would be a function of frequency. The
term dynamic compliance is a misnomer: The existence of
dynamic compliance is an indicator that a simple one-
compartment model does not apply (19).

And as one would then expect, the MEFV curves from
many subjects with obstructive lung diseases show that not
only are the magnitudes of flows reduced, but the portion of
the curve that was almost linear in normal subjects now
has a definite curvature. This could result from having
several compartments of different mechanical properties
emptying at different rates.

These concepts fit well with observations of patients’
breathing patterns. If increased airway resistance seems to
be the issue, the patients breathe more slowly with a
greater tidal volume, which might allow enough time for
the slow compartments to empty. Equation 1 shows that
complete emptying will require a time more than three
time constants (RC). If retention of air is a problem because
of loss of elasticity, such as in patients with emphysema
and high FRC or with structural abnormalities lowering
TLC, patients may breathe more rapidly with a smaller
tidal volume. In addition, at times of increased airway
resistance, some patients purse their lips while exhaling.

According to the Equal Pressure Point concept, creating a
sharp pressure drop at the lips would raise the pressure
throughout the airway system, moving the equal pressure
point into larger airways that might not be so collapsible,
and possibly allowing an increased expiratory flow rate.
These patterns seem to be set by the respiratory controller
in the brain in a way that may minimize the work and
discomfort of breathing (20,21).

The simple dynamic models applicable to the normal lung
have been extended in many ways to attempt to model the
effects of disease processes. For example, investigators rea-
lized that at higher frequencies, such as those employed with
jet ventilators or forced oscillatory ventilation in infants,
the inertia of the fluid would play a role. They introduced
the electrical analog of inertia, an inductance I, into their
models. The models became more complex as investigators
attempted to assign various components of the respiratory
system their own electrical analog properties, and to allow
these properties to vary in different areas of the lungs.
However, measurements of lung volumes, compliance, and
flows remain the mainstay of clinical pulmonary function
testing and are based upon the simple concepts presented
above.

EFFECTS OF DISEASE ON GAS TRANSPORT

In acute illnesses or acute exacerbations of chronic lung
diseases, formal mechanical testing is usually not per-
formed except in cases such as asthma, where abrupt and
dramatic increases in airway resistance markedly
reduce the expiratory flows. Clinicians draw conclusions
about changes in mechanics from changes in arterial
oxygen or carbon dioxide tensions. Understanding these
changes is important for both assessing acute decom-
pensations in ambulatory patients and for providing
effective mechanical ventilation. These changes are per-
haps the most misunderstood aspect of respiratory patho-
physiology.

For the normal lung, ventilation and perfusion are
matched to assure efficient gas transport. The elimination
of carbon dioxide is the usual determinant of alveolar
minute ventilation. Diseases affecting the respiratory sys-
tem can decrease the total amount of air or blood delivered
or disturb this matching. Although there are many differ-
ent disease, the mechanisms are few. First, the membranes
responsible for gas transport can be destroyed leaving
fewer alveoli to do the job of gas transport, but without
significantly affecting the matching. Second, the airways
and/or the small blood vessels can become inflamed or
blocked, either partially or completely, in a way that
interferes with the normal matching of air and blood flows.
This results in areas of the lungs with widely varying
ventilation / perfusion ratios. Third, problems with the
nervous system, with the musculature, or with the struc-
ture of the chest wall itself can limit alveolar ventilation.
Interpreting the changes in blood gas tension using the
simple model for the normal lung may lead to erroneous
interpretations.

For example, consider what would happen if 50% of the
blood flow went to alveoli, which were fluid filled or
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collapsed (Fig. 7). In the normal person, cardiac output is
	 5 L 
 min�1. Venous oxygen tension is 	 40 Torr (5.320
kPa), and at that pressure the hemoglobin is 	 70% satu-
rated. Venous carbon dioxide tension is 	 46 Torr (6.118
kPa). Normally, the lungs would deliver oxygen, remove
carbon dioxide, and the arterial blood would have a PaO2

of
100 Torr (13.330 kPa) and a PCO2

of 40 Torr (5.333 kPa).
Because respiration is driven by the carbon dioxide ten-
sion, the brain would try to keep arterial PCO2

at 40 Torr
(5.320 kPa). But one-half of the blood passing through the
lung would maintain its venous content of carbon dioxide,
which has a venous partial pressure of 46 Torr (6.118
kPa). This means that the respiratory controller would
increase alveolar minute ventilation to the functional
alveoli, and alveolar partial pressure of carbon dioxide
in those alveoli would fall to something like 32 Torr (4.256
kPa). If one measured the increase in alveolar minute
ventilation, it would amount to some 10–15% increase. If
one attempted to interpret this according to the one-
compartment model, which applied to normal lungs,
one might conclude that some of the alveolar ventilation
was wasted, that is, that it went to areas of the lung that
did not participate in gas exchange (that there was an
increase in physiologic dead space). However, that is not
what the figure above shows: It shows that blood flow goes
to unventilated areas of the lung, not that ventilation goes
to unperfused areas of the lung. The true situation is a
shunt, whereas the model would predict an increase in
dead space.

What would happen to oxygenation? The venous blood
would not pick up any oxygen in the unventilated alveoli.
Because of the shape of the oxyhemoglobin dissociation
curve, very little extra oxygen could be delivered to the
blood flowing through the functional alveoli even if the
inspired oxygen concentration were increased to 100%.

Note the implications of this. Any condition that causes
a mismatch between the amount of blood flow to given
alveoli and the amount of air flow will affect oxygenation
much more profoundly than it will affect carbon dioxide
elimination. There are two major reasons for this: (1)
chemosensors are very sensitive to increases in CO2 ten-
sion and will increase alveolar ventilation to compensate;
and (2) this compensation is possible for CO2 and not for O2

because of the different shapes of the gas content: partial
pressure curves for the two gases.

MECHANICAL VENTILATION

The mechanisms by which diseases affect gas transport
can be used to understand mechanical ventilation.
Because the primary determinant of carbon dioxide ten-
sion is alveolar ventilation, adjustments in respiratory
rate and tidal volume will allow control of carbon dioxide
levels. Because oxygenation is dependent on the fraction
of inspired oxygen AND upon how ventilation and perfu-
sion are distributed, the FIO2

is just one of the controls
affecting oxygenation. Positive end-expiratory pressure
(PEEP) can be applied to try to recruit alveoli that might
be collapsed and responsible for the shunting of blood.
That is, end-expiratory pressure at the mouth is held
above atmospheric pressure to hold alveoli open. The
price paid is that normal alveoli can become overdis-
tended. Therefore the exact level of PEEP that should
be used is still controversial (22,23).

Although there are many types of ventilators that per-
form many sophisticated functions, there are two basic
ways to ventilate a human being. For adults, volume-cycled
ventilators are usually used. A tidal volume is set, and
pressures measured for safety reasons. For infants, tidal
volumes are too small to accurately measure, so that
pressure-cycled ventilators are used. In this case, a peak
inspiratory pressure and PEEP are chosen, and the volume
actually delivered depends on the mechanics of the venti-
lator and of the infant’s respiratory system (24). In this
case, tidal volume becomes a variable so that safe pressure
limits are never exceeded.

Although there is much written about ‘‘barotrauma’’
from mechanical ventilation, that is actually a misnomer.
Experiments on cells from the lungs show that when a cell
is stretched beyond a certain point, inflammatory mediators
are generated and the cell can die (25). The correct term is
‘‘volutrauma’’, but because we cannot measure cell stretch
adequately, pressure limits are generally respected (26).

CONCLUSION

This article does not attempt to summarize the literature
on continuum mechanics, statistical models, or tissue
mechanics of the respiratory system. However, the simple
concepts described above are essential for understanding
pulmonary function testing, respiration, and patient sup-
port with mechanical ventilators. Once these concepts are
mastered, the complex and often conflicting literature can
be critically read and understood.
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INTRODUCTION

This article describes the broad scope of safety issues in the
hospital and recommends ways in which hospitals should
address these issues. Particular emphasis is placed on
medical devices and instrumentation and how they inter-
relate with the hospital’s environment, facility, patients,
and device users and other personnel. Medical device
safety depends in large part upon a comprehensive medical
device technology management program, which includes
elements ranging from technology assessment, evaluation,
and procurement to device replacement planning and
includes such components as user training, medical device
incident investigation, and device quality assurance. The
clinical engineer by education, training, and experience is
shown to be ideally suited to implement and execute a
technology management program and to lead in the effort
to assure hospital-wide patient safety. Available resources
are described including web-based training, distance
learning, standards, publications, and professional orga-
nizations.

Innovative surgical techniques, improved invasive and
noninvasive diagnostic procedures, advanced diagnostic
and therapeutic medical devices, pharmacological pro-
gress, and an overall better understanding of disease pro-
cesses continue to benefit the treatment of the sick;
however, advanced technology has been a mixed blessing
to recipients of these advances. Its positive impact on
healthcare has been countered by the creation of problems
engendered by an increasingly complex medical device and
instrumentation environment. In the use of devices and
techniques, misuse or procedural error can and does occur.
Some level of risk is associated with everything that is done
to care for the patient. Healthcare professionals must keep
abreast of the advancing technologies, be aware of their
limitations and risks, and manage them. The hospital
safety program is an integral part of the system of risk
reduction and can and should be broad in scope, not limited
by undue attention to only one or two risk categories such
as slips and falls or needle sticks. It should encompass
means to address and control the risks of injury to patient
and staff, risks that arise from all sources, not only those
specifically related to medical devices, but those related to
the performance of the individual healthcare giver.

THE PROBLEM WITH HEALTHCARE

The complexity and proliferation of the three components
of technology (i.e., drugs, devices, and procedures) con-
tinues unabated. In the hospital complex, interrelation-
ships exist among environment; facilities and utilities;

medical and nonmedical policies; and procedures, econom-
ics, ethics, and human performance. Inappropriate drugs,
devices, and procedures; defectively designed, manufac-
tured, and maintained medical devices; inappropriate
staffing; inability to follow procedures, neglect of duties,
inattention, and ignorance; and deficient education and
training are among the factors that increase the risk of
injury in the hospital.

The Institute of Medicine (IOM) of the National Acad-
emy of Sciences produced a report containing estimates as
high as 98,000 deaths occurring annually in U.S. hospitals
caused by medical errors (1). About 1 million medical
injuries occur annually in the United States, with
200,000 involving some negligence (2). Such iatrogenic
injury (injury caused by the physician, now more broadly
defined as injury caused by giving care in a hospital) has
been well documented (3). Medical devices used in deliver-
ing care have a finite probability of doing harm to the
patient or to the person using the device (4) and are
included as one source of iatrogenic injury. Estimates of
the percentage of device-related incidents over all incidents
vary from 1 to 11% (2).

Patient Safety Movement

The IOM report spawned a patient safety movement.
Organizations, actively working to identify the weaknesses
in the healthcare arena, are unified in their support of
patient safety initiatives (5–7). The Institute of Medicine
(9), in its sequel report, Crossing the Quality Chasm: A New
Health System for the 21st Century, calls for a health care
delivery system that is safe, effective, patient-center,
timely, efficient, and equitable. Patient safety can be
improved by implementing and executing effective hospital
safety programs.

Safety Programs

Programs exist that address the overall safety concerns
within a hospital. Under the umbrella of a total hospital
safety program, there are various components, such as fire
safety, infection control, medical device safety, and radia-
tion safety. Guidelines for a comprehensive total hospital
safety program incorporating all the various components
are given below. Following this is presented a program that
addresses medical device safety, in particular. Before ela-
borating upon these two safety programs, to obtain a
clearer sense of the problem with health care the injurious
forces and mechanisms present in a hospital are described
and their interrelation with patients, staff, facilities, envir-
onment, medical technology are described.

Injurious Forces and Mechanisms

The hospital is a place where injury mechanisms abound.
The nature of a hospital’s business concentrates the
injury mechanisms. For example, life-threatening situa-
tions demand rapid response by medical personnel often
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utilizing a host of complex technologies. All components of
the system must work for successful outcome. One element
failure, for example, an error in device use, administration
of the wrong drug, or inappropriate surgical technique, can
produce disastrous results even though all other elements
are working. Injury to patients, personnel, and visitors can
arise from many different sources within a hospital. The
following is a list of some of the many safety concerns and
examples of hospital occurrences:

� Fire: Electrosurgical energy in an oxygen-enriched
atmosphere has ignited a fuel source such as the hair
of a patient resulting in a rapidly spreading, deadly
conflagration.

� Air, medical gases, and vacuum: Crossed-medical gas
pipelines have killed patients mistakenly given
nitrous oxide instead of oxygen.

� Water: Water with inappropriate chemical content
used in dialysis has injured patients.

� Chemicals, solvents, sterilizing agents, skin prepara-
tion solutions, anesthetic gases: Anesthetic gases can
cause birth defects; ethylene oxide used in steriliza-
tion has caused severe skin lesions.

� Drugs: Administration of wrong or inappropriate
amounts of medications have killed patients.

� Filth, microorganisms, vermin: Inadequately steri-
lized bronchoscopes have cross-contaminated hun-
dreds of patients.

� Waste, bodily fluids, sharps (needles, scalpels):
Improperly discarded needles have punctured hospi-
tal workers infecting them with human immunodefi-
ciency virus (HIV).

� Sound, noise: Ambient noise levels have obscured
audible alarms.

� Ionizing and nonionizing radiation [X-rays, laser,
ultraviolet (UV), visible light, infrared (IR), micro-
wave]: Interventional cardiologists have burned
patients by using excessive X-ray exposure times
during fluoroscopically guided catheter placement.

� Electricity: Lethal electric shock was delivered to a
patient by improper connection of ECG leads to a
power cord.

� Natural and unnatural disasters: Hurricanes have
disrupted electrical power and back-up generators
have failed to function.

� Mechanical stress: Static and dynamic forces on the
body can result in injury. For example, excessive and
prolonged mechanical pressure to parts of the body
during surgery has resulted in pressure necrosis of
tissue. Among the highest causes of injury are slips
and falls and back strains.

� People: Human error, for example, administering the
wrong medication or cutting-off the wrong leg, is the
largest single cause of injury in the hospital. Abduc-
tion and elopement are also people-related safety
concerns.

� Devices: A defectively designed check valve has failed
preventing ventilation of a patient resulting in brain
death.

From the above, it is clear that a hospital patient is
exposed to a variety of risks many of which involve, in some
way, medical devices and instrumentation. Human error
resulting in patient injury often involves the use of a
medical device in an inappropriate fashion. Such use
may signify that the device was designed with inadequate
attention paid to human factors considerations (9). A
hospital safety program must pay due attention to the
relationships among devices, people, places and things,
and take a systems perspective on safety.

Systems Perspective on Safety

The hospital is a complex environment where medical
devices and instrumentation utilized for diagnostic, ther-
apeutic, and rehabilitative purposes interact with each
other and with patients, staff, facilities, and the environ-
ment. A systems approach to understanding the mechan-
isms contributing to incidents and accidents aids in the
development of programs to control and minimize safety
risks (10). The efficacy and safety of the delivery of patient
care depends, in general, on five main components: medical
device; operator; facility; environment; and patient. The
following is a description of these components along with
examples of the contributions they can make toward creat-
ing hazardous situations.

Medical Devices

The device itself can be the sole cause of an iatrogenic
injury. A medical device can be rendered injurious by the
actions or inactions of the device inventor, designer, man-
ufacturer, shipper, inspector, maintainer, or user. For
example, the manufacturer may fail to properly assemble
or construct an otherwise efficaciously designed medical
device. The shipper who transports the device from the
manufacturing plant to the hospital may damage a prop-
erly manufactured device. The inspector at the hospital
may fail to properly inspect the device upon receipt, allow-
ing a damaged or defective device to be placed into service.
The maintainer may fail to keep the device operating
within manufacturer’s specifications by not adequately
performing preventive maintenance and calibration pro-
cedures. The manufacturer may fail to provide adequate
warnings and instructions. The user may abuse or misuse
the device, rendering it hazardous to the patient. Finally,
the device may not be retired when it has reached the end of
its useful life and is subject to more failure modes and is not
up to date with current medical practice.

Injury can result from the absence or failure to utilize
medical devices that are accepted as the standard of care in
the community. Physicians and nurses have an obligation
to utilize technology that has been accepted as the stan-
dard of care, and liability is incurred if available technology
is not used.

Definition

For an all-encompassing safety program, the definition of
medical device adopted by the U.S. Food and Drug Admin-
istration (FDA) is recommended (11):

‘‘The term device means an instrument, apparatus,
implement, machine, contrivance, implant, in vitro
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reagent, or other similar or related article, including any
component part, or accessory, which is

1. Recognized in the official National Formulary, or
the United States Pharmacopoeia, or as supple-
ments to them.

2. Intended for use in the diagnosis of disease or other
conditions, or in the cure, mitigation, treatment, or
prevention of disease, in humans or other animals.

3. Intended to affect the structure or any function of
the body of humans or other animals, and that does
not achieve any of its principal intended purposes
through chemical action within or on the body of
humans or other animals and that is not dependent
on being metabolized for the achievement of any of
its principal intended purposes.’’

All devices used in the hospital or provided by the
hospital must be addressed whether they are purchased,
donated, leased, or owned by a physician or are under
evaluation. Technically, a safety program must include
devices ranging from tongue depressors to magnetic reso-
nance imaging (MRI) units. Both reusable and disposable
devices must be considered. As medical device technology
becomes more complex and new modalities are employed
for diagnostic or therapeutic intervention, the hospital
safety program must adapt to these changes. It was not
that long ago that such issues as laser safety, magnetic
field strength hazards, and nonionizing radiation hazards
were unknown concepts. A hospital safety program must
also include a way of dealing with devices used outside the
hospital, such as devices provided by or through the hos-
pital to enable ambulatory and home care or devices used in
the transport of patients to or between hospitals. A hospital
department such as clinical engineering that extends its
services to other entities such as a doctor’s office or clinic
must adhere to the same principles that guide its in-house
safety program such as regular preventive maintenance
schedules.

Electricity

Medical devices that are electrically operated can pose risk
to patients and staff of electric shock. Incoming inspection
and periodic inspections thereafter can assess the safety of
such devices. As with all electrically operated devices, care
should be taken to ensure that surfaces that may be con-
tacted by patients and operators are not energized because,
for example, of poor design, manufacturing defect, or dete-
rioration and inadequate maintenance and repair. Elec-
trical safety of medical devices is but one aspect of safety as
is shown below. Safety programs should not be obsessed
with electrical hazards, shown to be a relatively minor
contributor to death and injury in hospitals since first
introduced several decades ago as a major problem (12).

Chemicals

Many potentially injurious chemical compounds are or
have been associated with the operation of medical devices
and instrumentation. For example, ethylene oxide gas used
in hospital sterilizers poses a risk to operators and to

patients if improperly utilized (13). Iatrogenic complica-
tions can be introduced by infusion pumps, widely used for
intravenous and intraarterial fluid and drug administra-
tion. Incompatibility of certain drugs with the plastics from
which infusion pump administration sets are made is a
source of risk. Nitroglycerin in solutions administered by
infusion pumps has been shown to interact with certain
formulations of poly(vinyl chloride) (PVC) tubing, ulti-
mately decreasing the potency of the drug and making
the administration of a known amount impossible to gauge.
Other examples include allergic reactions to latex gloves,
skin preparation agents, and contrast media and adverse
reactions to implantable devices such as artificial joints
and nerve stimulators.

Sound and Electromagnetic Radiation

A neonate’s auditory system is particularly susceptible to
injury from high sound levels as can occur in infant incu-
bators. Diagnostic ultrasound units must be properly
designed and maintained to ensure that output levels
remain within acceptable limits recommended in safety
standards.

The hazards of ionizing radiation became well known
not long after the development and use of the X-ray
machine. A good radiation safety program is essential to
ensure that radiographic equipment and protective mea-
sures in radiographic suites meet acceptable performance
and safety standards and that operators are appropriately
trained and follow established safety procedures.

Nonionizing radiation is a significant health hazard in
all hospitals and includes UV, microwave, and laser radia-
tion. Ultraviolet therapy is employed in the treatment of
some skin disorders. However, UV radiation can adversely
affect the eye (keratitis) and the skin (erythema and car-
cinogenesis). Microwave radiation is commonly used in
physical therapy for diathermy treatment of patients.
Microwave effects are largely thermal, with the eye being
the most susceptible organ (cataractogenesis). Surgical
lasers are particularly hazardous since the beam can travel
large distances with little attenuation and can reflect off
surfaces in the room. The intensity of the beam is of
necessity sufficient to burn body tissue as is required in
surgical procedures. Momentary eye contact with the beam
can cause severe eye damage. A laser safety program is
recommended wherever lasers are used. Eye protection
and restriction of the area to trained personnel are essen-
tial steps in the program.

Alarms

The Joint Commission on Accreditation of Healthcare
Organizations identified appropriate attention to alarms
as one of six patient safety goals of 2003 (14). Alarms are
sometimes ignored, unheard, unnoticed, misinterpreted, or
disabled. A life-threatening alarm that goes unattended
can have disastrous consequences for the patient. Alarms
are rendered ineffective for a host of reasons, some of which
are listed here. Frequent false alarms cause the care givers
to relax their guard to the point of ignoring a real alarm
condition when it occurs. Doors to patient rooms, closed to
give the patient some respite from the noise in the corridor
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and in other rooms, can attenuate a bedside monitor alarm
such that it is not heard by nurses on the floor. Medical
staff members, either through inattention, lack of knowl-
edge, or intent, can disable the alarm function on a device.
Mechanical or electrical failures could occur that render
the alarm circuitry ineffective. Artifact present can be
interpreted by a monitor as a real physiological signal
and can cause a monitor to fail to alarm when the patient’s
physiological signal exceeds limits.

Mechanics

Device design should account for motion, maneuverability,
and impact resistance. A transport stretcher that is diffi-
cult to maneuver can strain the muscles of the transporter.
Devices should be made of materials with strength ade-
quate for their intended purpose. Device mountings and
supports must have adequate load-bearing characteristics.
Inadequately secured physiological monitors have fallen
onto patients from overhead shelves. Latches, locks, pro-
tective covers, and restraints must be designed with appro-
priate attention to human factors and conditions of use to
prevent inadvertent opening and loss of protection from
falls or tampering. Patients of all ages have died from
asphyxiation after becoming entrapped by bed rails. Con-
nectors and couplings abound in the hospital environment.
Blood line disconnections have resulted in deadly air embo-
lisms; airway disconnections have resulted in death and
brain damage from oxygen deprivation; and reversed con-
nections to anesthesia vaporizers have resulted in deadly
anesthetic overdoses.

Operator

Lack of knowledge concerning the operation of a device is
the most common failing of the operator. A safety program
must recognize that the rapid introduction and wide pro-
liferation of complex medical device technology taxes the
operator’s ability to remain competent and must assure
that adequate educational programs are in place to address
this need. Educational programs and credentialing
requirements minimize user error caused by ignorance
of device operation.

Failure to correctly diagnose is a claim made increas-
ingly more frequently in malpractice actions. Risks asso-
ciated with diagnostic medical devices such as ECG
telemetry systems or clinical laboratory analyzers often
relate to device set-up, calibration, and operation and data
gathering, manipulation, display, storage, and retrieval.
The harm that people (e.g., doctors, nurses, technologists),
can do to the patient can relate directly to the presence,
quality, and limitations of diagnostic data obtained by the
device (15).

Errors in the operator’s use of devices are more likely
when manufacturers do not provide instructions or provide
ambiguous or misleading instructions, labels, indicators,
or controls on the device. Manufacturers have a duty to
communicate word to their customers of upgrades and
product improvements that address design deficiencies
in the products that they have sold.

The manufacturer may contribute substantially to the
operator’s failure by not understanding the limitations of

the operator and designing a device without adequately
addressing human factors engineering. The FDA recogniz-
ing the important role sound human factors engineering
plays in safe medical device design has spearheaded efforts
to develop standards and guidelines in this area (16). The
degree to which human factor problems contribute to
safety risks and incidents is indeterminate largely because
those reporting device problems often lack the understand-
ing of how faulty medical devices and instrumentation
design contributes to user errors (17).

Drug and medication errors constitute one of the
major sources of hospital incident reports. Safety pro-
blems include adverse drug reactions and inappropriate
dosage, drug, frequency of administration, and route of
administration.

Economic pressures influencing staffing patterns and
work requirements result in understaffed and overworked
operators who do not adhere to policies and procedures, but
rather take more expedient, albeit more risky, avenues.
For example, an ECG telemetry central station, which by
the manufacturer’s instructions and hospital policy should
be monitored constantly, may go unattended because of
competing demands for personnel resources. A study of
anesthesia claims over an 8-year period revealed that 14%
of the claims alleged failure to monitor (18). Personnel who
do not adhere to hospital or departmental policies and
procedures pose safety problems for the patient. Policies
and procedures also address such issues as patient care
procedures or surgical procedures.

Facility

The hospital’s physical plant and its facilities can have a
substantial effect upon safety. Some of the major facilities
of a typical hospital are listed below followed by some
examples of how these facilities can affect patient and
personnel safety (19):

� Heating, ventilation, and air conditioning (HVAC)

� Medical gases

� Water

� Electric power

� Sanitation systems

� Transport and space

Heating, Ventilation, and Air Conditioning

Air pollution can adversely affect the compressed air sup-
ply that is needed to provide respiratory support and to
power pneumatic devices. Inadequate ventilation has
resulted in hazardous concentrations of ethylene oxide
gas used in the sterilization of heat-labile devices. Failure
to control relative humidity has resulted in water conden-
sing on wrappings of sterile surgical instruments and thus
breaching the sterility barrier.

Medical Gases

Switched oxygen and nitrous oxide supply pipelines have
caused patient deaths. Poorly designed and maintained
medical gas and vacuum distribution systems can fail to
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provide adequate pressures and flows for the proper opera-
tion of such devices as suction machines, pneumatically
powered surgical instruments, ventilators, and anesthesia
machines.

Water

A hospital must have an adequate supply of water (20).
Because it is in direct contact (through a membrane) with a
patient’s blood, the water used in hemodialysis must be
monitored and its components controlled. Numerous
adverse reactions from untreated water have occurred
(21). Components that can affect the dialysis treatment
have been identified and include insoluble particles, solu-
ble organics and inorganics, heavy metals, bacteria, and
pyrogens.

Electrical Power

The performance of sensitive electronic medical devices
can be adversely affected by irregularities in electrical
power distribution systems. Line voltage variations, line
transients, and interruption of power can all result in harm
to the patient by adversely affecting the performance of
such devices as physiological monitors, ventilators, elec-
trosurgical units, and clinical laboratory analyzers.

Sanitation Systems

The safe disposal of solid, liquid, and gas waste constitutes
a significant environmental concern to the hospital, its
patients and personnel, and the community in which the
hospital is situated (22). It is common for clinical personnel
to be stuck by needles in the course of either injecting a
patient or disposing of a used needle. Housekeeping per-
sonnel are victims of improperly discarded needles, scal-
pels, broken glass, and biohazardous and radioactive
waste. Chronic low level exposure to inhalation anesthetics
is associated with spontaneous miscarriage, liver disease,
cancer, and other physiological disorders.

Hepatitis C, HIV, SARS, influenza, and other infection
agents pose threats to patients and personnel who come in
contact with infected patients or their bodily fluids and
waste. To add to the problem, infectious agents have
developed into virulent forms that are resistant to stan-
dard antibiotics.

Transport and Space

Elevators, escalators, doors, stairwells, and staff and pati-
ent care areas affect the level of hospital safety. A patient
room that is too small results in crowding of medical
devices, personnel, and patient. Crowding restricts rapid
access to necessary devices and instruments and interferes
with access to the patient. Poorly maintained and designed
elevators delay a caregiver’s access to a patient. Fire doors
propped open or emergency exit doors propped shut pose
serious hazards in the event of fire. Fire is particularly
hazardous in an environment in which an individual’s
ability to evacuate is compromised by illness or disability.
A closed door to a patient room may afford the patient some
quiet from the noise from the outside, but it can also
attenuate a bedside alarm to make it inaudible to the staff.

Environment

Those elements within a hospital environment that can
influence the safe operation of a medical device include
such things as medical and nonmedical devices that are not
directly involved in a patient’s care, people, electromag-
netic interference, cleanliness, psychological factors, bio-
mechanics, and natural and unnatural disasters. The
environment in which medical devices are used has grown
beyond the hospital to now include emergency vehicles,
ambulatory care facilities, long-term care facilities, and the
home. The hospital, to the extent that it furnishes devices
for patient use, must assume the responsibility for ensur-
ing that these devices are safe and effective.

Device–Device Interaction

The hospital has become a complex electrical environment
where incompatibility can exist between medical devices
(24). For example, electrosurgical units have obscured
electrocardiographic traces on cardiac monitors, defibril-
lator discharges have damaged internal pacemakers, and
electrical transients have modified patient ventilator rates.

Nonmedical Devices

An ever-increasing variety and number of nonmedical
devices are often requested to be brought into hospitals
by patients. Some of these devices include cell phones,
space heaters, electric heating pads, televisions, electric
shavers, electric guitars, and video games. A hospital
safety program must specify what is not allowed to be
brought into the hospital or into specific areas of the
hospital, must detail the means of enforcement, and give
guidance on making exceptions in unusual circumstances.
Policies and procedures will vary with the institution,
medical condition of the patient, and inspection capabil-
ities of the hospital’s clinical engineering resources.

Hospital staff often desire to bring in personal-use
devices such as fans, electric space heaters, radios, and
hot plates. Office equipment such as personal computers
and radios also may be a source of risk and should be
considered in a comprehensive safety program. Equipment
used by housekeeping and plant engineers such as floor
buffers, vacuum cleaners, and power tools are a source of
risk.

People

Besides the operator described above (i.e., the patient’s
nurses, doctors, and technicians), other people in the
patient’s environment can poses safety risks. These include
other medical staff not directly involved in the patient’s
care; other patients; nonmedical hospital personnel (e.g.,
housekeeping, maintenance, administrators, and security
personnel); and visitors, salespeople, and interlopers.

Visitors have altered controls on life support equipment
to the detriment of the patient. Housekeepers have dis-
connected life-support ventilators from wall outlets in
order to plug in floor sweepers. Premeditated or nonpre-
meditated attack either on a patient or by a patient is a
possibility. Abduction of infants or elopement of mentally
deranged patients occurs.
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Poor communication has an adverse effect upon a
patient’s treatment. For example, a care giver’s order for
a test or request for a report that goes unheeded can be
detrimental. Not communicating what has already been
done for the patient may at best result in unnecessary and
costly repeat procedures or at worse the repeat adminis-
tration of medications and resulting overdose.

Electromagnetic Interference

Electromagnetic interference (EMI) is the disruption of the
performance of one device by electrical energy emitted by
another device or by another source of radiation such as a
radio or television transmitter. EMI is becoming more of
a problem as the number of electronic devices in the
hospital increases (24,25). The utilization of an ever
increasing amount of the electromagnetic spectrum and
the proliferation of devices that are intended and unin-
tended emitters and receivers of electromagnetic energy
require that hospitals pay due attention to compatibility
and interference (26).

The high strength magnetic fields about MRI units
have drawn in from the surrounding environment ferrous
metallic objects resulting in death and injury when
these objects collide with great force against patients
and personnel.

Cleanliness

Infection is a major complication of invasive arterial, cen-
tral venous, and pulmonary artery monitoring. Nosocomial
(hospital acquired) infection can be spread by way of med-
ical devices that have not been properly handled, cleaned,
disinfected, or sterilized (27). Vermin, animals, fomites
(bedding, clothes), food, and people are other vehicles for
the spread of nosocomial infection. Dirt and dust can
contaminate wound sites, can damage delicate electronic
instrumentation and computer data storage devices, and
can harbor pathogenic organisms.

Psychological Factors

Periontogenic (having its genesis in the surroundings)
illness afflicts patients and staff. Such illness has its roots
in the stresses engendered by the high technology sur-
roundings and includes such syndromes as intensive care
unit (ICU) psychosis, the adverse psychological impact of
the ICU setting. Dehumanization of patients can lead to
such neuroses and psychoses as depression, denial, and
dependency.

Biomechanics

Thousands of patients each year are injured in slips and
falls while attempting to get out of bed to make use of
bathroom facilities. Back injuries to staff from lifting heavy
equipment or positioning patients are not uncommon occu-
pational injuries.

Natural and Unnatural Disasters

Major safety problems are associated with a wide range of
natural disasters such as tornado, hurricane, and earth-

quake and unnatural disasters such as terrorism, and
nuclear power plant meltdown. Disaster planning will
minimize loss in these circumstances (28).

Patient

Failure of patients to exercise their duties and responsi-
bilities can lead to their own injuries. Patients can con-
tribute to their own injury by failing to use reasonable care
in attending to themselves. Such examples include delib-
erate removal or tampering with support equipment, fail-
ure to follow instructions to remain in bed, tripping or
falling over obvious obstacles in hospitals, and introduc-
tion of unauthorized items into the environment of the
hospital.

Systems Analysis

The interaction of the above five components (patient,
device, facility, operator, and environment) can be demon-
strated by considering the example shown in Fig. 1. A
neonate (the patient) is in an infant radiant warmer (the
device) electrically powered from the wall receptacle (the
facility). The nurse (the operator) prepares to connect the
skin temperature sensor to the warmer’s control panel. A
nearby examination lamp and external influences of a
bright sun and electromagnetic waves emitted by a local
station are shown (the environment). All five elements of
the system can interact and give rise to a situation result-
ing in patient injury. For example, electromagnetic radia-
tion can interfere with the operation of the radiant
warmer’s heater control. The nearly examination lamp
can add to the heat transfer to the neonate leading to
hyperthermia. The skin temperature sensor could be
incompatible with the temperature monitoring system,
but its connector could permit it to be connected to the
system only to give false reading and result in excessive
radiant heat output. Interruption of electric power because
of a damaged electrical receptacle could result in loss of
heater output and subsequent hypothermia.
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TOTAL HOSPITAL SAFETY PROGRAM

As seen from the preceding section, the issue of total
hospital safety encompasses human elements, machine
elements, and environmental elements, all of which
must be considered in a total hospital safety program
(30).

JCAHO Recommendations

The Comprehensive Accreditation Manual for Hospitals
(CAMH) (30) published by the Joint Commission on
Accreditation of Healthcare Organizations (JCAHO)
includes a chapter entitled, ‘‘Management of the Environ-
ment of Care’’. The standards contained in this article
require hospitals to manage seven areas by the develop-
ment and implantation of appropriate plans:

� Safety

� Security

� Hazardous materials and waste

� Emergency

� Life safety

� Medical equipment

� Utility systems

Safety Committee

The safety management plan requires a hospital to identify
‘‘processes for examining safety issues by appropriate hos-
pital representatives’’, that is, the safety committee, now
often called the environment of care committee. The
JCAHO refers to the safety committee as ‘‘a multidisci-
plinary improvement team’’ and defines its activities and
responsibilities as follows:

� Safety issues are analyzed in a timely manner.

� Recommendations are developed and approved.

� Safety issues are communicated to the leaders of the
hospital, individuals responsible for performance-
improvement activities, and when appropriate, to
relevant components of the hospital wide patient
safety program.

� Recommendations for one or more performance
improvement activities are communicated at least
annually to the hospital’s leaders.

The safety committee serves as a forum for reports from
the seven environment of care areas. For example, the
safety committee will receive reports as specified in the
hospital’s medical equipment management plan, including
performance monitoring data and incident investigation
reports. Serving as a reporting forum is an essential part of
the safety committee’s role. However, the great value of the
safety committee is found in its ability to subject these
reports to multidisciplinary analysis. Careful analysis
from a representative range of perspectives will produce
communications, recommendations, and performance
improvement activities that enhance safety throughout
the hospital. Hospitals may assign managers to oversee

the implementation of the management plans in the above
environment of care areas.

Cooperation and Communication

The hospital safety program requires the conscientious
participation and work of a wide range of committees,
departments, and individuals with full cooperation and
support of the hospital’s administration. It involves a set
of policies and procedures that cut through departmental
barriers. Interdepartmental cooperation, involving vir-
tually every clinical and support service, is imperative to
adequately address the wide range of issues that bear upon
the safety of patients and personnel. Hospital safety pro-
grams are inherently difficult to implement as a conse-
quence of the diversity of their component parts.

A total hospital safety program should include patient
and employee, environmental, and medical device safety.
Hospital-operated and physician-directed safety programs
should be linked in a single system. The hospital and
medical staff should pool their resources and direct all
patient safety information to a central point. At that point,
data analysis can identify problem areas before compen-
sable events occur. The components of a total hospital
safety program that are actively involved in hospital safety
issues are committees, departments, and administration.

Committees

The committee is a means by which formal lines of com-
munication can be exercised. A hospital has various com-
mittees that relate in some fashion to an overall hospital
safety committee (environment of care committee). Each
committee necessarily deals for the most part with rather
narrow issues. Those committees that have the strongest
influence on overall hospital safety are listed in Table 1. No
two hospitals are alike and the names of the committees
may vary from one institution to the next.

Participation of key individuals, representing the
entire spectrum of services provided within the hospital,
in the work of the safety committee as well as in the work of
the other committees listed is an integral component of the
hospital safety program. Formal communication channels
must be created between these committees and the
safety committee. Committee attendance is an aid to
interdepartmental communication. Transfer of informa-
tion in an informal setting in a face-to-face meeting
before or after a committee meeting can often be more
effective, rapid, and accurate than written or telephone
communications.
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Table 1. Committees Concerned with Hospital Safety

Radiation safety Specialty medical
services

Infection control

Quality assurance Emergency
resuscitation

Utilization review

Standards and
evaluation

Medical board Capital equipment

Continuing medical
education

Operating room Credentials and
privileges



Departments

The departments, offices, and authorities that play impor-
tant roles in the hospital safety program are shown in
Table 2.

Risk management is a key element in any hospital safety
program (31). It has become not only a moral, but a
financial necessity to provide a safe environment for the
staff and patients. It is the risk manager who must make
recommendations, in the face of cost containment efforts,
on the investment of capital in monitoring systems and
modern equipment as a means of reducing risk. Risk
management can determine a course of action aimed at
reducing risk through, for example, increased surveillance
of the patient by appropriate monitoring devices such as
electrocardiographs, capnometers, blood pressure moni-
tors, and pulse oximeters. Should an analysis show that
the main problems lie in human error, clinical engineering
and staff development might implement an educational
program as a response. For example, human error, rather
than equipment failure, appears to be the primary factor in
most preventable anesthesia mishaps. Increased risk man-
agement initiatives can reduce these adverse incidents.
Cost-effective anesthetic practices actually require using
the most up-to-date and well-maintained equipment. The
risk management component is central to controlling the
costs of safety. Care must be taken to deploy risk manage-
ment resources judiciously. A disproportionately large
amount of attention has been focused on some relatively
minor safety issues, such as electrical safety, while by
comparison few resources have been commanded to
address issues that pose greater risks to patient safety,
such as slips and falls (32).

Materials management is generally responsible for the
acquisition and distribution to patient floors of a wide vari-
ety of device accessories and disposable products. Prepurch-
ase evaluation of these items should not be overlooked.
Clinical engineering isoften in a position to lend its expertise
in device testing to the evaluation of new products proposed
for addition to the hospital’s standing inventory.

Environmental health and safety is concerned with such
issues as fire safety; air quality; spillage, handling, and
storage of chemicals and unidentified substances; and
noise abatement.

Radiation safety is concerned with the protection of
patients and personnel from the effects of ionizing radia-
tion (33). The primary aim of radiological protection is to
provide an appropriate standard of protection for humans
without unduly limiting the beneficial practices giving rise

to radiation exposure according to the International
Commission on Radiological Protection (ICRP) (34). The
ICRP system of protection is based on the following three
objectives:

1. To prohibit radiation exposure to individuals unless
a benefit to the exposed individuals and to the
society can be demonstrated, and be sufficient to
balance any detriment.

2. To provide adequate protection to maximize the net
benefit, taking into consideration economic and
social factors.

3. To limit the dose (other than from medical expo-
sures) received by individuals as a result of all uses
of radiation.

Infection control identifies the means of growth, repro-
duction, and transmission of pathogenic organisms. Infec-
tion control advises on methods for eliminating or
controlling the reservoirs of microorganisms, on appropri-
ate sterilization, disinfection, and sanitation techniques,
and on disturbing or eliminating the means of transmis-
sion. Where this means of transmission involves the med-
ical device, close cooperation with clinical engineering is
advisable.

Staff development has a substantial contribution to
make in training staff and in periodically reviewing com-
petence levels in device use and patient treatment techni-
ques. Staff development typically develops suitable
curricula with the assistance of clinical engineering.

Plant and facilities engineering maintains the facility,
ensures satisfactory heating, ventilation and air condition-
ing, electric power, water supply, medical gases and
vacuum, and sanitation. Facilities engineering keeps
abreast of the building codes pertaining to construction
and renovation (35).

The medical departments constantly review the quality
of the care administered and remain alert to indicators of
inappropriate diagnoses or therapeutic intervention. The
medical staff’s quality assurance programs are coordinated
with each other and integrated with hospital programs
under the office of the safety director.

Information technology departments are responsible for
the computerized acquisition, storage, and retrieval of
patient information of both an administrative and clinical
nature. Timely, accurate, and conveniently displayed
information reduces medical errors and the risks asso-
ciated with providing treatment on the basis of clinical
laboratory and other diagnostic data.

Administration

The hospital administration must support the safety pro-
gram by allocating adequate personnel and financial
resources and by enforcing compliance with policies and
procedures and assigning responsibility to program imple-
mentation to a hospital safety officer.

Safety Officer

The key individual in a hospital safety program is the
hospital safety officer. This position should be held by a
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with Hospital Safety

Risk management Staff development Materials
management

Plant and facilities
engineering

Environmental
health and safety

Fire marshall

Medical departments Quality assurance Information
services

Radiation safety Infection control Clinical
engineering



full-time hospital employee, especially in large, tertiary
care, teaching hospitals. For small hospitals, community
hospitals, and surgical centers the responsibilities of the
safety officer’s position can be exercised by an adminis-
trative staff member. The safety officer develops the
administrative policies and procedures to address all
aspects of safety within the hospital. Each department will
have its own particular policies and procedures governing
safety as will multidisciplinary committees.

Performance Improvement

A fundamental concept underlying all JCAHO standards is
performance improvement, which is a continuous process of
monitoring and evaluating performance to identify and
realize opportunities for improvement. The performance
improvement cycle links the safety committee, the safety
officer, and the managers of the seven environment of care
management plans into a framework for coordinating the
many separate activities that constitute a hospital-wide
safety program.

SAFETY PROGRAM: MEDICAL DEVICES AND
INSTRUMENTATION

The focus in the past of most hospital safety programs on
employee and device safety has changed to include a
broader range of patient safety issues. The hospital safety
program must address all the risks to which patients and
staff are exposed. The duties and responsibilities of the
hospital safety officer should reflect this broader safety
perspective. Clinical engineering contributes to the hospi-
tal safety program principally through its management of
medical device technology. A broadening of the clinical
engineering department’s perspective could be required
in some cases, particularly in a hospital in which undue
attention is placed on electrical safety issues.

Clinical Engineering

A medical device safety program can be administered in
several ways: through an in-house clinical engineering
(CE) department, either centralized and full service or
departmentalized and partial service, through outside ser-
vice provided by manufacturers’ programs, or through an
independent service organization (ISO) (36). The hospital
personnel required to support such a program will range
from one part-time worker when outside services are
employed to 30–40 full-time workers when, for example,
an in-house program is utilized in a major medical center
(38).

Clinical engineering departments are concerned pri-
marily with medical device performance and safety. The
responsibility for servicing nonmedical devices and medi-
cal and nonmedical facilities may rest within or outside of
clinical engineering; however, of overriding importance are
the concepts that the hospital safety program should
include all medical devices, medical device systems, utili-
ties and facilities that may directly affect the safety of
hospital patients or staff, and that the hospital should
have in place a system that addresses all of these safety

issues. The clinical engineering department’s responsibil-
ities with regard to the hospital safety program should
include the implementation and execution of a medical
device technology management program.

Technology Management

Medical device technology management is the sound foun-
dation upon which any safety program must be built.
Technology management is the management of medical
devices throughout their useful life and includes selection
and acquisition and eventual replacement (38). Elements
of technology management follow:

Strategic planning (technology assessment)

Acquisition (specification, evaluation, purchasing)

Utilization and asset management (impact analysis)

Medical device service (inspection, maintenance, repair
and modification)

Replacement planning

When a technology management program is run effec-
tively, a hospital can be assured that the need for all
medical devices has been ascertained; that medical devices
have been properly evaluated, selected, purchased,
inspected, and calibrated for optimal performance and
safety; that all users of the devices are appropriately
trained; that the devices will be maintained on a regular
basis; that service will be provided promptly so that patient
care will not be disrupted; that a system of tracking and
identifying every medical device will be in place; that the
device is retired from service at the appropriate time; and
that device replacement planning ensures continuity of
technological support. Documentation of all elements of
the system is essential. A deficiency in any one of the above
elements can increase the exposure of a hospital patient or
employee to injury. From technology management flow all
other aspects of a safety program.

Strategic Planning

The first step in minimizing the risk of medical device
technology is strategic planning and technology assess-
ment, determining what services will be provided and what
technologies are appropriate for delivering those services.

Hospitals need to monitor changes in technology to
enable sound strategic planning. For example, examina-
tion of the effects of new therapeutic or diagnostic mod-
alities, such as magnetism in the case of MRI, would allow
the hospital to circumvent incompatible or health-threa-
tening situations. The hospital should maintain ready
access to technological assessment reports such as those
published by the National Center for Technology Assess-
ment. A chief technology officer may be warranted for large,
university-affiliated teaching hospitals. The acquisition of
appropriate medical device technologies can be aided by
the use of such tools as the Essential Health Technology
Package developed by the World Health Organization (39).

Acquisition

Acquisition of adequate medical device technologies starts
with a statement of clinical needs. Detailed specifications
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are then written, accurately reflecting the needs expressed
by the clinical staff. Prospective vendors are then selected
and invited to demonstrate their products. Clinical and
laboratory evaluation of these products will determine
suitability to the hospital’s needs and adherence to safety
and performance standards. The evaluation will often
involve a multidisciplinary approach so that all aspects
of the device (e.g., life cycle cost analysis, clinical efficacy,
safety, and engineering design) can be evaluated. A hospi-
tal standards and evaluation committee is a good mechan-
ism to control the acquisition of a broad range of medical
devices from infusion pumps to gauze pads. Purchasing
documents should contain device performance specifica-
tions and conditions of sale such as withholding payment
until all in-coming acceptance inspections are complete
and the device is installed and operational. Other condi-
tions include provision of operator and service manuals,
vendor training, and warranty periods.

Utilization and Asset Management

At the initial (in-coming) inspection of a device entering the
hospital, a record of that device (asset) is entered into the
management system. Generally, affixing an asset manage-
ment control number to the device enables the identifica-
tion of that particular device and allows a computerized
medical device management system to store and retrieve
device histories. Computerized Medical Device Manage-
ment Systems greatly enhance the acquisition and analysis
of data and thus improve the management process (40).
The unique control number points to a file containing
information about the device that is essential to manage-
ment of that resource. Such information as generic name of
the device, manufacturer, location, and phone number of
the manufacturer or authorized service representative,
applicable inspection procedure to be used during sched-
uled preventive maintenance, and cost of the device are
generally included in the medical device data base. The
management system linked to a medical device recall
system (see below) enables rapid determination of whether
or not the hospital possesses devices that are subject to a
recall.

Asset management data of the acquired medical device
technology can support utilization and impact analysis
enabling the hospital to reap maximum economic benefit
(41). Improvements in utilization can positively affect a
patient’s care by maximizing availability of diagnostic and
therapeutic services.

Medical Device Service

Periodic inspection, maintenance and repair are
essential elements of medical device safety. Whether these
functions are carried out by an in-house department or by
an outside service organization, it is crucial that the
service be performed in a timely manner so that there is
negligible impact on the delivery of care for want of the
necessary device or instrument. Several guides to devel-
oping maintenance and repair programs are available
(42). Techniques for obtaining maximum support from
vendors and outside service providers have been described
(43).

Replacement Planning

All medical devices reach the point in their lives where
replacement becomes necessary because of decreased relia-
bility, increased downtime, safety issues, compromised
care, increased operating costs, changing regulations or,
simply, obsolescence. Healthcare organizations have lim-
ited funding for capital purchases with many under strict
budgeting guidelines. Replacement based on anecdotal and
subjective statements and politics create havoc related to
finances, morale, and operations. Clinical engineering
departments are impacted if they do not have a replace-
ment plan when major repairs occur in older equipment.

The ideal healthcare technology replacement planning
system would be facility-wide covering all clinical equip-
ment, utilize accurate, objective data for analysis, be flex-
ible enough to incorporate nonequipment factors, and be
futuristic by including strategic planning related to clinical
and marketplace trends and hospital strategic initiatives
related to technology. The plan should encompass many
factors related to cost benefit, safety, support, standardiza-
tion, and clinical benefit (44).

Medical Device Recall System

A medical device recall system should be in place in all
hospitals to receive recall notices, hazard bulletins, and
safety alerts and to disseminate them to the appropriate
authorities (45). The system should have a means for
documenting any corrective actions required and imple-
mented. The pharmacy typically operates a separate drug
recall system. The medical device safety officer (see below)
should manage the recall system. Close interdepartmental
communication is required. All clinical departments, ancil-
laries, and support or service departments within the
hospital are typically involved in medical device recall
system. Virtually all types of medical devices are subject
to recall: reusables or disposables, accessories and sup-
plies, and capital equipment. Every medical device from
tongue depressor to computed tomography (CT) scanner
are included in the system.

Several publications contain hazard and recall notices
including FDA Enforcement Report, Biomedical Safety
Standards Newsletter, and Health Devices Alerts (see
Reading List).

Incident–Accident Investigation and Reporting

The hospital safety program should encompass the
mechanism to respond to an accident or incident in which
a patient or staff member is injured (46). Incidents and
accidents associated with medical devices and instrumen-
tation fall within the purview of the clinical engineering
department. The Safe Medical Devices Act of 1990 requires
that the manufacturer of a medical device be notified
within 10 business days if one of its devices contributed
to death or serious injury. The manufacturer, under FDAs
Mandatory Device Reporting (MDR) regulation, is
required to report these incidents to the FDAs Center
for Devices and Radiological Health. Manufacturers are
required to report to the FDA when they receive informa-
tion from any source which reasonably suggests that a
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device they manufacture contributed to death or serious
injury (47).

The clinical engineering department has the most famil-
iarity with medical device performance and safety features
and would be best qualified to serve as incident investiga-
tion coordinator of all medical device-related incidents.
Many clinical engineers are ideally qualified by education,
training, and experience to investigate incidents. When in-
house clinical engineering expertise is unavailable or when
an outside, unbiased investigation is required, hospitals
make use of independent third-party investigators.

Medical Device Accident and Incident Investigation
Methodology

Impoundment of devices after incidents is recommended.
Control settings, dials, knobs, and switches should not be
changed. Photographic evidence should be obtained. Dis-
posable devices must be saved along with packaging mate-
rial that can often be the only indication of lot number.
Cleaning, disinfection, or sterilization of the item(s)
involved could hinder further investigation and should
be done only under the guidance of the incident coordina-
tor. Policies should be written advising clinical staff to
preserve all equipment involved in an incident, including
disposable devices and associated packaging. Relative posi-
tions of devices in the room should be noted. Staff should
record all relevant identifying information, such as the
manufacturer of the device, date of use, location, serial
or lot number, and hospital equipment control number if
applicable.

Incidents and accidents often go unreported for fear of
legal repercussions and from reluctance to admit that a
procedural error may have been committed. An error in the
use of a device may be related more to the human factors
engineering failings of the device than to the carelessness
of the operator. Only through aggressive reporting of med-
ical device problems can the need for technological
improvements be identified and the likelihood of similar
incidents occurring be eliminated.

Quality Assurance

A means by which the CE department can measure the
quality of its service is recommended (48). A departmental
quality assurance plan should aim to identify problems or
potential problems related to the safe, effective, and appro-
priate use of patient care equipment. Quality assurance
indicators would include such items as the number of in-
service education sessions, the number of device prepurch-
ase evaluations, the average length of time required to
restore damaged or defective equipment to working condi-
tion, the scope of department services, productivity, and
proficiency. A computerized medical device management
system is an invaluable aid in developing the necessary
statistics for measuring departmental performance.

Information Technology

Clinical engineering and information technology are con-
verging as an increasing number of medical devices become
integrated into hospital information systems (49). Sensi-

tive patient information is contained in many medical
devices and thus the security provisions of the Health
Insurance Portability and Accountability Act (HIPAA)
apply (50). Inappropriate use of medical information is a
patient safety hazard. For example, reporting a negative
HIV result to a person who is actually HIV positive could
result in that person not taking appropriate steps to reduce
the spread of the disease.

Education and Training

Developing a comprehensive education program in the use
of medical devices is one of the principal goals of the
hospital safety program (51). Changing legal attitudes in
response to technological advances have resulted in addi-
tional responsibilities for nurses. Training to enhance the
recognition of the day-to-day condition of devices, the need
for in-service, and alertness to the signs of incipient device
failures are essential components of a sound medical device
safety program.

Tools

Professional organizations provide a good forum for the
exchange of safety information. Keeping current with
developments in medical device technology, patient and
hospital safety, and regulatory issues by attendance at
meetings of these organizations is recommended. The
American College of Clinical Engineering (ACCE) is the
only international professional organization dedicated
exclusively to representing the interest of clinical engi-
neers (53). Other biomedical engineering, facilities engi-
neering, and medical instrumentation organizations
support clinical engineering efforts at the national, regio-
nal, and local levels. These include the Engineering in
Medicine and Biology Society of the Institute of Electrical
and Electronics Engineers, the American Society of
Hospital Engineers of the American Hospital Association,
and the Association for the Advancement of Medical
Instrumentation.

Numerous resource materials are available to assist the
clinical engineering department in administering a safety
and technology management program. The Reading List
section includes texts that contain instructional material
relating to technology management and patient safety.
Teleconferences, workshops, and Internet also serve as
good sources of information (53–55). Manufacturers, recog-
nizing the need to provide informative material to the user
to promote a better understanding of safety issues, often
provide beneficial educational material.

Medical device standards, technology management
recommendations, and safety guidelines are promulgated
by several professional and trade organizations. Clinical
engineers are encouraged to participate in standards-
setting activities to contribute their informed user opinion
on medical device performance and safety issues.

ENHANCING PATIENT SAFETY

The clinical engineer has many opportunities to design
means to reduce the occurrence of medical errors and to
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enhance patient safety through the application of engineer-
ing skills to solve problems of medical device selection,
application, utilization, and safety (56,57). The proactive
engineer will implement solutions to problems before they
occur. Root-cause-analyses and failure modes and effects
analysis (FMEA) will aid the engineer in determining what
is wrong with the system and what needs to be fixed
(58,59).

Medical Device Safety Officer

The medical device safety officer (MDSO) will one day be
commonplace in hospitals. The clinical engineer is well
suited to serve in this role and to manage the medical
device safety program.

Postmarket Surveillance

Improved postmarket surveillance of medical device per-
formance and safety is needed to provide more device
problem feedback to the manufacturer, regulatory autho-
rities, and to the hospital itself (60). Such feedback enables
enhanced device design, revisions in standards, and
improvements in educational programs with the ultimate
goal of reduction in hazards. Improved methods are
required to determine the prevalence, nature, and causes
of medical device-related errors.
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INTRODUCTION

Scoliosis deformity occurs in the spine quite frequently,
especially in growing children. In spite of the attention
given to this deformity over the past century, still very little
is known about its etiology or progression mechanisms.

There are a number of health related consequences of a
progressive scoliosis. In large scoliosis deformities there is
impairment of respiratory and cardiovascular function. If
progressive, the deformity produces thoracic compromise,
pain, and degenerative changes in the spine. In large curves
that have been surgically fused, there may be iatrogenic
problemssecondarytomultisegmentalarthrodesis.Although
scoliosis is often perceived as having a minimal cosmetic
impact, it has psychosocial consequences (1–3).

TERMINOLOGY AND GENERAL MORPHOLOGY OF
SCOLIOSIS

Geometry of Scoliosis

Scoliosis literally means a lateral curvature of the spine,
but as a deformity it includes overall asymmetry and
lateral deviation of the trunk, as well as axial rotation of
the spine and trunk. The total geometric description of
scoliosis is of paramount importance and merits more
detailed characterization than can be given by a single-
plane X ray. Three-dimensional (3D) measurements of the
complete spinal and thoracic geometry require complex
techniques of radiographic and surface measurement.
Some measurement techniques currently used in research
may achieve clinical application in the future.

Frontal, Sagittal and Transverse Planes Components
of Spinal Deformity

Frontal Plane. Scoliosis is strictly defined as a lateral
curvature of the spine although the scoliosis deformity is a
3D abnormality of the axial skeleton. Scoliotic curves have
been described as being primary or secondary, major or
minor, or structural or compensatory. The structural curve
is defined as having asymmetry not reversible in lateral
bending. Usually, a compensatory curve is present to
maintain the alignment of the body so that the head is
over the pelvis. When two curves of the same spine are
defined as structural, the resultant S-shaped deformity is
called a double structural curve. The apex of a scoliosis
curve is at the vertebra or disk that is the most laterally
deviated from the vertical axis passing through the sacrum
(base of the spine) (4).

The Sagittal Plane. The mid-sagittal plane is the plane
that divides the left side of the body from the right. The
terms kyphosis and lordosis (Fig. 1) are used to describe
curvatures that exist normally in the sagittal plane, with
the prefixes hyper- or hypo- describing abnormal curva-
tures. Curvatures in this plane interact with the abnormal
lateral curvature of the spine in scoliosis. This interaction
is termed coupling (see below).
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Lumbosacral   (At or below L5)

Figure 1. Lateral view of the spine defining regions of curvature.



Transverse Plane. Axial rotation of vertebras accompa-
nies the lateral deviation. The vertebral rotation can be
measured from a frontal plane radiograph by grading the
positions of the vertebral pedicles relative to the center of
the vertebral body. Also, templates and formulas have been
developed to convert these pedicle offsets into estimates of
the rotation in degrees. The rotation can be measured more
directly from transverse plane images obtained by com-
puted tomography (CT) scanning or magnetic resonance
imaging (MRI). The usual rotation of the vertebral bodies is
to the convex side (5). Asymmetries of the vertebras also
develop, probably as a result of altered stress on these
bones (6). The back surface rotates in the same sense,
producing a ‘‘rib hump’’ (gibbosity). Back surface rotation
correlates weakly with the scoliosis magnitude as mea-
sured by the Cobb angle (7), leading to the idea that curve
magnitude could be measured topographically, without
X rays. However, the back surface rotation is of lesser
magnitude than the vertebral rotation (8), which in turn
is of lesser magnitude than the Cobb angle, so this attenua-
tion of the asymmetry as seen at the surface produces
technical measurement difficulties.

Stereoradiography and stereophotogrammetry have
been used to document the transverse plane deformity in
patients with idiopathic scoliosis with simultaneous radio-
graphy to record the skeletal shape (9). The back surface
rotation was reported to be greatest at the level of the apex
of a lumbar scoliotic curve, but located as much as four
vertebras lower than the apex in thoracic and thoracolum-
bar curves (9). Thus the surface deformity is apparently
augmented by the effects of the rib cage where the ribs
point downward. In thoracic curves the radiographic rota-
tion of vertebras is reported to be greatest on average at the
apex (defined as the most laterally deviated vertebra), but
with a range of three vertebras above to three below (9,10).
In most of the lumbar curves the greatest surface rotation,
the maximal vertebral rotation, and the apex coincides.
The axial rotation of the surface had a variable relationship
with the Cobb angle and in all cases was less than the Cobb
angle (11). The amount of back surface rotation is less than
the amount of axial rotation of the underlying vertebras
(9).

Coupling of Rotations. Coupling is the term used to
describe the tendency of the spine while moving intention-
ally in one plane to produce secondary or coupled motion in
another plane. Two kinds of coupling can be defined,
orientation and kinematic. Orientation coupling describes
the relationships between the linear or angular displace-
ments of a single vertebra from its reference or nonscoliotic
position. Kinematic coupling is defined as the association of
two variables describing the relative motion of two verte-
bras without regard to forces. Kinematic coupling has
described from in vivo measurements of normally curved
spines (12–14). The relationship may be altered by adapta-
tion of bone and soft tissue resulting from the scoliosis
deformity.

Lateral bending of the healthy lumbar spine is accom-
panied by a rotation in the same direction as that seen in
scoliosis (15); however, the coupling of axial rotation with
lateral bending is in the opposite sense in the thoracic spine

(16). In normal spines, lumbar curves produced by lateral
bending are associated with a vertebral body rotation
toward the concavity of the curve (15). This is not the
direction of the static rotation in a spine with scoliosis.
The orientation coupling in scoliosis has the same direction
as was noted in lateral bending of normal spines in
extended positions.

In scoliosis, for each vertebra there are five orientation
variables of interest: flexion–extension angle, lateral tilt
angle, axial rotation angle, and lateral and anteroposterior
deviations from the spinal axis. This leads to 10 possible
coupling coefficients, which are ratios between pairs of
these geometric variables. There is no reason a priori
why orientation coupling in scoliosis and/or kinematic
coupling coefficients in healthy spines should be related
especially when ongoing growth complicates the relation-
ship between different components of the deformity. How-
ever, after the end of growth, if a kinematic process
governed by such coupling occurred during curve progres-
sion, then these relationships would be apparent.

Rib Cage and Back Surface Shape

The scoliosis deformity of the spine (curvatures and asso-
ciated rotation) is associated with a complex pattern of rib
cage deformity, evident as a thoracic rotation (rib hump).
The rib hump becomes more subjectively evident in the
back with scoliosis on forward bending of the trunk but its
magnitude is in fact not increased (17). Thoracic rotation
or rib hump can be measured on clinical examination in
forward bending and recorded as the depression from
the horizontal plane, or as the angular rotation from the
horizontal (18) (Fig. 2). The balance of the torso or the
extent to which the top of the spine deviates from being
vertically above its base (sacrum). Several contacting and
noncontacting (optical) methods are available to document
the surface trunk deformity (reviewed below).

Classification of Scoliosis

Scoliosis is considered to exist if the Cobb angle is >108.
The pattern of scoliosis can be classified by different
criteria.

SCOLIOSIS, BIOMECHANICS OF 123

Angle of trunk
inclination

Paravertebral
height difference
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Classification by Anatomical Region of the Curve. In
classification of a curve by the location of the apex: the
apex of a cervical scoliosis is between C1 and the C6–7 disk;
cervicothoracic scoliosis between C7 and T1; thoracic sco-
liosis between T2 and the T11–T12 disk; thoracolumbar
scoliosis between T12 and L1, lumbar scoliosis between the
L1–L2 and L4–L5 disk spaces, and lumbosacral scoliosis
below L5 (19).

Classification by Age. Scoliosis can be classified accord-
ing to the skeletal age of the patient at diagnosis (not
necessarily the same as the age of onset). Infantile scoliosis
is diagnosed during the first 3 years of life, juvenile sco-
liosis between the ages of 4 and 10 years; adolescent
scoliosis is a scoliosis diagnosed between ages 10 and 18
years, and adult scoliosis is diagnosed after age 18 years
(19). A large percentage of infantile cases resolve sponta-
neously. These cases may be related to the position of the
body in utero, but generally the likelihood of progression of
the deformity is worse the earlier the age at which it
develops, consistent with progression being associated
with continued skeletal growth. Usually, skeletal matura-
tion is complete after the age of 17 in females and after the
age of 19 in males. For reasons that are unclear, in idio-
pathic scoliosis (81% of all scoliosis) the convexity is more
common on the left side in lumbar curves and on the right
side in thoracic curves.

Classification by Causation. In most instances, scoliosis
can also be separated into one of the four major subgroups
depending on the probable initial cause: idiopathic (spon-
taneous or unknown cause), neuromuscular (associated
with disease of the neuromuscular system), congenital
(associated with a prenatal developmental anomaly) (20),
and iatrogenic (from radiation or thoracic surgery). Idio-
pathic scoliosis (for which no obvious cause is ascertained)
represents 81% of the cases. There are biomechanical
factors associated with scoliosis of any cause, since the
deformity alters the biomechanics of the spine and trunk,
and this in turn alters the processes of musculoskeletal
growth, degeneration, and so on.

Classification by Curve Pattern. Classification systems
are used to guide the management of scoliosis when a curve
type can be consistently related to a different prognosis or
management strategy. In surgical planning for the surgical
management of adolescent idiopathic scoliosis, classifica-
tion by radiographic measures is used to help decide on the
extent of the arthrodesis. The King et al. classification (21)
is probably still the most widely used in planning of spinal
fusions, although it was originally developed to aid plan-
ning for Harrington instrumentation, that is seldom used
now. It defines five thoracic scoliosis curve types, and an
additional group called miscellaneous. The King et al.
classification relies on subjective identification of the radio-
graphic features that provide the measures used for clas-
sification. It may also require individual interpretation and
memory of the classification criteria. As a result, there are
numerous opportunities for variable implementation that
produce inter- and intraobserver variability. A recent
empirical study (22) of repeat curve-type classification

has demonstrated poor reliability. An algorithm (23) aims
to overcome these problems by defining an objective clas-
sification procedure.

The Lenke (24) classification system was developed to
provide a comprehensive and reliable means to categorize
all surgical AIS curves, using posteo anterior (PA), lateral,
and side bending X-ray films. The three classification
components are curve type (1–6), a lumbar spine modifier
(A, B, C), and a sagittal thoracic modifier (�, N, þ). The
largest curve is considered to be the major curve, and minor
curves are subdivided into structural and nonstructural
types.

Axes and Coordinate Systems

The global coordinate system describes the positions and
displacements of vertebras relative to the whole body;
regional coordinates systems employ a reference within
a spinal curve or the entire spine, and local coordinate
systems are fixed in a particular vertebra and aligned with
its anatomic features are needed to describe motion
between vertebrae (Fig. 3). The Scoliosis Research Society
(SRS) (4,25) placed the origin at the center of the superior
endplate of S1 for both global and spinal axis systems of
patients with scoliosis. This is a commonly accepted con-
vention. The ISO 2631 (VDI 2057) right-handed axis con-
vention has x signifying anterior, y signifying left, and z
signifying the cephalad direction. The global and spinal
axis systems have the origin and sagittal plane defined by
the pelvis, with the anterior superior iliac spines (ASIS)
defining the transverse global (Y) direction. (This would
normally be achieved by positioning the ASIS parallel to
the X-ray film plane.) The other principal directions are
aligned either with gravity (global system), or with spinal
landmarks.

Plane of Maximum Curvature. The geometry of the spine
can also be considered as a curved line in space with
vertebras positioned along this vertebral body line (4).
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Figure 3. The hierarchy of four coordinate systems defining sp-
inal geometry: (a) Local coordinates based on a vertebra. (b) Regio-
nal, curve-based coordinates defined by the end vertebras of a
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The vertebral body line in turn defines a plane of maximum
curvature and best-fit plane (4,26), that lie in the mid-
sagittal plane for an undeformed (symmetrical) spine, but
are rotated from that plane when a scoliosis is present. In a
straight, healthy spine the plane of maximal curvature is
the sagittal plane, but in a scoliosis the maximum curva-
ture is seen by viewing the spine from an intermediate
angle that may be rotated from the sagittal plane by
approximately the same number of degrees as the rotation
of the apical vertebrae (27). In a purely geometrical sense,
the trihedron axis system (28) provides the basis for 3D
measurements, including the local curvature and the geo-
metrical torsion of the vertebral body line. It also defines
the osculating plane (local transverse plane), the tangent
and normal directions, and the binormal. While providing a
pure geometrical approach to defining spinal geometry
(29), this approach has not been much used either in
clinical or many research contexts.

Measurement of Curve Magnitude. The degree of the
scoliosis deformity is most commonly measured clinically
by the Cobb angle, which is the angle between lines drawn
on the end plates of the most tilted vertebras in the radio-
graphic curve as shown in Fig. 4. The Cobb (30) measure-
ment of a scoliosis is the sum of the angles of inclination in
the frontal plane of the two end vertebrae. The end verte-
bras are defined as those with the largest inclinations to
the horizontal, and are typically close to the points of
inflection of the curve. End vertebras normally have no
axial rotation. Reliability studies estimate the interobser-
ver error of the Cobb measurement as 58 (23). The Cobb
angle measurement summarizes curve magnitude, but
ignores numerous important structural characteristics
including the length of the curve (numbers of vertebras
in it), its flexibility, and the relative contributions of ver-
tebral and discal wedging. While it is presently the major
objective measurement used in planning management of
patients with scoliosis, these shortcomings suggest that
there is scope for improvements in clinical measurement.

FUNCTIONAL ANATOMY

Spine: Vertebras, Disks, Facet Joints

The structure and function of the spinal column depends on
a complex interaction between the vertebral bodies, the
articulations between their posterior elements (facet, or
zygoapophyseal joints), interconnecting ligaments and
intervertebral disks, the rib cage and the trunk muscula-
ture. In a scoliosis the vertebras become wedged and
twisted, the intervertebral disks become wedged, and there
is a variable degree of adaptive changes in the soft tissues
(ligaments, muscles, etc.) that probably increase with age.
The ribs are more sharply angled on the convex side, and
this asymmetry, together with the axial rotation compo-
nent of the deformity produces the rib hump or gibbosity
that is the most evident outward indication of the defor-
mity. Surgical treatment of adult scoliosis is more difficult
in part because of the adaptive changes and the typically
greater curve magnitude and cardiothoracic compromise.

The Spinal Motion Segment

The spinal motion segment is a structural unit of the spine
consisting of two vertebras and the intervening soft tissues.
It is a valuable tool in spinal biomechanics because it is the
basic element of the spinal column. Once motion segment
behavior is defined, the behavior of the whole spine can be
represented by a series of fundamentally similar compo-
nents. In the absence of scoliosis, the motion segment can
be considered as being symmetrical about the sagittal
plane, thus right and left lateral bends, axial rotation
and shear are theoretically symmetrical. The presence of
the posterior elements (zygoapophyseal or facet joints and
the ligaments) introduces differences between the flexion
and extension behaviors. The presence of these posterior
structures also produces a posterior displacement (relative
to the disk center) of the effective structural axis of the
motion segment. The stiffness of the lumbar motion seg-
ments has been described by a stiffness matrix, and by an
equivalent beam structure (31).

Ribcage and Costovertebral Articulations

Motion of the thoracic spine is connected to that of the rib
cage by the costovertebral joints. The ribs articulate with
the transverse processes, as well as with the vertebral
bodies of the corresponding vertebra and that immediately
cephalad. Motion of the ribs has been described as consist-
ing of both pump-handle and bucket-handle motion.
Although not well defined, these terms imply rotations
about the horizontal (mediolateral axis) and an axis joining
the ends of the ribs, respectively. The complex interactions
in chest wall mechanics during breathing are difficult to
explain in terms of muscular recruitments that involve the
diaphragm, as well as the intercostal musculature and
abdominal musculature. Rib deformation is part of the
scoliosis deformity, thus complicating the progression of
thoracic curves as well as their surgical treatment (32)
where costoplasty is sometimes considered. The biomecha-
nical consequences of costoplasty were analyzed biomecha-
nically by Aubin and co-workers (33,34).
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Figure 4. The Cobb angle as used to measure scoliosis curve
magnitude. It is defined as the angle between the lines drawn
on upper and lower end-vertebral endplates, where the end-ver-
tebras are those having the greatest inclination to the horizontal.



KINEMATICS OF THE SPINE AS IT RELATES TO SCOLIOSIS

Very little is known about how a scoliosis deformity spe-
cifically affects spinal kinematics, with little information
either from cadaveric specimens or intraoperative mea-
surements. Studies of gait (35) suggest that asymmetrical
spinal axial rotation motion is the main kinematic conse-
quence of a scoliosis. After spinal fusion, the overall motion
of the spine is reduced as expected, but with reduced
motion also in unfused segments (36).

Range of Motion, Coupled Motion, Intervertebral Stiffness
Matrix

The intervertebral articulations have six degrees of free-
dom (three translations and three rotations) each of which
has a measurable stiffness. Traditionally, the load-displa-
cement characteristics of these joints have been described
by a stiffness matrix (37). This stiffness matrix has off-
diagonal terms, as well as diagonal terms. The off-diagonal
terms resulting from this tendency of certain degrees of
freedom to be associated with each other (especially axial
rotation and lateral bending) has been referred to as
coupling. The pattern of motion that occurs between two
vertebras depends on the combination of forces applied,
and the axis of rotation is not fixed. It is only possible to
define an instantaneous axis of rotation.

Most experimental motion segment stiffness data are
limited as they do not include all six degrees of freedom,
were obtained by inverting flexibility data, and were
obtained without physiological levels of axial compressive
force. Physiological axial compression has been observed to
increase lumbar motion segment stiffness by a factor of
2 or more (31,38). Janevic et al. (38) reported that the
stiffening of the motion segment with preload was
approximately linear with preload magnitude. With
2200 N preload, rotational flexibility decreased on aver-
age 2.6 times, and shear flexibility 6.16 times, the effects
being even greater at 4400 N preload. The stiffening of
the motion segment with preload appears to result from
nonlinearities in the intrinsic material properties of the
annulus fibers, as well as the more easily visualized
engagement of the facet joints (31).

METHODS TO DOCUMENT TRUNK DEFORMITY

Plane Radiography, and Derived Measures

The PA radiograph is normally used for documentation of
scoliosis to show the lateral curvature and some indication
of the axial rotation. The anteroposterior (AP) radiograph
delivers higher radiation dose to breast tissue, sternum,
thyroid, and ovaries (39), whereas the PA projection gives
a higher dose to posterior structures, including the mar-
row of the spine. Radiographs used to monitor a scoliosis
deformity can involve a cumulative skin entry dose of 2–3
rems per year during the growth years, or �10 times the
annual background dose; however, most of the body
receives a much lower dose. Radiation exposure can be
minimized by such techniques as the Ardran method (40),
by using experienced technicians to minimize retakes, by

proper collimation, and by proper monitoring of X-ray tube
performance and filtration. Also, digital radiography
with highly efficient X-ray detector arrays hold promise
for further dose reductions relative to conventional pas-
sive systems with photographic films and intensifying
screens.

Both PA and AP radiographs give a magnified distorted
image because of divergence of the X-ray beam (Fig. 5).
DeSmet et al. (41) compared the measurements of the
Cobb angle using both AP and PA projections. There were
small differences (�28) in the lordotic lumbar region and
kyphotic thoracic region. In the thoracolumbar region
where the spine is more nearly vertical and the central
X-ray beam is more perpendicular to the film, there was
no difference between measurements in the PA and AP
projections.

The frontal plane projections may also be used to esti-
mate axial rotation of the vertebras, based on the positions
of the pedicles relative to the apparent center of the ver-
tebral body (42). However, the exact relationship between
rotation and this pedicle offset depends on the shape of
vertebras, which is a factor that can be taken into account
by using statistical data for vertebral shape (43,44).

Multiview Radiography and 3D Reconstruction

In idiopathic scoliosis the standard frontal and lateral
radiographs do not supply all the needed information to
understand the 3D aspects of the deformities (e.g., intrinsic
vertebral deformities, intervertebral disk wedging, spine
torsion, rib cage and pelvis deformation, etc.). Computer-
ized tomography and MRI can be used for 3D imaging, but
these modalities have limitations. The image acquisition is
normally done in the recumbent position (therefore not
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Figure 5. The distortion inherent in an X-ray image, due to the
divergence of the X-ray beam relative to the object in the image,
and the flat film plane.



documenting the standing, functional position). The
CT scans can require high X-ray dose of radiation, and
both CT and MRI may be incompatible postoperatively
with surgical metallic implants. The cost and the image
acquisition time are considerable.

Stereo or biplanar techniques (with PA and lateral
views, or PA and oblique views) permit 3D reconstruction
of selected spinal landmarks using photogrammetric prin-
ciples (Fig. 6). In the reconstruction, the position of a
selected anatomical point visible in both views can be
calculated in 3D space (45), using an algorithm such as
direct linear transformation (DLT) (46). Dansereau and
Stokes (46,47) developed an iterative method for line recon-
struction that they applied to the 3D reconstruction of the
rib cage based on the images of ribs as seen in PA and
oblique radiographs. The average error of these reconstruc-
tion methods is � 3 mm, depending on the nature of the
landmark (some are more precisely identified than
others)(48,49).

These 3D reconstruction methods require calibration to
take into account the relative positions of the X-ray sources
and film planes. A calibration object with object points in
known positions is normally employed. This process was
substantially facilitated by the DLT method (46,47), and a
recently described self-calibration algorithm (50) relies on
point-correspondences between two views of the same
scene, without using a calibration object. A priori knowl-
edge of typically shaped vertebras and the pelvis can be
used to enhance the anatomical detail, employing a data-
base of geometrical templates in an atlas derived from
statistical anthropometrical data from the literature
(51,52).

Tomography

Computerized tomography provides several measures of
vertebral and thoracic rotation in the transverse plane
(53). However, this method has technical difficulties
because of the need to select the orientation of the image
plane correctly: usually a global transverse plane is used
that is not coincident with the local or regional planes in
the deformed spine. While this technique can obtain rota-
tion both at the vertebral level and in the trunk cross-

section, it is an expensive procedure, and the radiation dose
can be high. It may be used in planning complex surgical
procedures for spinal reconstruction after trauma or in
cases of severe congenital spinal abnormalities.

Back Surface Topography

The topographical reconstruction of the human trunk has
been developed in an attempt to improve documentation of
the scoliotic deformity, to eliminate radiation exposure,
and to document the external cosmetic aspects of the
deformity. These methods may have potential clinical
application in detection of scoliosis progression in serial
back shape recordings using an automated surface shape
measurement system (54). These noncontacting, optical
techniques include Moiré fringe photography (55), laser
scanning (56,57), and Raster photography (9,58). The prin-
ciple behind the Moiré fringe technique is shown in dia-
grammatic form in Fig. 7. The interference patterns, or
fringes, represent the surface height or topography of the
surface upon which a least one set of lines is projected.
Raster techniques involve projection of a structured light
pattern (usually lines or dots) on to the body surface, and
viewing from an oblique direction (Fig. 8). With suitable
calibration, the distorted pattern of the projected lines or
points can be converted into the three dimensional coordi-
nates of surface points.
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Figure 6. Principles of stereo and biplanar radiogaphy. Stereo-
photogrammetry principles are used to identify the 3-D positions of
object points. The location of the object points can be visualized as
the intersections of lines joining the X-ray sources to the corre-
sponding image points.

Figure 7. Principles of Moiré fringe photography for recording
the shape of the back surface. The surface is viewed through a grid
of parallel lines, through which also the surface is illuminated from
a different angle. The Moiré fringe pattern results from the inter-
ference between the curved line shadows, viewed through the
straight line grid.



Recent developments in surface topography include
the 3608 reconstruction of the trunk to analyze the
overall external asymmetry with laser scanning or range
sensing (56,57,59) (Fig. 9), and its combination with a
neural network approach to identifying the optimal
relationship between body surface shape and spinal
asymmetry.

THEORIES OF IDIOPATHIC SCOLIOSIS ETIOLOGY

The exact biomechanical contributions to etiology and
progression of idiopathic scoliosis deformities are not well
understood. Scoliosis consists of a lateral spinal curvature,
together with transverse plane rotations of the spine and
rib cage, and any complete theory concerning its etiology
should be able to explain the originals of this complex
geometry. In the absence of clear mechanism explaining

the etiology, it is considered that the causation is probably
multifactorial (59,60).

Biomechanical Aspects

Several biomechanical factors have been invoked to
explain the biomechanics of scoliosis. These include inter-
vertebral motion coupling, spinal tethering and buckling,
and mechanical influences on growth. While in some forms
of scoliosis, the initiating causes are relatively clear (e.g.,
muscle imbalance or weakness in neuromuscular scoliosis),
the etiology of idiopathic scoliosis remains obscure. Somer-
ville (62) emphasized the importance of sagittal plane
curvatures and demonstrated with an articulated model
how a spine with tight posterior ligaments, which is then
forced into flexion will become unstable and develop a
rotated, scoliotic deformity.

Coupling. Note that both lateral bending of the spine
and scoliotic deformities involve transverse plane rotation,
but it appears unlikely that coupling of rotational motion in
intervertebral segments controls the development of ver-
tebral rotation in scoliosis. The normal kinematic relation-
ships between lateral bending and axial rotation produce a
different spinal shape than that seen in scoliosis (16,63,64).
In particular these changes do not explain the pattern of
deformity that develops in scoliosis with maximal vertebral
rotation at the curve apex. Spinal tethering by posterior
structures of the spine (62) has also been invoked to explain
the spinal shape in scoliosis and its etiology. There are
several parts to this theory. Tethering is thought to prevent
flexion of the spine and lead to a hypokyphotic or lordotic
shape, which then has a greater tendency to instability.
Secondly, the tether is thought to maintain a straighter
alignment of the posterior elements than of the vertebral
bodies, thus the anterior part of the spine (the vertebral
bodies) become more laterally deviated, producing the
rotation of the vertebras.

Buckling. The fact that sagittal plane curvature of the
spine is flattest in the early teen years supports the idea
that this shape places the spine at risk for development of
scoliosis. The shape of the spine in scoliosis is reminiscent
of a buckled beam, but buckling may not explain the
development of lateral curvatures since buckling of the
ligamentous spine first exaggerates the sagittal curvatures
(64).

Nonbiomechanical Factors

Despite several recent promising developments concern-
ing genetic (65–67) and systemic (68,69) anomalies in
patients with AIS, the origin of the initial spinal asym-
metry remains unknown. While the regulation of growth
and development produces random distributions of right–
left asymmetry that are commonly centered around a
mean of perfect symmetry (called fluctuating asymmetry),
the spine is apparently subject to a higher tendency to
spontaneous development of right convex thoracic asym-
metry, possibly linked to developmental or mechanical
instability. There is some evidence of subtle disturbance
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Figure 8. Example of raster stereophotograph of the back sur-
face of a person with scoliosis. The back surface is illuminated by a
square grating pattern of lines. These lines appear curved when
viewed from a different angle. This system can be calibrated (by a
priori knowledge of the geometry, or empirically by measuring the
distortion of the grid when projected on to a surface of known
shape. This measurement technique is suitable for automatic
measurement, for example, by computer analysis of a digital
image.



of systemic growth factors (70), abnormal collagen synth-
esis (71), and abnormalities of muscles and neuromuscular
control (72). Recently, Moreau et al. (73) reported that
bone cells of patients having surgery for idiopathic sco-
liosis had an abnormal response to melatonin, implicating
a dysfunction melatonin signaling in these patients.
However, all these empirical findings have not yet been
incorporated into a coordinated theory of the cause of
idiopathic scoliosis.

BIOMECHANICS OF SCOLIOSIS PROGRESSION DURING
GROWTH

Scoliosis progression is associated with the rate of skeletal
growth (74,75). In the progression of a small deformity to a
large one, it has been proposed that a small lateral curva-
ture of the spine would load the vertebras asymmetrically
(76), leading to asymmetrical growth in the vertebral
growth plates. This acceleration of the deformity asso-
ciated with mechanically modulated growth has been
termed a vicious cycle (77) starting after a certain thresh-
old of spinal deformity has been reached. This theory of
spinal growth sensitivity to loading asymmetry must, how-
ever, explain why the normal spinal curvatures (kyphosis
and lordosis) in the sagittal plane do not progress into
hyperkyphosis and hyperlordosis by the same mechanism,
although progressive deformity in Scheuermann’s kypho-
sis has been attributed to a similar mechanism (78). This
concept of a biomechanical mechanism of progression of
deformity is attractive intuitively, and has been incorpo-
rated into the rationale for brace and surgical treatments
(79). However, it cannot be quantified without better
knowledge of the normal spinal loading and the alteration
of loading in scoliosis, and better understanding of the
sensitivity of growth to the time course of mechanical load

and its magnitude. It is known that bone growth, including
that of vertebras, is modulated by sustained altered stress
(increased stress slows growth). However, the mechanism
of growth of intervertebral disks, and its possible modula-
tion by altered mechanical conditions is unknown (80).
Notably, there does not appear to be any sudden change
in disk matrix synthesis at the time of skeletal maturity
(81), although scoliosis progression slows considerably
after cessation of growth (82).

Scoliosis progression by alteration of bone growth has
been investigated both experimentally (83) and analyti-
cally. By using heuristic (84) or empirical (85) estimates of
spinal loading and growth plate response to altered stress
it has been possible to demonstrate the plausibility of the
vicious cycle theory of mechanically modulated vertebral
growth in progressive scoliosis. In these incremental ana-
lyses the asymmetrical forces acting on vertebrae are
estimated, and a small increment of spinal growth is
applied to the vertebras, modulated by the applied load.
Then the spinal geometry is updated, loading asymmetries
recalculated, and the process is repeated until the simu-
lated adolescent growth is achieved. Results are sensitive
to numerous assumptions about the initial geometry, the
prevailing loading of the spine, as well as the extent to
which growth is modulated by chronically altered stress.

BIOMECHANICS OF CONSERVATIVE TREATMENT

Treatment for patients with scoliosis aims to reduce not
only the lateral deviation of the axial skeleton, but also the
cosmetic deformity that is associated with the axial torsion
of the trunk. All the common treatment methods are
mechanical in nature, yet the mechanical aspects of the
treatment have only recently been studied. The magnitude,
area of application and balance of the forces, and their
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Figure 9. Range sensing topographic scanner (two of the six cameras that surrounds the subject are shown on left panel) and biplanar X-ray
system (middle panel) for concurrent surface and spine imaging, showing typical superimposed 3D torso spine model (right panel).



moments about the spine are all important to the end
result. The types of force applied to the spine for correction
are shown in Fig. 10. These forces may either come from an
external passive system (i.e., brace) or from an internal
active mechanism (i.e. muscles control to shift the trunk
away from the pressure areas of the brace).

Braces, Exercises, Electrical Stimulation

A brace is an orthosis that is used to prevent an increase in,
or even to reduce, the curvature while waiting for the
patient to reach skeletal maturity. The Boston brace,
introduced in 1971 by Hall et al. (86) is widely used to
treat moderate scoliosis. It has a plastic body envelope with
pressure cushions adjusted in the back with straps. Its
predecessor, the Milwaukee brace, is made of a neck ring
extended by two metal bars and corrective pads. Braces are
tailored specifically for each patient and are adjusted by
the orthotist. Appropriate positions of the brace’s pressure
pads are determined from radiographs and clinical exam-
ination. Braces use a three- or four-point pressure principle
(87), with pads placed generally over the posterolateral
part of those ribs that connect to the apex of the thoracic
spine deformity, and in the lumbar region, at the level of
the scoliosis apex. The strap tension is determined empiri-
cally by the orthotist or the orthopedic surgeon (88).

Braces can improve the natural history of scoliosis
according to case studies (87), a meta- analysis of published
literature (89) and multicenter randomized and controlled
studies (90). However, in 81% of the cases the correction is
partial or the brace is not sufficient to stop the progression,
which cast some doubt on the usefulness and efficacy of
braces (91). Clinical studies may be biased by including
patients having scoliosis curves that are not likely to
progress, with the brace thereby erroneously deemed as
effective. Also, it is apparent that many patients do not
wear the brace as much as is prescribed (poor compliance),
which may reduce the documented effectiveness of bracing.
Physical exercises can also be recommended to strengthen
back muscles and to improve the spine’s stability as well as
to reduce back pain. However, these exercises have not
been proven to correct nor prevent the progression of

scoliosis deformity and should be used along with a more
effective treatment like bracing.

Electrical stimulation of the back muscles has been used
in the 1970s for the conservative treatment of scoliosis, but
has not been found to be effective (90).

Biomechanical Evaluation of Brace Function

The mode of action of a brace is indirect, since it does not
apply forces directly to the spine (92). Many factors influ-
ence brace efficiency, including the flexibility of the spine,
the shape and stiffness of the brace shell, the location, size
and thickness of the brace pads (or of the voids inside the
brace), the strap tension adjustment, the biomechanical
properties of trunk and thorax tissues, and the duration of
the brace forces (93,94).

Analyses made using 3D reconstruction of the spine and
rib cage of patients with scoliosis who were treated with the
Boston brace have revealed that the brace produced
immediate significant curve correction of the spinal defor-
mity in the frontal plane at the expense of a significant
reduction of thoracic kyphosis in the sagittal plane and
without significant effect on the rib hump, vertebral rota-
tion or frontal balance (95). Coupling mechanisms between
the applied forces on the rib cage and the coronal deformity
of the spine may explain partially the lack of effect in these
planes (32).

The forces generated by braces have been evaluated by
measurement of pressure distribution between the brace
and the patient’s torso (Fig. 11) (94,96) High force zones
(20–113 N) are mostly located on both sides of the pelvis, on
the lower anterior part of the abdomen, on the poster-
olateral part of the right thoracic zone, and on the lateral
part of the left lumbar zone. However, in some cases
unfavorable forces were measured on the left thoracic or
on the right lumbar parts of the torso, which can explain
some of the negative results of bracing. Correction of curves
was not solely dependent on the level of force applied by the
brace (96) and some patients with the greatest curves
achieved little correction despite significant levels of
applied force. Jiang (68) found that although high strap
forces are necessary to ensure lateral and derotational
forces on the spine, they also cause undesirable forces that
induce lordosis. Large variability (8–81 N) was measured
in the prescribed tension in the thoracic and pelvic straps of
the brace (93), and significant relaxation of strap tension
also was found a few minutes after adjustments had been
made.

Computer Modeling of Bracing

Biomechanical finite element models simulating the ortho-
tic treatment have been developed to analyze brace bio-
mechanics. In the analyses, forces representing brace pads
were applied to models representing specific patients’
trunk geometry. The traction force applied by the mandible
support of the Milwaukee brace was found to be of rela-
tively minor importance in the correction of scoliotic
curves, whereas the lumbar pad significantly affects cor-
rection in a lumbar curve and thoracic pad often completely
dominates the nature of the correction produced (98). The
best correction of scoliotic curves could be obtained using
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Figure 10. Possible correction force components applied by sur-
gical instrumentation to the spine. Lateral force (a); coronal mo-
ment (b); sagittal force (c); sagittal moment (d); distraction force
(e); axial moment (f).



a thoracic pad without lumbar or subaxillary counterpad
for thoracic curves, and a lumbar pad with a thoracic
counterpad for lumbar curves (99). Application of passive
primary forces on the convex side and counter forces on both
thoracic and lumbar concave sides of a thoracic scoliotic
curve had a substantial corrective effect on the Cobb angle
and lateral alignment, as well as do active muscle forces
(100). The Boston brace system also was modeled and the
brace mechanisms investigated (96,101). An optimization
approach of the Boston brace treatment of scoliosis
showed that the optimal (most effective) brace forces were
mostly located on the convex side of the spinal curves
(102). However, the optimal configuration only achieved
overall correction of 50% on average.

In previous models of bracing, the action of the brace
was represented as force generators instead of passive
deformable systems that interact with the flexible torso.
Also the complex mechanical action of the brace on the
entire torso was not completely addressed. Current model-
ing efforts are oriented toward the detailed explicit repre-
sentation of the brace–torso interface (103) (Fig. 12) to
improve their simulation of the complete brace system’s
interaction with the patient, and to optimize the brace
design parameters.

BIOMECHANICS OF SURGICAL TREATMENT

In the case of severe spinal deformities (Cobb angle
>�508), surgical spinal fusion with metallic implants is
often performed. The goals of surgical treatment are to
prevent further worsening in the scoliosis, and if
possible to straighten the spine. This is normally achieved
through arthrodesis (bony fusion) of a region of the spine
that spans one or more scoliosis curves. Implants used in
surgical treatment of spinal deformities have two comple-
mentary mechanical roles. The first is to apply forces to

correct or reduce the spinal deformity intraoperatively
and to maintain correction subsequently. The second is
to create the correct mechanical environment for spinal
fusion to occur by immobilizing the spine until bony fusion
has occurred.
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Figure 11. Analysis of brace effec-
tiveness using a flexible matrix of
192 pressure sensors (at the brace–
torso interface) and force cells (to
measure strap tension). The right
side panel shows a typical pressure
distribution generated by a brace
that is mapped onto a surfacic model
of the brace envelope, and superim-
posed over the three-dimensional
reconstruction of the spine and rib
cage.

Figure 12. detailed finite element modeling of the brace–torso
interface (pelvis not shown). The opened brace is first introduced
onto the spine and rib cage model. When the brace is closing (when
the opening forces are released), contacts are established at the
brace-torso interface and reaction forces are generated. Strap
tightening is further generating additional forces.



Types of Spinal Instrumentation and Surgical Planning

The Harrington instrumentation system was introduced in
the 1960s, with many subsequent advances, including
segmental instrumentation (attached to numerous verte-
bras) and anterior spinal instrumentation systems
(attached to the front of the spine). The main components
of the Harrington instrumentation are hooks, rod with
ratchets and cross members. An outrigger could be used
to provide some predistraction and stretching of ligaments
before the actual distraction rod is implanted on the con-
cave side of the spine deformity. A second rod in slight
compression can be installed on the convex side of the spine
curve. The main disadvantages of this instrumentation are
its limited number of attachments to the spine; conse-
quently, it mainly corrected the deformity in the frontal
plane and occasionally resulted in back flattening (104). In
the mid-1981s, the 3D nature of scoliosis deformity was
becoming more widely recognized and surgical systems
were developed that addressed correction of the deformity
in 3D. Luque (105) advanced the use of wires passed
around the neural arch of vertebras (sublaminar wiring)
to provide multiple connections between a profiled (curved)
rod and the vertebras. The first 3D system was developed
by Dubousset and Cotrel (106). It had a curved rod system
that was rotated during surgery. A precontoured rod, to
account for the deformity and a final kyphosis, is loosely
attached to the hooks and then rotated�908 and tightened.
The belief is that the deformity in the frontal plane is
rotated 908 to provide a natural kyphosis in the sagittal
plane. Subsequent developments included pedicular
screws that provide stronger anchorage to the vertebrae
than simple hooks. With screws, direct derotation of the
apical vertebra can be applied before securing the screws
on the rods. Instead of additional hooks, sublaminar wires
may be used to attach the spine to the rod.

Surgical release of anterior structures and fusion of
adjacent vertebral bodies are sometimes necessary in con-
junction with posterior fusion to prevent the crankshaft
phenomenon. This occurs due to the continued anterior
growth in skeletally immature patients. A completely ante-
rior approach and fusion to correct scoliosis was first

introduced by Dwyer and Schafer (107) and was popular-
ized with the Zielke instrumentation in the 1981s (108).
Anterior fusion is considered controversial (e.g., because of
risks to anterior structures including nerves and major
blood vessels), so posterior instrumentation with fusion is
still considered the gold standard.

Staples applied between adjacent vertebras are a pro-
mising minimal invasive technology to correct spinal defor-
mities (109) (Fig. 13). Compression staples are used on the
convex side of a spine curve to reduce growth while dis-
traction staples are placed on the concave side to accelerate
growth.

Testing of Spinal Instrumentation (Construct Design)

Much of the understanding about results of spinal instru-
mentation and fusion is empirical, based on follow-up
studies. Biomechanical principles should be able to provide
additional information. The use of surgical instrumenta-
tion has a direct mechanical effect on the fused part of the
spine, and an indirect effect on the unfused region. It
remains as a challenge to biomechanics to further our
understanding of the interactions between the spine, the
instrumentation, and the muscular and other forces. The
muscles, and their control presents the greatest difficul-
ties, since CNS (central nervous system) control of trunk
balance is so poorly understood.

There are three basic types of spinal implant construct
testing: tests of individual implant components (hooks,
screws, rods etc.), tests of the connections between an
implant, and the spine and tests of complete instrumenta-
tion assemblies. All can be tested in simulations of in vivo
conditions to evaluate their performance. Laboratory test-
ing of a spinal construct (consisting of a test instrumenta-
tion applied to a standardized spinal specimen) can provide
information about its flexibility, strength, and fatigue life.
Components, such as pedicle screws, may be tested in pull-
out (110) or bending. The challenge in all these tests is to
establish conditions that are representative of the in vivo
situation. Both strength and stiffness are desirable proper-
ties of instrumentation, and fatigue testing is important to
establish whether instrumentation will mechanically fail
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Figure 13. Stapling of intervertebral disk inter-
space. (Reproduced from Ref. 109, with permission.)



or the conditions will lead to pseudoarthroses (failure to
fuse this spine segment completely) with repetitive loading
over a period of time.

In a typical construct test, instrumentation is applied to
a spine specimen, which is then loaded. The resulting
deformations are measured. Alternatively (but rarely), a
construct can be tested by applying a displacement, and
measuring the necessary forces: a flexibility test, which is
the inverse of the stiffness test. In a typical stiffness test, a
pure moment is applied via a couple consisting of two equal
parallel forces. Alternatively, offset compression loading
(Fig. 14) is intended to be more physiologically realistic by
compressing the spine axially at the same time as creating
a bending moment. Most reports then give the resulting
rotations about the same axis as the applied torque, or
collinear with the applied load. If additional rotations or
displacements about other axes are recorded, these provide
information about the coupled (as opposed to direct) stiff-
nesses. The motion is typically recorded by mechanical or
opto-electronic methods, or by magnetic sensors of position
and orientation.

Some information about in vivo loading of internal
fixators has been provided by means of telemetry of signals
from force transducers built into the instrumentation
(111). These show forces on the order of 250 N and moments
on the order of 6 Nm transmitted through the instrumen-
tation during walking, but this constitutes an unknown
proportion of the total load carried by the spine and the
instrumentation.

Many instrumentation tests are performed with animal
spines because human spines representative of the target
population (of people requiring implants) are hard to
obtain. Furthermore, human spinal specimens are more
variable in their mechanical properties than animal spines
of similar ages, taken from animals of the same breed.
Bovine calf and pig spines have been shown to be a reason-
able choice based on similar vertebral dimensions and
flexibility properties.

Standardized instrumentation testing protocols (112–
114) should be advantageous to facilitate comparisons
between tests performed in different labs. However, stan-
dardization is difficult. In addition to defining the exact
conditions for the tests, standardization has to take into
account the difficulty of obtaining suitable human cada-
veric material or the appropriateness of using animal
spines. Standardization has been elusive, and to date only

the testing of instrumentation systems attached to plastic
blocks (corpectomy model) has been provisionally standar-
dized by the ASTM (111).

It remains unclear how to interpret the information in
reports of stiffness and strength testing of spinal implants,
in terms of how to select an instrumentation system and
adapt it to the individual needs of a particular patient. It
appears that stiffer instrumentation is better, providing
the instrumentation size is not excessive. Given that there
are six degrees of freedom possible in a stiffness test, it is
not known which components of rotation and translational
stiffness are the most important. An important aspect of
the instrumentation is how easy it is to apply, with mini-
mum blood loss and risk of injury, for example, to neural
and vascular structures. Also, the ability to achieve the
desired realignment of the spinal column is important.
Biomechanical information can be used in conjunction
with other information in making surgical decisions,
and biomechanical testing ought to be used with the goal
of reducing the need for empiricism in the development
of knowledge about the outcomes of different surgical
strategies.

Analytical Simulation of Surgical Maneuvers

Segmental instrumentation offers surgeons many vari-
ables and multistep maneuvers to adapt to individual
patients’ needs. Biomechanical modeling offers the possi-
bility to explore these options in advance, and to assist in
decision making. In theory, if the mechanical properties of
both the spine and the instrumentation were understood
completely, then biomechanical models could be built and
be used to predict the outcome of surgery. However, the
complexity of the surgical choices creates many unknown
inputs for the biomechanical analyses, and difficulties in
validation of model predictions. To simulate the procedures
of the Cotrel–Dubousset instrumentation (Medtronic Sofa-
mor-Danek, Memphis, TN), for example, the surgical man-
euvers for the concave-side rod of a segmental
instrumentation can be represented as four steps: (1)
install the rod passively to the end hooks, then approx-
imate the intermediate hooks to the rod; (2) displace the
hooks along the rod to their final positions (hook distrac-
tion); (3) rotate the concave-side rod; (4) lock the hooks to
the rod and relax the applied torque (spring-back). It has
proven very difficult to quantify the required magnitude
and direction of all these displacement inputs in the simu-
lation. Another difficulty in using a mechanical determi-
nistic model to predict the outcome of surgery for an
individual patient is the unknown flexibility of each motion
segment and of the rib cage.

Another possibility offered by analytical modeling is the
ability to calculate stresses at selected sites in the spine
and instrumentation. Finite element analyses were used to
estimate stresses in internal fixation devices (115,116).
These models have provided estimates of the change in
bone stress for different vertebral injury situations, with
inclusion of instrumentation components such as plastic
washers in the construct, and after incorporation of bone
graft. Biomechanical analyses have also been used to
investigate the consequences of surgical variables such
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Figure 14. Mechanical test of spinal instrumentation construct,
(a) with a pure moment imposing flexion-extension by means of a
couple (equal parallel forces). (b) with offset compression loading.



as angulation of pedicle screws on the rigidity of the con-
struct (110,117).

Most biomechanical models simulating surgical proce-
dures have employed finite element models. A finite ele-
ment model of the spine and rib cage (118) was adapted to
investigate the biomechanics of Harrington instrumenta-
tion (119). The hooks were connected to the instrumented
vertebrae (with rotation allowed along vertical axis), while
the rod distraction maneuver was modeled as a thermal
expansion of the rod to reach its final shape. The biome-
chanics of Cotrel–Dubousset instrumentation also was
studied with this model, in an idealized geometry (120).
This study was extended by simulating the surgical man-
euvers on fifteen surgical cases (121,122). Each model’s
geometry was personalized to each patient’s 3D skeletal
geometry, built from preoperative stereo X rays, and
results were compared with documented post-surgical geo-
metry. The simulations of surgical maneuvers showed
generally good agreement (on average) with measured
effects of surgery in the frontal plane. However, in the
sagittal and transverse planes, the response was depen-
dent on model’s boundary conditions, motion segments’
mechanical properties and instrumentation variables.

A kinematic model including flexible elements to repre-
sent each motion segment and kinematic joints and sets to
model the instrumentation (flexible multibody approach)
was developed by Aubin et al. (123,124). This was intended
to overcome limitations of finite element structural model-
ing that occur when there are large differences in the
structure’s stiffness (the surgical construct has properties
of a mechanism as well as of a structure). Fig. 15 shows
preliminary results of this modeling approach for 1 of 20
cases. In the simulations, geometric indices such as Cobb
angles showed trends similar to those observed during
surgery: gradual correction during surgical procedures
and partial loss of correction after hooks/screws lock-up,
when the strains induced by the correction maneuvers and
stored in the noninstrumented part of the spine were
released. To complement this kind of surgical simulation,
a spine surgery simulator and a virtual reality training
simulator (Fig. 16) currently are under development (125).

Once validated, these combined tools will allow surgeons to
test various surgical options before the real surgery and
determine the best scenario for each patient’s spinal
deformity.

Simulation of the mechanical action of various designs
of costoplasties (operations to change the shape of the ribs)
by Grealou et al. (33) and Carrier et al. (34) is another
recent development. They analyzed different procedures
(side, location, length, and number of ribs to resect or to
graft), to investigate the biomechanical effect on the spinal
and thoracic shape, and to test the idea that spinal defor-
mity can be treated by operations on the rib cage alone.

CONCLUSION

Scoliosis is a costly problem in terms of both healthcare
resources and human suffering. Many cases have unknown
etiology, and there may be a genetic component in their
causation that is modified by environmental factors.

Mechanical analyses of scoliosis as a buckling phenom-
enon have not been very illuminating, possibly because
they are single plane models and do not incorporate rota-
tion or other coupling. The interactions between biomecha-
nical factors and spinal stability during growth are
probably important in most scoliosis deformities, irrespec-
tive of their initial cause. Biomechanical factors including
motion segment coupling, spinal length and slenderness,
muscle asymmetry, and postural sway, are apparently
relevant in the development and progression of these
deformities.

Geometrical aspects of scoliosis can be better documen-
ted and understood with 3D measurement including low
dose 3D X-ray techniques. These provide a more complete
picture of the deformity than the relatively inaccurate
single plane Cobb angle measurement. Noninvasive sur-
face measurement techniques show promise, but there is
still a need to establish their relationship to radiographic
measurements, especially during progression of a curve.

Although many experimental and biomechanical mod-
els of scoliosis have been developed, the mechanisms
behind the spinal deformity process and its treatment
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Figure 15. Biomechanical simulation of a spinal instrumentation
procedure. The left and central panels show the attachment of
the first rod, while the right panel shows the installation of the
second rod.

Figure 16. Virtual reality spine surgery simulator. The left panel
shows one part of the virtual surgery room with the operating
table, the patient and the exposed spine, as well as the radiographs
and a magnification of the selected vertebra. The right panel shows
an operator that is performing a virtual reality surgery (using
stereo stereoscopic glasses and a 3D mouse).



are not yet clear. Developing a better understanding of the
mechanical aspects of the deforming scoliotic spine will
lead to a more selective and appropriate means of treat-
ment, especially if the mechanisms that produce the defor-
mity are confirmed to be reversible. Certainly, the
empirical evidence from successful brace or stapling treat-
ments suggests that this is the case. Early detection and
treatment by mechanical methods show promise for pre-
vention of progression of the deformity.
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INTRODUCTION

Projection radiography generates the majority of the imag-
ing volume in a typical hospital-based radiology depart-
ment. Figure 1 illustrates the basic geometry for projection
radiography. As shown, an X-ray beam incidents upon and
transmits through the patient. Differential attenuation
occurs as X-ray photons interact with tissues in the patient.
Consequently, an altered X-ray distribution pattern is
generated behind the patient. This altered X-ray pattern
can be recorded by an image receptor placed underneath
the patient.

Film has been utilized as an image receptor since the
very beginning of radiographic imaging. The first radio-
graph of a living hand was exposed by Roentgen in 1895
using a photographic plate (1). Film is sensitive to both
X rays and light photons. However, the sensitivity of film to
direct X-ray exposure is low. In order to overcome this
problem, the fluorescent screen was developed shortly after
the discovery of X rays to be combined with the film as an
image receptor. Fluorescence, as used in radiography,
refers to the phenomenon that the absorption of X rays
by crystals of certain inorganic salts (called phosphor) is
followed by the emission of light photons (2). The emitted
light photons are then utilized more efficiently to expose
the film that is sandwiched between the screens (see
Fig. 2). These fluorescent screens are also called intensify-
ing screens. Initially, calcium tungstate was the phosphor
of choice for screens in radiography (3). Over the years,
especially since early 1970s, more efficient phosphor mate-
rials have been developed, such as rare earth phosphors
(2,5–7). The ‘‘rare earth’’ elements are found in a row of the
periodic table of the elements with the atomic numbers
57–71. The most common rare earth phosphor currently
available is godalinium oxysulfide (4). Phosphors, other
than rare earth types, are used as well, such as yttrium
tantalate (5–7).

Despite numerous improvements made in technology
since the discovery of X rays, screen-film systems had
remained, for a long period of time, as the main recording
image receptors for radiography until recently. Since the
1980s, the essential role of the screen-film system has been
challenged by the new invention of computed radiography
(CR) and digital radiography (DR) (8). In comparison to
screen-film systems, the CR and DR system has a much
larger dynamic range. It has been reported that a linear
response over more than four orders of magnitude of
radiation exposure is achievable (2). This allows CR and
DR systems to have a high tolerance for variations in
radiation exposures. Therefore, the repeat rate due to
underexposure or overexposure is significantly reduced.
While the CR and DR systems provide tremendous
potentials in image manipulation associated with
digital imaging, their current spatial resolution is usually
inferior to that of the screen-film systems (9,10). This
explains the fact that the last stronghold of the screen-
film system is in mammography, where the spatial resolu-
tion is on high demand. However, the digital technology
continues to evolve, and the results of several large clinical
trials of digital versus screen-film mammography suggest
that the diagnostic accuracy of the digital mammography
‘‘is similar to’’ that of the screen–film mammography
(11). In recent years, more and more radiology depart-
ments moved toward ‘‘filmless’’ with picture archiving
and communication systems (PACS) (8). It is expected
for DR and CR to become more widely available, and even
replace screen-film systems completely in the near future
(12).

In this article, we will outline the physical and photo-
graphic properties of intensifying screens and film. The
steps for film processing will be delineated. Performance
evaluation of the screen-film system will be discussed in
relation to image quality and patient radiation dose.
Finally, quality assurance and quality control testing
will be described for the applications of screen-film systems
in radiology.

INTENSIFYING SCREEN

Since only a small percentage (2–6%) of the X rays can be
absorbed by the emulsion of the film, the sensitivity of the
film alone is very low (2). With the screen–film combination,
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Figure 1. Illustration of the basic geometry for projection radio-
graphy.
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Figure 2. X-ray photons are absorbed by the intensifying screens
and the emitted light photons from the screens expose the film to
form the image.



X rays are absorbed more efficiently by the intensifying
screen. After absorption, the screen furnishes a light image
converted from the X ray image. The light image is then
recorded on the film with much higher sensitivity. The main
purpose of using the intensifying screen with a combination
of film, instead of film alone, was to raise the sensitivity of
this image receptor in order to reduce the radiation dose to
patients. A factor of 50–100 dose reduction is achievable.
This dose reduction is often depicted by the intensification
factor that is defined as the ratio of the X-ray exposure
required to produce a film density (e.g., 1.0 o.d. net density)
without screens versus the exposure required to produce the
same film density with screens (2):

Intensification factor ¼ exposure required without screen

exposure required with screen
ð1Þ

Also, lower exposure required by screen-film systems can be
achieved by using a shorter exposure time that has the
added benefits of minimizing patient motion artifacts and
reducing X-ray tube heat capacity. However, these advan-
tages are gained at the cost of a decrease in spatial resolu-
tion and an increase in noise on the image.

Physical Properties of Intensifying Screen

As shown in Fig. 3, an intensifying screen is composed of
four layers (2): a base, a reflecting coat, a phosphor layer,
and a plastic protective coat. The total thickness of a typical
intensifying screen is � 0.3–0.6 mm.

The base is the screen support. The materials to make
the screen base may be high grade cardboard or polyester
plastic (2). The thickness of the base varies among man-
ufacturers. The approximate range is 0.2–0.3 mm.

As described by Curry et al. (2), the reflecting coat is
made of a substance, such as titanium dioxide (TiO2), and is
spread in a thin layer (� 30 mm in thickness) between the
phosphor layer and the base. Because light from the phos-
phor is emitted in all directions, including the direction
away from the film, this reflecting coat acts to reflect those
light photons back toward the film so that they may also
contribute to the exposure on film. Although this increases
the sensitivity of the screen, it also increases the blurring
effect due to light spreading (shown in Fig. 3). Therefore,
some manufacturers choose not to include a reflecting coat
in the screen in order to improve image sharpness. This is
normally the case for those screens that emphasize spatial
resolution, such as those for bone imaging. Consequently,
more X-ray exposure is needed to compensate for the loss in

the reduced intensification factor of the screen if the
reflecting coat is not added.

The phosphor layer, the key component of the screen,
contains phosphor crystals that generate fluorescence. It
is used to absorb X-ray photons and convert the absorbed
X-ray energy into light photons that expose the film. The
thickness of the phosphor layer varies in a range 0.05–0.3
mm, depending on the desired screen intensification fac-
tor. Usually, a thicker phosphor layer leads to a faster
screen and a thinner phosphor layer leads to a slower
screen.

The outmost layer consists of a protective coat that is
applied over the phosphor crystals. This protective coat
serves three major functions as outlined by Curry et al. (2):
(1) it protects the delicate phosphor crystals; (2) it provides
a surface that can be cleaned; (3) it helps to prevent static
electricity that may generate image artifacts. This layer is
usually made of very thin plastic.

Absorption Efficiency and Conversion Efficiency

The process of screen intensification is twofold. First, X-ray
photons are absorbed by the phosphor, quantified by the
absorption efficiency. Second, the absorbed X-ray energy is
converted into light photons that expose the film, quanti-
fied by the conversion efficiency. The overall efficiency of a
screen is the product of the absorption efficiency and the
conversion efficiency, which leads to the intensification
factor of the screen mentioned in equation 1. Raising either
the absorption efficiency or the conversion efficiency or
both can increase the screen intensification factor; thus
raising the speed of the screen-film system.

The absorption efficiency, describing how efficiently the
phosphor crystals absorb the incident X-ray photons, is a
function of the X-ray photon energy and varies with the
phosphor type (2–7,13–14). As we learn from the X-ray
interactions with matter, X-ray photons are most likely to
undergo the photoelectric effect when the X-ray photon
energy is just slightly greater than the K-shell binding
energy. This forms an abrupt increase in the X-ray photon
absorption above the K-shell binding energy, called the K-
edge. Obviously, it is desirable to have the K-edge of the
phosphor coincide with the effective energy of the X-ray
beam so that a high percentage of X-ray photons may
interact with K-shell photoelectric effect. The effective
energy of an X-ray beam is usually one-third to one-half
of the peak in kilovolts. Most X-ray beams commonly
employed in diagnostic radiology are operated in a kVp
range of 50–120 kVp. Therefore, majority photons incident
upon the image receptor are <60 keV. As a result, screen
phosphors with K-edges <60 keV may have improved
absorption efficiencies. As shown in Table 1 (7,13,14),
the K-edge of the conventional calcium tungstate is 69.5
keV, above the energy of majority photons in a typical
diagnostic X-ray beam spectrum, especially those X-ray
beams with low kVp settings. In contrast, the K-edges of
the others are <60 keV. Consequently, the calcium tung-
state screen does not absorb X rays as efficiently as those
screens with lower K-edges. Other factors that change the
absorption efficiency are the thickness of the phosphor
layer, the composition of the phosphor crystal, and
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Base ~ 0.2 – 0.3 mm 

Protective layer ~ 0.02 mm 

Phosphor layer ~ 0.05 – 0.3 mm

Reflecting layer ~ 0.03 mm 

Figure 3. A cross-sectional view of an intensifying screen.



grain size. A thicker phosphor layer will result in greater
absorption efficiency. However, the disadvantage of doing
so is the reduction in spatial resolution because light
diffuses laterally as it propagates through the screen
phosphor layer. The thicker the phosphor layer, the wider
spread the light diffusion will be. For a single-screen
single-emulsion system, the film is placed closer to the
patient prior to the screen (shown in Fig. 2). This arrange-
ment is based upon the fact that X-ray interaction with the
phosphor reduces exponentially with the depth. Therefore,
the majority of the X rays are absorbed in the top most
region of the phosphor layer. Placing the intensifying
screen underneath the film ensures a shorter light diffu-
sion path. Consequently, a better spatial resolution is
achieved.

The conversion efficiency is also increased from a cal-
cium tungstate screen to a rare earth screen. As defined,
the conversion efficiency is the fraction of absorbed X-ray
energy converted to light energy for exposing the film. As
shown in Table 1, the conversion efficiency varies accord-
ing to the composition of the phosphor material.

An increase in conversion efficiency results in a greater
intensification factor. However, since fewer X-ray photons
are involved in image formation, an increase in conversion
efficiency also results in an increase in quantum mottle in
the image. Quantum mottle is the image noise caused by
statistical fluctuation of the finite number of X-ray photons
that form the image on film (2). As the conversion efficiency
increases, the number of the X-ray photons detected by the
intensifying screen reduces; thus the quantum mottle
increases due to the reduced number of X-ray quanta that
form the image. Unfortunately, an increased quantum
mottle is associated with a decrease in low contrast detect-
ability.

FILM

Physical Characteristics of Film

Figure 4 illustrates the cross-section of a film. The film base
is to support the fragile photosensitive emulsion. Several
conditions for film base materials have been outlined by
Curry et al. (2) and include the following: (1) It must be
transparent to visible light so that when a developed film is
viewed (e.g., on a light box) the base will not interfere with
the visual pattern (e.g., the image) recorded in the emul-
sion layer. (2) It must be strong enough to endure the film

developing procedure, and, yet at the same time, be flexible
and easy to handle. (3) It must be physically stable, that is,
the shape of the film base must not distort during the
developing process and over the long period of film storage.
Historically, glass was utilized for film base. Although it
was transparent, glass was too fragile and difficult to
handle. In 1914, cellular nitrate was adapted to replace
glass for X-ray film. But cellular nitrate was flammable and
caused possible fire hazards. Later in 1924, less flammable
cellulose triacetate base was developed to replace cellular
nitrate (2). In 1960, polyester plastic was first introduced to
make the X-ray film base. Thereafter, film base has been
made of a thin, transparent sheet of plastic; the thickness
of the base being �0.2 mm.

Firmly attached to the base through adhesive sub-
stances are photosensitive emulsion layers. Because the
emulsion materials are delicate in nature, a supercoat
layer is used to prevent damages to the emulsion. If emul-
sion layers are coated on both sides of the base, the film is
called double-emulsion film. Sometimes, such as in mam-
mography, only one side of the base is coated with emul-
sion. Thus, the film is called single-emulsion film.
Intuitively thinking, the single-emulsion film would be less
sensitive than the double-emulsion film because it has only
one emulsion layer. However, it gains in spatial resolution.
The thickness of the emulsion layer is usually very thin,
�10 mm.

The emulsion, the key component of the film, consists of
two major ingredients: gelatin and grains made of silver
halide. The gelatin is used as the binder for the silver
halide grains in order to keep them well dispersed. Because
the gelatin is stable in nature, it provides protection and
stability for the film emulsion layer before and after the
film development process that we will discuss in detail in
the section Film Processing. Also, the gelatin allows easy
penetration for the film-processing solutions (13).
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Table 1. Physical Properties of Some Common Phosphorsa

Phosphor
Atomic Number of

Heaviest Element K-Edge, keV Conversion Efficiency, %
Light Emission

Spectrum

Calcium tungstate, CaWO4 74 69.5 3.5 Blue (340–540 nm)
Barium strontium sulfate, BaSO4:Eu 56 37.4 6 Blue (330–430 nm)
Barium fluorochloride, BaFCl:Eu 56 37.4 13 Blue (350–450 nm)
Gadolinium oxysulfide, Gd2O2S:Tb 64 50.2 15 Green (400–650 nm)
Lanthanum oxybromide, LaOBr 57 38.9 13 Blue (360–620 nm)
Lanthanum oxysulfide, La2O2S:Tb 57 38.9 12 Green (480–650 nm)
Yttrium oxysulfide, Y2O2S:Tb 39 17.0 18 Blue (370–630 nm)

aSee Refs. 13 and 14.

Supercoat

Emulsion ~ 10 µm

Base ~ 0.2 mm

Figure 4. A cross-sectional view of an X-ray film.



The light sensitive silver halide is in the form of small
crystals whose sizes vary in the order of 0.1–1.0 mm in
diameter (15). The grain sizes, size distribution, and their
shapes play a major role in determining the film speed and
contrast. Generally, the larger the grain size, the greater
the film sensitivity will be. This may be changed if the
grain shape varies at the same time. Figure 5 shows
photomicrographs of two types of crystals in the film
emulsion. One contains flat, tabular-shaped grains, and
the other contains the conventional, 3D silver halide crys-
tals. As explained by Dickerson (16), the use of tabular
grains increases the ratio of the surface area to volume,
which leads to a significant improvement in the film
sensitivity. Also, the tabular grains provide better image
sharpness by reducing the light ‘‘crossover’’, which refers
to the light emitted not by the screen in contact with the
film emulsion, but by the screen opposite the film emulsion
and passed through the film base. Newer technologies in
1990s developed a zero-crossover system that the film
emulsion on one side of the film base was isolated from
the film emulsion on the other side of the film base by
adding a light-stopping dye to the film base (16,17).
Obviously, the added dye must be removable during the
film processing so that it will not be visible on the devel-
oped film.

Silver halide crystals can be grown in a variety of sizes
and shapes by choice of emulsion precipitation conditions.
Details of emulsion making were described by Wayrynen
(15) and Dickerson (16). The film designers vary the emul-
sion grain morphology to meet various needs in film speed,
resolution, contrast, and latitude.

The silver halide consists of, predominantly, silver bro-
mide (AgBr) and a very small fraction of silver iodide (AgI)
or silver chloride (AgCl), added as a sensitizer. All ions are
bonded to form a cubic crystalline lattice.

Latent Image Formation

The silver halide crystals in the film emulsion also contain
silver sulfide (AgS) molecules randomly distributed on the
crystal surface, which tend to trap free electrons from the
bromide ion during X-ray exposure. The trapping site is
called the sensitivity speck. This is the location where the
latent image formation begins. The mechanism of latent
image formation was initially described by the Gurney-
Mott theory and has remained a topic of research by many
over the years (18). The Gurney-Mott theory is accepted as
incomplete, but basically correct. The theory describes the
latent image formation as two steps: an electronic excita-
tion and an ionic migration. First, a visible light photon
interacts with a bromide ion, forming a bromide atom and
releasing an excited mobile electron:

Br� þ photon!Brþ free electron ð2Þ

The bromide atom, Br, then migrates out of the crystal into
the gelatin while the free electron becomes subsequently
trapped at a sensitivity speck. The trapped electron (nega-
tively charged) at the sensitivity speck attracts a mobile
silver ion, Agþ, (positively charged), and the two combine to
form a silver atom, Ag, at the sensitivity speck:

Agþ þ electron!Ag ð3Þ

This single silver atom then acts as an electron trap for
subsequent freed electrons. There is a continued accumu-
lation of silver atoms at the sensitivity speck following
repeated trapping of electrons and their neutralization
with silver ions. At least 3–5 silver atoms must be accu-
mulated at the sensitivity speck in order to form a valid
latent image center that can become a clump of the silver
atoms after the film is developed. The film darkening is
produced by the accumulated silver atoms.
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Figure 5. Photomicrographs of flat, tabular-shaped grains with the crystals orientated with the flat
side parallel to the film base (a) and three-dimensional (3D) silver halide grains (b). (Courtesy of
Dr. R. Dickerson of Eastman Kodak Company.)



Usually, the film is developed immediately after the X-
ray exposure is made. If the film is delayed in developing,
the film speed and contrast will be reduced. This phenom-
enon is called latent image fading that can also be
explained by the mechanism mentioned above.

Optical Density

In photographic print film, the more exposure the film
receives, the brighter the print film will be. In screen-film
radiography, it is the opposite because X-ray film is a
negative recorder. An increased X-ray exposure produces
darker film. The degree of darkness of the developed film is
defined by a term called optical density or, simply, density
(4). Shown in Fig. 6, if the incident light intensity from a
viewbox, where the film is read, is given by I0, and the
transmitted light intensity through the film for one parti-
cular spot is given by It, then the optical density (O. D.) at
that location is given as the 10 based logarithm of the ratio
of the incident light intensity versus the transmitted light
intensity:

O:D: ¼ log10
I0

It

� �
ð4Þ

For example, if the transmittance at one film location is
10%, then the optical density of that location is 1.0. Notice
the relationship of the transmittance and the optical
density is logarithmically compressed. Hence, if the
optical density is 3.0, then the transmittance is only
0.1%. The optical density is often measured by a device
called a densitometer. A densitometer has a small
sensitive area (aperture), where the light intensity with-
out film in the light beam—I0 is measured; then with the
film inserted and the region of interest covering the
aperture, the densitometer, measures the light trans-
mitted through the film—It. The optical density is read
accordingly when the read-out button is pressed on the
densitometer.

Table 2 lists a range of optical densities. Optical density
0.0 is reached only when the light transmission through
the film is 100%, which is not practically possible. Even
when a fresh unexposed film is processed, it will still have a
low film density of �0.15 O.D., which is known as the film
base plus fog. The base density is caused by the absorption
of light through the film base material. The current polye-
ster film base is usually slightly blue-tinted in order to ease

the human eye visualization and help cancel distractions
from faint chemical residue resulted from film processing.
The fog density is mainly due to unintended exposure or
the development of unexposed silver halide grains in the
film emulsion. The fog may be affected by conditions
related to the film storage and the film processing. It is
desirable to keep the film base plus fog <0.20 O.D. (19).

Table 2 lists the useful density ranges between 0.45 and
2.20 O.D. In this range, the human eye can appreciate the
shades of contrast with a standard viewbox of which the
luminance level is �1500 nits. For mammography, in
which films are generally darker and with more demands
of low contrast perception, the viewbox luminance level
should be at least 3500 nits (19). A brighter viewbox
improves the ability to appreciate the contrast in the dark
density regions. Sometimes, hot lamps are utilized to pro-
vide more intense incident light to view the film. It is
typically utilized to check the dark regions on film such
as those specific regions with optical densities >3.0 O.D.
The maximum darkness a film can reach is called Dmax. It
varies from film to film. A mammography film may reach a
Dmax of 3.5 O.D. or greater; while a regular film may barely
reach 3.0 O.D. For comparison, print films are normally
saturated at a density of 1.7 or 2.0 O.D. at best (2).

The Hurter and Driffield Curve (H&D Curve)

The relationship between the exposure to a film and the
film density corresponding to that exposure can be plotted
as the characteristic curve or H&D curve (named after
Hurter and Driffield who were the first to use such a curve)
(3). The exposure is plotted along the horizontal axis in
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Transmitted light intensity It to eye visualization

Incident light intensity I0 from viewbox

Developed film

Figure 6. Illustration for the definition of the optical density of a
developed X-ray film.

Table 2. Optical Density Range of an X-Ray Film

Optical Density Comments

0.0 100% transmission (practically impossible)
0.15–0.20 Typical baseþ fog
0.45–2.20 Useful density range

3.0 Very dark; needs a hot lamp for high luminance
>3.5 Typical maximum darkness

Mammography film H&D curve
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Figure 7. An example of H&D curve of an X-ray film.



logarithmic scale, and the film density is plotted along the
vertical axis. Figure 7 shows an example of the H&D curve
of an X-ray film using light sensitometry, where relative
exposures are utilized instead of actual exposures, because,
in practice, the relationship between two exposures is often
more important than the actual exposure. The H&D curve
illustrates how much the optical density may change cor-
responding to the exposure change. As outlined by Bush-
berg et al. (4), the curve has a sigmoid shape, beginning
with the base plus fog for no exposure, which cannot
actually be plotted on a logarithmic scale, and the ‘‘toe’’
for the low exposure region. In the ‘‘toe’’, the film density
rises very slowly as the exposure increases. This region
corresponds to ‘‘underexposed’’ film regions, such as the
mediastinum on a chest radiograph. Beyond the ‘‘toe’’, the
film density escalates linearly to the increase of logarith-
mic exposure. This is called the ‘‘linear region’’ or the
‘‘straight-line portion’’ of the H&D curve. In this region,
the film contrast is at its best and the film density fits in the
useful density range as shown in Table 2. Ideally, a radio-
graph image should be exposed with proper technique to
have densities within this region. Further beyond the
‘‘linear region’’, the curve flattens out. This region is called
the ‘‘shoulder’’. It corresponds to the ‘‘overexposed’’ region
where the film contrast is compromised.

Film Contrast and Latitude

The image contrast in film radiography is shown as the
difference in film densities at various locations on the
image. It is contributed by both the subject and film con-
trast. The subject contrast is determined by the difference
in X-ray intensity after transmitting through various
regions of the patient. It is primarily determined by the
differential attenuation of tissues. For example, a solid
tumor may attenuate more X rays than its surrounding
tissue; thus leaving a lower X-ray intensity behind the
tumor. The subject contrast relies on factors such as kVp,

differences in patient part thickness, atomic number, and
density of tissues. Film contrast represents the ability of
the film to manifest the subject contrast into the image
contrast on film. Choosing the correct film will enhance the
subject contrast on the final image. The film contrast is
determined by the slope of the H&D curve: a steeper slope
leads to a higher film contrast. For a given H&D curve, the
slope is a function of film density, being low in the toe
region, peaking in the straight-line portion, then being low
again in the shoulder region (shown in Fig. 8). Based upon
the H&D curve, the film contrast is often quantified by two
commonly used parameters: gamma and average gradient.
Gamma is defined in the straight-line portion by the max-
imum slope of the H&D curve:

g ¼ D2 �D1

log E2 � log E1
ð5Þ

where D2 and D1 outline the straight-line portion of the
H&D curve and E2 and E1 are exposures needed to
produce the film densities of D2 and D1. The average
gradient is often calculated over a density range of 0.25–
2.0 O.D. both above the base plus fog, because such a
density range is considered the useful density region:

Average Gradient ¼ DS �DB

log ES � log EB
¼ 1:75

log ES � log EB
ð6Þ

where DS is 2.0 O.D. above the base plus fog and DB is 0.25
O.D. above the base plus fog. The parameters ES and EB

are exposures needed to produce the film densities of DS

and DB.
Very often, a special term called ‘‘latitude’’ is also cited

for film photographic characteristics. The latitude is
usually defined as the exposure range that produces a
certain density range over which a usable image can be
made on film (20). If this density range is between the
upper and lower optical density limits on an image, then
the corresponding exposure range is also called the
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Comparison of two films using light sensitometry
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Figure 8. A comparison of two films using
their H&D curves obtained by light sensi-
tometry.



‘‘dynamic range’’. Obviously, the film latitude changes
inversely with the film contrast. Films with wide latitude
exhibit lower film contrast than films with narrow latitude.
Sometimes, a wide latitude is preferred in spite of compro-
mising the film contrast. For example, in chest imaging,
wide latitude films are desirable because of the large
dynamic range needed to cover areas behind lungs as well
as mediastinum. In other words, a wide latitude film is
capable of keeping the lung regions below the shoulder and
the mediastinal region above the toe. With the new inven-
tions of digital imaging (e.g., CR, DR), the wide linear
dynamic range of these technologies has proved to be
advantageous and ultimately solve the conflict between
the film latitude and contrast.

The characteristic curves are often employed to com-
pare films regarding various properties including speed,
contrast, base plus fog, and maximum density. Figure 8
shows the characteristic curves of two films. The H&D
curves are shown in solid lines and the film contrasts as
functions of the film density are shown in dashed lines. The
graph has dual vertical axes with the left axis for the film
density and the right axis for the film contrast. The graph
demonstrates Film B has a faster speed, but a lower
contrast than Film A. Both have similar base plus fog.
Film A can reach a higher Dmax than Film B. Note that the
characteristic curves shown in Fig. 8 are from light sensi-
tometry. A device called a sensitometer is utilized to
expose the film in a ‘‘step’’ fashion with a range of constant
light intensities that each differs by a factor of the square
root of 2 (i.e., 0.15 increment on the logarithmic exposure
scale of the H&D curve). The sensitometer simulates the
light emitted from the intensifying screens. Nevertheless,
because the simulated light is not the same as the emitted
light from screens, the response of film to the sensitometer
may differ from that to the actual light from the intensify-
ing screens caused by X-ray exposure. Special cautions are
needed when comparisons are made based upon the light
sensitometry (21).

The contrast of the image receptor of the screen–film
system, as a whole, is primarily dependent on its film
contrast; although there are exceptions, such as Kodak
InSight asymmetric film–screen systems, of which the
contrast can be varied by changing the intensifying screens
(16,17).

Spectral Emission and Spectral Sensitivity

Obviously, the wavelength of light emitted by an intensify-
ing screen should correspond closely with the spectral
sensitivity of the film used with the screen. Otherwise,
the total photographic effect is decreased, and the patient
has to suffer more radiation exposure to get the proper film
density. Usually, the sensitive spectrum of the film is
matched to cover all the wavelengths emitted by the screen
in order to maximize the speed of the screen–film combina-
tion. Shown in Fig. 9 is a spectral match of blue sensitive
X-ray film with the calcium tungstate spectral emission
that is continuous with a peak in the blue region (16). The
invention of rare earth phosphors made the intensifying
screen more efficient in both absorption and conversion of
X-ray photons. However, the luminance from the majority

of the rare earth screens was changed to the color green,
which made it necessary to change the spectral sensitivity
of X-ray films accordingly. The extension of the film spec-
tral sensitivity to longer wavelengths was achieved by
adding spectral sensitizing dyes absorbed by silver halide
(13). Figure 10 shows a spectral match of green sensitive
X-ray film with the spectral emission of a rare earth
intensifying screen. Note that, in Fig. 10, despite the fact
that the screen emission spectrum was beyond the green
region, the film spectral sensitivity was topped at the green
region in order to have a safelight zone in the color red. The
safelight in the darkroom is for the convenience of handling
the film without film fogging. For many years, amber
safelights were utilized to handle blue sensitive X-ray
films. As the upper limit of the film spectral sensitivity
moved up from the blue region to the green region, the
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darkroom safelight was necessary to change from the
amber to the red safelight.

Speed and Resolving Power

The speed of a film, also known as the system sensitivity, is
defined in the unit of 1/R as the inverse of the exposure that
produces a net film density of 1.0 O.D. above the base plus
fog. Because film is utilized in combination with intensify-
ing screens, the speed commonly quoted is actually the
speed of the screen–film system. Although with a faster
film, the speed of screen–film system may be increased
accordingly, the determining factor for the speed of a
screen–film system is in the screen not in the film. For a
screen–film system, the speed can be compared by exam-
ining the location of the H&D curve along the horizontal
logarithmic exposure scale at a net density of 1.0 O.D.
above base plus fog. In general, when a horizontal line is
drawn at 1.0 O.D. above the base plus fog, the curve that
appears toward the left on the exposure scale has faster
speed than those that appear toward the right (see Fig. 8).
Apparently, this speed depends on a number of variables,
especially kVp and film processing conditions. The
American National Standards Institute (ANSI) has pub-
lished guidelines to standardize the method for measuring
the speed of screen-film systems (22). The standard method
is rigid in defining the exposure and the controlled film-
processing conditions. Unfortunately, such absolute mea-
sured results are not widely available. In practice, a con-
cept of ‘‘speed class system’’ has been commonly accepted
for comparing the relative speeds among various screen–
film systems (2). The specified speed class differs in value
by �25%, which is similar to the camera speed class
adapted in photography. For example, the sequence of
the numbers in speed class starting from 100 is 100,
125, 160, 200, 250, 320, 400, 500. A great number in speed
class means a fast screen–film system.

A faster screen–film system is mainly due to a greater
intensification factor in the screen, which is often achieved
by utilizing a thicker screen phosphor layer that leads to a
reduction in resolving power. A general comparison of
screen speed and resolving power is shown in Table 3.

Reciprocity Law

The relationship between the optical density and the X-ray
exposure depicted in the H&D curve is usually not depen-
dent on the exposure rate. The film density remains the
same as long as the amount of the X-ray exposure received
by the screen–film system is the same for a wide range of
exposure rates. This phenomenon is known as reciprocity
law. It allows the X-ray technique to vary in tube current

milliamps (mA) and exposure time as long as the product of
milliamps and exposure time is constant.

However, the reciprocity law has been known to fail at
very short (i.e., the exposure rate extremely high) or very
long exposure (i.e., the exposure rate extremely low) with
screen–film systems. For example, the film speed is
observed to be reduced in mammography where very long
exposure time (>2 s) has to be utilized for large or dense
breasts (23). The reciprocity law failure can be explained by
the latent image formation mechanism described earlier as
the Gurney and Mott theory (18). In the case of extremely
low exposure rate, the rate of photon absorption is too low
to allow the gathering of enough silver atoms at the sensi-
tivity speck to make it stable. Only one or two silver atoms
at a sensitivity speck may disintegrate; thus the latent
image may disappear before enough silver atoms can be
gathered. Therefore, the speed is reduced at the extremely
low exposure rate. In the opposite case, where the exposure
rate is extremely high, the production of free electrons is
too fast for all the silver ions to migrate to the proper
sensitivity specks. Therefore, a fraction of the silver ions
may not be utilized in forming silver atoms. This also leads
to the reduction in film speed. For X-ray units, the auto-
matic brightness control (ABC) on the system, or some-
times referred to as the phototimer, is a feature designed to
maintain the consistency in film density regardless of the
patient thickness. It is also designed to compensate for the
reciprocity law failure.

The reciprocity law failure applies only to screen–film
systems, but not to direct exposed film systems.

THE SCREEN–FILM CASSETTE

Figure 11 shows images of two screen–film cassettes. The
double emulsion film is sandwiched between the two inten-
sifying screens. In some applications, such as mammogra-
phy, a single emulsion film is utilized with only one
intensifying screen in the cassette. The front of the cassette
is X-ray transparent usually made of materials with low
atomic numbers, while the back of the cassette often
includes a sheet of lead to reduce backscattering. The
cassette is light tight so that the film, once being shut into
the cassette, will not be exposed to ambient light. Opening
or closing the cassette has to take place in a darkroom or
other dark environment. The screens are usually mounted
on layers of compressible foams so that when the two
cassette halves close, air is expelled from the space between
the screens and the film. This is to ensure good image
quality by having a firm film screen contact without air
trapping in between.

FILM PROCESSING

After a latent image is formed on the film by X-ray expo-
sure, the film is subjected to a sequence of chemical pro-
cesses in order to make the latent image visible to human
eyes. This is film processing or film development (21).

Films had been developed manually in the darkroom
until the first automatic film processor was introduced in
1956 (4). An automatic film processor (see Fig. 12) consists

SCREEN-FILM SYSTEMS 145

Table 3. Physical Characteristics of Screen–Film Systems.

Type of screen-film
system Speed Class

Resolving
Power, lp�mm�1

Film alone � 100
Fine detail <100 �10–15
Par-speed 100 � 8–10
Regular 200–400 � 6–8
High speed � 800 � 4–6



of three tanks: developer, fixer, and water to wash off
the chemicals from the film. The film is then dried in a
drying chamber and ready for reading at the drop slot. A
standard cycle takes �90 s for film processing. There are
rapid cycles that take less time and extended cycles that
need longer time. Rollers are utilized to transport the film
along the circuitous path through each of these tanks.
These rollers need to be serviced periodically to prevent
roller transport processing artifacts (24). Film artifacts
refer to those features on the image that do not reflect
the true subject being imaged. The film artifacts are highly
undesirable because they distract or even mislead readers.
Although artifacts may be generated by factors other than
the film processing such as X-ray equipment, patient posi-
tioning, film storage and handling, and so on, the film-
processing artifacts are among the most commonly seen
artifacts in routine clinical images. Details of the film
artifacts, and how to battle against these artifacts, can
be found in Ref. 21 Chapt. 6.

As the film enters the developer tank, the developer acts
as the reducing agent that selectively reduces those

exposed grains to silver. For those silver halide crystals
that have been exposed to photons, latent image centers
have been formed, each center having at least 3–5 silver
atoms, and typically having 10 or more silver atoms. These
silver atoms act to catalyze the further reduction of the
silver in the presence of the reducing agent which, in this
case, is the developer. After development, those exposed
silver halide crystals become dark silver grains. One sen-
sitivity speck can be converted to�109 silver atoms, which
gains an enormous amplification (16). They contribute to
the O.D. of the film. A great O.D. region has a high
concentration of such silver grains; a light O.D. region
has a low concentration of such silver grains. An ideal
developer should have only the exposed grain developed
and unexposed grain washed out. But realistically, unex-
posed silver halide grains that do not contain latent
images may also be developed. This causes ‘‘fog’’.

The film developing time and temperature of the
developer must be optimized because the film speed and
the film contrast are directly affected by both factors.
Usually, the speed and the contrast increase, up to a
certain degree, by the increase of the development time.
Then the speed and the contrast reach a plateau or may
even decrease with further increase of the development
time. Similar effect is observed for the development tem-
perature on the speed and the contrast. Also, note that film
fog increases with the increasing development time or
temperature, which is not desirable. Therefore, it is impor-
tant to optimize these film-processing conditions in order
to achieve a reasonable compromise among film speed,
contrast, and fog.

A fixer is used to terminate the development process and
dissolves unexposed silver halide grains without damaging
the image formed by metallic silver already developed by
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Figure 11. Pictures of the screen–film cassettes: (a) a double-
screen double-emulsion cassette; (b) a single-screen single-
emulsion cassette.

Figure 12. A picture of an automated daylight film processor.



the developer. An incompletely fixed film is easily recog-
nized because it has a ‘‘cloudy’’ appearance. This is a result
of the dispersion of transmitted light by those very small
silver bromide crystals that have not been removed by the
fixer.

Washing the film thoroughly with water is necessary.
Otherwise the chemical residues left on the film will turn
the film into brown as it ages. This is the function of the
water tank after the developer and the fixer.

The last step for film processing is drying. Warm air is
blown over both surfaces of the film when it is transported
by rollers through the drying chamber. Finally, the dried
film is delivered at the drop slot of the automated film
processor.

QUALITY ASSURANCE AND QUALITY CONTROL
(QA/QC) FOR SCREEN–FILM SYSTEMS

There are many aspects of QA/QC protocols for screen–film
system maintenance and film processing. We will briefly
discuss several important tests for routine QA/QC in the
clinical environment.

The film processor needs day-to-day quality control in
order to ensure consistent performance. The major concern
in film processing is the instability due to wet chemistry
variation and temperature fluctuation. The film sensito-
metry is a method to evaluate and monitor the performance
of a film processor on a daily basis. As an important step in
film processor QC, a light sensitometry strip (see Fig. 13) is
made by a sensitometer and charted in the morning before
any patient images are processed. Needed for film sensi-
tometry are a sensitometer, a box of control films that are
identical so that variations among films are negligible,
and a densitometer to measure the film density. In addi-
tion, a thermometer is utilized to measure the developer
temperature to ensure the optimal temperature according
to the manufacturer’s guideline. Three basic concerns for
film sensitometry are (1) the base plus fog; (2) the speed

index; (3) the contrast index. The base plus fog is often
measured at an unexposed area of the sensitometry film.
For the speed index, a step is often designated with a mid-
gray film density such as a film density of no less than, but
close to 1.2 O.D. for mammography (19). For the contrast
index, two steps are designated with one step of high film
density, such as a film density �2.20 O.D. and the other of
low film density such as a film density of no less than, but
close to 0.45 O.D. (19). The difference in density between
these two steps is called the contrast index. The aim values
of these three indexes are established over a period such as
5 consecutive days to smooth out normal day-to-day varia-
tion at the initial film processor installation or after a
thorough preventative maintenance and calibration on
the film processor. Day-to-day observation compares the
measured indexes with the aim values. Figure 14 demon-
strates sensitometric data for a film processor within one
month. Records like these allow the tracking of the per-
formance trends. The purpose is to eliminate problems in
processor performance before those problems affect patient
images. In mammography, 0.10 O.D. variation from the
aim value triggers the action level for further monitoring
and correction, and 0.15 O.D. variation demands immedi-
ate corrective actions before patient films can be processed
(19).

There are certain screen–film cassette maintenance
issues. First, the intensifying screens need to be kept clean.
Artifacts may appear on images in the presence of dust on
the screens. In mammography, screen clean-up is required
at least once a week (19). In general radiography, screens
are recommended to be cleaned at least on a quarterly
basis. The cleaning procedure involves a solution contain-
ing an antistatic compound and a detergent. With a soft
lint-free cloth, the screen surface should be wiped very
gently with the solution. Then the cassette should be left
open to air-dry. Another important issue of the screen–film
cassette maintenance regards screen–film contact. A good
screen–film contact is essential to prevent loss of spatial
resolution. A simple method for testing the screen–film
contact is to image a piece of wire pattern such as a mesh
phantom placed on the top of the cassette. The sharpness of
the wire pattern in all regions of the filmed image should be
examined. If the screen–film contact is poor in certain
areas, fuzziness or slightly increased density will be
observed at those locations.

Finally, an important routine QA/QC test in a film-
based imaging environment is related to darkroom fog.
The darkroom fog degrades the image quality unnecessa-
rily and should be prevented. Remedies to eliminate dark-
room fog are straightforward, involving sealing the
darkroom from light leaks (e.g., the door frame, the film
processor, the film pass-box and any openings into the
room) and following instructions on safelight type, bulb
wattage and safelight positioning (19,25,26). Such easily
preventable problems are often unnoticed or neglected (26).
Therefore, It needs to be emphasized to have the darkroom
fog tested during the initial film processor installation and
monitored thereafter periodically (e.g., semiannually). To
measure the darkroom fog, we may expose a film with a
phantom that would produce a mid-gray film density
when the film is developed (19). In the darkroom before
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Figure 13. An example of a film sensitometry strip made by a
sensitometer.



processing the film, place the film on the darkroom counter
and bisect the latent image by using an opaque paper so
that one-half of the film is protected from and the other
exposed to any possible fogging sources in the darkroom.
The covering line should be parallel to the anode–cathode
direction of the X-ray tube in order to prevent any density
difference due to the heel effect. Turn on the safelight in the
darkroom. After 2 min of such fogging exposure, develop
the film. The density difference of the two portions of the
film near the covering line determines the darkroom fog.
Usually, the darkroom fog should not exceed 0.05 O.D. (19).
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INTRODUCTION

From the annals of measurement comes an item of lore on
the origins of measurement, occurring when two male

hominids were urinating side by side arguing over whose
was bigger. More recently, it is told in the pubs of Ireland
that the yardstick was invented in Dublin to settle such
disputes.

As Semmlow (1) stated in the first edition of this
Encyclopedia, sexual instrumentation is a rapidly evol-
ving science. (Note: This article does not endorse an
instrument or instruments. None of the authors have
received compensation from a manufacturer of any of
the products described in this work.) Many early
developments in the arena of sexual instrumentation
relied on ‘‘nonspecific responses associated with increased
activity in the sympathetic nervous system’’, such as heart
rate and blood pressure. However, more recent in-
vestigations have turned to more specific physiological
responses, generally focusing on the physiological
responses of the genitals. While the scope of this entry
prohibits a full description of the history and develop-
ments in the assessment and interventions related to
the human sexual response, interested readers are wel-
come to refer to the works of Kinsey and Masters and
Johnson for a more detailed review of the history of human
sexuality research.

The need for and sophistication of measurement of
human sexual behavior has improved dramatically over
the years; however, there are still several scientific,
methodological, and statistical challenges facing those
researching the measurement of human sexual behavior.
The current entry will review these measurements along
with instruments and procedures related to female and
male sexual behavior. Within each sex, the measures
related to assessment and diagnosis of sexual concerns
are reviewed first, followed by a review of devices used
in treatment.

INSTRUMENTS AND MEASUREMENT OF FEMALE
HUMAN SEXUAL BEHAVIOR

Formal research into physiological aspects of female sexual
behavior was spurred in a large part by the work of Masters
and Johnson in the 1960s. They highlighted the impor-
tance of genital vasocongestion as an indicator of sexual
arousal. Later researchers explored the multidimensional
nature of female arousal, often ascribing three necessary
aspects: physiological, cognitive, and emotional. That is,
physiological arousal is a necessary condition for sexual
arousal, though it alone is often insufficient; however, early
research into women’s sexual behavior focused almost
exclusively on the physiological aspects; detailing the
physiological changes across the human female sexual
response of arousal, plateau, orgasm, and resolution.
The absence of an integrative research approach toward
the assessment and treatment of female sexual response is
discouraging, as this is a necessary condition for sexual
arousal, and it seems to be a common problem among
women. Estimates range from 1 in 3 to 1 in 5 women
between 18 and 59 years of age complain of a lack of
interest in sex.

A series of studies in the 1980s evaluated the normative
aspects of human sexuality research volunteers. Through
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these studies, it became clear that both male and female
university-based research participants were decidedly dif-
ferent than their college peers. Typically, participants were
more likely to participate in human sexuality research if
they were to remain clothed. Also, those who were willing
to participate were more likely to masturbate, to have had
early and more frequent exposure to commercial erotica, to
have less sexual fear, and (for female participants) to have
a history of being sexually abused. Thus, for the early
research studies listed, restraint should be used when
extrapolating the findings discussed to dissimilar popula-
tions. More recent research has employed intent-to-treat
and wait list control approaches in community-based
research. These approaches have increased the ecological
validity of this line of research, and this trend should
continue as researchers increasingly use more ecologically
valid methodology.

FEMALE SEXUAL BEHAVIOR ASSESSMENT

Internal Devices

In the late 1960s and 1970s, several devices were con-
structed to assess physiological components of female
sexual response. One early device measured vaginal blood
flow using two thermistors mounted on a diaphragm ring
(please refer to later section on thermistor clip for the use
of temperature measurement in female sexual behavior
for more information). Other early devices included those
intended to measure vaginal pH, temperature, and genital
engorgement and blood flow properties via photoplethys-
mography. Common to all of these early instruments
was a lack of standardization. Of these instruments,
photoplethysmography received the most empirical
attention.

Vaginal Photoplethysmography. Hatch’s 1979 (2) review
of vaginal photoplethysmography (VPPG) provides a
description of the device as well as the issues and contro-
versies surrounding its use at the time. The VPPG is
described as a cylindrical probe approximately the size
and shape of a menstrual tampon which is easily inserted
into the vagina by the subject. A light source contained
within the clear acrylic probe is directed at the wall of the
vaginal lumen. A photoelectric transducer is also situated
on the probe in such a position that it detects only that
fraction of the incident light which is reflected from the
vaginal tissue and the blood circulating within it. Changes
in blood volume within the vagina produce changes in the
amount of the incident light backscattered to the light
detector, because of the large difference in transparency
between blood and bloodless tissue. Changes in blood
volume can therefore be easily recorded as changes in
the output of photoelectric transducer (p. 358) (Figs. 1
and 2).

Hoon et al. (5) provide a description of a VPPG (including
construction, instruction, recommended calibration proce-
dures, and diagrams) and note there is a lack of standar-
dization among VPPG, indicating that differences in probe
size may have impacted cross-study comparisons, as larger
probes are thought to reduce movement at the expense of

possible tissue stretching, blood supply occlusions, reduced
sensitivity, and decreased acceptability by women.

One of the challenges with VPPG is the choice of cur-
rent: alternating current (ac) or direct current (dc). Direct
current coupling is used to assess slowly developing
changes in vaginal blood volume (VBV), which is suggested
as reflecting the pooling of blood in the vagina. Alternating
current coupling is used to assess vaginal pulse ampli-
tude (VPA), which is the observation of the arrival of the
pulse wave at the observation point on each cardiac cycle.
While some researchers approach the ac/dc issue as an
either/or issue (2), more recent research (5) has measured
both VBV and VPA. In reviewing the controversy sur-
rounding the sensitivity of VBV and VPA, Hatch concludes,
‘‘there is some evidence suggesting that VPA is the more
sensitive variable in the sense that it has been shown to
significantly discriminate among responses in various
types of erotica in some cases where VBV has not’’ (Ref.
2 p. 359).

Geer et al. (6) presented one of the earlier reports on the
use of VPPG to demonstrate differential vaginal states
following exposure to erotic and nonerotic visual stimuli.
In their study, VPPG assessed VBV and VPA. However,
they were one of many research groups to find that phy-
siological arousal did not necessarily correlate with sub-
jective ratings of arousal. Similarly, van Dam et al. (7) used
VPPG to compare women with and without amenorrhea.
The authors theorized and found that women with
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Figure 1. Vaginal photoplethysmograph similar to that originally
designed by Sintchak and Geer (3) using a single light source and
photodetector. (Courtesy of Farrall Instruments, Inc., Grand
Island, NE.)



amenorrhea had decreased vaginal blood flow as assessed
via VPPG in contrast with ‘‘normals’’ under equivalently
rated conditions of sexual arousal. Again, there was a
negligible correlation between physiological and subjective
ratings of arousal. Vaginal photoplethysmography VPPG
has also been used to assess hematological function pre-
and postoperatively for a variety of procedures.

Notably, both VBV and VPA are measured via poly-
graph. This results in the use of millimeters of deflection or
change scores as the dependent measure in such measure-

ments. This often results in within-study consistency, with
cross-study inconsistency. Furthermore, some researchers
use deviation from baseline (average over the length of
preintervention assessment), while others use deviations
from time-specific baselines (e.g., average of 10 s prior to
next condition, which can be erotic or nonerotic).

Other problems with the use of VPPG include the
reliance of the measurement on blood oxygen saturation,
temperature, and response time of the light indicator.
Hoon et al. (5) also discuss the relative difference of pre-
and postmenopausal status, as well as sleep cycle status, as
it relates to basal blood flow. Each of these affects the
ability of the VPPG to reliably detect a difference within
and across subjects over time. Furthermore, genital engor-
gement during the time of ovulation has been reported as
much greater than during the 10th day of the cycle (2),
suggesting hormonal levels may influence baseline genital
hematology through the menstrual cycle. Notably, varia-
tions in hormone levels through both menstrual cycles and
entire lifespans are related to vaginal blood flow. Similarly,
increases or decreases in naturally occurring agents, such
as prolactin and androgens, can change the basal levels of
vaginal blood flow and alter the rapidity and duration of
genital engorgement. Finally, external agents, such as
SSRIs and oral contraceptives can interfere with genital
blood flow. However, arousal responses appear to be mini-
mally reliant upon the woman’s hormonal levels relative to
other variables, such as type of stimulation (e.g., fantasy,
film, audiotape) or activity (e.g., watching a film versus
masturbating).

Beck et al. (8) highlighted some of the above-mentioned
problems with VPPG, emphasizing the measurement con-
cerns related to temperature, response consistency, and
drift. They assert that, at the time of publication, no devices
seemed sufficient in measuring female sexual arousal.

Several recent studies have explored the relationship
among parasympathetic nervous system arousal, genital
arousal, and subjective arousal. Early returns suggest
parasympathetic arousal may facilitate sympathetic acti-
vation in female sexual arousal. Vaginal photoplethysmo-
graphy has been used to distinguish between vaginal blood
flow related to sexual arousal versus sexual anxiety. The
ability to differentiate anxiety-induced blood flow versus
arousal-based blood flow can be quite helpful, depending on
the issue being assessed. Further, sexually dysfunctional
women often report significantly less autonomic arousal.
One possible extension of these data would be to include
treadmills and exercise bikes as potential sexual response
enhancement devices, as physical exercise often leads to
parasympathetic arousal.

Perhaps surprisingly, the gross differences within and
across vaginas has not been shown to introduce confounds
in experimental research. Given the changing shape of the
vagina during sexual response cycle, researchers have
found a fair degree of reliability is possible, even when
the VPPG shifts or is repositioned within the vagina.
However, researchers and practitioners need to heed the
inherent measurement artifact introduced due to move-
ment within subjects and differences across subjects.

Another problem in comparing VPPG study is the use
of arousing stimuli, and the induction of arousal in a
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Figure 2. (a) Vaginal plethysmograph featuring a circularly sym-
metrical source/detector pattern. (b) Automatic baseline offset
circuit. (From Ref. 4 # 1978, IEEE. Figures courtesy of the
authors.)



laboratory setting. Several researchers have commented
on the challenge to ecological validity when having volun-
teer undergraduates insert an acrylic tampon in a univer-
sity research laboratory to assess sexual response. One
improvement on this variable has been the development of
a portable data collection augment to the VPPG to enhance
validity. This provides for a greater sense of ecological
validity, in that the research volunteers are able to pursue
their sexuality in more naturalistic settings, such as their
bedroom or dormitory room.

Further confounding is the type of activity employed
to induce arousal in these settings. Some researchers
use visual material, such as video depictions of hetero-
and homosexual congress, including oral, anal, manual,
and vaginal. There is empirical, marketing, and anecdotal
evidence that women are less responsive to visual erotica
than to other media. Some researchers have instead
employed audiotaped erotica, while others direct the sub-
jects to engage in fantasy.

Some have used the VPPG to assess responding to male-
versus female-produced sexually explicit videos. In addi-
tion to these variations, other studies have included the
request to digitally masturbate, use a vibrator on the vulva
and clitoris (without penetration), and to attempt or
achieve orgasm, or some combination of all of these. Thus,
it is difficult to compare the findings across studies using
the VPPG to assess arousal, as there has been so little
uniformity in the experimental procedures.

Several researchers have noted that physiological arou-
sal and subjective arousal are not synonymous One of the
few studies to demonstrate a link among physiological and
subjective arousal involved the use of VPPG in postopera-
tive male-to-female transsexuals (9). Notably, they found
postoperative male-to-female transsexuals demonstrated
male-typical category-specific sexual arousal patterns
following sex reassignment surgery. Their study included
both genital and physiological responding, and discussed
some of the physiological differences among natal women
and sex-reassigned women, as the later may also include
penile erectile tissue.

While relatively few in comparison to male sex offen-
ders, female sex offenders appear to be receiving more
attention in judicial and forensic settings. Due to their
small numbers, there are few studies assessing female
sexual arousal patterns using the VPPG. However, there
are case studies in this area, with results likening the uti-
lity of the VPPG with the penile plethysmograph (des-
cribed below).

The VPPG has its strengths and weaknesses relative
to other assessment devices. Compared to self-report
measures, it is more invasive, cumbersome, and difficult
to use. However, it typically provides reliable and valid
data that is otherwise unknown. It appears to have fallen
out of favor in large scale randomized clinical trials, though
is still popular for use in smaller scale and individually
based studies.

Vaginal Electromyography. Engman et al. (10) used
pelvic floor muscle surface electromyography (EMG) to
assess for partial vaginismus (involuntary contractions of
the muscles of the outer third of the vagina such that

intromission is painful or impossible) and vulvar vesti-
bulitis (a specific form of vulvar pain). They conclude that
EMG is not a useful method to distinguish between
asymptomatic women and women with partial vaginis-
mus and vulvar vestibulitis. However, other researchers
have found EMG to differentiate women with vaginismus
from those without during basal and induced vaginismus
conditions. Others have used EMG to demonstrate differ-
ences between ejaculatory and nonejaculatory orgasmic
women. Electromyography has been used successfully in
several studies researching etiology, treatment, and bio-
feedback for urinary incontinence. While this approach
appears promising, there does not appear to be a con-
sensus on the utility of this approach relative to other
approaches (e.g., Vulvalgesiometer, discussed below)
(Fig. 3).

Thermistor Clip and Vaginal Temperature. In a series of
studies, Henson et al. (11) tested for a relationship
between labial temperature and subjective ratings of
arousal. They began by developing a thermistor-clip to
measure changes in labial temperature, and found that
labial temperature rose in response to erotic stimuli,
while other measures of body temperature were unaf-
fected. In assessments throughout the sexual arousal
cycle, VPPG data and labial temperature variation were
found to show corresponding variations up to the point of
orgasm. The temperature remained relatively constant
during orgasm, but began to rapidly decrease during the
resolution phase. A follow-up study by another group
using a portable vaginal temperature gauge found varia-
tion in vaginal temperature over the course of the day.
These researchers hypothesized that the variations may
be concomitant with circadian temperature changes, with
temperature decrease in arousal being perhaps related to
vaginal wall edema or a change in the position of the
uterus. While Henson and colleagues made strong argu-
ments for the use of temperature as a meaningful mea-
sure, later researchers have not followed-up on their early
works.
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Figure 3. The EMG transducer with associated detector and
recording instrumentation for monitoring the contractile activity
of the pubococcygens muscle. (Courtesy of Farrall Instruments,
Ins., Grand Island, NE.)



External Measurement Devices
Vulvalgesiometer. Pukall et al. (12) introduced a new

instrument for the assessment of pain in vulvar vestibulitis
syndrome (VVS), which is a common form of dyspareunia in
premenopausal women. Given the lack of standardization
in the cotton-swab test for diagnosing VVS, Pukall et al.
(12) developed a simple mechanical device, the Vulvalge-
siometer, to standardize genital pain assessment. The
device consists of a set of pen-like devices, each holding
springs with varying resistance. The bottom of the device
holds a Q-tip-type cotton swab, which is pushed down on
the area being tested for pain. The pain threshold is
measured by how much pressure can be exerted (or by
how far the spring is compressed). The researchers
reported that subjects endorsed similar pain experiences
with the Vulvalgesiometer in comparison to intercourse
pain. Furthermore, the authors contend that practitioners
will be able to assess change over time more reliably with
the Vulvalgesiometer. While still relatively new to the
field, this approach shows promise as it appears relatively
easy to use for both practitioner and client, as well as both
reliable and valid for the assessment of vulvar pain (Fig. 4).

Vaginal Fluid Production. Levin (13) reviews the early
work in the assessment of human female genital function.
In his review, he discusses the measurement of vaginal pH,
p02, blood flow, motility, fluid and its ionic concentrations,
electrical activity, and amino acid concentrations in both
arousal and basal states. Other researchers have evaluated
the prevalence and elements of female ejaculate. The
measurement of vaginal lubrication has been assessed
through the weight gain of preweighed filter papers.
Research in this area has demonstrated the correlation
between vaginal lubrication and other physiological mea-
sures of arousal. Thus, while not a device per se, it is a
measurement approach to an aspect of female sexuality.
However, the lack of uniform methods of assessment and
relative difficulty in obtaining the data appear to have
impeded additional research in this area.

Imaging
Duplex Doppler Ultrasonography. Munarriz et al. (14)

reported on the use of duplex doppler ultrasonography
(DDU) to assess genital engorgement. They used ultraso-
nography combined with the Doppler effect to assess
clitoral and corpus spongiosum diameter, as well as clitoral
and corpus spongiosum peak systolic and end-diastolic
velocity. The Doppler effect can show whether blood is
flowing toward or away from the device, while the ultra-
sound helps for visualization. They concluded the use of
ultrasonography appears to be a less invasive and a
consumer-friendly approach to assess genital engorgement
in comparison with VPPG. Others have used DDU to assess
changes in clitoral engorgement in a study of Alprostadil.
Relative to other approaches, such as self-report, DDU is
more time and cost-intensive and less invasive than VPPG.

Magnetic Resonance Imaging. Rosen (15) reports on the
promising developments in the use of magnetic resonance
imaging (MRI) to assess genital engorgement and response
in human sexuality. However, there are few published
studies in this promising area in the assessment of human
female sexuality. Like the DDU, it is anticipated that
with additional research, the MRI will be rated as more
consumer-friendly than VPPG, and will likely be more cost-
intensive than self-report measures of sexual arousal and
genital engorgement.

FEMALE SEXUAL BEHAVIOR TREATMENT

Devices and Instruments

Vaginal Dilators. Vaginal dilators are generally a set of
graduated glass tubes or cylinders, 2–5 cm in diameter and
15 cm in length. Typically, vaginal dilators are used for the
treatment of vaginismus, which is the involuntary muscle
contraction of the outer third of the vagina.

With the advent of plastics, nonbreakable dilators
are preferable. Furthermore, while vaginal dilation had
historically been conducted under general anesthesia, it
is now being offered as an outpatient referral for self-
administration at home. A recent study using vaginal
dilators for in-home use lists their instructions as: These
dilators are to relax the muscles around the entrance to the
vagina and to gently stretch the area. You should start
using the smallest of the dilators, which should be inserted
for 10–15 min�day�1 and preferably for two episodes per day
of 10–15 min, passing the dilator downward and backward
into your vagina. Light lubrication with K-Y jelly or similar
is advised. After 1 week you should increase the size of the
dilator to the next biggest and increase the size by one
every week until you are using the largest of the dilators
or you feel comfortable to resume intercourse, whichever
happens first. The time that the vaginal dilator should
spend in the vagina is the same on each occasion (i.e., 10–
15 min).

They also note: ‘‘Sometimes it was necessary to help the
patient insert the first dilator in the clinic explaining the
need to relax her pubococcygeal muscles whiles advancing
the tube during muscle relaxation’’ (16) (Fig. 5).
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Figure 4. Figure of vulvalgesiometer.



Several researchers have noted the benefit of pairing
muscle relaxation exercises, and specifically pelvic floor
muscle relaxation, as a beneficial adjunct to vaginal dilator
therapy. Weiss (18) describes the use of dilators in the
treatment of vaginismus. She presents a case study in
which, due to economic circumstances, an assortment of
vegetables was substituted successfully in the treatment
protocol, with positive long-term results. Dilators appear to
be one of the most commonly used treatment approaches
for vaginismus. For more on the etiology, diagnosis, and
interventions related to vaginismus, please refer to Koeh-
ler (19). Dilators have also been used in several cases of
vaginal construction or reconstruction. However, there is
some variability in practice using dilators in this way.

Clitoral Vacuum. Billups et al. (20) introduced the Eros
clitoral vacuum for the treatment of female sexual dysfunc-
tion. The device is a small battery-powered device designed
to enhance clitoral engorgement, increase blood flow to the
clitoris, and ultimately to work toward increased sexual
arousal and response. It looks a bit like a computer mouse
and has a small suction cup to be placed over the clitoris. In
follow-up studies, this device was shown to increase genital
and clitoral engorgement. Participants self-reported
improved libido, arousal, lubrication, orgasm, and satisfac-
tion, as well as decreased pain. Gynecological exams
revealed improved mucosal color and moisture, vaginal
elasticity, and decreased ulceration and bleeding (Fig. 6,
Ref. 21).

Clitstim and Vibrotactile Stimulation. Riley and Riley
(2003) (23) present a small study on the use of a finger-cot

shaped device (sometimes called a vibrotactile genital
stimulator) designed to increase digital clitoral stimulation
when worn on a finger. The device is similar in nature to a
nonmedical clitoral vibrator, but its unobtrusive design
was created with the hopes that it would be more socially
acceptable. Based on their results, the researchers
conclude that the device may be of assistance in anorgas-
mic or slow-to-orgasm women.

Over-the-counter vibrotactile devices (e.g., vibrators)
are the most commonly used sexual instruments for anor-
gasmic and slow-to-orgasm women. Vibrotactile devices
have also been developed for use with men, though the
literature in this area is sparse.

IUD with Danazol. Cobellis et al. (24) report on the
successful use of an IUD loaded with danazol for the
treatment of dysmenorrhea, pelvic pain, and dyspareunia
associated with endometriosis. Danazol had previously
been used as an oral treatment for these ailments,
however, this route of administration led to side effects.
Cobellis et al. (24) found that the release of the danazol
through the IUD eliminated these side effects (only adding
a common IUD side-effect of first-month spotting). They
reported 6 month duration of benefit with generally favor-
able consumer satisfaction.

Treatment Articles. There are several articles review-
ing the treatment of sexual dysfunction in the human
female without the use of specific instruments or devices.
These include the use of botulin toxin for vaginismus,
the role of fantasy training, androgen therapy, and
cognitive-behavioral therapy including progressive muscle
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Figure 5. Vaginal dilator (17). (Courtesy of www.vagenesmus.
com.)

Figure 6. The Freund phalloplethysmograph: (1) glass cylinder,
(2) plastic ring, (3) metal tube with threads, (4) lock nut, (5) rubber
cuff, (6) flat, soft sponge rubber ring. (From Freund et al. (22).
Copyright 1965 by the Society for the Experimental Analysis of
Behavior, Inc. Reprinted by permission.)



relaxation and meditation. Many of the more recent treat-
ment outcome studies limit their dependent measures to
self-report, often ignoring the physiological assessment
that some researchers see as necessary and vital. Beck
(25) reviewed the theories of etiology, prevalence esti-
mates, and theories related to hypoactive sexual desire
disorder. She concluded that a lack of valid, reliable, and
consumer-satisfactory dependent measures impede scien-
tific progress in this area.

Self-Report. For a review of self-report measures of
female sexual function and behavior, please refer to Althof
et al. (26) (Table 1).

INSTRUMENTS AND MEASUREMENT OF MALE HUMAN
SEXUAL BEHAVIOR

Erectile Dysfunction and Sexual Deviance

The measurements of and devices related to male sexual
behavior typically fall into one of two categories: erectile
dysfunction and deviant sexual arousal. Coleman (27)
reviews the scientific literature on the etiology and inter-
vention for Erectile Dysfunction (ED), which is defined as
the persistent inability to achieve or maintain an erection
sufficient for satisfactory sexual activity. It is estimated
that> 50% of men of 65 years-of-age experience ED. Meule-
man and Van Lankveld (28) note that with the increasing
availability of pharmacological interventions for ED, male
hypoactive sexual desire disorder may be commonly mis-
diagnosed. They conclude, ‘‘HSDD is more common in men
than in women. In public opinion and in medical practice,
HSDD is often misinterpreted as ED, and treated as such.
There is a need for physicians and patients to be educated,
and for the development of reliable clinical tools to assess
this aspect of male sexual function (294). The tools used
for the assessment and treatment of ED are described
below.

The second area of assessment and intervention is
toward deviant sexual interest and arousal: most notably,
pedophilia. For the assessment of sexual interest, research-
ers have often turned away from face-valid self-reports and

looked to physiological data. However, as with the women
discussed above, it has been shown that physiological
arousal is not uniformly correlated to emotional or cogni-
tive arousal.

An area of concern in this topic is the limits to ecological
validity inherent in university- or medical-center-based
research on male sexuality. Just as the women above
are presumed to rarely masturbate with photoplethysmo-
graphs inserted, it is presumed that most men do not wear
penile Strain Gauges or plethysmographs when engaging
in sexual activity (see Ref. 29 for more in this area). Again,
more recent researchers have adopted intent-to-treat or
wait-list controls to enhance the ecological validity of their
research.

MALE ERECTILE DYSFUNCTION

Assessment

Circumferential versus Volumetric Assessment. The early
research on male erectile response typically used volumetric
assessment. Volumetric assessment usually involves the
placement of a flaccid penis in an airtight cylinder with a
monitored release valve. Engorgement leads to displace-
ment of air out the valve, leading to an indication of volume
displacement due to erection.

Circumferential assessment often involves the place-
ment of a mercury-filled rubberized band around the shaft
of the penis near the base. Engorgement typically leads to
expanding girth, resulting in millimeter displacement as
measured by an accompanying graphing device (Figs. 7
and 8).

In a comparison of volumetric and circumferential
measures of penile erection, Wheeler and Rubin (30) found
that the circumferential method was preferable for
several reasons. While both measures showed a correla-
tion, the authors contend the volumetric approach pro-
duced more artifacts, was more difficult to use, and was
no more sensitive than the easier-to-use circumferential
method. However, a rapid change in length may result in a
net decrease in girth, at least temporarily. Taken together,
information on the length and width of penile tumescence
are consistent with recommendations to take measures
over time to assess the level, course, and trend of the
observed response.
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Table 1. Female Sexual Behavior Assessment

Device Function References

VPPG Measures changes
in blood volume

2,5

EMG Tests for vaginismus
and vulvar vestibulitis

10

Thermistor clip Measures labial temperature 11
Vulvalgesiometer Measures pain associated

with vulvar vestibulitis
syndrome

12

DDU Measures genital engorgement 14
MRI Measures genital engorgement 15
Vaginal dilators Treats vaginismus 16
Clitoral Vacuum

(EROS therapy)
Increase genital engorgement 20

IUD with danazol Treats dysmenorrhea 24

Figure 7. Barlow-type strain gage for monitoring penile tumes-
cence. (Courtesy of Farrall Instruments, Inc., Grand Island, NE.)



The assessment of ED often involves the use of a snap
gauge, which is an application of multiple circumferential
measures (there are several brands and types available,
e.g., Dacomed’s Snap Gauge, the RigiScan). In essence, this
measures a sample of volumetric expansion, which allows
for the assessment of both rigidity and circumference. Snap
gauges often involve the placement of a band or sleeve
around the shaft of the penis, with two or more expansion-
specific snaps placed along the length of the gauge. Thus,
as the penis expands from the base to tip, the snaps are
presumed to snap in sequence dependent on the length of
turgidity.

A common assessment avenue for ED is the use of a snap
gauge during sleep. Typically, adult males enter REM
stage three to four times per night, achieving at least
one erection during each REM stage. The sleep-related
erections are termed nocturnal penile tumescence (NPT).
Presence of NPT is suggestive of psychogenic ED, while an
absence of NPT is often inferred as organic ED.

Libman et al. (31) discussed the issues and problems
with the reliance on NPT and snap gauges to assess for
erectile dysfunction. These authors emphasize the growing
body of research indicating waking erectile capacity is not
directly related to NPT, concluding there may be different
processes underlying NPT and erotically induced erection.
Further, Libman noted several subjects balked when
presented with the notion of ‘‘snap’’ and ‘‘penis’’ in the
same sentence. They altered the description of the proce-
dure to impotence testing and expansion tape. In their
study, they confirmed that NPT, as assessed by a snap
gauge, did not constitute a valid measure of daytime
erectile ability in their sample. However, they provide
recommendations to enhance the utility of the assessment,
including assessment during waking and sleeping states,
as well as a multimodal approach.

The Snap Gauge (Dacomed Inc.) is described by
Diedrich et al. (32): A commercial device, which, according
to the manufacturer, can be used for the determination of
organic impotence. The Snap Gauge consists of nonstretch-

able fabric band that is fastened around midshaft of the
penis by Velcro straps. Three plastic snap elements are
attached to the device such that they break in sequence if
an erection of sufficient circumferential expansion and
local hardness is obtained. A male using the device may
break none, one, two, or three of these elements corre-
sponding to the sufficiency of his erection.

It is possible to judge a person’s ability to reach suffi-
cient tumescence for intercourse by looking at how many
snaps remained intact. With all three intact, no intercourse
would be possible. With all three unsnapped, the erection
would be insufficient for intercourse. If two snaps remain,
it is questionable whether the subject has reached suffi-
cient rigidity (Fig. 9, Ref. 32).

Nobre et al. (33) found a similar discordance between
physiological and subjective ratings of arousal. Generally,
they found men in their sample to underreport their arou-
sal in relation to physiological measures of tumescence.
Notably, in their study, participants were unable to manu-
ally or visually assess their erections. The researchers
noted that positive affect facilitated arousal and was pre-
dictive of subjective and physiological arousal estimate
concordance.

Strain Gauge. The measurement of human penile
tumescence was one of the first review articles describing
the construction and measurement issues associated
with the armamentarium for the assessment of male sex-
ual arousal. Rosen and Keefe (34) recommend volumetric
assessment when precision is important (e.g., specific
research question) and circumferential assessment for
efficiency and ease of use. They cite the mercury-in-rubber
as an optimal tool for the measurement of circumference.

Strain Gauge measurement (a component in PPG) is
often conducted via a method involving millimeter displa-
cement as a percentile of maximum erection. In this pro-
cedure, the participant places the gauge on the flaccid
penis. They are then directed to self-stimulate to a full
erection. The point of maximum tumescence is then taken
as 100% erection, with later erections being taken as a
proportion. Notably, this procedure allows for erections of
>100%. There is also an inherent floor effect, in that the lab
setting allows for a measurement of flaccidity that does not
measure any aversive or derousing responding (33).

The Dacomed Snap Gauge was evaluated by Diedrich
et al. (32) using both mechanical and human subject
tumescence. In the biomechanical procedure, a device
was manufactured that allowed for the incremental
increase in circumference (1 mm intervals). The Snap
Gauge was placed on the mechanical device, as well as a
mercury Strain Gauge. With the human participants, a
mercury gauge was placed near the base of the penis, with
the Snap Gauge at mid-shaft. Participants were able to
manually and visually assess their erections, and were
asked to report as the Snap Gauge snaps broke, as well
as to report their sufficiency for penetration following the
presentation of sexually explicit videotape. The authors
noted that the Snap Gauge appears to be lacking in validity
based on three problematic deficiencies: the lack of erection
uniformity, lack of placement uniformity, and lack of uni-
form rigidity. The authors direct practitioners to proceed
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Figure 8. Measuring graphing device for expanding girth.



with caution when diagnosing ED based upon Snap Gauge
data, as in their analysis, the Snap Gauge was subject to
both false positives and negatives.

In comparison studies of the RigiScan and Snap Gauge
in the assessment of penile rigidity, researchers have con-
cluded the Snap Gauge is more cost-effective than and as
reliable as the more complicated RigiScan. They recom-
mend the use of The Snap Gauge primarily, with the
RigiScan being recommended for clients when The Snap
Gauge is inconclusive or when assessment that is more
detailed is necessary (e.g., per research protocol).

Stamp Test. One of the simplest, least expensive, and
perhaps oldest tests for ED is known as the stamp test.
The stamp test is used to assess NPT. In this procedure,
the subject fastens postage stamps around the base of the
penis, similarly to where the snaps would be found on a
snap gauge. The NPT is likely to displace the stamps. The
stamp test was developed before the widespread use of self-
adhesive stamps and instead used the moisture-catalyzed

gumming adhesive. Moreover, while this is relatively inex-
pensive, the published reports provide two false positives
and one false negative in a rather small sample.

Electromyography. Da Silva et al. (35) found that EMG
could be useful in the differential diagnosis of ED. In this
clinician-administered procedure, EMG inserts electrode
needles into the muscle, and when the subject is asked to
move that muscle, the EMG gives a general picture of the
muscle activity by showing the action potentials occurring
in the specific surrounding muscle cells. This makes it
possible to see whether the dysfunction is indeed physio-
logical. However, few researchers have completed follow-
up studies on this promising work.

Imaging

Near-Infrared Spectroscopy. Burnett et al. (36) com-
pared near-infrared spectroscopy (NIS) with color duplex
ultrasonography, Strain Gauge circumference measure,
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penile tonometry, and clinical assessments. They found
NIS to be a safe, inexpensive, and easy-to-use device that
provides for quantitative measurements of vascular
physiology in erectile assessment, by measuring the per-
centage of blood volume reaching the penis, and monitoring
the circulation. Again, few researchers have continued
in this line of research.

Self-Report. A review of self-report measures for
the assessment of male sexual behavior can be found at
Berman et al. (37) and Kalmus and Beech (38).

THE TREATMENT OF ED

Devices and Instruments

With the advent and marketing of several pharmacological
agents for the treatment of ED, some authors have ques-
tioned the utility of mechanical devices and surgical inter-
ventions. There have been several cases of adverse
responses from pharmacological interventions, and there
are several conditions for which these medications are
contraindicated. For these individuals, surgical or mechan-
ical intervention may be their only hope for a reliable and
useful erection.

Vacuum Constrictive Device. The vacuum constrictive
device (VCD) typically includes an acrylic cylinder into
which the flaccid penis is inserted. The VCD has a manu-
ally squeezed bulb pump for the forced suction of air out of
the cylinder (up to 250 mmHg, 33.33 kPa), which in turn
leads to increased engorgement. A constrictive band is
then placed at the base of the penis, with the intent of
maintaining the engorgement through the completion of
the sexual act by reducing, not preventing, penile venous
outflow. Some pumps allow for the placement of the con-
strictive band (similar to what is sometimes called a
‘‘cockring’’) while the pump is in place; others involve
the removal of the pump and the placement of the band
prior to detumescence. A device similar to the VCD (albeit
satirized) played a supporting role in the first of the
Austin Powers films. Wylie and Steward describe a home-
made device for ED, for use when pharmacotherapy is
contraindicated (39). In their case study, a 65 year old
client fashioned his own VCD for the effective creation of
erections (Fig. 10, Ref. 40).

Several researchers have commented on the utility of
the VCD, with successes reported with diabetic and neuro-
pathic populations, as well as with psychogenic ED.

Researchers have also found that the device is generally
more effective when it is combined with couples’ therapy.
However, several complications have also been discussed.
Some men have complained of feelings of demoralization,
discouragement, and confusion with the device, while
others reported frustration when their spouses were not
supportive or helpful when using VCD. Furthermore, some
men report that even though they can create an erection,
they are not necessarily emotionally aroused. Lastly, as the
VCD involves the restriction of blood flow out of the penis,
possible problems include hemotoma, skin irritation, and
in at least one reported case, penile gangrene. This com-

plication underscores the need for proper instruction and
compliance with the device.

Penile Prosthetics. Penile implants were some of the
earliest treatments for ED. While practitioners now recom-
mend nonsurgical interventions (e.g., pharmacological or
the VCD treatment), there are still some clients for whom a
prosthetic implant is preferable. Penile prosthetics have
also been used successfully in the creation of neophallus in
sex reassignment surgery, and in reconstructive surgery
following injury.

Penile prosthetics are typically either malleable or
inflatable. Malleable implants are basically permanent,
semirigid tubes placed within the penis. When an erection
is desired, the man (or partner) positions the penis into the
desired direction. Inflatable prosthetics often involve two
or more components. A fluid-filled pump reservoir is
implanted in the scrotal sac, with hollow tubes (initially
one, now two or more in connection) placed within the
penile shaft. When an erection is desired, the man or
partner squeezes the pump, leading to an outflow of fluid
from the reservoir into the tubes, resulting in an erection.
Surgically, the procedure can involve the removal of caver-
nous tissue. With the placement of prosthetic, it may result
in fibrous involvement, scarring, or both. These complica-
tions can result in difficulty changing implants if needed,
and preventing future ‘‘natural’’ erections. A fenestrated
implant has been successful in the sparing of cavernous
tissue and spontaneous erections.

Follow-up studies on penile prosthetics show high rates
of consumer satisfaction, with occasional problems with
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leakage, breakage, infection, and stretching due to over-
use. A common partner complaint is the lack of girth; other
complaints have included spontaneous deflation, a cold
penis, and that intercourse felt unnatural. Malleable
implants are reputed to be easier to install, with inflatable
prosthetics typically rated higher by consumers and their
partners (Table 2).

Summary. Several researchers have explored the
effectiveness, advantages and disadvantages of pharmaco-
logical, psychotherapeutic, surgical, and mechanical treat-
ment of ED, and in combinations of these. Taken together,
there is no clear gold standard for the treatment of ED;
rather, there are several tools available to the clinician and
consumer that may be appropriate given the client’s phy-
siology, psychology, and context.

DEVIANT PHYSIOLOGICAL AROUSAL

Assessment

The second major area of inquiry into male sexual behavior
relates to physiological changes related to deviant sexual
arousal. The following section describes the use of the
penile plethysmograph (PPG), visual tracking (VT), and
pupillometry (PM) to assess differential arousal in
response to presentation of varied stimuli. The bulk of this
work centers on deviant sexual arousal, typically with
adult males being shown or presented videotapes, still
images, or audio recordings. The stimuli typically depict
age-appropriate as well as age-inappropriate stimuli, and
may include other challenges, such as sadistic themes,
adult rape themes, fetishes, bondage or sadomasochistic
themes, or both, and control conditions with no intended
sexual content.

While in Freund’s early phallometry work (41) PPG
typically assessed volume, the bulk of the last half-
century’s research using PPG seems to be reliant upon
circumferential assessment. Bancroft et al. (42) describe
the construction, provide schematics, and a photograph of a
simple transducer for measuring penile tumescence. The
device is a mercury and rubber strain gauge, which they
describe is inexpensive, portable, easy to apply, and unob-
trusive in use. They contrast the simple strain gauge
with the more complex volumetric PPG used by Freund

(described earlier, please refer to earlier figures of penile
plethysmography devices).

Penile Plethysmograph. A PPG is a strain gauge
(a stretchable band filled with mercury that is fitted around
a subject’s penis, discussed earlier in this article), con-
nected to a video screen and data recorder, which records
changes in the penis with different stimulus. While PPG
can assess both volumetric and circumferential changes,
PPG using measures of circumference changes appears to
be more widely used. Advances in technology have led to
the advent of computer-based assessment and scoring in
penile plethysmography. O’Donohue and Letourneau (43)
concluded, ‘‘there does not appear to be a standardized
penile tumescence assessment, but rather there is a family
of procedures that share some common aims and features
(p. 126).’’ The 17 potential sources of variation in the
assessment that O’Donohue and Letourneau described
have not been satisfactorily addressed in most recent
reviews. Still, some researchers use an average of pen
deflection; some use a sampled interval average, while
some use maximum response and percentage of maximum
response. Further, as measurement is often less reliable at
the ends of the metric, there was some discussion about the
reliability and validity of PPG at large expansions.

Kalmus and Beech (38) reviewed the self-report and
physiological assessment of male sexual response. They
noted that PPG is still the most common method for such
assessment, though to acknowledge it is prone to a number
of possible artifacts, including faking or intentional sup-
pression. Other clinicians have noted a possible retest
habituation effect, which may be an artifact of attempts
at standardization. However, some authors contended the
PPG is useful in repeated assessments, provided the stimuli
are varied and content matched to reduce habituation.

Golde et al. (44) assessed participants’ ability to sup-
press penile responding under audio-only and audiovisual
stimulus conditions. They also included measures com-
mon to the polygraph (discussed in a later section poly-
graph), galvanic skin response (GSR), and finger pulse
amplitude (FPA). The authors found participants were
able to suppress penile arousal while not providing indi-
cators of deception as measured through GSR and FPA.
Both naı̈ve and experienced participants were able to
suppress, and arousal was less pronounced in audio-only
conditions. These data suggest the PPG is susceptible to
faking through suppression, especially in the audio-only
presentation.

Other evidence of altered penile tumescence comes in
treatment studies using the PPG as a dependent measure.
Rosen and Kopel (45) demonstrated that with multiple
sessions of biofeedback, penile tumescence to undesired
sexual stimuli was reduced with lasting effects. The
authors contended the result was not due to habituation
or generalized suppression. Follow-up data indicated the
case study subject had been deceptive in his self-report and
had renewed the targeted sexual behavior. This research
vignette highlights the oft-noted weakness of deception
when using self-report data.

In a study comparing adult males alleged to have
sexually offended against children and ‘‘normal controls’’,

SEXUAL INSTRUMENTATION 159

Table 2. Erectile Dysfunction

Device Function Reference

Snap Gauge Measures penile rigidity
and circumference

32

Strain Gauge Measures penile circumference
via displacement

34

EMG Tests for physiological
penile dysfunction

35

NIS Measures penile blood volume 36
VCD Treats ED by increasing

engorgement
39

Penile
Prosthetics

Surgical treatment for ED



Haywood et al. (46) assessed the relationship between
physiological arousal as measured by PPG and subjective
arousal assessed through self-report. The alleged sex offen-
ders showed more subjective arousal to children, with
nonincest offenders reporting higher subjective arousal
than incest offenders. Notably, both alleged offenders
and normals reported subjective arousal without physio-
logical responding, and subjective repulsion, despite
showing penile responding. The authors recommend for
the continued used of subjective and physiological mea-
sures in the assessment of sexual response.

Other concerns with the PPG include the ethical use of
such a device in correctional or forensic settings, including
the use of PPG as a treatment device for the challenging of
sexual offenders reported responses and arousal patterns.
There are also cautions against the use of PPG for pre-
dictive purposes, or for reasons beyond which it has been
demonstrated to be reliable and valid.

Recent work has explored the use of portable circumfer-
ential PPG. Rea et al. (47) found the data taken inside the
lab to generally correspond with data taken outside the lab.
Not surprisingly, there appeared to be an inverse relation-
ship between penile tumescence and proximity of
researcher.

Finally, Mathews et al. (48) reviewed the arguments
and problems with the use of PPG in legal settings. They
discussed the Frye and Daubert standards of evidence as it
relates to the PPG. These standards describe requirements
of a measure before it is considered acceptable in eviden-
tiary purposes. A description of these standards can be
found in the O’Donohue and Levensky edited collection,
The Handbook of Forensic Psychology (49). Given the above
findings indicating the PPG can be suppressed, and be
subject to false positives and negatives, Mathews et al.
(48) contended the PPG should not be admitted as evidence
for forensic purposes.

Pupillometry. Pupil dilation is indicative of arousal,
including sexual arousal. Pupillometry uses a magnified
video recorder to track a subject’s pupil changes when
presented to different stimuli. While the results using
pupillometry originally seemed promising, the research
has been criticized for a variety of methodological problems,
and appears to have lost favor as an avenue of inquiry.

Viewing Time. In viewing time studies, participants
are presented visual stimulus materials and allowed to
view the materials. The instructions vary across studies
as to how long and how much liberty the participant has to
view the materials (e.g., in some, the participants are
allowed to choose display times, while in others, visual
field is tracked). The principle behind this approach is
that participants will view images that hold more sexual
interest to them for longer periods than those without
such appeal.

Abel et al. (50) reported on the development of the ‘‘Abel
Screen’’, also known as the Abel Assessment for Sexual
Interest (AASI). This device is reported to correspond well
with the more intrusive volumetric assessments, and to be
more efficient. Laws and Gress (51) review the multiple
criticisms of this specific instrument, although they also

acknowledge the benefit of VT-based assessments. The
Affinity [Glasgow et al. (52); Kalmus and Beech (38)] is a
VT device designed for use with learning-disabled offen-
ders. While there are minimal data to support its use, the
existing data are promising.

The Abel Screen [cf. Gaither (53)] was created in
response to some of the criticisms of plethysmography.
The Abel Screen is different in that it measures attention
(as opposed to tumescence or vasocongestion) as measured
by tracking visual focus on stimulus objects. The Abel
Screen was developed in part to eliminate the need for
nude slides as stimulus materials. By using the Abel
Screen, clinicians are able to assess the focus of the respon-
dent’s attention, and the duration of that attention.
Further, the Abel Screen is less time intensive, and less
intrusive than plethysmography. While Abel and collea-
gues report that visual reaction time is a reliable (alphas
0.84–0.90 across stimuli) and valid means of assessing
interest, Gaither’s data was mixed in an analogue study
using undergraduate students. Other researchers have
criticized VT studies for their clear face validity, which
makes the VT vulnerable to faking. The device consists of a
questionnaire, which tests for things such as deviant and
inappropriate sexual behaviors, and a program on a com-
puter, in which the participant is to rate the slides on a
seven-point Likert scale from ‘‘highly sexually disgusting’’
to ‘‘highly sexually arousing’’. The computer tracks how
long it takes for the subject to rate the slide and advance to
the next slide, thus tracking how long the subject looks at
the slide. Abel and colleagues also state that measures
have been taken to identify offenders attempting to conceal
their offenses (abelscreen.com) (54), and even with deniers
Abel and colleagues contend device is able to detect 88% of
sexual abusers.

Laws and Gress (51) reported on the development of
computer-generated images in a standardized assessment
using PPG, VT, and Choice Reaction Time. They posited
this approach as a stopgap measure in the advancement of
the inclusion of new technologies to assist in the assess-
ment and monitoring of deviant sexual arousal. They
argued that developments in virtual reality might provide
avenues of worthy inquiry by posing more realistic chal-
lenges to relapse prevention plans while addressing com-
munity safety and privacy. With increases in technology
and privacy regulations, many researchers are turning to
computer-generated composite images to further enhance
and clarify sexual arousal patterns. In doing so, research-
ers may be able to provide for individually based stimulus
materials that would maximize the likelihood of deviant
arousal and more realistic virtual reality scenarios to
provide therapeutic challenges for sex offender treatment
skills application.

In a comparison of Abel’s visual reaction time (VRT)
and PPG with audiostimuli, Letourneau (55) revealed
interesting data: both identified offenders against young
boys, and neither reliably identified offenders against adult
women. Visual reaction time identified offenders against
young girls (although not reliably), and surprisingly, PPG
data indicated men with female child victims produced
significantly lower levels of arousal than men in other
offence categories.
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Thermistor, Temperature, and Photoelectric Surface Blood
Volume. Temperature measurements, indicative of penile
and groin blood flow, have not been supported as valid and
reliable measures of arousal due to the latency involved in
tumescence and detumescence (38). Previous reviews dis-
cussed the possibility of telemetric temperature dissipation
assessment as an avenue of physiological arousal assess-
ment, however, there are few publications promoting its
use in this way. While photoelectric blood volume research
is the basis for VPPG in women, it has not born fruit in
assessment of male sexual response (38).

Electroencephalogram Movement. Cohen (56) presented
one of the few research projects in which the sex organ
between the ears was assessed. Their preliminary results
suggested an electroencephalogram (EEG) can be used to
assess sexual arousal, and that responding was different
based on stimulus modality. Although limited, a promising
area of inquiry is the EEG measurement of contingent
negative variation. Researchers in this area noted a pre-
sumed difficulty in faking EEG response. However, given
the limited data in this area, caution is warranted in using
this approach in the assessment of sexual preference (38).

Galvanic Skin Response. The relatively few studies in
this area suggest galvanic skin response (GSR) may be a
useful augment to PPG in assessment in which the respon-
dent is showing minimal response or is hypothesized to be
faking or suppressing a response. Typically, research in
this area is based on the concurrent use of PPG and
polygraph.

Polygraphy. Oksol and O’Donohue (57) provided a
thorough review of the use of the polygraph in a forensic
setting. In their review, they described polygraphy as the
evaluation of physiologic reactions that purportedly occur
in response to the emotions of fear or conflict, or are in some
other way associated with lying. The polygraph measures a
number of subtle and involuntary changes in physiological
functions, such as heart rate, skin resistance, and blood
pressure. By amplifying and recording autonomic func-
tions on a multichannel instrument, the polygraph detects
the changes in these functions. It is so named because it
has many (poly) pens, with each pen measuring and record-
ing (graphing) a different physiological response. Some of
these physiologic responses are recorded on a polygraph
chart and the polygrapher interprets these changes to be
indicative of truthfulness or deception.

Over the years, there have been many settings in which
polygraph examinations have played an important role.
These settings include criminal investigations of suspects
accused of theft, rape, murder, or lesser crimes. Recently, a
number of criminal justice and treatment professionals
have been advocates of the increased use of polygraph tests
to assess child sexual abuse allegations and have imple-
mented polygraph testing in their practices or treatment
programs. For example, polygraphers have been called to
assess the verity of a subject’s self-reported masturbation
patterns, fantasy content, and truthfulness in treatment.

Contrary to lay opinion, there is no such thing as a
‘‘typical polygraph test’’. In reality, the polygraph exam-

ination varies immeasurably from operator to operator.
From formulating the questions that will be asked of
the suspect to scoring the results of the physiological
responses, polygraph techniques are not standardized.
Rather, each polygraph administration is a complex and
highly variable conglomerate of choice points and inter-
view situations. Polygraphers choose from at least eight
different question formats of lie detection, with each hav-
ing its own psychometric properties (e.g., accuracy rates,
reliability).

Oksol and O’Donohue (57) highlighted the multitude of
problems facing the forensic use of the polygraph. Most
problematic are the lack of uniformity in the procedures,
the lack of reliability, and the lack of validity, in that the
polygraph has not been able to reliably demonstrate that it
assesses what its proponents argue the polygraph assess.

TREATMENT OF SEXUAL DEVIANCE

There are not any accepted devices or instruments for the
treatment of sexual deviance, other than the assessment
devices described above. For a review of the issues, con-
troversies, and methodology in the treatment of sexual
deviance, please refer to Sbraga (58) (Table 3).

Summary. There are several devices and instruments
available to the clinician assessing and treating human
sexual function. A common theme throughout the mea-
sures of human sexuality is the lack of concurrence among
physiological and self-report data. It seems as though self-
report measures are more satisfactory to the consumer,
and perhaps have better psychometric properties. As a
result, more and more outcome studies are relying on
self-report data for their ease of use and psychometric
superiority to physiological devices and instruments.

While there are several reliable, valid, and useful
devices and instruments for the assessment and treatment
of human sexuality issues, there are some shortcomings
that limit the use of these tools. A common theme in review
articles is a lack of uniformity in the psychophysiological
assessment of human sexual behavior. This lack of
uniformity is likely one component in the relatively lower
reliability in comparison with self-report data. In addition,
many of the research studies in this area have used
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Table 3. Deviant Sexual Arousal

Device Function Reference

PPG Measures circumference
changes with different stimuli

43

Pupillometry Tracks pupil dilation
with different stimuli

Abel Screen Tracks visual tracking with
different stimuli

59

EEG Movement Assesses sexual arousal stimuli 56
GSR Measures skin response

with different stimuli
Polygraphy Measures subtle physiological

changes associated with lying
57



volunteers, which is problematic due to the demonstrated
differences among human sexuality research volunteers
and normals. However, some gains have been made in
increasing the ecological validity of human sexuality
research. Taken together, the above data are consistent
with the recommendation for a multimodal assessment,
addressing the physiological and psychological (cognitive
and emotional) components of human sexuality. Consumer
satisfaction with medical devices and instruments appears
to be driven by ease of use, partner support, and effica-
ciousness. Technological advances may increase the preci-
sion with which the assessment and treatment of the above
concerns can be made; however, a lack of cohesiveness in
the field may serve to perpetuate the aforementioned
problems.
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INTRODUCTION

Assessment and treatment of shock is based on under-
standing of circulatory system physiology and cellular
metabolism. Shock is defined as inadequate supply of oxy-
gen and nutrients due to inadequate capillary perfusion to
the cells. This definition is not always correct, as in severe
shock some cells cannot metabolize oxygen even with
adequate perfusion. In addition, the removal of metabolites
is equally important or even more crucial over time, since
accumulated metabolites will cause cell injury.

Deficient capillary perfusion triggers a host of metabolic
changes in every organ and tissue, which affects whole
body homeostasis and circulation. Ideally, one should eval-
uate the cellular metabolism, but this assessment can be
done only indirectly by measuring the acid–base balance in
the form of blood gas and pH. This arterial or venous blood
test does not give any information about the regional
metabolic alterations. For evaluation of the circulatory
function, indirect measurements are used including heart
rate, blood pressure, and urinary output. Invasive hemo-
dynamic monitoring devices, such as the pulmonary artery
catheter are also used for cardiac function assessment. To
effectively reverse shock requires monitoring of the patho-
physiologic state of hypoperfusion. Various devices are
used for this state to be monitored directly or indirectly,
continuously and intermittently, so that the patient
response to therapy can be determined and treatment
adjustments made.

ETIOLOGY

There are three common types of shock: loss of blood
volume (hypovolemic shock), abnormal blood distribution
(e.g., septic shock), and cardiac pump failure (e.g., cardio-
genic shock). In practice, these three types of shock do not
occur independently, but are frequently mixed with a
similar final pathway, irrespective of the circulatory or
cardiac state that may have been the precipitant (1).
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Heart

The critical event in the development of cardiogenic shock
is severe impairment of heart muscle contractile perfor-
mance. Cardiac performance is primarily determined by
four factors: preload, afterload, strength of contraction, and
heart rate. Preload is defined as the force exerted on
myocardium at the end of ventricular filling. If the filling
is inadequate (low preload), cardiac output will be reduced.
This finding is best exemplified by extracardiac obstruc-
tion, such as pericardial tamponade (blood in the pericar-
dial sac that surrounds the heart) or by the reduction of
venous return to the heart caused by high thoracic pres-
sure (such as occurs with a pneumothorax, which is air
under tension between the ribs and lung). Afterload is the
resistance to emptying of the ventricles with myocardial
contraction after the opening of the pulmonary and aortic
valves. A rapid increase in afterload as in valvular stenosis
leads to decreased volume of blood ejected from ventricles
and decreased cardiac output. Contractility is most
affected by loss of heart muscle as a result of myocardial
infarction (heart attack). In the acute setting of myocardial
ischemia, loss of at least 40% of left ventricular heart
muscle results in severe depression of cardiac performance
and shock.

A similar picture may also result from myocarditis (an
inflammation of the heart muscle) and with prolonged
cardiopulmonary bypass during cardiac surgery. In addi-
tion, myocardial stunning may occur following reversible
myocardial ischemia. If the heart rate is too fast as in
ventricular dysrhythmias, this may compromise ventricu-
lar filling and decrease cardiac output. If the rate is too
slow, cardiac output may be insufficient, and shock may
ensue. Both high and low heart rates are common compli-
cations of myocardial infarction (1–3).

Loss of Volume

Hypovolemic shock is caused by a reduction in intravas-
cular circulating volume to a point where compensation is
no longer possible, by constriction of venous capacitance
vessels, to maintain cardiac filling. The loss of circulating
volume may result from hemorrhage, dehydration, or leak-
age from the circulation into the body tissues. Trauma and
gastrointestinal bleeding are common causes of rapid blood
loss and lead to a reduction in preload and cardiac output.
However, the oxygen (O2) carrying capacity of blood is not
severely impaired except in massive blood loss causing a
decrease in hemoglobin concentration. Dehydration results
in intravascular volume reduction with an increase in O2

carrying capacity, since the number of red blood cells per
unit of volume will increase, but the cardiac output is
decreased.

Abnormal Distribution

Maldistribution of blood flow occurs with widespread vaso-
dilation usually caused by infectious agents (septic shock)
but vasodilation with low systemic vascular resistance may
be caused by other mechanisms including endocrine dis-
ease, anaphylaxis (severe systemic allergic reaction), and
neurogenic shock.

PATHOPHYSIOLOGY

The underlying result of shock of any etiology is hypoper-
fusion at the cellular level due to an inability to provide the
cell with adequate oxygen, glucose, and other nutrients
necessary to maintain normal functions. Consumption
is calculated by the Fick equation, where cardiac out-
put¼O2 consumption % (arterial-mixed venous O2 con-
tent). If the cardiac output is low, the tissue blood flow is
reduced.

Hypoperfusion and hypovolemia due to blood loss
decrease the blood pressure and cardiac output. With
the loss of up to 15% of total blood volume, no detectable
changes in heart rate and blood pressure may be
found because venous capacitance vessel constriction com-
pensates for hypovolemia and maintains cardiac filling
pressures. If fluid loss is 15–30% of blood volume, that is,
750–1500 mL in a 70 kg male, heart rate will increase
tending to maintain cardiac output. Pulse pressure (the
difference between systolic and diastolic blood pressure)
decreases due to a rise in vascular resistance mediated by
circulating catecholamines. The systemic vascular resis-
tance (SVR) increases by constriction of arterioles, which
tends to maintain an adequate arterial pressure. How-
ever, an increase in SVR raises arterial pressure, but
unless it is accompanied by an increase in cardiac output,
it has no effect on tissue blood flow. The relationship
between flow and pressure is as follows: flow¼pressure/
resistance, and can be applied to the entire circulatory
system, or to a single organ or even an electric circuit
(Ohms law).

If the heart produces a constant flow per unit time
(cardiac output), then the tissue blood flow (perfusion)
will be inversely proportional to the vascular resistance.
Therefore, in the case of shock, capillary perfusion should
be globally reduced. However, this is not the case, as
different organs have variable blood flow and oxygen
utilization. The kidneys have high blood flow and little
O2 extraction, whereas the heart has relatively low blood
flow (because it is contracting) and high O2 extraction
(Fig. 1) (4). In shock, vasoconstriction occurs preferen-
tially in certain regions (skin, muscle, viscera), diverting
the blood flow from these high vascular resistance organs
to more vital organs with low resistance, such as heart
and brain. If blood loss continues beyond 30–40% of total
blood volume, the compensatory mechanisms fail and the
blood pressure will fall, accompanied by marked tachy-
cardia, changes in mental status, and decreased urinary
output (1).

In the first stage of shock, arterioles are constricted and
the amount of oxygen available to tissues may be insuffi-
cient for their metabolic needs. The global oxygen
consumption will decrease after O2 extraction from hemo-
globin has been maximized (from a normal of 25% of the O2

carriage to up to 70%). When O2 consumption falls below a
critical level, local metabolism becomes anaerobic, which
leads to an increased production of lactic acid by the cells.
Later on, this metabolic acidosis causes relaxation of the
precapillary sphincters while the postcapillary venules
are still constricted. Therefore, the capillaries become
overfilled with blood and the hydrostatic pressure
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increases such that there will be loss of plasma into the
interstitial space, further depleting the circulating volume.
Hemoconcentration occurs and the blood viscosity is
increased, causing slowing of the blood flow through the
microcirculation. A vicious circle is established, where slow
flow causes an increase in viscosity, which in turn leads to a
decrease in flow, and so on.

In the latter stages, capillaries are filled with a sludge of
red blood cells, which impairs the local flow. In addition,
there is further reduction in tissue exchanges by shunting
of blood through arteriovenous anastomoses so the func-
tional flow is nearly zero. Therefore, cells lack O2 and
anaerobic metabolism will proceed to a point where cells
are no longer able to survive. If a significant number of cells
die, the organ function will be compromised. The lung is the
first organ to fail, approximately 3–7 days after the pri-
mary shock event. The condition that results is called adult
respiratory distress syndrome (ARDS) and is characterized
by an increase in physiologic shunting and refractory
hypoxemia. Kidney involvement is apparent within 2–5
days with acute renal failure due to ischemic tubular
necrosis, followed by electrolyte disturbances and meta-
bolic acidosis. Clearance of creatinine by the kidney
approximates glomerular filtration rate and when this falls
<25 mL/min, there is early onset of renal failure that is still

potentially reversible (5). If liver failure occurs, the first
sign is jaundice, but the most significant evidence of failure
is abnormal hepatic metabolism, with impaired protein
synthesis and an inability to process available energy
substrates. Gastric hemorrhage may occur as a late man-
ifestation and is usually precipitated by coagulopathy, a
common event in shock. The immunologic response is
depressed leading to an increased susceptibility to infec-
tions. The syndrome in which all these events occur—
multiple organ system failure—is a terminal event com-
mon to all types of shock (3).

SHOCK ASSESSMENT

Assessment and management of a patient in shock are
accomplished simultaneously. Since evaluation of cellular
metabolism cannot be done directly, the physician must
rely on surrogate clinical findings such as blood pressure
(BP), heart rate, skin temperature, urinary output and
mental status, and on data obtained by using various
monitoring devices.

Measurement of BP is routine in shock patients. The
systolic blood pressure measure (SBP) is not a good indi-
cator of blood loss, as up to 30% of circulating volume may
be lost without any change in SBP. Instead the diastolic
blood pressure (DBP) is more sensitive and is usually
elevated in shock due to peripheral vasoconstriction.
Therefore, mean arterial pressure defined as MAP¼
DBPþ 1/3 pulse pressure (SBP – DBP) seems to be more
useful for BP monitoring. Blood pressure measured by
auscultation is inaccurate in patients with low peripheral
blood flow. Invasive measurement using an intra-arterial
catheter inserted into radial, brachial, axillary, or femoral
arteries is more precise and provides continuous monitor-
ing and easy access for blood gas and pH analysis.

Change in heart rate occurs with increasing blood loss,
values >100/min in adults are detectable before any
change in SBP. Pulse pressure is usually low due to
increased DBP. Another clinical monitor is capillary refill
time, which is the time for return of blood flow after
compression of the nail beds until blanching occurs. It is
prolonged >2 s in severe peripheral vasoconstriction. Skin
temperature correlates well with peripheral blood flow and
a difference of 3–6 8C between toe and rectal temperature
reflects severe peripheral vasoconstriction (2). The ability
of commonly used clinical parameters to quantify acute
hemorrhage is shown in Fig. 2 (6). Base deficit, mean
arterial pressure, serial hemoglobin, and serum lactate
are related to blood loss.

Preload is assessed by measuring central venous pres-
sure (CVP), which correlates with right atrial pressure,
with a catheter inserted in the superior vena cava via the
jugular or subclavian veins. Normal CVP is 5–12 cm of H2O
and values <5 are generally found in hypovolemic states
and indicate the need for assessment of reserve cardiac
function by rapid fluid administration together with
assessment of changes in CVP. However, CVP does not
always correlate with fluid requirement because an
increase in pulmonary vascular resistance (hypoxia, acido-
sis, increased intrathoracic pressure) may be associated
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Figure 1. Venous oxygen saturations of blood leaving various
organs are shown on the left side and blood flow expressed in mL/
min and as a % of total cardiac output (Qt) are shown on the right
side of this figure. Note that the heart and brain with low blood
flow relative to their oxygen requirements (e.g., coronary blood
flow and carotid artery) have low venous oxygen saturations. In
comparison, an organ such as the kidney has high blood flow, but
little oxygen requirement and contributes relatively more to the
final mixed-venous O2 saturation of 75% in the pulmonary artery
than does the much smaller venous blood flow from the heart and
brain. For this reason, a normal pulmonary artery oxygen satura-
tion is not a good indicator of adequate shock resuscitation of the
brain or heart.



with high CVP, reflecting right ventricular failure, even
when there is considerable blood loss.

Fluid Challenge

Reserve cardiac function is assessed by means of a fluid
challenge until CVP pressures are elevated at least 2
mmHg above the baseline for 10 min after fluid infusion
ceases. There are four possible outcomes when 250 mL
boluses of fluid are given over 5 min (Fig. 3). Outcome No. 1:
Filling pressures rise with the challenge and continue to
rise even after fluid infusion ceases. If cardiac output is
measured (see below), there is no increase with elevation of
filling pressures and the heart has limited reserve function
and is not able to deal with the increased fluid load by
increasing contractility by the Frank–Starling mechanism
(this mechanism describes the property of heart muscle
increasing its contraction in proportion to fiber length, up
to a maximum point when contractility decreases and
cardiac failure occurs). Further fluid infusion (when this
response occurs) is expected to produce cardiac failure. The
therapeutic indication this response dictates is to restrict

fluid infusion and reduce myocardial depressant agents. If
the trend continues, inotropic agents are required to
increase cardiac contractility and reverse myocardial
depression. Outcome No. 2: Central venous pressure or
pulmonary capillary wedge pressure (PCWP) rise 3–4
mmHg, but then falls to a level 2 mmHg above baseline,
indicating myocardial contractility is adequate for the
increase in cardiac preload. Management should be to
infuse fluids and maintain cardiac filling pressures within
this range for optimum cardiac output and oxygen trans-
port for the prevailing vascular tone. In outcome No. 3,
filling pressures either rise briefly (3A) or do not rise at all
(3B) with the 250 mL fluid challenge indicating that the
patient has considerable reserve cardiac function and a
greater fluid load could be tolerated. If the patient has low
urine flow, has evidence of poor tissue perfusion, such as
acidosis or low mixed venous oxygen tension, inotropic
agents, or diuretics should not be given. Rather, fluid
infusion should continue at the same rate until outcome
No. 2 is obtained. In fact, because filling pressures have not
increased in outcome No. 3, it is unlikely that myocardial
fiber length would increase and, therefore, cardiac contrac-
tility would not have changed by the Frank–Starling
mechanism. Outcome No. 4 is seen in �5% of cases and
results in a fall in filling pressures when fluid is infused
rapidly. The two most likely explanations are either that
rapid fluid infusion has a vasodilator effect on peripheral
vasculature and reduces left ventricular afterload, increas-
ing cardiac output, or alternatively, it may be related to a
reduction in heart rate seen when fluid is infused in the
hypovolemic patient. The decreased heart rate allows more
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Figure 2. Commonly used clinical and laboratory values com-
pared to quantity of acute hemorrhage. Graphs show predicted
versus actual blood volume reductions for six representative para-
meters. Solid black lines represent an individual animal (n¼ 10).
Gray bar represents the ideal in which predictions equal actual
blood volume reductions. For mean arterial pressure, predictions
at large volume hemorrhage were more accurate than predictions
with small volume bleeds. Models such as heart rate and lactate
both showed significance variability before hemorrhage among
animals and flat slopes (e.g., mixed-venous PCO2) indicated fix-
ed-volume predictions regardless of actual degree of hemorrhage.
(Reproduced with permission from Waisman Y et al. J. Appl.
Physiol. 1993;74:410–519.)
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time for myocardial perfusion, which occurs mostly during
diastole or cardiac relaxation. Cardiac output increases
and the Frank–Starling function curve shifts to the left
due to improve myocardial oxygenation (7).

Cardiac Catheterization

Catheterization of pulmonary artery (PA) is a method of
hemodynamic monitoring that can be used to assess right
and left ventricular function as well as quantitate the
proportion of blood shunting and to calculate tissue deliv-
ery and O2 extraction. Catheterization is usually reserved
for chronically ill patients with heart disease or shock
refractory to conventional therapy, because it requires
an invasive flow directed, balloon tipped catheter to be
floated in the blood stream through the right side of the
heart into the pulmonary artery. Such heart catheteriza-
tion has complications including infection and cardiac
rhythm irregularities. It provides data on PA pressure,
PCWP, vascular resistances, cardiac output (commonly by
a thermodilution technique), and also allows blood sam-
pling from PA, for measurement of mixed-venous satura-
tion (SvO2) and calculation of intrapulmonary shunting of
blood.

Equations

Normal SvO2 is �75% (Fig. 1), and it reflects the ratio
between oxygen delivery [arterial O2 content (CaO2) 	
cardiac output (Qt)] and oxygen extraction [ratio of O2

consumption (VO2) and O2 delivery]. Consumption is calcu-
lated by the Fick equation, where cardiac output¼O2 con-
sumption % (arterial mixed-venous O2 content). If the
cardiac output is low, the tissue blood flow is reduced.

Blood gas and pH analysis give a rough estimate of
oxygen utilization and cellular metabolism by calculation
of bicarbonate and base deficit. A low arterial pO2

(hypoxemia) may accompany shock and be found
before any clinical sign due to ventilation–perfusion
inequality and increased venous admixture by shunting
(see above). The causes of hypoxemia include hypoxic
hypoxemia (low inspired O2), anemic hypoxemia (low
hemoglobin for carrying O2) stagnant hypoxemia (low
cardiac output for delivery of O2), and histotoxic hypox-
emia (poisoning of the enzyme systems used to offload O2

from hemoglobin at the tissues). Blood lactate is an indi-
cator of tissue hypoperfusion and anaerobic metabolism
and is elevated in patients with low cardiac output. Lac-
tate is a clinically useful marker of the amount and dura-
tion of shock. Sustained reduction in elevated lactate is an
important clinical marker of recovery. Arterial pH can be
high or normal despite metabolic acidosis, because of low
pCO2 due to increased respiratory rate and alveolar ven-
tilation, common in patients with low cardiac output
(1,3,8).

Real-Time Noninvasive Measures of Systemic Perfusion

Sublingual capnometry (measurement of sublingual
pCO2�PslCO2) is a new technique for assessment of sys-
temic perfusion failure. It is based on elevated pCO2 in
tissues with low blood flow due to intracellular buffering of

hydrogen ions by bicarbonate. Elevated PslCO2 correlates
well with increased blood lactate and low mean arterial
pressure (MAP), markers of tissue hypoperfusion. PslCO2

has the advantage of prompt indication and continuous
monitoring of tissue flow reversal, unlike lactate whose
clearance presents significant delay. A threshold value
of 70 mmHg for PslCO2 has been identified that is pre-
dictive of both the severity state and survival. A PslCO2

>70 mmHg is highly predictive of circulatory failure
whereas readings <70 mmHg are highly predictive of
survival (9). A similar technique to sublingual capnometry
is gastrointestinal tonometry, which measures gut mucosal
pCO2. Calculation of intramucosal gut pH is possible (pHi)
using the Henderson–Hasselbach equation: pHi¼ 6.1þ log
ðHCO�3 =a


 tonometer pCO2Þ, where a is the solubility of
CO2 in plasma (a¼ 0.03) Values of pHi <7.32 define muco-
sal hypoperfusion and are associated with high mortality
rates (10).

Brain Perfusion

Brain perfusion monitoring is technically difficult and
inaccurate. Clinically, signs of confusion, altered sensor-
ium, agitation, and decreased consciousness give a rough
idea about cerebral hypoperfusion. Jugular venous oxygen
saturation (SjvO2), transcranial cerebral oximetry, and
brain tissue oxygen tension (PbtO2) monitoring are the
methods of monitoring brain oxygenation. Measurement
of SjvO2 is performed using a catheter inserted in the
jugular bulb, the upper part of the internal jugular vein.
Continuous monitoring of venous saturation without
blood sampling is possible by using intravenous oximetry.
This type of device has been used in patients with head
injury and during anesthesia for neurosurgery. It provides
only global brain oxygenation monitoring and is suscep-
tible to errors. Cerebral oximeters using near-infrared
spectroscopy seem to be a promising alternative. They
can evaluate regional ischemia, hemoglobin saturation,
and even concentration of oxygenated and reduced hemo-
globin. However, these monitors can only assess trends,
where each patient is their own control. There are no
normative data for comparison and the boundaries of
monitored brain tissue cannot be precisely defined. Brain
tissue oxygen tension is measured with small catheters
inserted directly into the brain tissue during a craniotomy
or via a burr hole. These catheters measure pO2, pCO2, pH,
and temperature. Some studies suggest a normal value for
PbtO2 of�35 mmHg, whereas cerebral ischemia is usually
defined as a PbtO2 < 8 mmHg. These data were obtained in
patients with traumatic brain injury, but their usefulness
should be confirmed by further studies (11,12). Extra
cellular glutamate and aspartate measures (obtained by
microdialysis) are closely related to outcome after head
injury (13). These markers were also related to the type of
head injury and suggest that excitatory amino acids play a
role in the evolution of brain injury.

SHOCK MANAGEMENT

Treatment of shock should be directed to its underlying
cause. However, establishing an exact diagnosis can be
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time consuming, so management is focused on simulta-
neously stabilizing the patient and proceeding with diag-
nostic tests to identify the cause of shock.

For cardiogenic shock, the goal is an increase in cardiac
output by acting to change preload, afterload, contractility,
or heart rate. Therapy is tailored using information pro-
vided by a PA catheter. Various drugs are given to increase
contractility and to relieve pulmonary congestion. In unre-
sponsive cases, additional measures may be considered,
such as urgent myocardial revascularization in acute myo-
cardial infarction, intraaortic balloon counterpulsation,
and anatomic defects repair (ruptured valves). In extra-
cardiac compression, relieving the pressure of pericardial
tamponade by pericardial puncture or insertion of a chest
tube for increased intrathoracic pressure due to pneu-
mothorax is the treatment of choice, when these are the
causes of impaired cardiac filling and decreased cardiac
output.

In case of septic shock (the most common form of dis-
tributive shock), large quantities of fluids are administered
to fill the vascular bed and maintain perfusion pressure.
Cardioactive drugs are used only if cardiac output declines.
At the same time steps are taken to identify and control the
source of infection (3).

Hypovolemic shock requires initial rapid expansion of
circulating volume. Fluid resuscitation is initiated with
administration of crystalloid or colloid solutions through
large-bore intravenous lines. Rapid infusion devices can be
used to pump large amounts of fluids in <10 min. A
potential adverse effect resulting from resuscitation with
large amounts of fluid, when using rapid infusion devices,
is a drop in body core temperature. Levels <35 8C are
associated with impaired coagulation and depressed car-
diac contractility (14). Covering the patient with inflatable
warming blankets can prevent this complication, but the
most effective method for rewarming is an extracorporeal
countercurrent warmer through femoral artery and vein
cannulation, which can elevate temperature �6 8C in
<30 min. During fluid infusion, hemodynamic parameters
are continuously monitored and signs of instability (per-
sistent SBP <90 mmHg) imply there is ongoing blood loss
or shock has not been reversed. Classically, a hemoglobin
(Hb) level <10 g/dL with continuous loss requires blood
transfusion, but recent studies have demonstrated that
this level can be as low as 7 g/dL without adverse effects
in the majority of the population (15). Those with cardiac or
cerebrovascular disease should be transfused at higher
hemoglobin concentrations.

THE FUTURE OF SHOCK DIAGNOSIS AND
MANAGEMENT

Future trends in shock diagnosis and management include
identification of mediator’s released in shock states and
blockage of the release of harmful mediator factors while
facilitating release of those with benefits. The field of
proteomics, defining protein expression with shock, will

provide many future treatment and diagnostic opportu-
nities. Genomics may identify some individuals or disease
states susceptible to adverse outcomes from shock. These
future findings could lead to improved outcome, particu-
larly from septic shock, which has a high mortality and
morbidity.
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INTRODUCTION

A body burn is a complex injury process resulting in local
changes in skin integrity as well as profound systemic
changes in fluid and electrolyte balance, metabolism,
and immune defenses. Severe psychosocial changes also
occur in addition to long-term, often permanent changes in
skin function. Major advances in care have resulted in a
marked decrease in mortality and also morbidity, espe-
cially with massive burns. In addition to survival, the
current focus in burn care is on improving the long-term
function and appearance of the healed or replaced skin
cover as well as quality of life.

This focus on quality has generated a significant inter-
est in the use of skin substitutes to be used to improve
wound healing, to control pain, to more rapidly close a burn
wound, to improve functional and cosmetic outcome, and,
in the case of massive burns, to increase survival.

To more effectively address these new roles, the new
generation of skin substitutes are developed to be biologi-
cally active. The concept behind providing bioactivity is
that the wound healing process can be substantially
improved as compared with a simple synthetic barrier-type
dressing. It remains to be seen just how much better this
new generation of products will impact the burn wound. To
date, the new products to be discussed have not displaced
the more inert standard burn wound dressings, but rather
are used in conjunction and for quite specific indications.

The skin substitutes are initially classified according to
whether they are to be used as a temporary wound covering to
decrease pain and augment healing or a permanent skin
substitute to add to or replace the remaining skin components.

The ideal properties and indications for these products
will be better clarified after a discussion of the function of
normal skin and the effect of a burn on skin integrity.

THE NORMAL PROPERTIES OF SKIN

Normal skin is a very complex bilayer organ with a wide
variety of properties mainly protective barriers, which are
critical to survival (1–5). Loss of these protective barrier
functions occurs with a skin burn. Restoration of skin
structure and function become the necessary properties

of temporary and permanent skin substitutes. The skin is a
bilayer organ with each layer having specific functions. But
both layers are needed for proper skin function. An outer
thin epidermal layer covers an inner thicker dermal layer.

Epidermis

The outer thinner layer known as the epidermis is com-
posed mainly of epithelial cells or keratinocytes (1–3). The
deepest epidermal cells are immature cells and are con-
tinually dividing and migrating toward the surface, to
replace lost surface cells; keratinocytes. The same types
of regenerating epidermal cells are found in hair follicles
and other skin appendages, which are anchored in the
dermis. As the cells mature and migrate to the surface,
they form keratin, which becomes an effective barrier to
environmental hazards such as infection and excess water
evaporation.

Stratum Corneum. The otnatum corneum is the ‘‘outer-
most’’ layer of the epidermis consisting of several flattened
layers of dead keratinocytes as well as keratin. This layer
protects against entry of bacteria and toxins. The epider-
mal layer regenerates every 2–3 weeks, but regeneration
requires the structure and functional components of the
dermis.

Skin Functions: Epidermis (Outer Layer).

� Protection from drying.

� Protection from bacterial entry (infection).

� Protection from toxin absorption, like chemicals on
the skin.

� Fluid balance: avoiding excess evaporative water loss
that would cause dehydration.

� Neurosensory (touch, pain, pressure, sensation).

� Social-interactive (visible portion of the body covering).

The epidermis is firmly anchored to the dermis by the rete
pegs, which are ingrowth of epithelial cells interdigitalizing
into the upper dermis like the teeth on a saw.

Dermis

The dermis (1,4,5) is the deeper skin layer responsible for
skin durability, and the barrier functions of controlling
body temperature, and flexibility and barrier function. The
nerves for touch and pain, blood vessels, and hair follicles
are present in the dermis. The dermis is responsible for
orchestrating the formation of the epidermis.

Skin Functions: Dermis (Inner Layer).

� Regulation of body temperature avoiding hypother-
mia and hyperthermia.

� Properties of elasticity and durability necessary for
movement.

� Epidermal regeneration.

The imbedded epidermal cells can multiply and re-form
an epidermal structure under the direction of growth
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factors and cell signals found in the dermis (6). The dermal
signals are richest in the upper third of the dermis known
as the papillary dermis. The deeper dermal layer is less
able to regenerate epidermis and itself, therefore the thin-
ner the thickness of remaining dermis in a wound, the less
likely it is that the skin can regenerate. More scar will
develop to replace the lost skin. If the dermis is totally
destroyed, a burn cannot heal by itself and a skin graft or
permanent skin substitute is required.

Of extreme importance is the psychological impact in
the quality of healed or replaced skin, as this organ has a
major role in human communication and helps define the
individual. One of the key objectives, of the newer skin sub-
stitutes, is to restore some normalcy to the new skin cover.

BURN INJURY

A skin burn is the damage to the structure and function of
skin, caused by heat or other caustic materials (7,8).
Severity is based on the degree to which the outer epidermis
and the inner dermis are destroyed or damaged. The most
immediate and obvious injury is one due to heat. Excess heat
causes rapid protein denaturation and cell damage (9,10).
The depth of heat injury is dependent on the depth of heat
penetration. In addition, the body’s response to the burn
in the form of inflammation and inflammatory mediator
release, especially oxidants, results in further cell damage.
The damage to skin caused by a burn is therefore a very
dynamic process starting with a heat or chemical insult, and
then evolving with time, especially in the deeper higher risk
burn insult. The initial thickness of the skin is also a major
factor as to severity as the thinner the initial skin the more
severe will be the burn for the same heat insult. Children
and the elderly have very thin skin (7,8).

Burn severity is determined by the depth of the burn,
the burn size relative to the percent of total skin burned,
and the location. The greater the function (e.g., hands) or
cosmetic importance (e.g., face) the more severe the burn.
Other factors include age and status of overall health. The
very young and very old are at a greater risk with a burn
due to an impaired ability to tolerate severe bodily trauma
as well as thinner skin. The body response and postburn
complications, especially infection, add to severity (7–10).

Burn Size

Burn size is defined as the percent of the persons body skin
burned. In the adult, the ‘‘Rule of Nines’’ assessment is
commonly used. Each area is considered 9% of total body
surface (TBS), each leg 18%, back 18%, front torso 18%, and
head being 9% of total. The palm of the patients’ hand is
considered to be 1% of that persons body skin surface area.

Burn Depth

Burn depth is defined by how much of the two skin layers
are destroyed (Fig. 1). Burns can be categorized by degree:

First degree: confined to the outer layer only.

Second degree: also involves part of the dermis.

Third degree: destruction of both layers of skin.

More recent terminology is

Partial thickness: a second degree burn consisting of
injury to part of the dermis.

Full thickness: a third degree burn consisting of necrosis
to both layers.

Partial thickness or second degree is further divided
into superficial-confined to epidermis and upper dermis
and deep: when most of the dermis is destroyed.

Full thickness is further categorized as burns involving
destruction of the skin alone and burn extending below
skin into (e.g., muscle). The latter is often referred to as a
fourth degree burn.

Superficial Second Degree

Involves the entire epidermis and no more than the upper
third of the dermis is heat destroyed. Rapid healing occurs
in 1–2 weeks because of the large amount of remaining skin
and good blood supply. Scar is uncommon. However, in
young children and the elderly, with an already thin
dermis, a burn of this type actually extends to mid-dermis
increasing the healing rate with an increasing risk of
scarring, especially if re-epithelialization takes >3 weeks.

Initial pain is the most severe of any burn, as the nerve
endings of the skin are now exposed to the air. Protection of
the burn wound surface from desiccation, inflammation,
and infection is necessary to optimize healing. Temporary
skin substitutes are used, especially in children, to protect
the wound and relieve the pain while it re-epithelializes
beneath (11,12).

Deep Second Degree (Deep Partial Thickness) Burn

Most of the skin is destroyed except for small amount of
remaining dermis. The wound looks white or charred
indicating dead tissue. Pain is much less as the nerves
are actually destroyed by the heat. Usually, one cannot
distinguish a deep dermal from a full thickness (third
degree) by visualization. The presence of sensation to touch
usually indicates the burn is a deep partial injury rather
than full thickness. There is a high risk of infection due to
decreased blood flow and impaired local immune defenses
(1,2). This burn typically takes several months to re-epithe-
lialize due to few remaining epidermal cells. The quality of
the epithelial covering is typically poor, being thin and
friable. Wound scar is usually severe with healing (13).
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Typically this depth of burn is managed by early surgical
excision of the dead tissue and coverage with a skin graft
(or permanent skin substitute) (11,12,14).

Third Degree (Full Thickness) Burn

Both layers of skin are completely destroyed leaving no
cells to heal. Any significant burn will require skin graft-
ing. Small burns will heal with scar. There is typically no
initial pain as nerve endings are destroyed. Because of the
high risk of infection and inability to heal primarily third
degree burns are typically managed by early excision of the
dead burn tissue and skin grafting (or permanent skin
substitute) (11–14).

Survival Rate

As can be seen from Table 1, many young patients with
massive burns now survive in burn centers, increasing the
need for both temporary and permanent skin substitutes.

Note that survival is very high for even massive burns
(<75% of the body) in older children and in the young adult.
Survival decreases in the elderly due to the presence of pre-
existing disease and inability to withstand severe stress.
Survival is also less for babies and toddlers for the same
size (14).

Burn Scar and Pain Relative to Depth

The initial problems of pain and later problems of scar
relate to burn depth and healing time (Table 2) (13,15,16).

Pain is a major problem with superficial burns. Tem-
porary skin substitutes markedly decrease initial pain.
Scarring is a result of loss of a large amount of dermis
and a resulting prolonged wound healing period (13–17).
The wound healing process includes an initial inflamma-
tion followed by an increase in wound fibroblasts, new
vessels, and epithelial cell proliferation (if the burn is
superficial). By 7 days, the fibroblasts are producing
increased amounts of collagen, which persists until the
wound has healed or is closed. Wound inflammation per-
sists as long as the wound is open.

In superficial burns, epidermal regeneration will be
relatively rapid, if the wound environment is optimized.
The injured dermal elements are usually covered by new
epithelium within 2 weeks if protected from environmen-
tal insults. Only modest amounts of collagen are depos-
ited. The wound usually becomes relatively pliable with
time and minimal to no wound contraction is seen. Cos-
metically, the superficial second degree burn, which heals
in 2 weeks, results in very minimal to no long-term
scarring (15–17).

The histology of the wound bed, however, changes dra-
matically if it has not been re-epithelialized by 3 weeks, as
would be the case with a deeper dermal burn (13–17).
Fibroblasts and macrophages become the predominant
cells. Large numbers of myofibroblasts also enter the
wound. Besides leading to contraction, these cells continue
to deposit large quantities of collagen and glycosaminogly-
cans. Later, closure of this wound by re-epithelialization or
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Table 1. Mean Survival Rate after Burns in Burn Centers,a age versus Burn Size

Age (years)

Burn size, % of total skinb 0–1 2–4 5–34 35–49 50–59 60–74 >75
0–10 >95 >95 >95 >95 >95 >95 90
10–20 >95 >90 >95 >90 >90 >70 >60
20–30 >90 >90 >90 >90 >75 50 35
30–40 75 80 90 80 70 40 <20
40–50 50 65 80 60 40 10 <10
50–60 50 60 70 60 40 <25 <10
60–70 40 50 60 40 25 <10 0
70–80 35 40 45 30 25 0 0
80–90 30 35 30 30 <20 0 0
90–100 20 20 20 15 0 0 0

aSee Refs. (10) and (14).
bThe body surface burn is the combined second and third degree area relative to total body surface (TBS) (adapted from current literature).

Table 2. Etiology and Prognosis Relative to Burn Deptha

Second degree
(partial thickness) Cause Appearance Pain Healing Scar

Superficial Hot liquid, short exposure Wet, pink blisters Severe 10–14 days Minimal
Mid-dermal Hot liquid, hot grease, or flash

flame with longer exposure
Less wet, red � blisters Moderate 2–4 weeks Moderate

Deep dermal Chemicals, direct contact
with flames

Dry, white Minimal 8–16 weeks Severe, usually
needs skin graft

Third degree
(full thickness)

Chemicals, flames, explosion
with very high temperature

Dry, white or char None Needs skin graft Mild to severe,
depending on timing
and type of graft

aThe short- and long-term impact of a burn is described relative to depth.



grafting does not eliminate the stimulus for ongoing scar
formation. The components produce a harder, less pliable
wound shortening the scar and causing fusion of the col-
lagen fibers in the contracted site. The process of wound
contraction will lead to joint contractures.

Also, there are typically no finger like structures called
rete pegs produced if healing time exceeds 4–6 weeks and
the epidermis is not well anchored such that blistering is
common (13,16).

The risk of hypertrophic scar formation increases
with the healing time of deeper burns. Hypertrophic scar
is an excess scar formation leading to a red, raised, itchy,
nonpliable skin cover (13,15,16).

ROLE OF BIOACTIVE SKIN SUBSTITUTES

Outcome is defined both in terms of survival, the quality of
the healed or grafted skin, and the degree of morbidity from
the burn. The final objective of burn management is achiev-
ing survival as well as minimizing the morbidity such as
loss of muscle and strength, maintaining quality of life,
minimizing scarring, and optimizing the healing process
(7,8).

The major stimulus for advances in skin substitutes is to
improve the quality of the closed burn wound and avoid
poor quality skin (18–20). As can be seen in the table
describing burn survival, there are now many massive
burns that survive necessitating the use of skin substi-
tutes. Remaining nonburn skin is not sufficient to close
these massive burns (11,12,14).

A superficial burn involves the epidermis and very little
of the dermis, and the dead tissue peels off, in the form of
blisters, leaving a viable wound bed that must be pro-
tected. Temporary skin substitutes can improve the heal-
ing while decreasing pain (16,17). With deeper burns
involving some or all of the dermis, the dead tissue,
remains adherent to the wound. The dead tissue known
as the burn eschar, will then cause an inflammatory
response producing both local and systemic effects. The
systemic effects include a profound increase in metabolic
rate with a marked increase in muscle wasting, and
impairment in immune defenses (1,2). Controlling this
systemic response, by earlier removal of the dead burn
tissue and closure of the wound, has markedly decreased
overall mortality morbidity (11–13). Skin substitutes are
used to temporarily or permanently close the excised burn,
especially in large burns where there isn’t enough remain-
ing skin to use for skin grafts (18–21).

The addition of biological activity to the skin substitute,
is intended to improve the healing process with the inten-
tion of more rapidly healing a superficial burn and restor-
ing valuable dermal components in a deeper burn wound
bed thereby minimizing scarring and optimizing function
(18–21). As stated before, the impact of the added bioac-
tivity in burns is yet to be firmly established. A list of the
noncellular components of dermis, used in available skin
substitute, is shown below (22–26) (Table 3). Epidermal
and dermal cells are usually also added to dermal elements
in permanent skin substitutes in addition to these dermal
components.

AVAILABLE BIOACTIVE SKIN SUBSTITUTE

A list of skin substitutes, categorized by biologic make-up,
is presented below (Table 4). All have some degree of
biologic activity for improving the wound-healing environ-
ment. A disadvantage of all of these skin substitutes is the
absence of active antimicrobial activity. However, early
effective wound closure does decrease the risk of infection.

Skin substitutes can also be categorized as to use and
indication into temporary or permanent.
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Table 3. Components of Dermis that Are Involved in
Healing and Used in Skin Substitutes

Dermal Components Stimulating Healinga

Structural component or scaffolding
Biologically active component stimulating all phases of healing
Collagen (protein)

Scaffold for cell migration and matrix deposition
Cell guidance

Elastin (protein)
Tissue elasticity

Fibronectin (protin)
Cell-to-cell adherence
Contact orientation for cells
Increases epithelial cell division, migration
Chemo attractant for fibroblasts, macrophages

Growth factors (proteins)
Stimulate all phases of wound healing
Glycosaminoglycan (glycosylated protein)

Cell adherence properties
Conduit for healing factors
Deactivator or proteases
Scaffold or foundation for dermal elements

Hyaluronic acid (complex carbohydrate)
Maintaining matrix hydrated
Decreases inflammation
Stimulates healing
Proper cell alignment

aSee Refs. (22–26).

Table 4. Available Skin Substitutes Are Categorized Based
on Composition

Available Biologically Active Skin Substitutes

Naturally occurring tissues
Cutaneous allografts
Cutaneous xenografts
Amniotic membranes
Porcine small intestinal submucosa
Composite Synthetic-Biological
Collagen based dermal analogs
Integra
Culture-derived tissue
Bilayer human tissue
Cultured autologous keratinocytes
Fibroblast seeded dermal analogues
Epithelial seeded dermal analogue

Skin substitutes can also be categorized as to use and indication into

temporary or permanent.



Temporary skin substitutes are used to help heal the
partial thickness burn (or donor site) and close the clean
excised wound until skin is available for grafting. There are
typically no living cells present.

Permanent skin substitutes are used to replace lost skin
providing either epidermis or dermis, or both and to pro-

vide a higher quality of skin than a thin skin graft. Most
permanent skin substitutes contain viable skin cells as well
as components of the dermal matrix.

Temporary Bioactive Skin Substitutes

The purpose of a temporary skin substitute is twofold
(Table 5). Temporary skin substitutes are typically a
bilayer structure. There is an outer epidermal analog
and a more biologically active inner dermal analogue
(18–21). The first objective is to close the wound, thereby
protecting the wound from environmental insults
(18,19,27–29). The second objective is to provide an optimal
wound healing environment by adding dermal factors that
activate and stimulate wound healing (18–29). Biologically
active dermal components naturally are typically provided
to the inner layer, which is then applied to the remaining
dermis in a partial thickness burn or to an excised wound.
Below is a list of the commonly available dermal matrix
elements present in these products, and their actions.

The currently available products are listed in Table 6.

Human Allograft (Cadaver Skin)

Human allograft is generally used as a split-thickness graft
after being procured from organ donors (30–32). When
used in a viable fresh or cryopreserved state, it vascularizes
and remains the ‘‘gold standard’’ of temporary wound
closures. It can be refrigerated for up to 7 days, but must
be stored frozen for extended periods. It is also used in a
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Table 5. Ideal Properties of a Temporary Skin Substitutea

Ideal Properties of a Temporary Skin Substitute

Rapid and firm adherence properties for closure of the wound
Relieves pain
Easily applied and secured
Does not incite inflammation
Stimulates wound healing
Barrier to microorganisms
Avoids wound desiccation
Optimizes healing environment
Does not cause hypertrophic tissue response
Hemostatic
Prevents evaporative water loss
Flexible yet durable
Easy to remove when

Wound has re-epithelialized
Wound ready for grafting

Cannot transmit disease
Inexpensive
Long shelf life
Does not require refrigeration

aThese properties are then sought when developing new skin substitutes.

Table 6. Available Bioactive Temporary Skin Substitutesa

Product Company
Tissue of

Origin Layers Category Uses How Supplied

Human
allograft

Skin bank Human
cadaver

Epidermis and
dermis

Split thickness
skin

Temporary coverage
of large excised burns

Frozen in
rolls of varying
size

Pig skin
xenograft

Brennan
Medical
St. Louis,
MO

Pig dermis Dermis Dermis Temporary coverage
of partial thickness
and excised burns

Frozen or
refrigerated
in rolls

Human
amnion

On site
procurement

Placenta Amniotic
membrane

Epidermis
Dermis

Same as above Refrigerator

Oasis Healthpoint,
LTD San
Antonio, TX

Xenograft Extracellular
wound
matrix from
small intestine
submucosa

Bioactive
Dermal like
Matrix

Superficial burns
Skin graft donor
sites
Chronic wounds

Room temperature
storage
Multiple sizes
3	3.5 cm
7	20 cm

Biobrane Dow Hickam/Bertek
Pharmaceuticals

Synthetic
with added
denatured
bovine
collagen

Bilayer product
outer silicone
Inner nylon
mesh with
added collagen

Synthetic
epidermis
and dermis

Superficial partial
thickness burns,
Temporary cover
of excised burns

Room temperature
storage 15	20 in.
10	15 cm
5	15 in.
5	5 in.

Transcyte Smith and Nephew
Wound Management
Largo, FL

Allogenic
dermis

Bilayer product
Outer silicone
Inner nylon
seeded with
neonatal
fibroblasts

Bioactive dermal
matrix components
on synthetic dermis
and epidermis

Superficial to
mid-partial
thickness burns
Temporary coverage
of excised burns

Frozen in 5	7.5 in.
sheets

aThe names and properties of available temporary skin substitutes, with some biological activity are described. Also listed are the indications of the various

products.



nonviable state after preservation in glycerol or after lyo-
philization: however, most existing data describe best
results when it is used in a viable state. The epidermal
component provides a barrier until rejected by the host in
3–4 weeks. The dermis revascularizes and incorporates.

Homograft, another term for human allograft, can only
be obtained from a tissue bank as strict protocols are
required for harvesting and storage. Donors must be
rigidly screened for potential viral and bacterial disease
to avoid any transmission of disease. The product is in
limited supply and very expensive.

The primary indication for use is to cover a large excised
burn wound until an autogenous skin or a permanent skin
substitute becomes available. Allograft is also used to cover
a wide meshed skin graft, sealing the interstices during the
healing process (Table 7).

Xenografts

Although various animal skins have been used for many
years to provide temporary coverage of wounds, only por-
cine xenograft is widely used today (33,34) (Table 8). The
epidermis of the porcine xenograft is removed and the split
thickness dermis is provided in rolls. Split-thickness por-
cine dermis can be used after cryopreservation, or after
glycerol preservation. It effectively provides temporary
coverage of clean wounds such as superficial second degree
burns and donor sites (33,34). Porcine xenograft does not
vascularize, but it will adhere to a clean superficial wound
and can provide excellent pain control while the underlying

wound heals. In general, xenograft is not as effective as
homograft but is more readily available and less expensive.
Primary indications are for coverage of partial thickness
burns during healing and used burn wounds prior to skin
grafting.

Human Amnion

Human amniotic membrane is used in many parts of the
world as a temporary dressing for clean superficial wounds
such as partial-thickness burns, donor sites, and freshly
excised burns (35,36). Amniotic membrane is generally
procured fresh and used after brief refrigerated storage. It
can also be used in a nonviable state after preservation
with glycerol. Amnion does not vascularize but still can
provide effective temporary wound closure. The principal
concern with amnion is the difficulty in screening the
material for viral diseases. The risks of disease transmis-
sion must be balanced against the clinical need and the
known characteristics of the donor (Table 9). The primary
indications are the superficial burn and the excised
wound.

Oasis Wound Matrix

This product is made of the submucosa of the porcine small
intestine found between the mucosa and muscularis, in the
wall of the porcine small intestine (37,38). The freeze dried
acellular natural matrix retains its natural collagen and
matrix structure and contains most of the bioactive matrix
proteins found in the human dermis (Table 10).

174 SKIN SUBSTITUTE FOR BURNS, BIOACTIVE

Table 7. Advantages and Disadvantages of Allograft Skin
as a Skin Substitute

Allograft Skin

Advantages
A bilayer skin providing epidermal and dermal properties
Revascularizes maintaining viability for weeks
Dermis incorporates into the wound

Disadvantages
Epidermis will reject
Difficult to obtain and store
Risk of disease transfer
ExpensiveNeed to cryopreserve

Table 8. Advantages and Disadvantages of Xenograft as a
Skin Substitute

Xenografts

Advantages
Good adherence
Decreases pain
More readily available compared to allograft
Bioactive (collagen) inner surface with fresh product
Less expensive than allograft

Disadvantages
Does not revascularize and will slough
Short term use
Need to keep the fresh product frozen

Table 9. Advantages and Disadvantages of Human Amnion
as a Skin Substitute

Human Amnionic Membrane

Advantages
Acts like biologic barrier of skin
Decreases pain
Easy to apply, remove
Transparent

Disadvantages
Difficult to obtain, prepare and store
Need to change every 2 days
Disintegrates easily
Risk of disease transfer

Table 10. Advantages and Disadvantages of OASIS as a
Skin Substitute

Oasis Wound Matrix

Advantages
Excellent adherence
Decreased pain
Provides bioactive dermal like properties
Long shelf life, store at room temprature
Relatively inexpensive

Disadvantages
Mainly a dermal analog
Incorporates and may need to be reapplied



The submucosal layer is �0.2 mm in thickness, but is
quite durable. The product is freeze-dried removing the
cells. The product is sterile, porous, biocompatible and
nonimmunogenic. It has a long shelf life and can be stored
at room temperature. The OASIS is incorporated into the
wound bed over �7 days and needs to be reapplied if the
wound has not yet healed. The outer-barrier function is
diminished with incorporation.

The primary indication is for use in difficult to heal
nonburn wounds. It’s use in burns is for the partial thick-
ness burn and the skin graft donor site.

Biobrane

This product is a two-layer membrane (39,40). The outer
epidermal analog is constructed of a thin silicone film with
barrier functions comparable to skin. Small pores present
in silicone allow for exudates removal and has permeability
to topical antibiotics.

The inner dermal analogue is composed of a three-
dimensional (3D) irregular nylon filament weave upon
which is bonded type I collagen peptides. The surface
binding of inner membrane is potentiated by collagen–
fibrin bonds as well as fibrin deposition between the nylon
weave. A thin water layer is maintained at the wound
surface for epidermal cell migration maintaining moist
wound healing. Excellent adherence to the wound signifi-
cantly decreases pain in the superficial partial thickness
burns. The silicone and nylon weave provides flexibility.
The biobrane is removed once the partial thickness wound
has re-epithelialized or the covered excised burn wound is
ready for grafting. However, if left in place for>2 weeks the
product is difficult to remove as tissue grows into the inner
layer. Biobrane L contains a nylon fabric woven from
monofilament threads that provide a less dense matrix
and less adherence, preferred (e.g., on a donor site). There
is likely very little direct bioactivity from the collagen
peptides (40). The product has a long shelf life and can
be stored at room temperature. It is also relatively inex-
pensive (Table 11).

The primary indication is for closure of the clean super-
ficial burn or the excised burn wound.

Transcyte

This product is also a bilayer skin substitute (41,42). The
outer epidermal analogue is a thin nonporous silicone film

with barrier functions comparable to skin. The inner der-
mal analog is layered with human neonatal foreskin fibro-
blasts that produce products, mainly collagen type I,
fibronectin, and glycosaminoglycans.

A subsequent cryopreservation destroys the fibroblasts,
but preserves the activity of fibroblast derived products on
the inner surface. These products are then anticipated to
stimulate the wound healing process (Table 12). A thin
water layer is maintained at the wound surface for epi-
dermal cell migration.

The nylon mesh provides flexibility and excellent adher-
ence properties significantly decrease pain in the partial
thickness burn. The product is peeled off after the wound
has re-epithelialized.

The Transcyte must be stored at �70 8C in order to
preserve the bioactivity of the dermal matrix products.
The primary indication is for closure of the clean super-
ficial to mid-dermal burn, especially useful in children.
Transcyte is also indicated for the temporary closure of the
excised wound prior to grafting. Tissue ingrowth tends to
be less of a problem even if the product is kept in place for
>2 weeks.

Permanent Skin Substitutes

The purpose of these products is to replace full thickness
skin loss as well as to improve the quality of the skin, which
has been replaced after a severe burn (20–23).

As opposed to the bilayer concept of the ideal temporary
skin substitute, permanent skin replacement is much more
complex.

This area can be arbitrarily divided into two approaches
(21–23). The first approach is the use of a bilayer skin
substitute, with the inner layer being incorporated into the
wound as a neodermis, rather than removed like a tem-
porary product. The outer layer is either a synthetic to be
replaced by autograft (epidermis) or actual human epithe-
lial cells. If the outer layer is composed of epithelial cells
that will form epidermis barrier function is not sufficiently
developed at placement to act immediately as an epidermal
barrier.

The second approach is the provision of either just an
epidermal or a dermal analog or simply a coculture of cells
containing elements of both. These products are techni-
cally not permanent skin substitutes (Table 13) upon initial
placement as there is no bilayer structure until the product
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Table 11. Advantages and Disadvantages of the Use of
BIOBRANE as a Skin Substitute

Biobrane

Advantages
Bilayer analog
Excellent adherence to a superficial burn
Decreases pain
Maintains flexibility
Easy to store with long shelf life
Relatively inexpensive

Disadvantages
Has very little direct bioactivity
Difficult to remove if left in place >2 weeks

Table 12. Advantages and Disadvantages of TransCyte as
a Skin Substitute

Transcyte

Advantages
Bilayer analog
Excellent adherence to a superficial to middermal burn
Decreases painProvides bioactive dermal components
Maintains flexibility
Good outer-barrier function

Disadvantages
Need to store frozen till use
Relatively expensive



evolves once placed on the wound. Both approaches will be
discussed as will the ideal properties (Table 14).

The ideal property would be that of a bilayer structure.
The currently available clinical products are listed

below (Table 15). There are a number of permanent skin
substitutes in the development stage, which will not be
listed.

Apligraf

The dermal analog is made of fibroblasts from neonatal
foreskin populated in a bovine type I collagen matrix. This
layer incorporates into the excised full thickness wound
adding a dermal component. Epithelial cells (keratino-
cytes) are also obtained from neonatal foreskin. No Lan-
gerhans cells at present so rejection does not occur. The
epithelial cells divide, migrate and form an epidermis,
which will eventually provide biologic barrier function.
Donor foreskin is screened for viruses, which could be
transmitted. The product is indicated mainly for chronic
wounds. It’s use in burns is currently off label (44,45).
Apligraf is typically provided as a 7.5 cm diameter disk
that is 0.75 mm thick. The advantages are that the product
is already made and does not depend on obtaining the
patients own cells (Table 16). However, the product must
be shipped the night before use in a polyethylene bag in
agar nutrient medium and a 10% CO2 content and stored at
room temperature until used (within 24 h).

176 SKIN SUBSTITUTE FOR BURNS, BIOACTIVE

Table 13. Components of Permanent Skin Substitutes

Permanent Skin Replacement

Bilayer structures with biologic dermal analog and either
synthetic or biologic epidermal analog

Skin components
Epidermal cells alone
Dermis alone
Coculture of epidermal cells and fibroblasts

Table 15. Properties and Uses of the Currently Available Permanent Skin Substitutes

Available Permanent Skin Substitutes

Product Company
Tissue of

Origin Layers Category Uses How supplied

Apligraf Organogenesis,
Inc and Novartis
Pharmaceuticals
Corp

Allogenic
Composite

Collagen matrix
seeded with human
neonatal keratinocytes
and fibroblasts

Composite:
Epidermis
and dermis

Chronic wounds, often
used with thin STSG
Excised deep burn

7.5 cm
diameter disk
1/pack

OrCel Ortec International
Inc.

Allogenic
Composite

Collagen sponge seeded
with human neonatal
keratinocytes and
fibroblasts

Composite:
Epidermis
and Dermis

Skin graft donor site,
chronic wounds

6	 6-cm sheets

Epicel Genzyme Tissue
Repair Corp

Autogenous
keratinocytes

Cultured autologous
keratinocytes

Epidermis
Only

Deep partial and
full thickness
burns >30% TBSA

50 cm2 sheets in
culture medium

Alloderm Life Cell Allogenic
dermis

Acellular Dermis
(processed allograft)

Dermis only Deep partial and full
thickness burns, Soft
tissue replacement,
Tissue patches

1	 2–4	 12 cm

Integra Integra Life
Science Corp

Synthetic Silicone outer layer
on collagen GAG
dermal matrix

BioSynthetic
Dermis

Full thickness soft
tissue defects
definitive ‘‘closure’’
requires skin graft

2	2 in.
4	10 in.
8	10 in.
5/pack

Table 16. Advantages and Disadvantages of the Use of
Apligraf As a Skin Substitute

Apligraf

Advantages
Bilayer skin containing human neonatal cells
Not requiring patients skin biopsy
No lag time for production
Contains epidermal and dermal functions (eventually)
Does not need to be frozen

Disadvantages
Made in small pieces and not practical for large burn
Cannot be stored for over 24 h
Relatively expensive

Table 14. Ideal Properties of a Permanent Skin
Substitutea

Rapid and excellent adherence properties
Easily applied and secured to an excised wound
Minimum wait period from time of burn to availability of skin

substitute
Bilayer tissue containing both epidermal and dermal eliminates to

best replicate normal skin
Rapid incorporation
Cannot transmit disease
Good functional and cosmetic result
Inexpensive

aAs yet, the ideal skin does not exist.



Orcel

The product is produced as a coculture of keratinocytes and
fibroblasts (neonatal foreskin) in a cross-linked bovine
collagen sponge (46). The donor tissue is screened for
viruses. The nonporous side of the sponge is seeded with
the keratinocytes and the porous side with fibroblasts.
After application, a neodermis forms. Once applied the
epidermis and an epidermal barrier requires 14 days to
develop as the keratinocytes migrate and divide on the
surface (Table 17).

The product is indicated mainly for chronic wounds but
is also indicated for coverage of split thickness skin graft
(STSG) donor sites. This product is not currently indicated
for use on excised burn. The purpose for the STSG is to
provide a better functional and cosmetic outcome compared
to a healed donor site. It is shipped in a package filled with
it’s culture medium which is stored at room temperature
until used, usually within a few days.

Epicel

This product, used mainly for very large burns is composed
of the patients skin epithelial cells and referred to as
cultured epithelial autograft (CEA). Therefore, only the
epithelial layer is provided (47–49). The product is made
from a small biopsy of normal skin (2	2 cm) from the burn
patient. The epithelial cells are extracted and cultured.
Use of a cell culture technique allows the keratinocytes to
be grown in a thin sheet 10,000 times larger than the initial

biopsy. This process does require 2–3 weeks from the time
of biopsy. Often the burn wound is excised and covered with
homograft (allograft) until the cells are ready to be trans-
planted. The CEA is then applied to the clean excised (or
allograft covered) wound.

The CEA is supplied in sheets 2–6 cells thick on small
pieces of petroleum gauze (50 cm2), which are bathed in
culture medium. Immediate application is necessary. The
CEA grafts are very fragile and easily rubbed off for at least
several weeks. The backing is removed in several weeks as
the CEA thickens and adheres. Graft take ranges from 30
to 75% of total epithelium applied. The epithelium gradu-
ally thickens but has a low resistance to sheer forces for
some time. Application of allograft dermis, prior to CEA
grafting appears to improve skin quality.

The primary indication is for very large burns.

Alloderm

This product is basically treated human allograft with the
epidermis removed (50–52). The dermis is treated to pro-
duce a copreserved lyophilized allodermis, which incorpo-
rates. The product is used as a dermal implant. Therefore
application of a thin epithelial autograft is required.

Primary indication is for use in the replacement of soft
tissue defects. This product is not commonly used in large
burns. Typically the alloderm is applied to an excised
wound and then a split thickness skin graft is placed on
top of the alloderm (Table 19). The product has a long shelf
life in its lyophilized form. It requires rehydration prior to
use.

Integra

This product is composed of a dermal analog made of a
biodegradable bovine collagen-glycosaminoglycan copoly-
mer matrix The collagen and glycosaminoglycan is cross-
linked to attempt to maximize ingrowth of the patients own
cells (53–55) (Table 20).

The epidermal analog is a thin silicone elastomer pro-
viding temporary barrier protection. After the dermal
analog incorporates and the surface revascularizes, at
�2–3 weeks, the silicone layer is removed and replaced
with a very thin skin graft from the patient (or CEA cells).
The Integra needs to be carefully immobilized for the first 2
weeks as movement will cause devascularization and loss
of the product. The primary indication is the treatment of
large deep burns as well as reconstruction procedures. The
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Table 17. Advantages and Disadvantages of Orcel as a
Skin Substitute

Orcel

Advantages
Eventual bilayer skin
Not requiring patient’s cells
Does not need to be frozen

Disadvantages
Bilayer structure requires 14 days to develop once applied
Not indicated for excised burns
Short storage time
Relatively expensive

Table 18. Advantages and Disadvantages of Epicel as a
Skin Substitute

Epicel

Advantages
Patients own keratinocytes expanded several thousand fold
Small skin biopsy required
Can cover very large surfaces with reasonable graft take
Used in large burns

Disadvantages
2–3 week lag time for production
Provides only the epidermal layer
Epithelial layer can be quite fragile for some time
Needs to be used immediately on delivery
Very expensive

Table 19. Advantages and Disadvantages of Alloderm as a
Skin Substitute

ALLODERM

Advantages
Easy to store, an off the shelf product
Does not require skin bank
Comes in large and small pieces

Disadvantages
Requires thin skin graft to provide epidermis
Two procedures required to achieve bilayer skin
Relatively expensive



incorporated neodermis appears to improve the function of
the final skin once the epithelial graft is applied. The
product is provided in a number of sizes and sheets stored
in 70% isopropyl alcohol. Shelf life is very good.

SUMMARY

The scientific principles and practical approaches, to repla-
cing skin either temporarily or permanently are advancing
at a rapid rate. Much of these advances can be attributed to
both advances in the field of bioengineering as well as
increasing interest in optimizing the outcome of the burned
skin.

The ideal properties of a bioactive temporary and a
permanent skin substitute have been well defined. As
expected, the properties of temporary skin substitutes
are more concrete, easier to categorize and determine
efficacy. A bilayer structures is the current standard with
the dermal component being bioactive. Permanent skin
replacement on the other hand is much more complex. A
variety of approaches are being used which can be loosely
categorized as either use of bilayer products (usually the
outer layer to be replaced by epidermal autograft) or
replacement of either dermal or epidermal elements sepa-
rately. The terminology of the latter approach is difficult
because these component products are really not perma-
nent skin substitutes on initial application but become so
only when all the elements are in place.

An understanding of the properties of each product is
essential for the user to optimize outcome.
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MAMMALIAN RESPONSE TO INJURY

Scale of Functional Deficit

Medical treatment options for the loss of normal organ or
tissue function depend heavily on the scale of the defect,
either macromolecular- or organ-scale. Since antiquity,
macromolecular-scale defects have been treated with che-
mical therapeutics such as herbs and potions. More
recently, pharmaceuticals, vitamins, hormones, and anti-
biotics have been used to treat a vast array of medical
maladies that are caused by a macromolecular defect; these
treatment regimens have been used successfully to replace
or correct a missing function on the molecular scale. Organ-
scale defects present a significantly larger wound site and
require considerably different treatment practices.

Large-scale failures of a tissue or organ are created
primarily by disease or by an acute or chronic insult; injury
or damage of this type typically results in wound sites on
the scale of a millimeter or centimeter, as opposed to the
nanometer scale of a molecular defect. This type of damage
cannot be treated with drugs because the problem is the
failure of a mass of tissue, including a large number of cells,
soluble proteins and cytokines, and insoluble extracellular
matrix. The typical organismic response to an injury at the
organ-scale is cell-mediated wound contraction and synth-
esis of nonphysiologic tissue (scar); this process is termed
repair. Regeneration of lost or damaged tissue describes a
process marked by synthesis of physiologic (normal, func-
tional) tissue in the wound site. There are a few notable
exceptions to the rule that the mammalian response to
organ-scale injuries is repair. The epithelial tissues of the
skin, genitals, cornea, and gastrointestinal tract all regen-
erate spontaneously, and the liver has shown the ability to
synthesize a substantial organ mass without recovery of
the original organ structure, but also without contraction
or scar synthesis (1). Despite these few notable exceptions,
the mammalian response to the loss or damage of a tissue
or organ is almost exclusively repair, an irreversible
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response resulting in the formation of scar tissue that
lacks the structure and function of the damaged organ or
tissue.

Regeneration Versus Repair

As previously noted, there are two possible outcomes of the
mammalian healing process following acute or chronic
injuries: regeneration or repair. Regeneration is charac-
terized by synthesis of a replacement tissue in the anato-
mical wound site that is structurally and functionally
similar to the original tissue. Repair is characterized by
synthesis of scar tissue (nonphysiological tissue) to replace
the normal tissue lost due to injury. In addition to synth-
esis of new, nonphysiologic tissue, contraction of the wound
site is also observed during repair. Cell-mediated contrac-
tion of the wound site has been observed in many different
species to varying degrees at different wound sites (1).

Wound closure following severe injury occurs by one or
more of three distinct processes. The initial wound area can
close by contraction (C), scar formation (S), and/or regen-
eration (R). The process of wound closure can be repre-
sented quantitatively by the defect closure rule:
AC þ AS þ AR ¼ 100 (AXpercentage wound area closed
by process X); these three processes are the only mechan-
isms by which wound closure takes place. In adult mam-
mals, chronic and acute injuries have a common clinical
outcome because the repair processes responsible for
wound healing close the wound through contraction and
scar formation only (AR¼ 0). With the exception of a certain
class of injuries, such as injuries to epithelial tissues in
select organs, the ability to regenerate tissues and organs
is lost in mammalian adults. Spontaneous regeneration
(regeneration without external stimulation) is observed in
very specific tissues in adult mammals following minor
injuries such as a small skin scrape or a first or second
degree burn, while more severe injuries such as a deep skin
wound or third degree burn result in contraction and scar
formation. A review of the available data comparing cases
of regeneration with those of repair has led to the proposal
of antagonistic relationship between contraction and
regeneration; in cases of adult healing where contraction
occurs, regeneration is not observed, and regeneration is
observed when wound contraction is blocked (1–3).

Mammalian Response to Injury

While the mammalian adult responds to severe injury by
repair processes resulting in the formation of scar
(AC þ AS ¼ 100; AR = 0), the mammalian fetus is able to
regenerate the lost tissue spontaneously (AC;AS�AR)
(4,5). For the sake of this article, the fetal classification
refers to all mammalian fetuses that respond to injury with
regeneration processes while the adult classification refers
to all mammals (adult as well as juvenile) that respond to
injury with repair processes. Modifying the adult mamma-
lian wound healing response to more closely resemble that
observed with the fetus has been an area of extensive
study. In addition to understanding the differences
between the fetal and adult healing processes, analogs of
the extracellular matrix (ECM) have been used as tem-
plates for a variety of tissue engineering related disciplines

toward the goal of inducing regeneration of tissues
damaged by severe injury where the organism would nor-
mally respond to injury with repair processes.

The extensive study of the mammalian response to
injury has focused on understanding the mechanism and
timing of the transition from regeneration to repair pro-
cesses during the fetal–adult transition of development
and whether regeneration can be induced in the adult
mammals once the initial transition has taken place. For
mammals, the transition from wound closure by regenera-
tion to wound closure by scar synthesis and contraction
takes place during the third trimester of gestation (1,4,5).
While certain classes of amphibians have been studied
extensively throughout metamorphosis from tadpole to
young adult (6), there is for the most part much less
information available about higher mammals. A detailed
study of wound closure mechanisms of the amphibian frog
during larval development was based on measurement of
the fractional extent of wound contraction, scar formation,
and regeneration during development. With increasing
fetal development, wound closure depended increasingly
less on regeneration and correspondingly more on contrac-
tion. Once metamorphosis to the young adult frog was
complete, regeneration was not observed while contraction
and synthesis became the predominant mechanisms for
wound closure (7). These and several other observations
support the conclusion that there is an antagonistic rela-
tionship between regeneration and wound contraction. To
date, while the causes for the transformation in the mode of
mammalian response to injury from the fetus to the adult
are not known, adult mammals are known to be unable to
regenerate tissue lost due to severe injury and close severe
wounds by contraction and scar formation.

There are three tissue layers that are grouped together
in sequence in all organs, namely, epithelia, the basement
membrane, and the stroma (1,8). This sequence has been
termed the tissue triad. A pattern has been observed as a
result of examinations of the structure and tissue-specific
response to injury of the three tissues that to date have
been induced to regenerate: skin, peripheral nerves, and
conjunctiva. Understanding of the response of each mem-
ber of the tissue triad to injury aids in shedding light on the
process of regeneration and has suggested methodology for
inducing regeneration in tissues that do not regenerate
spontaneously. A layer of epithelial cells (epithelia) covers
all surfaces, tubes, and cavities of the body; this layer is
totally cellular with no ECM component. The epithelia is
completely cellular, avascular, and is the only member of
the tissue triad that does not contain an extracellular
matrix. Developmental and functional similarities between
epithelial cells and tissues from a variety of different
tissues and organs such as the skin and peripheral nerves
have been observed; these observations have suggested
that the tissue triad can be used as a more general tool
to understand organismic response to injury (1).

The basement membrane (also termed basal lamina) is a
continuous layer of tissue separating the epithelial layer
from the stroma. In all tissues, the basement membrane is
acellular, and no blood vessels pass through the basement
membrane layer. The stroma contains connective tissues
as well as the blood supply, and provides a reservoir for
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nutrient uptake to and waste removal from the basement
membrane and epithelia. Figure 1 provides a basic diagram
of the organization of the tissue triad in the adult mam-
malian system.

Using the tissue triad as a guide, we can identify
similarities among the three tissues. In skin, peripheral
nerves, and the conjunctiva, there are tissues that sponta-
neously regenerate (the epithelia and basement mem-
brane) and a tissue that does not (the stroma). The
regenerative capacity of epithelial tissue and the basement
membrane as well as the irreversible (repair) nature of
stromal wound healing have been extensively reported
(1,9–13). Specifically, the stroma has been repeatedly
observed as nonregenerative in skin, peripheral nerves,
blood vessels, lung, kidney, and pancreas (1,3,14–18). It
has been suggested that the mechanism for the irreversi-
bility of injury (nonregenerative response) is entirely
dependent on disruption of the stromal architecture, and

that proper replacement of the stromal layer is critical for
any regeneration to occur.

Methods to Treat Loss of Organ Function

While a molecular scale defect can often be treated with the
use of pharmaceuticals, an organ-scale defect requires
more extensive treatments. Significant loss of function in
the affected tissue or organ, also referred to as the ‘‘missing
organ’’ (19), can lead to a number of significant conse-
quences such as lack of social acceptance in the case of
severe burns and facial scars, loss of mobility and sensory
function in the case of neuroma, or life-threatening symp-
toms in the case of a cirrhotic liver, large-scale severe
burns, and ischemic heart muscle.

Six basic approaches have been used to treat the pro-
blem of the missing organ: transplantation, autografting,
implantation of a permanent prosthetic device, use of stem
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Figure 1. Schematics of the tissue
triad structure observed in mamma-
lian tissue. Top: Tissue triad of skin
and peripheral nerves. The base-
ment membrane is a thin extracel-
lular matrix tissue located between
the cellular and nonvascular epithe-
lia (epidermis, myelin sheath) and
the cellular, vascularized stroma
(dermis, endoneurium). Bottom:
Diagram of the distribution of epi-
thelial, basement membrane, and
stomal tissues in the mammalian
system. Examples of stromal tissues
are bone, cartilage, and their asso-
ciated cell types as well as elastin
and collagen. Examples of epithelial
tissues are those covering the sur-
face of the genitourinary, respira-
tory, and gastrointestinal tracts as
well as surfaces of the mesothelial
cells in body cavities, muscle fibers,
fat cells, and endothelial cells in the
cardiovascular system (1).



cells, in vitro synthesis of organs, and induced regenera-
tion. The last three techniques have been grouped together
and are known by the moniker ‘‘tissue engineering’’ (20).
All six techniques will be discussed in the following
sections.

Transplantation. Transplantation, the transfer of an
organ or a fraction thereof from a donor to a host, is widely
utilized as a therapeutic strategy to replace complex tis-
sues and organs. Since the introduction of transplantation
in the early twentieth century (21), it has been used in
increasingly complex organ systems such as the skin,
cornea, kidney, liver, lungs, and heart. Patients have
exhibited extraordinary survival characteristics even
with the simultaneous transplantation of multiple organs
(22–27).

While transplantation of tissues at a few immune-pri-
vileged sites such as the eye and testis can occur without
rejection, the most significant challenge facing modern
transplantation is the immunological barrier for trans-
plantation of tissues from donor to host, where the donor
organ is attacked and rejected by the host’s immune system
upon transplantation; this response is termed host-versus-
graft disease where the host’s (patient’s) immune system
recognizes the antigens expressed on the graft tissue as
foreign and attacks and destroys the tissue. The primary
clinical method for preventing rejection of the transplanted
tissue is the use of drugs to suppress the immune system of
the host. Immunosuppression therapy often is necessary
for the remainder of the host’s life to prevent transplant
rejection; however, immunosuppression also presents a
significant hazard to the host, as the immunosuppressed
host becomes vulnerable to infections (28). Significant
efforts have been mounted to develop technologies that
allow for local rather than whole-body immunosuppres-
sion, such as the development of cells that can express a
protein (i.e., Fas ligand) to induce immune cell apoptosis
and the use of natural and synthetic polymers to encapsu-
late heterologous cells to mask their antigens (24,28–31).

The major obstacle in using human donors for trans-
plantation has been the difficulty in finding immunocom-
patible donors and the shortness of supply of suitable
organs because the supply is greatly exceeded by the
demand (32). A more recent area of research has focused
on developing a transgenic pig model to be used as an
immunocompatible donor for humans for a procedure
known as xenotransplantation. Development of this area
of transplantation has been slowed by evidence that pig
viruses are capable of infecting human cells and producing
unique viral infections in the host (33–35).

Autografting. With autografting, the donor and the
recipient are the same individual; a fraction of the tissue
or organ is harvested from an uninjured site and grafted at
the nonfunctional site (25). Autografting offers a technol-
ogy that removes the danger of organ or tissue rejection due
to a host-versus-graft response, but is relatively limited in
its scope of application. Autografting necessitates the crea-
tion of a second wound site (donor site), subjecting the
patient to a second severe trauma. Therefore, autografting
is utilized only when the loss of functionality at the sec-

ondary wound site is outweighed by the loss of function-
ality or morbidity at the primary wound site. This
procedure is obviously limited by the availability of func-
tional tissue that can be transplanted without additionally
harming the patient. Major clinical uses of autografting
have been associated with skin grafting in massively
burned patients (36), the use of the sural nerve to bridge
a severe peripheral nerve injury, primarily in the case of
hand injuries (37–41), and the use of autologous vein graft
to bypass a restricted artery (42).

Permanent Prosthetic Device. The implantation of a per-
manent prosthetic device to replace the functionality of lost
or damaged tissues offers a number of advantages and
disadvantages. Typical examples of prosthetic devices
are artificial hips and knees (43), cardiac pacemakers
(44), heart valves (45), stents (46), cochlear implants
(47), and contact lenses (48). Prosthetic devices are typi-
cally fabricated from biologically inert materials such as
metals, ceramics, and synthetic polymers. Hence, these
devices do not provoke the immune response problems
inherent to transplanted tissues and organs and can also
be manufactured on a mass scale. Even though these
devices are fabricated from bioinert materials, interactions
with the biological environment surrounding the prosthe-
sis lead to a number of unfavorable physical and biological
manifestations. Specific examples of negative biomaterial–
tissue interactions are the formation of a thick, fibrous scar
tissue capsule around a silicone breast implant (49,50),
stress-shielding due to the implantation of a relatively stiff
(compared to the host bone) hip prosthesis that eventually
leads to a loss of bone mass (51), platelet aggregation to
implanted surfaces, also known as biofouling (52–55), and
the accumulation of polyethylene particles in the lymph
system as a result of wear of an orthopedic implant (56,57).
The spontaneous remodeling process of the surrounding
tissues can also be significantly altered, negatively or
positively, by the presence of the prosthetic device (58).
The often-serious side effects that appear as a result of
interactions between nonbiological materials and the sur-
rounding tissues illustrate the difficulty of replacing bioac-
tive tissues with bioinert materials with drastically
different material and mechanical properties.

Stem Cells. Stem cells present an exciting possibility for
replacement of lost or damaged organs and tissues. The
pluripotential nature of stem cells offers the possibility for
the synthesis of tissues from the least differentiated cells in
the body (59,60). Current efforts in stem cell research have
focused on identifying protocols to harvest stem cells,
expand them in culture, and reimplant them at a site of
injury, as well as to develop technologies to introduce genes
into stem cells so that when reintroduced to the patient,
they will synthesize the required proteins in vivo. Cur-
rently, mesenchymal stem cells (61), epithelial stem cells
(62), and neural stem cells (63) have been grown in vitro
and studied. While few advances in the use of stems cells
for replacement of damaged tissues have been made to
this point, stem cell technologies present a new area of
scientific study for future exploration with a great deal of
promise.
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In Vitro Synthesis. In vitro synthesis requires the growth
of a functional replacement tissue using an in vitro culture
environment to replace a lost or damaged organ or tissue.
Traditional in vitro synthesis techniques have utilized both
cell culture systems and culture systems based on inter-
actions between cells and an extracellular matrix analo-
gue. In vitro synthesis allows for total control over the
culture environment, specifically the inclusion or exclusion
of soluble regulators (i.e., growth factors, cytokines), inso-
luble regulators (i.e., extracellular matrix proteins), and a
variety of cell culture media and conditions; the complexity
of biological systems, specifically their cytokine and growth
factor needs, and the necessity for developing an efficient
method for providing nutrients and cell–cell signals to the
site of the developing tissue have to date precluded the
formation of complex tissues in vitro (1,64).

Early successes with in vitro synthesis were encoun-
tered using cultured epithelial cells to produce a physio-
logical epidermis (65). In these studies, keratinocyte sheets
were grown in vitro from skin explants; these keratinocyte
sheets were implanted into skin wounds, and induced the
formation of a fully mature, stratified epidermis, the
uppermost tissue layer that makes up skin (66,67). Later
study found that keratinocyte sheets could be grown in
vitro starting from disaggregated epidermal cells and could
then be implanted into a skin wound, inducing the devel-
opment of a mature, fully stratified epidermis as well (68).
This technique has been used to prepare autologous sheets
of keratinocytes to treat skin wounds in severely burned
patients (69–77). Known as a cultured epithelial autograft
(CEA), this technology will be discussed in greater depth
later in this article as one of the five major techniques that
lead to at least partial regeneration following severe skin
injuries. In vitro synthesis of more complex tissues and
organs began with work aimed at developing an epithelial–
mesenchymal bilayer in order to produce a material that
could be implanted to replace damaged skin. The fabrica-
tion of a ‘‘living skin equivalent’’ (LSE) involved culture of
fibroblasts within a collagen gel, followed by introduction of
keratinocytes in order to produce an immature skin
equivalent; this bilayer was implanted into a skin wound
and was observed to lead to the formation of a mature,
stratified epidermis as well as an immature neodermis (78–
82). This technology will also be covered in greater detail
later in this article.

In vitro synthesis of increasingly complex tissues has
necessitated the development of technologies for culturing
cells in three-dimensional (3D) scaffolds known as ECM
analogs and modifying the surface chemistry of these
scaffolds to control cell–substrate interactions (20,48,83–
86). Synthetic polymer meshes have been used as an ECM
analog for culturing keratinocytes and fibroblasts as a
potential skin replacement that has been used clinically
in the treatment of severe burns and ulcers (87–94). This
technology (Living Dermal Replacement, LDR) will be
described in greater detail later in the article as one of
the major techniques utilized to treat severe skin wounds.
In vitro synthesis using ECM analogs as a culture envir-
onment has also been studied using hepatocytes in an
attempt to synthesize a functioning liver (95–97), and
chondrocytes in an attempt to synthesize a cartilaginous

network (98–101). Continued exploration of in vitro techni-
ques to synthesize tissue replacements has been hampered
by the complexity of biological systems and an inability to
provide the proper nutrient cocktails (i.e., cytokines, growth
factors), the structures necessary to deliver these nutrients
(i.e., arteries, veins, and capillary systems), and the correct
mechanical environments (ECM analog structures) for com-
plex tissue and organ growth outside of the organism.

Induced Organ Synthesis In Vivo (Regeneration). Induced
organ synthesis in vivo relies on the healing processes that
are inherently active in a wound site to regenerate lost or
damaged tissue. In this method, an analog of the ECM is
implanted in the wound site and combined with the biolo-
gical processes in the wound induce synthesis of a physio-
logic replacement tissue. Induced organ synthesis was first
identified following the development of fabrication techni-
ques that allowed for synthesis of ECM analogs with a well-
defined macromolecular structure, specifically controlling
the ECM specific surface, chemical composition, and degra-
dation rate (102–106).

The first application of induced organ synthesis was in
the fabrication of an ECM analog able to induce skin regen-
eration, the dermal regeneration template (DRT). The DRT
showed very high biological activity when implanted into a
full-thickness skin wound and was capable of inducing
regeneration of the underlying dermal layer of skin as well
as the epidermal and basement membrane layers
(3,103,107–113). The speed of this regeneration process
was significantly increased when the DRT was further
seeded with autologous keratinocytes prior to implantation
(3,111,112,114–116). This technology will be covered in
greater detail later in the article as one of the major tissue
engineering techniques utilized to treat severe skin injuries.

Induction of organ regeneration, first observed in the
study of skin regeneration, has also been observed in other
tissues and organs with the use of other specialized ECM
analogs. Regeneration of peripheral nerves has been
achieved using a tubular device that incorporates an
ECM analog as a filling, known as the nerve regeneration
template (NRT) (1,117–120). The long-term morphological
structure and electrophysiological function of nerves
regenerated using the NRT has been observed to be at
the level of an autografted nerve, the current gold-
standard for peripheral nerve injury treatment (121,122).
In addition, the DRT was implanted into a conjunctiva
stromal wound model, where induced regeneration of the
conjunctival tissue structure was also observed (123).

In vitro synthesis and induced organ regeneration (in
vivo synthesis) currently constitute an area of study
termed tissue engineering (20). For the remainder of this
article, we will focus on studies on the structure and
function of ECM analogs for use in tissue engineering
and on an overview of the tissue engineering approaches
that have been utilized to treat skin wounds.

Basic Parameters of the Living Environment During
In Vivo Synthesis

The process of in vivo regeneration of lost or damaged
tissue can be modeled as if the entire process was taking
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place within a ‘‘bioreactor’’ that is surrounded by a reser-
voir with constant properties, representing the entire
organism with its complex homeostatic mechanisms. The
‘‘bioreactor’’ itself has a defined anatomical and physico-
chemical environment (environment of the wound site);
parameters include the temperature, the pH, the structure
of a template within the ‘‘bioreactor’’, and the flow rate and
composition of the exudate. The flow of exudate entering
the ‘‘bioreactor’’ starts almost immediately following the
creation of the wound site, while the structure in the
wound bed is provided by implantation of an analog of
the ECM. The ECM analog, and any cells that may be
seeded within, constitutes the exogenous stimulus pro-
vided to the wound bed. During the remainder of the
healing process, the reservoir (surrounding organism) is
considered to maintain the ‘‘bioreactor’’ environment: tem-
perature, pH, as well as cytokines, growth factors, and cells
present in the exudate. While these factors are considered
standardized in a wound bed, it is the ECM analog that
provides the variable structure and ECM components
(proteins) that are critical for inducing regeneration. If
no active ECM analog is present or if its structural features
are changed, the reaction sequence within the ‘‘bioreactor’’
is observed to follow almost completely normal repair
processes that result in wound contraction and scar for-
mation. In contrast, when the appropriate ECM analog is
introduced into the ‘‘bioreactor’’ normal repair mechanisms
are replaced by induced regeneration, also referred to as in
vivo or in situ regeneration (1).

Experimental study of in vivo regeneration is compli-
cated by a lack of reproducibility between different reaction
sites (anatomical sites); unless the wound site is standar-
dized, it will be impossible to accurately study differences
between ECM analogs when implanted into wound models
and results obtained in independent laboratories will not
be statistically significant. Billingham and Medawar
(124,125) introduced the concept of an anatomically con-
stant wound for the study of massive skin injuries. For skin
injury models, the entire thickness of the skin (epidermis,
basement membrane, and dermis) was consistently excised
down to the layer of the underlying muscle and fascia.
Except for edge effects, this model standardized the wound
environment from one animal to another, making it pos-
sible to obtain statistically significant results from a study
with several animals. For the remainder of this article, all
animal results that are discussed will be from this wound
model. In clinical cases, the nature of the wounds is dif-
ferent; such issues will be discussed in greater detail later
in this article.

Mammals possess a small, quite limited, ability to
spontaneously regenerate damage inflicted to most of their
tissues and organ systems. The epidermis and basement
membrane in the skin regenerates spontaneously, pro-
vided that there remains an intact, underlying dermal
layer (1). In another example, a small, cylindrical defect
(<1 cm in diameter) in mammalian long bones is sponta-
neously refilled with normal bone (126), and a gap <5 mm
in a transected rat sciatic nerve can be spontaneously
regenerated to a moderate extent (127–131). In these cases,
regeneration is observed without the implantation of any
active ECM analog. More specifically in the case of skin

injuries, the epidermis and basement membrane have been
observed to spontaneously regenerate to form fully mature
tissue, but the adult mammal is unable to spontaneously
regenerate the dermis (1,124,125,132). In studies of
induced regeneration using grafting techniques, it is
important to first understand the fundamentals of beha-
vior of the tissues involved, specifically the type of tissue
that can be spontaneously regenerated, in order to under-
stand the effectiveness of the graft. Regeneration of tissue
that has resulted from the exogenous graft will be referred
to as induced regeneration. In the case of studies of skin
regeneration, the presence of new dermis following graft-
ing of a full thickness skin wound with an appropriate
device will be considered induced regeneration.

CHARACTERISTICS OF EXTRACELLULAR MATRIX
ANALOGS THAT DEFINE BIOACTIVITY

Fundamental Design Principles for Tissue Regeneration
Scaffolds

Porous scaffolds are utilized in the study of tissue regen-
eration; the term active extracellular matrix analogs
(bioactive analogs) refers to scaffolds that induce regenera-
tion of normally nonregenerative tissues following severe
injury. Bioactivity is observed in only a limited number of
scaffold variants, and is measured by the scaffold’s ability
to prevent irreversible repair behavior while inducing
regeneration. With a bioactive scaffold, the cells, cytokines,
and biological exudate in the wound site interact with the
scaffold such that the mechanisms and kinetics normally
associated with spontaneous wound closure by wound
contraction and scar synthesis (repair) are modified lead-
ing to the induced regeneration response. Bioactivity of
tissue regeneration scaffolds has been observed to depend
on the structural characteristics of the scaffolds, notably
the chemical composition, the template pore structure, and
the template residence time (1). These characteristics, and
any governing models to describe cellular behavior in regen-
eration scaffolds, will be discussed in the following sections.

Template Residence Time

The residence time of an implanted scaffold is a critical
variable that helps to define the bioactivity of the scaffold.
For physiologic tissue to be synthesized in the wound bed,
the scaffold must degrade in such a way that it does not
interfere with the production of physiologic tissue. Empiri-
cal evidence supports a requirement for the implanted
active ECM analog to be capable of isomorphous tissue
replacement, that is, degradation of the active ECM analog
at a rate of the same order as the rate of synthesis of new
tissue (1).

These considerations are consistent with a model that
defines a scaffold residence time with both an upper and a
lower bound. Using the isomorphous tissue replacement
model, the appropriate time period for scaffold residence is
approximately equal to the time period required to synthe-
size a mature tissue at the specific site by regeneration. A
reasonable approximation of the time for regeneration is
the time period observed for the conventional healing
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process of a wound that involves wound contraction and
scar formation at the anatomic site of interest. In the case
of a full-thickness skin wound, the healing time is�25 days
(1,3,133). As the intact scaffold cannot diffuse away from
the wound bed, the simplest method for achieving isomor-
phous tissue replacement requires the macromolecular
scaffold structure to be degraded by enzymes in the wound
bed into low molecular weight fragments that are able to
diffuse away. In a model of template degradation charac-
teristics, the lifetime of the scaffold in the wound bed can be
defined by the time constant for degradation (td) and can be
compared to the time constant for a normal healing process
of a wound at the anatomic site of interest (th). For iso-
morphic tissue replacement:

td

th
¼ Oð1Þ

The isomorphous tissue replacement hypothesis has
been supported by observations made with different
implanted devices that were studied in the context of in
vivo synthetic processes. When the ratio of td/th was much
>1, the scaffold remained in the wound bed virtually as a
nondegradable implant, and dense fibrotic tissue similar to
scar was observed to be synthesized underneath the scaf-
fold (1,133). As the ratio became considerably <1, the
initially insoluble scaffold became rapidly degraded and
did not induce a regenerative healing process in the wound
bed; instead, wound bed healing was marked by scar
synthesis similar to the healing process observed in an
ungrafted wound (109).

Satisfying the principle of isomorphous tissue replace-
ment requires adjustment of the structure of the ECM
analog such that the biodegradation time constant of
the scaffold (td) closely matches the healing time constant
(th). In the case of collagen-based ECM analogs, degrada-
tion of the scaffold in the wound bed is accomplished
primarily by collagenases present in the wound site.
Reduction of the biodegradation rate of collagen scaffolds
has been achieved both by introducing glycosaminoglycans
(GAGs) into the collagen mixture and by cross-linking
collagen fibers to one another: scaffold resistance to degra-
dation is increased with an increase in the density of cross-
links (103,105,108,117,134). For collagen–GAG scaffolds,
precipitating the two polymers together under an acidic pH
mixes the glycosaminoglycan and collagen components,
and the scaffold is fabricated from the coprecipitate.
Cross-linking of the collagen fibers can be accomplished
by a variety of different techniques, both physical and
chemical.

Dehydrothermal (DHT) cross-linking is a physical tech-
nique that has been often utilized for cross-linking collagen
and collagen–copolymer scaffolds, and allows for the crea-
tion of a variety of cross-linking densities. Dehydrothermal
cross-linking involves exposure of the scaffold to a high
temperature (90–120 8C) under vacuum (i.e., 95 kPa), lead-
ing to removal of water from the scaffold. When the water
content in the ECM analog is removed below �1%, drastic
dehydration of the scaffold leads to the formation of inter-
chain amide bonds through condensation (135). This cross-
linking reaction is a condensation reaction involving car-
boxylic groups from glutamyl/aspartyl residues on collagen

polypeptide chain P1 and the amino groups of lysyl residues
on an adjacent P2 chain to yield covalently bonded collagen
fibers. In addition, graft copolymers of collagen and GAG
are formed by dehydration, leading to cross-link formation
by condensation of amine groups on collagen chains
(denoted P1 and P2 below) with carboxylic groups of glu-
curonic acid residues on GAG chains (104).

Collagen�Collagen P1 � COOHþ P2 �NH2!P2

�NHCO� P1 þH2O

Collagen�GAG GAG� COOHþ P2 �NH2!P2

�NHCO�GAGþH2O

The density of cross-links formed through DHT cross-
linking depends on the temperature as well as the length of
exposure, with higher temperatures and longer exposure
lengths producing a higher density of cross-links (104,105).
Ultraviolet (UV) treatment is a second physical cross-link-
ing technique that can create cross-links between collagen
fibers (136–138). Additionally, cross-linking can be induced
chemically by introduction of glutaraldehyde (GT) (104) or
with 1-ethyl 3-(3dimenthylaminopropyl)carbodiimide
(EDAC) (139). These chemical cross-linking techniques
are considerably more powerful than the previously noted
physical methods and lead to a much higher cross-link
density and a much longer time constant of degradation
(td). Chemically cross-linked scaffolds must be extensively
washed to remove all trace of the cytotoxic cross-linking
chemicals prior to use in the wound bed; in addition to
concerns regarding washing away the excess chemical,
some chemical cross-linkers function by having all or a
portion of the chemical compound becoming part of the
cross-link. In this case, slow degradation of the scaffold
could result in the release of potentially cytotoxic agents
into the wound site (1,3).

By using both physical and chemical methods, the cross-
linking density of a particular collagen or collagen–GAG
scaffold can be effectively adjusted to create a wide range of
enzymatic degradation rates. These cross-linking tools can
also be applied to a multitude of other scaffolds, fabricated
from both natural and synthetic materials. As different
wound sites and the same wound sites in different species
have been observed to exhibit very different time constants
for healing (th), it is necessary to adjust the degradation
rate of the ECM analog to the characteristics of the specific
wound bed site and species in order to satisfy the
principle of isomorphic tissue replacement and to induce
regeneration.

Critical Cell Path Length

Migration of cells into the active ECM analog (regeneration
template) is critical for the synthesis of new tissue. The use
of porous templates allows for more rapid incorporation of
cells into the template. While the effect of the structural
characteristics of the template will be discussed in the
following sections, there is another important character-
istic to consider: an adequate source of metabolites (i.e.,
oxygen, nutrients) available to the cells. There are two
mechanisms available for transport of metabolites to and
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waste products from the migrating cells: diffusion to and
from the surrounding wound bed or transport along capil-
laries that have sprouted into the scaffold as a result of
angiogenesis. While angiogenesis becomes the limiting
factor for long-term cell survival and growth, significant
angiogenesis is not observed for the first few days
after implantation of the template. Therefore, early cell
survival inside the scaffold is completely controlled by the
diffusional mode of transport of metabolites from the
wound bed.

A simplified model of cellular metabolic requirements
and nutrient diffusion characteristics can be utilized to
describe the critical cell path length (Lc) for cellular migra-
tion into a scaffold; the model assumes a totally diffusion-
based mode of metabolite transport. Beyond the critical cell
path length, diffusional transport will not provide for
cellular survival; this model is important for predicting
the initial ‘‘take’’ of a graft, as diffusional transport, along
with prevention of graft rejection or infection, will be
responsible for initial cell survival and graft ‘‘take’’. Such
a model simplifies the cell’s metabolic requirements by
defining a ‘‘critical’’ nutrient that is metabolized by the
cell at a rate of R mol/cm3/s. This nutrient is transported to
the scaffold from the wound bed, where there is a constant
concentration of nutrient, C0, that remains essentially
constant due to resupply from the organism that acts as
an infinite source. The transport processes are modeled by
the diffusivity of the nutrient through the scaffold, D, with
units of square centimeters per second (cm2/s) and a length
of diffusion, L, with units of centimeters. The cell lifeline
number, S, is a dimensionless number that is derived from
these variables by dimensional analysis to express the
relative importance of the consumption of an essential
nutrient by the cell and the diffusion of the nutrient from
the wound bed into the scaffold:

S ¼ RL2

DC0

The magnitude of the cell lifeline number describes three
distinct cases of cellular migration into the scaffold in the
absence of angiogenesis. For S� 1, the rate of consumption
of the critical nutrient exceeds the supply provided through
diffusion processes, resulting in the death of cells that have
migrated that distance L into the scaffold. For S� 1, the
supply of the critical nutrient by diffusion exceeds the rate
of consumption, resulting in cell proliferation and migra-
tion further into the scaffold. The steady-state condition,
S¼O(1), describes the state where the value of L becomes
the critical cell path length, Lc. Lc describes the longest
distance from the wound bed edge that a cell can migrate
while depending solely on diffusional processes as the
source of metabolites before angiogenesis begins. In the
case of many common nutrients with a low molecular
weight, Lc can be predicted using this model on the order
of 100 mm (109). This estimation of Lc indicates that there
needs to be close contact between the wound bed and the
scaffold immediately after grafting in order for the initial
migration of cells into the wound site to take place prior to
angiogenesis and suggests that very stiff ECM analog
grafts will show inferior results. A stiffer scaffold will be
unable to conform to the wound bed, thus reducing the

effective distance that cells can migrate into the scaffold
and be metabolically supported prior to angiogenesis, even-
tually reducing overall graft ‘‘take’’. Unfavorable values of
the scaffold-tissue surface tension can also prevent close
contact.

Chemical Composition

The chemical composition of an ECM analog plays a
critical role in defining the bioactivity of the device. In
order to design a suitable device for use in wound healing
that will induce regeneration rather than repair mechan-
isms, it is important for the device to keep the wound edges
apart and to drastically modify the healing processes in the
wound bed to yield physiologic tissue rather than scar. At
the outset, the chemical composition defines the ligands
that are displayed on the scaffold surface. Cellular activ-
ities such as binding, migration, and contraction are all
mediated by interactions between the integrins expressed
by a specific cell type and the ligands available on the
scaffold surface. The design of a scaffold to be used for
tissue engineering purposes must accordingly be fabri-
cated in such a manner and using such specific materials
as to allow for appropriate binding between cell and scaf-
fold. The specific cell–matrix binding that appears to be
required in cases of induced regeneration is that which
blocks contractile cells from implementing their program of
wound contraction (1).

A number of different materials have been used for the
production of scaffolds for tissue engineering. Several syn-
thetic nondegradable polymers, such as poly(dimethyl
siloxane), have been utilized; these polymers, which par-
enthetically violate the principle of isomorphous tissue
replacement, have not exhibited the ability to induce
regeneration. Degradable synthetic polymers, such as
poly(lactic acid), can be fabricated to satisfy isomorphous
tissue replacement and the surfaces can be modified to
properly induce cellular binding, but have not been shown
to prevent contraction and scar formation. A chemical
composition that has been used successfully to induce
regeneration has been a graft copolymer of type I collagen
and a sulfated GAG (1). These natural polymers are cap-
able of facilitating cell binding in part due to their expres-
sion of natural ligand-binding sites.

Template Pore Structure

Although the chemical composition is a critical component
in defining the biological activity of the scaffold, it is not the
sole characteristic. The biological activity of a particular
ECM analog also depends significantly on the architecture
of the three-dimensional (3D) network. Having migrated
into the scaffold, the cell interacts with the structure that
defines the porous scaffold, making use of its cell surface
receptors (integrins) to bind to specific ligands on the
scaffold surface. The first critical components of the scaf-
fold pore structure to consider is the open- or closed-cell
nature of the scaffold and it’s relative density: A tissue
engineering scaffold must possess an open-cell pore struc-
ture with a relative density below a critical value. Three-
dimensional porous structures can possess an open- or a
closed-cell pore structure; in a closed-cell structure, each
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individual pore is separated from adjacent pores by mem-
brane like faces while open-cell pore structures exhibit
interconnectivity between adjacent pores. Interconnectiv-
ity is critical for cells to be able to migrate through the 3D
structure. The most important structural feature of porous
scaffolds is the relative density (Rd): the density of the
scaffold divided by the density of the solid from which it is
made. The porosity of a scaffold, or pore volume fraction, is
defined as (1�Rd). The relative density defines the amount
of solid material available for cells to bind to; when the
pores are closed or when the relative density is too large,
cells are not able to migrate through the scaffold, a sig-
nificant impediment for using such a scaffold for a tissue
engineering application. Such structural aspects also sug-
gest that in designing scaffolds for tissue engineering
applications, there is a critical number of cells required
for scaffolds to appear bioactive. There must be a large
enough area available for cells to bind to in order to support
a large enough population of cells within the scaffold; the
existence of a critical density of cells has been hypothesized
as a result of a number of experiments studying cell–
scaffold interactions (1).

The development of a highly detailed model, describing
the number of receptors utilized per bound cell and the
nature of the binding and receptor sites, is required to
describe even a simple interaction between a cell and a
generic scaffold surface. However, a more generic explana-
tion can be used to indicate both the complexity of the cell–
scaffold interaction and the significant influence the scaf-
fold pore structure has on scaffold bioactivity. In particu-
lar, we will examine the affect of another critical factor on
scaffold bioactivity: mean scaffold pore size.

The structure of a porous scaffold is defined by the pore
volume fraction, mean pore size, and pore orientation in
the scaffold. All of these characteristics have been shown to
significantly affect the bioactivity of the scaffold. The pore
volume fraction and the mean pore size together define the
specific surface area of the scaffold, the total surface area of
pore walls available for cellular binding. Increasing the
mean pore size while keeping the pore volume fraction
constant decreases the specific surface area of a scaffold.
Decreasing the pore volume fraction and keeping the mean
pore size constant increases the specific surface area (140).
It has been estimated that a 30-fold increase in pore
diameter leads to a 27-fold decrease in specific surface
(2). A change in the specific surface area of the scaffold
significantly changes the area available for cells to bind to.
More specifically, the surface density of bound cells (F) in a
3D dimensional porous scaffold is a function of both the
density of bound cells in the scaffold (r) and the specific
surface of the scaffold (s):

F ¼ r

s

This calculation suggests the significance of the specific
surface of the scaffold in defining the scaffold bioactivity. If
the specific surface is too small due to large pores, an
insufficient number of cells will be able to bind to the
scaffold and the cells that remain free will contribute to
the spontaneous repair mechanism. There is a minimum
pore size as well, defined by the characteristic dimension of

the cell, � 10–50 mm for most cell types. When the scaffold
pore size is smaller than this critical dimension, cells will
be unable to migrate through the porous structure, and will
be unable to infiltrate and bind to the template. These
upper and lower bounds of the scaffold pore diameter,
mediated by cell size and specific surface requirements,
have been determined experimentally for each cell type for
tissues where regenerative templates have been used
(3,141); however, future work is necessary to develop a
better understanding of cell adhesion and it’s relation of
scaffold structure.

The shape of the pores that make up the porous scaffold
must also be considered; slight changes in the mean shape
of the pores can result in significant variations in the
mechanical properties of the scaffold (140). In addition,
changes in mean pore shape may also play a role in defining
the areas of the scaffold available or unavailable for bind-
ing and in defining available directions for cell migration.
The template pore structure plays a very significant role in
defining the overall bioactivity of the scaffold and the open-
or closed-cell nature, the mean pore size, relative density,
and pore shape and orientation all are critical components
to consider.

TISSUE ENGINEERING OF THE SKIN

Structure and Function of Skin

Mammalian skin is a stratified tissue made up of three
distinct layers of tissue: the epidermis, the basement
membrane, and the dermis. Each tissue displays unique
structural and functional properties as well as distinctive
responses to injury or damage. These tissues, an epithelial
layer (epidermis in skin), a basement membrane layer, and
a stromal layer (dermis in skin) make up the previously
described tissue triad for the skin (1,8,142). Using the
tissue triad to model a generic tissue, the epithelia covers
all body surfaces, tubes, and cavities, and is separated from
the underlying stroma by a continuous basement mem-
brane layer. As the basement membrane is totally acellular
and is not penetrated by the vascular system, the survival
of the epithelia depends on diffusion of metabolites, nutri-
ents, oxygen, and waste products across the basement
membrane to and from the stroma. The stromal layer
contains the vascular system and other supporting tissues
(connective tissues) that serve to nourish and anchor the
basement membrane and the epithelia. In addition, while
both the stromal and the basement membrane layers con-
tain an extracellular matrix structure, the epithelial layer
does not. In the following sections, the structure and
function as well as the response to injury of each of the
layers of the tissue triad that constitutes adult skin will be
described in detail.

Morphology and Function of the Epidermis

The epidermis is the exterior layer of tissue that makes up
the skin. The epidermal layers act as a physical barrier to
protect the organism against microorganisms; prevents
organismic dehydration; and protects the organism from
mechanical, thermal, chemical, and UV insults. It is a
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stratified tissue, consisting of five distinct tissue layers
(strata) that form a tissue �0.1 mm thick. These layers
represent a cell–maturation gradient along which
cells move, from the interior to the most exterior layers;
cells become increasingly mature and keratinized during
this migration process. The most interior layer is the basal
cell layer, known as the stratum malpighii or stratum
germinativum. The next layer is the prickle cell layer, also
known as the stratum spinosum, describing the prickly
morphology of the cells. The granular layer, also known as
the stratum granulosum, is the next layer consisting of
keratohyalin granules (intracellular granules) that contri-
bute to the process of keratinization. The stratum lucidum
is the fourth epidermal layer, found only in the very thick
skin associated with the fingertips, palms, and soles of the
feet. The most exterior layer is the cornified or horny layer,
the stratum corneum, made up of flattened cell remnants
that are fused together forming a compact layer of keratin,
the fibrous protein that makes up the external armor of the
epidermis (142). The cell–maturation gradient observed in
the epidermis starts with immature cells (keratinocytes) in
the basal layer; these cells undergo mitosis and migrate
through the cell layers toward the cornified layer over a
period of 25–50 days. Along this path, the cells become
increasingly keratinized, until they reach the cornified
layer where the dead cells are desquamated. This stratified
tissue is avascular, relying on the underlying dermis for a
nutrient supply.

The five cell layers and the individual keratinocytes
within each layer are bound together by desmosomes;
keratin filaments, a meshwork of filaments inside the
keratinocyte cytoplasm (also known as tonofilaments),
anchor neighboring cells to one another. Additional
mechanical stability is provided to the epidermis by its
attachment to the underlying dermis; bonding at the epi-
dermal–dermal junction is mediated by the basement
membrane. Hemidesmosomes, located inside the cell mem-
brane of basal cells, attach to the epidermis and to the
basement membrane by means of tonofilaments via junc-
tions on the subbasal plates (142). This construct forms a
stratified, mechanically stable keratinized epithelium able
to withstand the thermal, mechanical, chemical, and UV
insults to which the body is continuously exposed.

Morphology of the Basement Membrane

The basement membrane, also known in the literature as
the basal lamina, is found in many different tissues as an
acellular, avascular layer between the avascular, cellular
epidermis (no ECM) and the cellular, vascularized dermis
(developed ECM). The basement membrane performs a
number of significant duties; notably, it provides a secure
and adhesive layer to facilitate a strong connection
between the epithelia and stroma, serves as a boundary
that can regulate cell and molecular movement, provides a
scaffold to facilitate repair following injury, and facilitates
differentiation and growth of the epithelial and stromal
layers (9,143–146).

The basement membrane is an acellular, avascular
stratified tissue made up of three distinct strata that
are, in total, � 100 nm in thickness. The basement mem-

brane structure is often observed under light microscopy as
having only a single layer, termed the lamina densa;
electron microscopy of the basement membrane reveals
the lamina lucida and the fibroreticularis (142). The first
layer of the basement membrane, sitting adjacent to the
basal cell layer of the epidermis, is termed the lamina
lucida, an electron-lucent membrane �20–40 nm in thick-
ness that consists primarily of the glycoprotein laminin.
The middle layer of the basement membrane, termed the
lamina densa, consists predominantly of type IV collagen,
is � 40–50 nm in thickness, is significantly more electron-
dense than the lamina lucida, and is the region visible
under light microscopy. The final layer of the basement
membrane is located adjacent to the underlying dermis and
is termed the reticular layer, also known as fibroreticu-
laris. This electron-lucent layer is composed primarily of
type VII collagen fibers and is responsible for fixing the
basement membrane to the underlying dermis by anchor-
ing fibrils attached to specific anchoring plaques that are
embedded in the underlying dermis (147,148). While the
primary components of the basement membrane are type
IV and type VII collagen, the basement membrane also
contains significant amounts of chondroitin sulfate,
heparin sulfate, fibronectin, tenascin, nidogen, enactin,
thrombospondin, and 1-microglobulin (149). When viewed
from a more macroscopic scale, the topography of the
basement membrane surface appears as an undulating
line between the dermis and the epidermis, significantly
increasing the surface area between these two structures.
This undulating structural feature, termed rete ridges, will
be discussed in greater depth in the next section describing
the dermis.

Morphology and Function of the Dermis

The dermis is the final component of the skin tissue triad,
lying below the basement membrane and above the under-
lying muscle and fascia. The dermis, considered anatomi-
cally to be a single layer, actually consists of two zones: the
papillary dermis and the reticular dermis. The papillary
dermis is the upper zone adjacent to the basement mem-
brane and consists primarily of loosely packed collagen
fibers. The papillary dermis forms the upward projections
of the dermis into the epidermis that define the rete ridges;
these projections are filled with capillary loops responsible
for providing metabolites, nutrients, and oxygen to the
epidermis. In addition, the papillary dermis contains fine
axonal connections of unmyelinated sensory nerves that
extend up to the basement membrane. The bulk of the
dermis, termed the reticular zone, is found below the
papillary dermis. The reticular zone is comprised of thicker
and more closely packed collagen fibers as well as a sig-
nificant content of elastin fibers that are interlaced with
the collagen fibers to form an isotropic, collagen–elastin
network. While collagen fibers are highly crystalline micro-
fibers that have a limited stretching ability and provide the
strength to a tissue, elastin fibers are considerably thinner
and amorphous (noncrystalline), providing the ductile
strength (stretching without yielding) of a tissue (1). While
the strength of the dermis is defined by the collagen content
and the ability of the dermis to bend and deform without
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permanent damage is defined by the elastin content, it is
the combination of collagen and elastin fibers that is
responsible for the robust nature of the dermis.

The dermis has two major functional roles: providing
mechanical stabilization for and metabolic support to the
epidermis. The combination of mechanical strength and
deformability gives the dermis the ability to provide a
stable base for the epidermis that is able to withstand
the substantial shear, tensile, and compressive forces asso-
ciated with ordinary activities that would cause an unsup-
ported epidermis to fail. In addition, the undulatory nature
of the dermo–epidermal junction allows for the intimate
presence of an extensive dermal vascular system that
provides metabolic support (providing nutrients and oxy-
gen while removing waste products) to the avascular epi-
dermis. The rete ridges also provide increased surface area
for attachment of the epidermis to the basement membrane
and the basement membrane to the dermis, increasing the
strength of the dermo–epidermal connection and enhan-
cing the surface area available for the capillary loops to
provide metabolic support to the epidermis. In addition to
the two zones that make up the dermal layer, hair follicles,
sweat glands, and oil-secreting glands originate in the
dermis and extend through the basement membrane and
epidermis to the skin surface. The dermis also provides
tactile sensation through the unmyelinated sensory nerves
that extend through the dermis up to the dermo–basement
membrane junction, and allows for thermoregulatory con-
trol (1,142).

Current Treatment of Massive Skin Loss

Traditional treatments of a severe skin wound have
focused on developing a temporary technique or product
that serves to close the wound, preventing infection and
dehydration (important for large skin wounds) (1). Histori-
cally, attempts have been made to treat severe wounds and
burns dating back almost 3500 years, and have included a
wide variety of temporary devices such as membranes of
organic and synthetic polymers, skin grafts from animals
(heterografts or xenografts), skin grafts from human cada-
vers (homografts or allografts), and skin grafts from the
patient (autografts) (133). Allografts are used as a tempor-
ary covering for excised (cleaned) wounds prior to auto-
graft, where the allograft is removed and the permanent
autograft is placed into the wound. Xenografts are typically
taken from the pig due to the great affinity between human
and pig skin. Like the allograft, xenograft skin is a tem-
porary wound dressing used until autograft. Temporary
dressings immediately reestablish the skin barrier,
decrease inflammation and risk of infection, decrease fluid
loss, and reduce patient mortality. More recently, the need
to develop technologies suitable for treating severe skin
injuries over large areas has increased, increasing the
requirement for a material to rapidly close a severe skin
wound. The fundamental reasons for such a change are
that an increasing percentage of patients survive the acute
phase of the injury due to improved medical care and that
the widespread use of early escharectomy (complete deb-
ridement of the wound immediately after injury) requires
immediate coverage of large wound areas. It is often not

possible to harvest enough autograft tissue to cover a large
wound. In these cases, the graft is perforated and then
stretched to cover much more space than the original
tissue; this meshing process decreases the quality of
regeneration, but increases the area that can be treated
and will be discussed in greater detail later in this section.
There are also a number of problems related to the use of
temporary dressings such as allografts and xenografts.
Especially in cases of severe burns over large areas of the
body, the xenograft or allograft may need to remain in
place for a significant period of time until autografting or
other treatments are possible. In transplantation of donor
tissue, histocompatibility becomes an issue; typically,
xenografts and allografts are rapidly rejected, usually
within a month of transplantation. This phenomenon
illustrates the concept of host-versus-graft disease, where
the patient’s (host’s) body mounts a host defense that
ultimately destroys the implanted tissue (graft). Histo-
compatibility antigens expressed in the transplanted tis-
sue are identified as foreign by the patient’s immune
system, leading to an inflammatory and immune response
that destroys the grafted skin; such problems are also
seen in transplantation of almost all other organs and
tissue in the body (i.e., liver, kidney, heart, lungs, bone
marrow). Patients with allografts or xenografts can be
immunosuppressed using a variety of drugs to prevent
host-versus-graft disease and prolong the viability of the
transplanted tissue (150); however immunosuppression
introduces a variety of complications such as a decreased
ability to fight infection, a prime concern for people with
severe skin injuries.

Polymeric membranes used as temporary dressings
often lack biological activity due to the chemical composi-
tion and structure of the membrane; these membranes
often have to be removed after only a few days due to lack
of formation of physiological structures and incidence of
infection (133). Often a temporary graft, such as a synthetic
or organic polymeric membrane, xenograft, or allograft, is
useful in early management of a wound while an autograft
site is prepared. Permanent treatments for massive skin
loss have traditionally been focused on the autograft
technique.

Despite the presence of other grafting techniques, the
autograft is the current clinical standard; it addresses both
the urgent need to cover an exposed wound and results in
an adequate long-term result. Under ideal conditions and
in the case of small wounds, when full-thickness skin
wounds are treated with an autograft, an almost fully
functional skin has been observed to regenerate. However,
the skin replaced via the autografts has been observed to
lack hair follicles and other adnexa. Despite these missing
components, this skin replacement remains functional for
the remainder of the patient’s lifetime. Two major pro-
blems complicate the use of autografts to treat full-thick-
ness skin wounds: the creation of a second wound (donor
site), and the requirement for large autografts in the case of
massive skin injury. The removal of the autograft results in
a secondary full-thickness skin wound that eventually
becomes reepithelialized, but considerable scar formation
and contraction are observed at the donor site. This factor
coupled with the usual need for large amounts of autograft
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tissue due to the typical size of severe skin defects in
humans has resulted in the surgical meshing procedure,
where a small amount of autograft tissue is harvested, then
passed through a device to cut a pattern of slits in the
autograft tissue; this tissue is then stretched, greatly
increasing the area of coverage and thus decreasing the
amount of harvested tissue needed to cover the wound.
This technique is not without problems as scar synthesis is
observed in the areas of the wound not covered by the
stretched autograft mesh, resulting in a pattern of scar
that greatly reduces the value of the autografting proce-
dure. Due to clinical attempts to minimize the size of the
autograft wound, meshing is used almost exclusively to
treat skin wounds. This results in adequate coverage and
closure of the wound, but the coverage is marked by con-
siderable scar synthesis and contraction, reducing the
aesthetic and functional value of the treatment.

It is this inability to utilize the autograft without con-
siderable scar formation as well as the requirement for the
creation of a secondary wound site that have provided the
stimulus to investigate alternative dressing options that
could potentially lead to regeneration of physiologic tissue
rather than healing by contraction and scar formation. The
resulting technologies will now be discussed in detail in the
following sections.

TECHNOLOGIES FOR REPLACEMENT OF THE SKIN

A number of technologies have been developed in an
attempt to induce regeneration of skin following injury,
both in conjunction with or without the use of an autograft.
These technologies have met with differing levels of suc-
cess. There are five main technologies for treating massive
skin wounds by grafting that will be discussed in this
article: sheets of epidermis cultured in vitro (Cultured
Epithelial Autograft, CEA), cell-seeded nylon scaffolds
(Living Dermal Replacement, LDR), a 3D living bilayer
first cultured in vitro with dermal and epidermal cells
(Living Skin Equivalent, LSE), a collagen scaffold that
was either seeded with keratinocytes or implanted as an
acellular construct (DRT), and a naturally derived collagen
matrix (NDCM, Alloderm). These distinct procedures will
now be discussed in detail, describing the design and
manufacture of each device as well as the attendant experi-
mental and clinical results.

Cultured Epithelial Autograft

Cultured epithelial autografts have been studied in both
experimental and clinical settings as a possible treatment
for massive skin injuries. This technique uses an epidermal
graft that is grown in vitro and then implanted into the
wound site to cover the skin defect. While initially used to
provide immediate coverage of the wound site to prevent
excessive fluid loss and infection, the CEA has also been
studied in models to assess its potential as a permanent
skin replacement graft. In the literature, the CEA technol-
ogy has also been referred to as a keratinocyte sheet,
cultured epithelia sheets, or cultured autologous keratino-
cyte sheets. This technique to culture keratinocyte cells to
form and epithelial sheet was utilized because keratino-

cytes make up �90% of mammalian epidermal cells (1).
There are three major sources for keratinocytes that have
been used in cultivating keratinocytes sheets: keratino-
cytes from disassociated cells, keratinocytes from epider-
mal explants, and suspensions of pellets of disaggregated
keratinocytes (65).

The CEA technology relies on culturing keratinocytes
isolated from the patient to produce a graft of autologous
tissue, removing any immune complications observed in
the case of xenografts or allografts; additionally, since the
epidermis can spontaneously regenerate, epidermal tissue
harvested from the patient will regenerate without further
scarring. Therefore, development of a successful CEA
relies upon the development of in vitro methods for rapid,
serial cultivation of human keratinocytes from a disaggre-
gated cell suspension; these techniques allow for expansion
of the (small) harvested cell population by >10,000-fold in
3–4 weeks, a rate necessary to culture the volume of cells
required to rapidly produce a keratinocyte sheet large
enough to cover a wound site in a clinically acceptable
time period (76,77,151,152). In a clinical setting, keratino-
cytes are typically isolated from skin biopsies; the biopsy
tissue is then treated enzymatically to allow removal of the
dermal tissue and to dissociate the remaining epidermis.
This sequential process prevents contamination of the
keratinocyte cell line with dermal cells (mainly fibroblasts).
The keratinocytes can then be cultured using a defined in
vitro process (73,76,77). All of these techniques can be
utilized to culture the requisite cell expansion.

Using these established cell culture techniques, an
intact, coherent sheet of stratified epithelium can be pro-
duced in vitro that is on the order of four to six cell layers
thick and is bound together by the desmosomes seen in the
normal epidermis. Similar to normal epidermis, sparse
keratin fibers are observed running parallel to the long
axis of the flattened keratinocyte cells in this new epithelial
layer. While keratinization is not always observed, the
maturity of this newly formed neoepidermis is moderately
high. The epithelial maturity can be acutely affected by the
identity of the substrate on which the CEA sheet is grown.
When the stratified neoepithelium is grown on collagen
gels, hemidesmosomes are not synthesized; however, the
use of a surface formed from reconstituted basement mem-
brane led to synthesis of hemidesmosomes and a more
mature epidermis (1,148,153).

Studies of CEA development have indicated that a
partially mature epidermis can be synthesized in vitro
starting from disaggregated keratinocytes. There is no
requirement for the presence of any dermal component
or for fibroblasts in the synthesis of a neoepidermis. How-
ever, there is a temporary requirement for a nondiffusible
substrate onto which the cells are grown in order to develop
stratified and keratinized cell layers. While contact with
specific connective tissue surfaces can induce formation of
the mature neoepidermis, it is still possible to develop a less
mature epidermal layer with culture on plastic or glass
surfaces (1).

In the clinical setting, keratinocytes are harvested from
the patient via a biopsy; the cells are then dissociated,
cultured, and expanded in vitro for �3 weeks to form
a neoepidermis. At the end of this period, the mature,
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keratinizing epidermal layer that forms in vitro is then
implanted directly into the wound site. One major draw-
back to the use of the CEA is that due to its extreme
friability, handling and grafting the CEA into a wound
bed require extreme care. Additionally, the grafted site
must be kept immobile so that the CEA can remain in place
and not break apart. After implantation, the epidermal
cells continue to multiply and spread, covering the entire
wound. Clinically, the success of the CEA treatment
depends significantly on the condition of the skin wound.
The adhesion (take) of the CEA was very different depend-
ing on whether the CEA was grafted onto a full-thickness
or a partial-thickness skin wound. In the case of partial-
thickness wounds, the take of the graft has been very good
and the CEA has been used to cover significant areas as
large as half of the total body surface, making the CEA a
life-saving, although temporary graft (133). Take was con-
siderably inferior in the case of full-thickness skin wounds,
where there was no underlying dermis to support the
neoepidermis; in particular, one persistent problem was
the formation of blisters under large areas of the graft
(avulsion). Regardless of whether the graft was placed
upon a partial- or full-thickness skin wound, the resulting
CEA graft exhibited mechanical fragility due to a lack of
three specific structural features present in normal, adult
epidermal and basement membrane that serve to tether
these layers onto the underlying dermis: the 7-S domain of
type IV collagen, anchoring fibrils, and rete ridges (154).
These structures are required for the formation of a phy-
siological dermo–epidermal junction, and CEA grafts have
failed to induce formation of these structures, a collagen
fiber architecture, or the elastin fiber network that are all
observed in the normal, adult dermis (133). Without these
structures, the CEA cannot be used as a permanent skin
replacement; instead, the CEA is often used as a temporary
coverage as part of a larger treatment regimen. The CEA
also exhibits high vulnerability to cytotoxins and bacterial
proteases, as the CEA does not behave as a full-thickness
graft in preventing infection. During the initial period after
grafting, the CEA is extremely sensitive to the effects of
bacterial or fungal infections of the wound bed: a full-
thickness graft such as the autograft can tolerate infections
that result in a near or complete loss of the CEA.

Living Dermal Replacement

The LDR was developed to be a more permanent treatment
for severe skin injuries. While the CEA relied upon devel-
oping a stratified epidermal layer in vitro that could be
used to permanently treat injuries to the epidermis and
basement membrane and to temporarily treat full-thick-
ness skin injuries, the LDR was developed in an attempt to
utilize a structure that could permanently treat full-thick-
ness skin injuries. The LDR technology used an acellular
scaffold cultured with both fibroblasts and keratinocytes in
vitro prior to implantation. In addition to introducing a cell
population to the wound site, the scaffold structure was
included to provide an immediate 3D architecture for both
structural and cellular support that could be synthesized
and implanted rapidly into the wound site. The acellular
LDR scaffold consists of a copolymer of glycolic acid (90

wt%) and lactic acid (10 wt%), termed polyglactin-910
surgical mesh (PGL). The PGL fibers, �100 mm in thick-
ness, were knitted into a mesh that exhibited a pore
structure with a characteristic dimension of 280	 400
mm. This mesh structure presented a large-weave struc-
ture to the cells, relative to the characteristic cell dimen-
sion of �10 mm, allowing rapid cell incorporation into the
mesh as well as diffusion of an ample supply of nutrients to
support cell activity. The polyglactin mesh was cultured
with fibroblasts until all of the pores in the mesh were
covered with cells; the confluent cells were observed to
have begun to synthesize several important ECM compo-
nents in vitro. Immediately prior to grafting, the upper
surface of the polyglactin scaffold that was confluent with
fibroblasts was seeded with keratinocytes in an attempt to
form a bilayer graft that would mimic the structure of skin.
Once the keratinocytes reached confluence on the surface
of the PGL mesh, the entire structure was grafted into the
wound site (88,92).

The LDR was studied as a stand-alone graft to be used
temporarily prior to eventual, permanent closure by an
autograft, primarily in a mouse model where the device
was grafted into full-thickness skin wounds (1,133). A thin,
fragile epidermal layer developed initially by 10 days
postgrafting and it became cornified as early as 20 days
postgrafting. In addition, by 20 days the nylon scaffold
degraded completely with minimal inflammatory response.
While the interface between the graft and the wound bed
stained positive for laminin, consistent with the synthesis
of a lamina lucida layer, no other component of the base-
ment membrane was synthesized. In addition, rete ridges
were not synthesized and a thick fibrotic tissue layer
characterized by a large fibroblast population and vascular
in-growth was observed below the newly synthesized epi-
dermal layer. Additionally, the cellular component of the
LDR was critical in achieving these results. When fibro-
blasts were not seeded into the scaffold, the mesh rapidly
separated from the wound bed and fibrovascular in-growth
did not occur; the presence of keratinocytes in the graft was
required to prevent contraction of the wound site (88,92).
While the LDR showed the ability to induce regeneration of
a neoepidermis, the LDR did not exhibit the ability to
induce regeneration of a complete basement membrane
or a dermal layer.

Living Skin Equivalent

Preparation of the LSE graft utilized a novel approach for
producing a full thickness graft with 3D architecture.
While the LDR consisted of an acellular, synthetic scaffold
that was cultured in vitro with dermal cell then seeded
with epidermal cells immediately prior to implantation, the
LSE approach utilized dermal cells to create a cellular,
organic structure in vitro that could be then seeded with
epidermal cells and implanted into the wound site as a
cellular, bilayer neotissue (78–80,82). The skin equivalent
was formed by populating a collagen lattice with hetero-
logous fibroblasts that in vitro contracted the lattice and
synthesized additional extracellular matrix proteins
that were incorporated into the base lattice. After this
contraction period, the upper surface of the neodermal
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layer was then seeded with a suspension of epidermal cells,
primarily keratinocytes. Once seeded, the epidermal cells
attached to the collagen scaffold, proliferated, and differ-
entiated to form a multilayered, epidermal structure
within 1–2 weeks. At this point, the collagen scaffold
populated by fibroblasts with a neomature epidermis upper
structure was then grafted into the wound site. This tech-
nology requires a significant culture period, necessitating
temporary treatment of the wound for patients during the
in vitro culture period if this technology were to be used in
the clinical setting.

Detailed studies have been made of the structure of the
LSE following in vitro culture but prior to grafting. The
keratinocytes that were seeded onto the contracted col-
lagen scaffold formed a multilayered, partially kerati-
nized epidermis in vitro that included tonofilaments,
keratohyalin granules, and desmosomes (82,155). The
intercorneocyte lipid lamellae that were synthesized in
the stratum corneum of the neoepidermis did not have the
same repeating pattern of narrow and broad electron
lucent bands that are responsible for the epidermal barrier
properties in the normal, adult epidermis. As a result of
this structural abnormality, the LSE has an increased
water permeability compared with normal skin, and hence
a greater chance for wound site dehydration (156).
Although short segments of the lamina densa were
observed along the dermo–epidermal convergence, the
LSE did not exhibit a complete basement membrane layer
at the end of the in vitro culture period (157,158). Rete
ridges and skin appendages were also consistently absent.
Continued structural and biological changes were
observed in the LSE following grafting, indicating that
remodeling was taking place (1,133).

The LSE was tested experimentally in full-thickness
skin wounds in a rat model; the bilayer graft exhibited
remodeling in both the neodermal and neoepidermal
layers. A functional, fully differentiated epidermis was
observed as early as 7 days following grafting, and by 14
days a vascularized subepidermal layer with many of the
structural characteristics of normal dermis, such as a
‘‘basketweave’’ collagen fiber pattern, was present. While
a pattern of collagen fibers was observed in the subepider-
mal layer, the fibers were much thinner and much more
tightly packed than those fibers observed in physiologic
dermis, and no rete ridge structure was synthesized (155).
When the LSE was implanted into a mouse model, similar
remodeling effects were observed in both the epidermal
and subepidermal layers. A mature epidermal layer and
basement membrane were synthesized in vivo, with only
anchoring fibrils missing from these tissue structures. The
subepidermal layer again exhibited densely packed col-
lagen fibers, but a physiologic dermis was not observed,
and rete ridges again failed to form (159). Experimental
results across these animal models and a number of experi-
mental trials were consistent in indicating that the LSE
was able to induce regeneration of a mature epidermis and
basement membrane, but a mature dermal layer was not
observed and the dermo–epidermal junction remained flat,
without any sign of rete ridges (1).

The results observed in experimental trials of the LSE
led to a series of clinical trials for the LSE graft that focused

on its potential use for treatment of severe burn patients.
Full-thickness skin wounds that covered >15% of their
body surface area were grafted with the LSE. Extensive
lysing of the graft was observed as early as 2 days post-
grafting, and after 2 weeks only one patient showed any
significant amount of take (� 40%). The investigators con-
cluded that the LSE was not appropriate to use as a
permanent treatment to replace the autograft for burn
patients (160). Additional clinical studies were performed
on patients who had skin tumors removed where these
acute wounds were not full-thickness skin wounds. While
acceptable takes and no evidence of graft toxicity or rejec-
tion were observed in these trials, wound contraction by
10–15% was also observed; wound contraction to this
extent was significantly larger than what is observed after
grafting with an autograft. A biopsy taken from the graft
site showed evidence of scar formation, and the authors
hypothesized that the LSE was replaced by host tissue
through more traditional modes of injury response (i.e.,
contraction and scar synthesis) (161).

A final series of clinical trials involving the LSE used the
graft to treat chronic wounds due to venous ulcers, a
chronic skin defect that has been observed to be of variable
depth. Patients were diagnosed as having chronic ulcers
when their wounds remained open for at least 1 month
prior to LSE implantation, although the median duration
of the ulcers for these patients was�1 year. No information
on the initial depth of each of the ulcers was reported, so it
is not clear whether these were full- or partial-thickness
skin wounds. In these studies, the use of the LSE was
compared to a standard clinical treatment for such ulcers:
bandaging with a compression regimen. Following a
6 month study, it was concluded that the time to wound
closure was significantly shorter for patients treated with
the LSE compared to those treated with standard ban-
dages. However, observations from both experimental (ani-
mal models) and clinical trials indicated that while the LSE
displayed a significant ability to regenerate both mature
epidermal and basement membrane layers, dermal regen-
eration was not observed and normal skin architecture
(i.e., collagen fiber architecture, rete ridges) was lacking
in both animal and human models (1,162,163). More recent
animal experiments utilizing the LSE have indicated that
once implanted, the graft is rapidly incorporated into the
host tissue and began to undergo remodeling; basic dermal
organization, the appearance of specific ECM constituents
such as type I, III, V, and VI collagen as well as elastin, and
the gradual disappearance of contractile myofibroblasts
occurred by 1-year postimplantation. However, complete
regeneration of the tissue triad (epidermis, basement mem-
brane, dermis) was not observed. The LSE possesses the
adequate environment to remain bioactive >1 year post-
implantation and provide a platform for long-term in situ
therapy studying wound healing (164). While the LSE is
used clinically to treat chronic (nonclosing) venous leg and
diabetic foot ulcers and significantly increases the rate of
wound closure and the likelihood of wound closure com-
pared to conventional treatments (debridement followed by
the application of a synthetic dressings), the LSE has yet to
be able to replace the wound with normal, physiological
skin.
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Dermal Regeneration Template

The DRT is the fourth major paradigm investigated to treat
massive skin injury. Like the LDR and the LSE, the DRT
utilized a 3D scaffold as the basis for an implant to be
grafted into a severe skin wound. But unlike the cell-
seeded, synthetic, acellular scaffold of the LDR and the
cell-seeded, organic, cellular LSE where the focus was not
on developing a specific scaffold structure, the DRT was an
acellular scaffold fabricated from primary components of
the extracellular matrix (i.e., collagen, proteoglycans). The
focus was on fabricating a bioactive ECM analog that
presented a 3D architecture that induced the endogenous
cell population in the wound site to regenerate the lost
tissue (1,3). The DRT device sequentially performs two
separate tasks during the wound healing process: prevent
wound dehydration and infection while modifying the
healing response to induce regeneration. The first task
addressed by the DRT is the management of the acute
phase of the clinical healing process; the graft must protect
against severe fluid loss and prevent massive infection as a
result of the open skin wound. The second task for the DRT
to modify is the chronic phase of the wound healing process;
in the chronic phase, wound contraction and scar synthesis
take place, leaving a mechanically, functionally, and
aesthetically inferior tissue compared to normal skin
(repair mechanism).

The DRT is a two-stage device with a top layer of
poly(dimethyl siloxane), a silicone elastomer, bonded to
an active ECM analog beneath. The active ECM analog
was designed to induce synthesis of new, physiological
dermal tissue while the silicone elastomer was designed
to prevent flow of exudate outside the defect, acting as a
barrier to control moisture permeability and to shield the
wound site from bacteria (109). The top silicone layer was
designed so it would be easily removed after an initial
healing period (Stage 1 of the healing response) so that
a keratinocyte sheet could be grafted on top of the newly
synthesized dermal bed, producing a stratified epithelial
tissue on top of the neodermis. This grafting procedure was
developed based on observations that the epidermis regen-
erates spontaneously provided that there is an underlying
dermal structure, while the dermis does not. The graft
design is also compatible with a view of the active ECM
analog (template) as a structure that prevents contraction
and scar formation, while the silicone elastomer layer
protects the wound site from dehydration and infection.
In the clinical setting (107), the silicone layer was replaced
by a thin autoepidermal graft harvested from the patient
once initial regeneration of the dermis occurred (�10–15
days). Following the introduction of a keratinocyte sheet, a
mature epidermal and basement membrane layer forms on
top of the regenerated dermis.

The DRT structure was optimized in studies utilizing
animal models where it was observed that skin regenera-
tion did not occur unless the ECM analog effectively
delayed wound contraction. Preliminary optimization of
the structural features of the ECM analog was quantita-
tively based on comparing the delay in the onset of con-
traction. The structural characteristics of an active ECM
analog were individually studied to determine the optimal

chemical composition, template residence time, and tem-
plate pore structure needed to create a bioactive scaffold
that prevented contraction and induced regeneration
(1,3,134).

The ECM analogs that were used successfully to induce
skin regeneration are graft copolymers of type I collagen
and chondroitin-6-sulfate, a GAG, with a collagen:GAG
weight ratio of 98:2 (3). The porous structure of the DRT
was produced using a freeze–drying process. The collagen–
GAG (CG) copolymer was produced in slurry form from
microfibrillar collagen, an aqueous glycosaminoglycan
solution, and acetic acid. The slurry was frozen to a final
temperature of �40 8C and then sublimated [pressure
<100 mtorr (13.3 Pa), temperature = 0 8C]; after freezing,
an interpenetrating network of ice crystals that is sur-
rounded by collagen and GAG fibers has formed. The
sublimation process converts all of the ice crystals formed
in the frozen slurry into vapor and generates empty pores,
creating a collagen–GAG scaffold formed from intercon-
nected sublimated pores (3,165). The scaffold structure
(pore size, specific surface) can be adjusted by varying
the temperature of freezing of the CG slurry prior to
sublimation; a lower temperature of freezing increases
the frequency of nucleation of ice crystals in the slurry
and decreases the rate of material transport within the
slurry. These two processes result in the formation of
smaller ice crystals, and therefore smaller pores after
sublimation, for lower temperatures of freezing
(3,166,167). In addition to being able to adjust the composi-
tion and the pore structure, the template residence time
can be adjusted by changing the cross-link density, allow-
ing the fabrication of scaffolds with specific degradation
rates (3,105). Both chemically (i.e., glutaraldehyde or car-
bodiimide based cross-linking) and physically induced (i.e.,
dehydrothermal crosslinking) covalent bonds between col-
lagen fibers (cross-links) can be introduced; as the scaffold
becomes more highly cross-linked, it is increasingly diffi-
cult to degrade through enzymatic digestion. Adjustment
of the severity of cross-linking (increasing the chemical
exposure time or increasing the heat and/or exposure time
to a dehydrating environment increases the severity of
cross-linking) allows for adjustment of the scaffold cross-
link density and therefore degradation rate (3,120). Pre-
vious research has determined that crosslinked collagen
scaffolds degrade at a rate that monotonically decreases
with increasing crosslink density (105). Systematic use of
the contraction inhibition criterion was used to select the
average pore diameter and biodegradation rate of the DRT
that results in an optimal regeneration result. The speed of
contraction of a wound site was measured using the wound
half-life criterion, the time it took for the wound to decrease
in area by 50% from its original size.

The kinetics of contraction of full-thickness skin wounds
in the guinea pig were used to separate CG copolymer
grafts into three classes: Class 0, I, or II (Fig. 2). The guinea
pig model was employed during early studies because of the
vigorous contraction observed in skin wounds; this rapid
and significant contraction was used to identify templates
that were active in preventing contraction and inducing
regeneration (108). While the skin of most mammals is
securely tethered to the underlying fascia and skin wounds
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close by contraction, but mainly scar synthesis, the skin of
the guinea pig is not nearly as well tethered and skin
wounds close almost entirely by contraction with very little
scar synthesis and no regeneration (Fig. 3) (1,3,133). Class
0 healing, attained by grafting either no scaffold or a
biologically inactive scaffold in the guinea pig model is
characterized by a wound half-life of �1 week (8� 1
day); the wound was observed to contract to <10% of the
original area within 20 days. Class I healing, attained by
grafting a bioactive, cell-free scaffold into the full-thickness
wound, is characterized by a significantly longer wound
half-life (27� 2 days); however, the wound is still observed
to contract to <10% of its original area after �40 days.
While this implant in the guinea pig still shows significant
contraction of the wound site, in other animal models that
more closely mimic human skin contraction kinetics, class I
devices with the guinea pig prevented significant wound
contraction (1). The final mode of guinea pig wound healing
(class II) was observed when the wound was grafted with a
bioactive scaffold seeded with cells (keratinocytes); this
healing was characterized by an extended wound half life
(22� 2 days) compared to class 0 healing. After �200 days,
the wound was observed to have stabilized at �72� 5% of
the original wound area. Due to the more secure attach-
ment of the skin to the underlying fascia with humans,

both class I and class II healing devices are useful clini-
cally. The scaffold that led to these two healing modes was
identified as having maximal biological activity, termed
the DRT.

A homologous series of ECM analogs, varying in
scaffold pore diameter from � 10 to 1000 mm, was used
in the above studies to determine the optimal pore dia-
meter necessary to prevent class 0 contraction (Fig. 4).
Maximum delay of wound contraction half-life, up to 27� 3
days, was observed when the average pore diameter was in
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Figure 2. Schematic representation of wound healing kinetics
in the adult guinea pig. A full-thickness skin wound was either
ungrafted, grafted with the DRT, or grafted with a keratinocyte-
seeded DRT, leading to three classes of wound healing: class 0,
class I, or class II, respectively. Top: The ungrafted defect closed
rapidly by contraction and formation of a characteristic ‘‘stellate’’
scar (class 0 healing). The ungrafted defect exhibited a half-life of
8� 1 days, and the wound contracted to <10% of the original area
within 20 days. Middle: Grafting with a cell-free DRT led to a s-
ignificant delay in wound contraction, and synthesis of a small
mass of dermis and epidermis was observed. In the guinea pig
wound model, however, the wound eventually closed by wound
contraction (class I healing), but the resulting scar was more ro-
unded than the ‘‘stellate scar’’. The unseeded DRT exhibited a half-
life of 27� 2 days, but the wound contracted to<10% of the original
area within 40 days. Bottom: Grafting with a keratinocyte-seeded
DRT led to delay in wound contraction, followed by the complete
arrest of contraction and expansion of the defect parameter due to
synthesis of new, physiologic skin (class II healing). The kerati-
nocyte-seeded DRT exhibited a half-life of 22� 2 days, and as a
result of synthesis of new skin the wound edges reached a steady-
state condition by 200 days after grafting that was 72�5% of the
original wound area (1).

Figure 3. Kinetics of wound closure of full-thickness skin wounds
(mediated primarily by contraction) in guinea pig and swine ani-
mal models. Each time point represents the change in defect area
relative to the original wound dimensions on the indicated day
after wounding. The guinea pig exhibits much more robust wound
contraction compared to the swine model, arriving at a signifi-
cantly smaller asymptotic wound area (1).

Figure 4. Identification of the optimal pore diameter for a bio-
active extracellular matrix analog designed to induce skin regen-
eration. The range of maximal contraction-delaying activity for
collagen–GAG scaffolds was observed when the average pore dia-
meter of the scaffold was between 20 and 120 mm. The limits to the
area of maximal activity are indicated by broken lines and corre-
spond to the range where contraction was most delayed (13).



the range between a lower limit of 20� 4 mm and an upper
limit of 125� 35 mm (3). The lower limit in pore diameter is
on the order of two cell diameters, suggesting that the
scaffold pore size must be large enough to maintain space
for dermal fibroblasts, the major cellular constituent of the
dermis, to migrate from the wound bed into the DRT. The
upper limit has been hypothesized to be as a result of an
apparent requirement for attachment of a minimal number
of cells onto the surface of the scaffold (167). Another
homologous series of ECM analogs, where the scaffold
degradation rate was varied, was also studied to match
the degradation rate of the scaffold with synthesis of new
physiologic tissue, as outlined in the section discussing the
isomorphous tissue replacement rule (Fig. 5). A significant
delay in wound contraction was observed when the degra-
dation rate was <115� 25 enzyme units; the enzyme units
used here are arbitrary units based on an in vitro assay
using bacterial collagenase to degrade the scaffolds and
then correlating these results with the ability of each
device to prevent wound contraction in the guinea pig
model (3,103,105). The upper limit in degradation rate is
consistent with a lower limit for the time of biodegradation
of the scaffold, indicating that the scaffold needs to be
present for a specific amount of time in the wound site
when the contractile response is active in order to prevent
contraction (�2–3 weeks in humans) (1).

The knowledge obtained from the series of experiments
used to determine the optimal chemical composition,
degradation kinetics, and pore structure that each pre-
vented wound contraction were required in order to inter-
pret the unusual biological activity of this specific ECM
analog, termed the DRT. These characteristics are appar-

ently required to block contraction for the entire period
that contraction was active in the healing wound bed. Host
fibroblasts were observed to migrate into the DRT from the
wound edges at a speed of � 0.2 mm/d, making the endo-
genous cells able to cross the entire 0.5-mm thickness of the
DRT within a few days, provided the appropriate contact
with the wound bed was available. With a calculated
critical cell path on the order of 100 mm, a distance that
is filled largely with wound exudate, growth factors and
serum nutrients, it was expected that fibroblasts from the
host (surrounding) tissue were able to migrate readily into
the DRT, multiply, and differentiate, leading to the synth-
esis of a physiologic dermis (1,3).

In addition to inducing the synthesis of a physiological
dermis using the silicone-covered DRT, it was necessary to
induce formation of a mature epithelial layer if the DRT
was to be used as a permanent treatment. In the case of
small wounds, keratinocytes can migrate from the wound
edges across the top of the regenerating dermis. Once the
keratinocytes migrate over the entire surface of the new
dermis, the keratinocytes multiply and differentiate, creat-
ing a mature, stratified epidermis and basement mem-
brane (3,133). This process was termed sequential
regeneration because regeneration of the dermis had to
occur prior to keratinocyte migration from the wound edges
across the top of the regenerating dermis to form the
neoepidermis. For larger wounds, the cells can only
migrate into the edges of the wound due to their average
migratory speeds of 0.2–0.5 mm/d, and are unable to cover
the surface of the DRT rapidly enough to create a func-
tional epidermal layer over the entire wound surface. In
this case, it is necessary to supply an exogenous source of
keratinocytes. Two distinct techniques have been utilized
to overcome this shortcoming. The first utilizes uncultured
autologous epidermal cells that are harvested using a skin
biopsy from the patient and are then seeded into the DRT
prior to implantation. This procedure results in the forma-
tion of a confluent epidermis after�2 weeks provided that a
large enough amount of cells were seeded originally
(>5	 104 epithelial cells/cm2 area of DRT); this modified
process has been termed simultaneous regeneration (133).
A second procedural option for introducing keratinocytes to
the wound can be performed when the silicone elastomer
is removed (after �2–3 weeks). When the silicone is
removed, a thin autoepidermal graft is applied to the sur-
face of the regenerating dermis (107). Approximately
equivalent final results have been observed when utilizing
either of these techniques for creating a mature epidermal
and basement membrane layer over the regenerating
dermis (1,3,133).

The quality of regeneration using the DRT was deter-
mined through immunohistochemical analysis of the
regenerated tissue and comparing these results to those
seen in normal skin (Fig. 6). The regenerated skin was
observed to have the three tissue layers present in normal
skin (tissue triad): an underlying dermis, the stratified
epidermis, and a basement membrane layer between the
two. For all of the following images, observations, and
analyses discussed in this paragraph, the DRT treatment
utilized was the DRT seeded with autologous keratinocytes
prior to implantation into a full-thickness skin wound in a
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Figure 5. Identification of the optimal degradation rate for a
bioactive extracellular matrix analog designed to induce skin re-
generation. Contraction delaying activity of the collagen–GAG
scaffold was observed when the device degradation rate was main-
tained between the two levels indicated in the figure. The degra-
dation rate is expressed in units of standardized collagenase
solution (in vitro assay). When the degradation rate was <2.5
enzyme units or >100 units, scar synthesis and contraction were
observed. The limits to the area of maximal activity are indicated
by broken lines, and correspond to the range where contraction
was delayed the most (13).



porcine model. As early as day 12 postgrafting, anchoring
fibers were observed in the regenerated basement mem-
brane (Fig. 7). By day 35 postgrafting, a rete ridge struc-
ture had formed, complete with vascular loops (Fig. 9), and
a confluent hemidesmosomal staining pattern was
observed at the dermo–epidermal junction (Fig. 8). All of
these immunohistochemical results indicated that the
regenerating skin was taking on all of the structural
properties observed in the epidermis, dermis, and base-
ment membrane of normal skin, except for skin appen-
dages such as sweat glands and hair follicles (115).

Clinical studies of the DRT initially emphasized treat-
ment of massively burned patients while later studies have
focused on patients who elected to have plastic and recon-
structive surgery. In both patient populations, the primary
defect is severe, traumatic skin loss down to the underlying
muscle and fascia. In studies with burn patients, burns
were excised down to muscle fascia prior to grafting with
DRT. Wound closure was accelerated greatly by removing
the silicone cover after� 2–4 weeks and grafting the newly

synthesized dermis with an ultrathin autoepidermal graft,
nominally 100 mm in thickness, that was free from dermal
components (107,168). In a detailed histological study of
the resulting new organ the endogenous cell population
degraded the DRT structure; remodeling then occurred
and the newly synthesized collagen fibers became coarser
and a distinction between papillary and reticular layers of
the dermis appeared. Scar synthesis was not observed
either at a gross or at a histological level at any time during
the course of healing. In contrast to studies with the swine
in which rete ridges had clearly formed (115), rete ridges
were not reported in this study with humans and skin
appendages were absent from the human as they were from
studies with swine and rodents (169). A related immuno-
logical study showed a very small rise in immunological
activity in patients’ sera for the components of DRT: bovine
skin collagen and chondroitin 6-sulfate. The overall con-
clusion from the clinical studies was that DRT presents
few, if any, immunological problems to patients (170). In
other clinical studies of DRT, the focus was on follow-up of
massively burned pediatric patients over a 6- or 10-year
period (171–173). It was reported that the new integument
did not restrict joint function, suggesting the absence of
crippling wound contraction and that the new skin had the
ability to grow and mature long after grafting even when
children were treated with the DRT (171,173). The DRT
has also been used to treat patients with purpura fulmi-
nans (174), to release skin contractures (175), and to resur-
face scarred areas resulting from full-thickness burns
(176,177); in all cases, regeneration of a functional epider-
mis, basement membrane, and dermis was observed.

Naturally Derived Collagen Matrices

Separate from the development of a series of scaffold
materials for use to treat severe skin injuries, a separate
technology has been developed to utilize naturally derived
collagen matrices (NDCM) to treat skin injuries. Instead of
relying on technologies to fabricate a 3D scaffold structure

196 SKIN TISSUE ENGINEERING FOR REGENERATION

Figure 6. Diagram of normal skin showing the characteristic rete
ridges at the dermo–epidermal junction and the vascular network
(capillary loops) that populates the subepidermal region (1).

Figure 7. As early as 12 days after grafting a
full-thickness skin wound with a keratinocyte-
seeded DRT, anchoring fibrils were observed
in the regenerating basement membrane
(arrow). The basal surface epithelium and
the periphery of the epithelial cords are lab-
eled with type VII collagen immunostaining,
identifying the anchorage structures at the
dermo-epidermal interface. Bar: 150 mm.
Reprinted with permission from Reference
(115).



from either synthetic or natural materials (i.e., CEA, LSE,
LDR, or DRT), this technology uses decellularized dermal
tissue as a scaffold structure. The most analogous treat-
ment to the NDCM that has already been discussed in this
article is the allograft and xenograft; the NDCM is a
decellularized version of an allograft. The NDCM is
designed to serve as a scaffold to support normal tissue
remodeling following severe injury, thereby inducing
regeneration.

The NDCM is produced through a three-step process.
The epidermal tissue is completely removed from full-
thickness autograft tissue, leaving both the dermal tissue
and the basement membrane. The dermal cells are then
removed using detergent washes. The decellularized tissue
is then freeze-dried to preserve the NDCM structure and to
maintain the bioactivity of the dermal matrix. The main
advantage of the NDCM over the homograft and xenograft
are that owing to decellularization, the antigenicity of the
scaffold is significantly reduced. Reducing the antigenicity

reduces the immunological response of the patient to the
graft and reduces the chance of implant rejection. To treat
a severe skin wound, the NDCM can be rehydrated in
saline solution then be implanted directly into a wound
site in the same manner as a tissue autograft. The NDCM
has been used primarily to treat full-thickness burns and
burns to areas of the skin where contraction and scar
formation would inhibit functionality (i.e., feet and hands).
AlloDerm, a product of the LifeCell Corp., is a common
NDCM available for experimental and clinical trials.

The NDCM is implanted into full-thickness skin wounds
and is often covered by a thin autograft of the patient’s own
epidermis to speed the healing process. This treatment
typically results in a high percentage of graft take; addi-
tionally, the thin autograft of epidermal tissue significantly
decreases the time for complete reepithelialization of
the graft and reduces the number of complications due
to infection. Patients showed normal range of motion, grip
strength, motor control, and functionality following
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Figure 8. As early as 35 days after grafting a
full-thickness skin wound with a keratinocyte-
seeded DRT, a confluent hemidesmosomal
staining pattern is observed at the dermo-epi-
dermal junction (arrow) by immunostaining
for the a6b4 integrin. The pattern observed in
the regenerating skin is identical to that ob-
served in physiologic skin. Bar: 100 mm. Rep-
rinted with permission from Reference (115).

Figure 9. A full-thickness skin wound graf-
ted with a keratinocyte-seeded DRT was
observed to regenerate many of the structure
observed in normal skin. Immunostaining for
Factor VIII 35 days after grafting revealed
that capillary loops had formed in the rete
ridges of the regenerated dermis (arrow) simi-
lar to those observed in physiologic skin. Bar:
75 mm. Reproduced with permission from
Reference (115).



treatment (178,179). The NDCM technology demonstrates
the use of a naturally derived material in tissue engineer-
ing applications. A major restriction on the use of an
NDCM such as Alloderm is the same as that faced by
allografting: a limited supply of donor tissue available
for grafting.

DISCUSSION AND CONCLUSIONS

Future improvements in treating injuries to various tis-
sues and organs, including skin, via tissue engineering
protocols will eventually depend critically on theoretical
developments that explain the mechanism of tissue and
organ replacement, thereby suggesting novel experimental
studies and new paradigms for inducing regeneration. The
goal of this article was to discuss the process of wound
healing following injury, specifically the response of the
skin to severe injuries and to discuss a number of para-
digms that have been investigated in an attempt to alter
the organismic (contraction-mediated) response to severe
injuries. Evidence has been introduced to support the
conclusion that contraction is the main engine for wound
closure both in skin and peripheral nerve wounds, that scar
formation is a byproduct of contraction, and that there is an
antagonistic relationship between contraction and regen-
eration. Regeneration of skin and peripheral nerve
requires selective blocking of contraction, but not blocking
of other aspects of the healing process. The structural
requirements for bioactive regeneration templates were
also discussed in the light of this theory, and a number
of distinct paradigms using very different scaffold struc-
tures were studied to determine the experimental and
clinical outcomes of their use. This article conclude with
a detailed discussion of the mechanism of regeneration
after implantation of the DRT into severe wound sites.

The empirical evidence described here is consistent with
the conclusion that synthesis of an organ in vivo (induced
regeneration) requires grafting of an appropriate scaffold
that has or has not been seeded with epithelial cells from
the desired organ. In this approach, there is no require-
ment for addition of exogenous reactants such as mesench-
ymal cells (i.e., fibroblasts) or for addition of cytokines.
These empirical findings appear to have direct relevance
for the future selection of tissue engineering protocol based
on both in vitro and in vivo environments.
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INTRODUCTION

Skin, the body’s largest organ, accounts for about 16% of an
average adult’s body weight and occupies a surface area of
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approximately 2 m2. It has multiple essential functions: It
provides the inner organs and vasculature with a protec-
tive barrier against injury or invasion by microorganisms;
it prevents water loss; its sensory nerves can sense contact,
pain, pressure, heat, and cold; and it plays an important
role in maintaining normal body temperature via the
function of sweat glands.

Structurally, the skin consists of two principal layers—
epidermis and dermis—and various sublayers (Fig. 1). The
epidermis is the thinner outer layer, composed of stratified
squamous epithelium organized in four or five layers. The
main cells in the epidermis are keratinocytes, which are
generated by continuous divisions of stem cells that form
the basal layer of the epithelium. As keratinocytes migrate
to the surface of the epidermis, they grow and differentiate,
synthesizing large amounts of a cytoskeletal protein called
keratin. This protein builds into 10 nm filaments that
gradually come to occupy 80% of the cell volume.

The epidermis is 0.07–0.12 mm in thickness over most
of the body surface. It has no blood vessels and thus relies
on the dermis for nutrients. The dermis is a supportive
layer beneath the epidermis, composed of fibroblasts,
fibrocytes, collagen, elastic fibers, glycosaminoglycan
(GAG) matrix, blood vessels, and nerves. It is about 0.5–
2.5 mm thick. The dermis has two distinct layers: papillary
dermis (about 20% the overall thickness) and reticular
dermis. The papillary layer is a loose connective tissue,
containing large blood vessels, interlacing elastin fibers
and bundles of collagen fibers. In contrast, the reticular
dermis is a dense, irregularly arranged connective tissue
containing interlacing bundles of type I collagen fibers and
coarse elastic fibers.

The interface between the dermis and the epidermis
varies from region to region. In thick skin, such as that
found on the plantar aspect of the foot, the epidermis–
dermis interface has the configuration of rete ridges (down-
growths of epidermis and dermis). The upper dermis exhi-
bits a pattern of primary ridges separated by deep primary
grooves (Fig. 1). Rows of conical dermal papillae project
upward into the conforming concavities between the ridges
in the deep surface of the epidermis. Tethering fibers
connecting dermis and epidermis to the base membrane
keep the dermis and epidermis from separating. In thin
skin (e.g., facial skin), the dermo-epidermal junction is
much simpler. The dermal papillae in thin skin are shorter,
wider, and fewer and not arranged in the pattern of ridges
and grooves as observed in thick skin.

Beneath the dermis is a subcutaneous layer (also called
the hypodermis) consisting of areolar and adipose tissues.
This layer is sometimes considered a third layer of skin.
Collagen fibers from the dermis extend down into the
superficial fascia and anchor the skin to the subcutaneous
layer, firmly attaching it to underlying tissues and organs.
The superficial fascia provides the skin’s loose flexible
connection with the other internal soft tissues, whereas
the upper layers (epidermis and dermis) protect skin from
injuries.

MECHANICAL PROPERTIES OF SKIN

Microstructure of Skin

The mechanical properties of skin have long interested
dermatologists and bioengineers (2–11). Studies of the
mechanical properties of skin could provide objective infor-
mation related to skin and the changes it undergoes with
age and disease. For instance, knowledge of the skin’s
mechanical properties is of potential use in assessing con-
ditions of connective tissue disease, skin aging, wound
healing, and scarring.

Like any other material, the mechanical properties of
skin are determined by those of its structural constituents.
Major structural components of skin are elastin fibers,
collagen fibers, and the ground substance. The individual
mechanical and structural properties of collagen fibers,
elastin fibers, and their interaction with the ground sub-
stances in skin form the basis of mechanical properties of
skin.

Collagen. Collagen, the body’s most abundant and
common protein, represents approximately 72% of the
dry weight of dermal tissue. There are now more than
19 known collagen types, each of which is a genetically
distinct product. The collagen of adult dermis is mainly
type I (85–90%), with 8–11% of type III and 2–4% of type V
collagen. In all connective tissues, collagen exists as fibers
made up of crimped fibrils. Depending on the tissue, a
collagen fibril varies from 50 nm to 300 nm in diameter.
Collagen fibers in skin are randomly oriented in layers or
lamellae, which give skin large extensibility and resiliency
under stress. This arrangement contrasts with that found
in the tendon and ligament, where the parallel alignment
of collagen fibers gives these tissues higher values of tensile
strength requirement.

Collagen fibrils are stabilized and strengthened by the
formation of covalent cross-links. These cross-links are
formed by lysine and hydroxylysine residues. The inter-
molecular cross-links are formed by the joining of two
hydroxylysine residues and one lysine residue. The
cross-links are formed between residues near the amino
terminus of one collagen molecule and the carboxyl termi-
nus of another.

There is evidence that in the presence of hyperglycemia
(such as in diabetes), some proteins, such as collagen,
undergo nonenzymatic glycation (12–15). This process
modifies the structure of collagen and has a direct effect
on the mechanical properties of collagen, resulting in
increased mechanical stiffness and decreased flexibility
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of these collagen-containing tissues (16–18). Increased
collagen cross-linking due to a buildup of advanced glyca-
tion endproducts (AGEs) is also believed to be a major
contributor to many complications of diabetes (18,19).
AGE content has been shown to be four times higher in
the collagen of diabetic versus nondiabetic patients (20).
Besides being more rigid, highly crosslinked tissues are
more resistant to enzymatic digestion by collagenase
(18,21).

The strength of collagen fiber is similar to that of skin,
which suggests that collagen fibers are the dominant load-
bearing material at high strains. However, the extension of
collagen at failure is found to be only 10% that of skin.
Studies of the geometry of collagen fibers show that the
apparently randomly coiled collagen fibers do not carry any
part of the applied stress during the initial elastic defor-
mation of skin. As fibers become oriented and straightened
out in the stress direction, they start to carry stress, and
the high stiffness of the collagen prevents any further large
strain.

Elastin. Elastin accounts for 4% of the dry weight of
dermal tissue. Elastin polypeptide molecules are cross-
linked together to form rubberlike, elastic fibers. Each
elastin molecule uncoils into a more extended conformation
when the fiber is stretched and will recoil spontaneously as
soon as the stretching force is relaxed. Elastin fibers are
highly extensible, and their extension is reversible even at
high strains. They exhibit linear elasticity with low stiff-
ness up to about 200% elongation followed by a short region
where the stiffness increases rapidly until failure. The
loading and unloading paths of elastin fibers do not show
significant hysteresis. Elastin fibers are characterized as
low-modulus elastic material. Analyzing skin disks from
cadavers mechanically and histologically, Dick (22) con-
cluded that the loss of elastin fibers in older persons
resulted in a loss of skin resistance to deformation at
low stress. King and Lawton (23) investigated the behavior
of elastin-rich tissues in terms of elastomer theory and
found good agreement with experimental data. When other
structural components such as collagen and ground sub-
stance are present, however, the elastomer theory is no
longer applicable. Daly (24) found that the elastic recovery
of skin is completely lost when elastin is removed. Thus, he
concluded that the elastic behavior of skin during the
initial low strain region is due to the small amount of
elastin in dermis.

Ground Substance. Ground substance is the intercel-
lular, non-fibril material in connective tissue. It is com-
posed of tissue (extracellular) fluid, amorphous component
proteoglycans, and GAGs. Ground substance accounts for
20% of the dry weight of dermal tissue.

Ground substance contributes to the time-dependent
properties of skin. Minns et al. (25) performed stress-
strain and relaxation studies on human tendon, aorta,
and bovine ligamentum nuchae after removing the ground
substance with an enzyme or chelating agents. They noted
a decrease in stress level, stiffness, stress relaxation,
hysteresis, and other time-dependent effects in all three
tissues.

Much is known about the structure of collagen, elastin,
and proteoglycans at the molecular level. However, less is
known about the higher level of structure. For example,
how the collagen fibers and elastin fibers are connected to
each other in the network of skin and how this might be
affected by disease, such as diabetes, are not known.

Skin Mechanics

Most engineering materials are elastic material, which can
be described, for small strains, by Hooke’s law of linear
elasticity: Stress s is linearly proportional to strain e.
Elastic materials show time-independent material beha-
vior, that is, they deform instantly when external loading is
applied and return back to their original state immediately
when the applied loads are removed.

Unlike engineering materials, the responses of most
biological tissues to mechanical loading are complex.
Biological tissues have self-adapting and self-repairing
characteristics. That is, they can alter their mechanical
properties to adapt to changing mechanical demands and
can repair themselves. The mechanical properties of bio-
logical tissues tend to change with age and some connective
tissue diseases. Most biological tissues are composite mate-
rials with nonhomogeneous and anisotropic properties,
and almost all biological tissues are viscoelastic in nature.

Viscoelasticity. The response of viscoelastic materials
not only depends on the strain level applied but also on the
time and rate at which the external loading are applied.
Skin is such a composite material, made up of collagen
fibers, elastin fibers, keratin, and ground substance. Col-
lagen fibers and elastin fibers explain the solid behavior of
skin; ground substance contributes to the fluid behavior of
skin. The mechanical properties of skin are determined
not only by the individual component properties, but also
by the geometry configuration and interaction of these
components.

As a viscoelastic material, skin has the characteristic of
creep, stress relaxation, hysteresis, and precondition.

� Creep: When skin is suddenly loaded with a constant
tension, its lengthening velocity decreases against
time until equilibrium.

� Stress relaxation: When skin is suddenly extended
and maintained at its new length, the stress gradually
decreases over time.

� Under cyclic loading, the stress-strain curve shows
two distinct paths corresponding to the loading and
unloading trajectories. This phenomenon is called
hysteresis. With repeated loading cycles, the load-
deformation curves shift to the right in a load-elonga-
tion diagram and the hysteretic effects decrease. By
repeated cycling, eventually a steady state is reached
at which no further internal changes in tissue struc-
ture will occur unless the cycling routine is changed.
At this point, tissue is defined as preconditioned.

Nonlinear Elasticity. The elasticity of skin is strongly
nonlinear (Fig. 2). In the initial low-strain region, elonga-
tion of skin occurs without appreciable force (a). In the
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mid-strain region, the curve increases in a roughly expo-
nential manner (b) until, at the high-strain region, it
becomes almost a straight line (c) immediately before
rupture occurs. The accepted explanation of the curve is
that the initial deformation (Fig. 2a) is due to deformation
of the delicate elastin network; the second part of the curve
(b) is due to a gradual straightening of the randomly
oriented collagen fibers; the third part of the curve (c) is
because most collagen fibers are elongated in the direction
of the stress. If the initial part of this curve is magnified, a
straight-line approximation will allow the calculation of
elastic properties such as Young’s modulus. From a func-
tional part of view, the first parts of the curve are more
important because they correspond to the physiological
range in which the skin normally functions.

Anisotropy. Like most composite materials, skin is
anisotropic. This mechanical behavior of human skin can
be demonstrated by stretching skin in different directions
or by a biaxial loading test (26). Results from tests such as
these show directional variance related to lines of tension
or cleavage (known as Langer’s lines) within the skin that
are characteristic for each part of the body. They are named
after Austro-Hungarian anatomist Karl Langer (1819–
1887), the first to systematically investigate the configura-
tion of the tension on cuts in the human body. Microscopic
examination of sections of skin along and across Langer’s
lines shows a preferential orientation of the collagen fibers
of skin. The orientation seems to be at an angle slightly less
than 458 from the direction of the lines. Ridge and Wright
(27) performed a series of experiments with an extens-
ometer in which they stretched pieces of skin with and
against the normal skin tension lines. They could show a
clear difference in the directional mechanical properties in
the skin, which corresponded to Langer’s lines.

Measurement of Skin Mechanical Properties

Information about the mechanical properties of skin falls
under three broad categories: strength values (e.g., break-
ing strain), time-dependent values (e.g., creep, relaxation),

and non-time-dependent values (e.g., elasticity). The mea-
surement of mechanical properties of skin can be per-
formed either in vitro or in vivo. Results from in vitro
tests are estimates of properties that are assumed to have
an important influence on function in vivo and can provide
information about the basic mechanical properties of
strength, elasticity, or density inherent in the architecture
of skin. However, in vitro studies are limited in that the
characteristics of isolated skin are modified. Dissected skin
samples no longer have the same physiological properties
as in vivo skin, such as those of internal tension, hydration,
and vascularization. In vivo tests may provide information
on the function and the kinetics of change in mechanical
properties.

In Vitro Studies. In testing the strength characteristics
of biological material, Yamada (28) suggested that the
material should be in a mechanically stabilized state in
which constant values are obtained. Such a state can be
achieved by putting the biological material in a physio-
logical saline solution and storing it in a refrigerator
overnight or longer. Yamada noted that the duration of
the mechanically stabilized state for skin is 3 days.

There have been many investigations of the mechanical
properties of both animal and human skin. Most have used
uniaxial test procedures. Many of these early experiments
were flawed due to unsophisticated equipment and poor
control of such variables as temperature and humidity.
Ridge and Wright (1964) developed a skin extensometer,
which stretched 1 cm� 0.4 cm strips of skin at a constant
rate of 0.2 in. per min. They characterized the resulting
stress-strain curves with the equation:

e ¼ cþ kLb

where e is extension; L is load; and c, b, and k are constants.
The authors felt that constant b reflected a specific prop-
erty of the collagen fibers and constant k represented the
condition of the fiber network, which was related to the
length and area of the fibers.

Daly (3) further refined uniaxial testing. He first appre-
ciated that for consistent results the specimens must be
tested at a constant temperature, humidity, and pH and
with a constant strain rate. In addition to measuring
stress-strain curves and Poisson’s ratio, he performed
extensive experiments documenting stress relaxation
and creep in human cadaver skin.

An accurate biomechanical description of skin requires
constitutive equations that characterize soft tissues in
three dimensions. For practical analysis, skin can be con-
sidered an incompressible solid material. It is possible to
determine three-dimensional mechanical properties from
two-dimensional tests for an incompressible solid. Lanir
and Fung (29) developed a two-dimensional experimental
system for biaxial testing. Each specimen of skin is hooked
along its edges by many small staples. Each hook connects
by means of a small thread to a force-distributing platform,
where tension can be individually adjusted. The investi-
gators used this device to measure the biomechanics of
rabbit skin. In their study, the deformed skin always
returned to its predeformed state so long as no surface
dimension had been allowed to decrease below its initial
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Figure 2. Typical stress-strain curve of skin under incremental
loading (4).



unstressed value. This study is obviously different from
uniaxial tests, in which the skin essentially always
diminishes in lateral directions and usually does not return
to its prestress state. Biaxial tests showed that:

1. The stress-strain relationship was extremely
nonlinear.

2. Hysteresis was present at all strain levels.

3. Stress-strain relationships were minimally depen-
dent on the strain rate.

4. The relaxation curve did not terminate at the
origin and returned to it only after a long period
of relaxation.

Reihsner et al. (9) studied the two-dimensional biome-
chanical behavior of human skin samples from different
anatomical sites. Using the in vivo geometry of the specimen
as reference, a set of incremental strains was applied to the
skin. After stress relaxation was completed, the final values
of stresses were recorded and related to the incremental
strains. Six independent elastic constants were determined.
The average deviation of the orientation of maximum prin-
cipal stress from the direction of the Langer cleavage lines
was in the range of angles of �108 to þ108. The effect of a
directional dependency was most pronounced in skin sam-
ples from patella and abdomen. Across a range of ages,
Reihsner et al. observed no uniform trend in the principal
stresses except that the oldest subject showed the highest
principal stresses. The strain necessary to restore the in vivo
configuration decreased with age in both principal axes of
strain. Reihsner et al. suggested that the regional differ-
ences in anisotropic behavior could be explained by the
different interdigitation between the epidermis and the
dermis, the polydispersity of fiber diameter distribution,
and the differences in fiber bundle orientation.

Daly (4) conducted tensile tests on specimens oriented at
right angles to each other and found that anisotropy is
related only to the magnitude of the initial large extension
region and the initial low stiffness and the final high
stiffness is not orientation dependent. He concluded that
the geometry of elastin is not entirely random, as the
elastin network determines the initial configuration of
the collagen.

In Vivo Studies. In vivo tests can be classified as static or
dynamic. In static tests, a single modulating stimulus is
applied and some resulting change is measured. In dynamic
tests, a cyclical stimulus is applied and the initial adapting
and final steady-state reactions are monitored. Dynamic
tests can provide more information than static tests. How-
ever, there is a potentially unlimited combination of fre-
quencies, magnitude, and attachment area. The effects of
these parameters on the skin may not be fully understood
and may result in difficulties in interpretation of data.

Several techniques have been used to study the mechan-
ical properties of human skin in vivo:

1. Tonometric measurements that evaluate the ability
of the skin to withstand vertical forces of extension
(8).

2. Traction, which applies a linear displacement in the
horizontal plane of the skin.

3. Indentation.

4. Torsion, which applies a torque to the skin. The
response of skin to shear force can be measured
with this device. A device using this technique, the
‘‘dermal torque meter,’’ has been commercialized.

5. Suction, which involves placing a suction cup or
cylinder on the skin surface and applying a negative
pressure to raise a dome of skin. The pressure and
the height of the dome are used to calculate elasti-
city parameters. Two devices based on suction, the
Cutometer SEM 474 (Courage and Khazaka,
Cologne, Germany) and the Dermaflex A (Cortex
Technology, Copenhagen, Denmark), have been
commercialized.

6. Elastic wave propagation systems involve mea-
surements of shear wave velocities and the rate
at which they are dissipated during their passage in
the skin. One study using this technique suggests a
probable reduction in skin water content with age
(10).

7. Mechanical impedance method. Skin is made to
vibrate by a probe over a rectangular frequency
spectrum of 20 to 500 Hz after applying a standard
preload. One device using this method (DPE,
Cotas Computer Technology, Denmark) has been
commercialized.

When studying the mechanical properties of skin in vivo
by such methods, consideration should be given to the
contribution of different tissue layers (i.e., dermis and
subcutaneous fat). Diridollou et al. (11) reported a device
called the ‘‘echorheometer,’’ comprising a suction system
with an ultrasound scanner. Using this device, the beha-
vior of the dermis and subcutaneous fat under suction was
investigated. They observed that there is a certain amount
of infiltration of fluid into the tissue under suction. Upon
returning to atmospheric pressure, excessive fluid
remained in the tissue, which might explain the hysteresis
of skin. The authors found that resistance of skin to the
applied vertical stress is essentially due to the dermis
rather than the subcutaneous fat. The relative contribu-
tion of each is not easily evaluated. With high suction
pressures applied to large surface areas or low suction
pressures to smaller surface areas, the effects on skin
cannot be isolated from those of the subcutaneous fat.

Biomechanics of Diabetic Skin Ulceration

The mechanics of skin breakdown under the foot incorpo-
rate several aspects described in this article: biaxial skin
properties and applied stresses, differing stiffness values
within each skin layer, effects of subcutaneous fat, collagen
cross-linking and nonlinear, and viscoelastic properties of
connective tissue. Although it is recognized that neuropa-
thy and ischemia are primary predisposing factors in the
formation of diabetic foot ulcers, an initiating factor,
such as physical or mechanical stress, is required for an
ulcer to develop (30). For patients with neuropathy, this

206 SKIN, BIOMECHANICS OF



mechanical stress need not be excessive, only repetitive, for
ulcers to develop.

Brand (31) conducted a series of experiments on rat
footpads in which lightly anesthetized rats had one foot
placed in a machine that applied repeated intermittent
stress to the footpad to simulate a human walking 7 miles.
The footpads became swollen after 2 to 3 days, blistered by
1 week, and ulcerated and necrotic after 10 days. In neuro-
pathic animals, the number of cycles that could be tolerated
was reduced. Histologic studies on the rats showed inflam-
mation of the footpads after a few days, with small foci of
necrosis in areas with large numbers of inflammatory cells.
Brand postulated that a similar mechanism occurs in the
formation of neuropathic foot ulcers, with a sterile inflam-
matory autolysis occurring in the subcutaneous tissue due
to the repetitive moderate stresses imposed by walking.

The stresses that the foot experiences during walking
are vastly different from those encountered by any other
skin surface. At the foot–ground interface, a complex com-
bination of shear and pressure exists (32) that could
explain why some patients get foot ulcers and others do
not. Mathematical modeling of (1) the effects of stresses at
the skin/fat interface and (2) the influence of more cross-
linked collagen (33) showed that small increases in shear
stresses and/or increased skin stiffness had a profound
effect on the stresses at the interface between dermis
and underlying soft tissue (Fig. 3).

The effects of increased dermal interface stresses
have also been assessed in an experimental study (1). In
total, 21 diabetic (68.0� 2.4 years) and 17 nondiabetic
(74.6� 3.8 years) amputated foot specimens were tested.
The procedure involved peeling strips of skin off the plan-
tar surface of each foot specimen. Each strip was approxi-
mately 8 mm wide (in the antero-posterior direction) and
20 mm long (in the medio-lateral direction). While tension
was applied via a Materials Testing System (MTS), force
and displacement of the loading head were recorded at a
sampling rate of 60 Hz. Data across all 38 specimens are
shown in Fig. 4.

Within the nondiabetic group, analysis of variance
showed that the required forces for removing skin at
different sites were significantly different (p< 0.001),
with the skin–fat interface being significantly stronger

in both the metatarsal head and heel regions than in the
midfoot area. These regions also withstand the largest
weight-bearing loads during normal locomotion. Neuro-
pathic diabetic patients (who typically have higher plantar
pressures) also showed higher strengths at the skin–fat
interface than age-matched nondiabetic subjects (1). Every
strip (e.g., first strip on medial side, or third strip on lateral
side, etc.) for the diabetic group required larger forces to
pull it off the underlying soft tissue (p< 0.05). Across all
skin strips, diabetic specimens required a 20% greater
removal force.

SUMMARY

Skin has multiple essential functions ranging from protec-
tion against injury or invasion by microorganisms, to a
barrier to water loss, to maintaining normal body tem-
perature. It consists primarily of two principal layers—
epidermis and dermis—and various sublayers. From a
mechanical point of view, these layers have stiffness values
that can differ by three orders of magnitude! The area of
skin that withstands the greatest daily history of loading—
that under the foot—has an interface between the dermis
and the epidermis characterized by rete ridges. The
precise mechanical function of these ridges is not yet clear.
What is known is that this interface is profoundly affected
by the magnitudes of shear and pressure loading that
plantar soft tissue is required to withstand. Areas that
have higher loading (e.g., heel or metatarsal head region)
have a dermis that is more tightly bonded to the subcuta-
neous soft tissue than other regions. In this respect, skin
seems to follow the ‘‘form follows function’’ law (or ‘‘Wolff’s
Law) that is usually used to describe bone’s adaptation to
applied loading. When these loads become extreme (e.g.,
greater than 1 MPa applied pressure), even the short
weight-bearing intervals during gait are sufficient to lead
to skin breakdown. The precise site for the initiation of
failure (e.g., which layer of skin fails first) has yet to be
determined. As skin breakdown under the foot is a clinical
problem with significant risks for the patient, it is likely
that research into this problem will continue until skin
failure mechanisms are better understood. These may
then serve as the basis for better prevention or treatment
strategies.
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Figure 3. Through finite element modeling of the hindfoot, the
predicted effect of diabetes-induced skin stiffening is to increase
the stresses at the skin–fat interface by 100% (33).
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Figure 4. Combined diabetic and control data showing the forces
required to remove skin strips off the plantar surface of amputated
foot specimens. These forces are significantly higher (p<0.05) in
the forefoot and hindfoot regions compared with the midfoot area
(1).
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INTRODUCTION

Sleep is a fundamental, homeostatic process necessary for
human existence and quality of life. Sleep disorders
account for impairment of alertness (1); cognitive function
(2), especially short-term memory and divided-attention
tasks (3); mood (4); work productivity (5); and driving
ability (and hence, an increase in automobile accidents).
Obstructive sleep apnea has been clearly linked to cardi-
ovascular disease.

Thereare>80sleepdisorders,whichgenerally increase in
prevalencewithage.Indeed,>50%ofadultsoverage60years
suffer from some sleep-related complaint (6), including day-
time fatigue, difficulty initiating or maintaining sleep, snor-
ing, obstructive apnea, insomnia, restless legs syndrome,
narcolepsy, or circadian rhythm disorders. Most disorders
have attendant morbidity issues. For example, patients with
sleep apnea have an increased risk of cardiovascular disease,
stroke, and diabetes. Patients with protracted insomnia have

208 SLEEP LABORATORY



anincreasedriskofdepression,anxiety,andsubstanceabuse.
Many sleep disturbances are secondary to other medical
problems, such as nocturia, pain associated with arthritis,
and cardiopulmonary disorders.

POLYSOMNOGRAPHIC RECORDING

The traditional evaluation of normal sleep and sleep dis-
orders incorporates the gold standard, nocturnal polysom-
nography, performed in a sleep clinic or laboratory (Fig. 1).
Growth of laboratories has occurred in the last 30 years to
2515 estimated labs, generally located in hospitals. Most
current laboratories require a night tech, a scoring tech, a
clinician, or a scientist to acquire and process sleep data.
Some laboratories are freestanding or exist in private
clinics. Contract service entities also provide outsourcing
of sleep diagnostics.

The sleep laboratory classically consists of diagnostic
bedrooms, accompanied by a central technical area for
collection of data, observation of patients, and data proces-
sing. Ancillary areas include a business office, exam rooms,
a lounge area, a break area, and file storage, much like a
clinical practice. Sleep diagnostics for the sleep bedroom are
focused primarily on a monitoring EEG to determine sleep
states, with expanded measurements to allow quantitative
assessment of EEG (see Table 1). The sleep laboratory
environment attempts to achieve a bedroom environment,

with the patient interface allowing minimally invasive
techniques.

Electroencephalography

The EEG is the fundamental measurement of polysomno-
graphy and consists of application of electrodes according
to the International 10–20 electrode placement system (7)
(Fig. 2). The skin interface is established through cleansing
and removal of dead skin layers, with electrode application,
typically using an electrode cup with a conductive medium.
There are many derivations of electrode placement, but for
sleep, typical placements are at occipital lobe sites (O1 or
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Figure 1. Sample sleep lab layout (26 ft� 32 ft
832 ft2 for a two-bed sleep lab).

Table 1. Sleep Laboratory Measures (Possible)

Eye movements Inductance plethysmography
Pupillometry Intercostal EMG
Arms, legs and chin

electromyography
Esophageal pressure

Nasal and oral airflow Esophageal pH
End tidal CO2 Pulse oximetry
Nasal pressure-flow Transcutaneous oximetry
Pneumotach Transcutaneous CO2

Snoring microphone Electrocardiogram
Chest wall movement Blood pressure
Abdominal movement Penile tumescence

Body position



O2) with contralateral placement of a reference electrode
on the mastoid process or earlobe. This gives the standard
O1/A2 or O2/A1 electrode placement. Many labs also incor-
porate central electrode placement (usually C3/A2 or C4/
A1). Occasionally, frontal electrodes are placed. The con-
tralateral reference of electrodes typically allows a high
amplitude of EEG signal, enabling adequate measurement
of frequency and amplitude information. Normal sleep
scoring rules have been based on central electrode place-
ment. Occipital electrodes enhance alpha frequency (8–
12 Hz) measurements and frontal electrodes enhance delta
frequency (2–4 Hz) measurements.

Full montage EEG electrode placement is sometimes
done to enhance the capture of nocturnal seizure activity.
This replicates bipolar studies done for seizure monitoring
and is especially useful for nocturnal movement disorder
evaluation.

Electrooculography

The electrooculogram (EOG) is a measurement of eye
activity. Phasic bursts of rapid eye movement occur during
rapid eye movement sleep (REM sleep). The EOG is impor-
tant for recognition of REM sleep, as well as for detecting
the transition from wakefulness to Stage 1 sleep, which is
characterized by slow, rolling eye movements.

The EOG recordings are possible due to a small electro-
potential difference from the cornea to the retina. The elec-
trodes are positioned at the right outer canthus (ROC) and
the left outer canthus (LOC), eferenced to auricular electro-
des. Thus, ROC/A1 and LOC/A2 will register as out-of-phase
pendeflections.This facilitatesartifactrecognition,aswellas
EEGactivityrecorded intheeyeelectrodes.EOG placements
incorporate a somewhat superior placement of the electrode
on one eye and inferior on the other eye, which allows
recognition of vertical eye movements.

Electromyography

Three electromyographic (EMG) electrodes placed in the
mentalis–submentalis area allow detection of EMG activ-
ity. During sleep, there is a gradual decline in EMG
activity, and the dramatic reduction of muscle tone during
REM, makes the EMG an important confirmation of REM
sleep. Again, adequate removal of oils and dead skin cells
with a conductive electrode placement enhances signal
processing.

Electrodes or strain gauge sensors are also commonly
placed on the tibialis muscles (Fig. 3). The EMG and
movement signals from the lower extremities, and some-
times the arms, allow measures of isolated movements, as
well as periodic limb movements that may be seen in
restless legs syndrome, periodic limb movements of sleep,
REM behavior disorder, seizures, parasomnias, and other
disorders.
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Other Measures and Filtering of Signals

Other biological measures have been incorporated into the
polysomnographic measurements. These include body
position, body movement, transient arousals, respiratory
abnormalities, heart rate, oxygen saturation, esophageal
pH, and esophageal pressure.

Video monitoring, as well as audio monitoring, are
desirable features and occur in most laboratories. Video
recordings with infrared or low light allow correlations of
behavioral states with the physiologic measures.

The multiple channels of biological data are gathered in
a bundle of electrical wires (the ponytail) at the back of the
scalp. The electrical signals require signal processing,
amplification, filtering, monitoring, and subsequent col-
lation. The impact of signal output, sampling rates, filter-
ing, and video recording are all factors in the design and in
the monitoring of the patient (Fig. 4), as well as scoring
information that is processed according to peer-reviewed
criteria and event definitions.

The essential measurements in a sleep laboratory
involve sleep staging (described below) and this requires
calibration, with close attention to signal amplitude and
filtering. Frequency measurements ranging from 2–50 Hz
are common for measurement of EEG signals. The EMG
signals have much higher frequency and sample filtering
usually up to 75 Hz, with a notch filter at 60 Hz used to
reduce alternating current noise. Signals <10 Hz are
usually filtered for an EMG signal.

SCORING AND INTERPRETING PSG

Sleep Staging

Standard sleep stage scoring is guided by Rechtschaffen
and Kale’s scoring rules (8). The standard EEG recording is
negative-up with amplitude measured from peak to valley
of the waveform. Delta rhythm is 2–4 Hz; theta is 4–8 Hz;
alpha rhythm is 8–12 Hz; beta rhythm is 13–30 Hz; and
gamma is >30 Hz. Sleep is scored in 30 s epochs, with a
chart speed equivalent to 10 mm�s�1. The EEG, EOG, and
EMG signals are necessary for sleep state assessment and
are used to study clinical and research physiology, as well

as pathologic processes. The epoch is scored based on the
majority population of EEG/EOG/EMG activity during the
30 s epoch.

Sleep is thus staged as non-REM sleep Stages 1, 2, 3,
and 4 and REM sleep. The data are collated in both graphic,
as well as tabulated, form to present information from
lights-out to sleep onset, as well as quantifying total sleep
time, time in bed, sleep efficiency (sleep time divided by
time in bed), wake after sleep onset, and sleep stage dis-
tribution. A sleep histogram of the night of sleep sum-
marizes the stage distribution pictorially.

Special rules are established for movement, arousals,
and periodic limb movements in sleep, as well as consid-
eration for specific disease processes. For example, narco-
lepsy may be associated with excessive motor activity
during sleep, with an elevated EMG amplitude, particu-
larly during phasic rapid eye movement sleep. Obstructive
sleep apnea patients may have <15 s of sleep during a 30 s
epoch due to arousals from obstructive events, forcing the
scoring of the epoch as awake. Special rules to allow for
these variances are in place.

Sleep-Disordered Breathing

Abnormal breathing during sleep is one of the most com-
mon disorders and accounts for as much as 70% of patients
presenting to a sleep laboratory. Some laboratories specia-
lize in sleep-disordered breathing alone. Snoring with
increase in upper airway resistance due to functional
relaxation of dilator muscles in the pharynx is a common
disorder, ranging from 20% to 40% of the adult population
and 13% of children. Anatomic changes, particularly ton-
sillar hypertrophy, add to the increase in upper airway
resistance. This increase in the work of breathing may
cause unstable breathing, with episodes of apnea or hypop-
nea, with associated changes in oxygenation, autonomic
tone, and sleep state.

Obstructive apnea is defined as 10 s of cessation of air-
flow, despite a continued effort to breathe, in the adult
population. Hypopnea is defined as a discernable reduction
in flow or effort that produces a 4% desaturation. Central
apnea is cessation of flow associated with cessation of effort
for at least 10 s in the adult population. In the pediatric
population, the duration for defining apneas is shorter. In
some laboratories, hypopneas are also defined as a discern-
able reduction in flow or effort, which terminates in a 3%
desaturation or an arousal. Mass loading of the diaphragm
due to obesity and intrinsic central nervous system regula-
tion of breathing are other variables to be considered
clinically, as well as in research.

Current laboratories monitor flow, effort, and oxygen
saturation as surrogate measures of minute ventilation
and gas exchange. The intent is to assess the effort to
breathe, the results of the output of ventilation, and,
ideally, gas exchange, especially O2 content or oxygen
saturation. These measurements along with clinical corre-
lation provide risk assessment and guide treatment plans.

Methods to detect airflow include pneumotachography,
nasal airway pressure, thermistors, and thermocouples, as
well as expired CO2. Nasal airway pressures resemble
the signals from a pneumotachograph, and therefore give a
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qualitative measure of increase in upper airway resistance.
The pressure gradient intranasally compared to ambient
atmospheric pressure is used to calculate the flow. Effort
signals may be generated by flexible bands around the
chest and the abdomen to detect movement. This is the most
common technique (Fig. 5). Strain gauges, impedance pneu-
mography, inductance plethysmography, and intercostal
muscle electromyography have been used. Snoring
sensors include microphones and piezoelectric assessment
of vibration.

Oxygen content is most commonly measured by pulse
oximetry. Decrease in oxygen saturation during sleep is
most commonly due to changes in ventilation. Oxygen
desaturation is an important criterion for scoring respira-
tory events, and thus critical for diagnostic studies. Intrin-
sic lung disease or cardiac disease may produce ventilation-
perfusion mismatch and may also produce decreases in O2

saturation. In a stable state, however, most decreases in
oxygen saturation reflect changes in minute ventilation.

Pulse oximetry uses a two wavelength light transmitter,
using spectrophotoelectrical techniques based on oxyhe-
moglobin absorption. Pulsatile tissues are necessary for
pulse oximetry, and therefore these are usually applied to
the finger, earlobe, or nasal sites. Reduction in pulsation,
skin pigment, and dyshemoglobinemias may interfere with
signal processing. The sampling rate, filtering, and pro-
prietary algorithms for signal processing may affect the
resolution of the signal.

Transcutaneous oxygen and carbon dioxide are other
techniques available, but they are not commonly
used, except in neonates. Transcutaneous CO2 may be
useful to assess chronic hypoventilation, but the resolution
time for these measures limits their use in routine
polysomnography.

Esophageal pressure measurements using an esopha-
geal balloon provide a highly accurate measure of intra-
pleural pressure and, therefore, work of breathing. Some
sleep centers use esophageal pressure measurements;
however, this is not routine, as the invasive technique
disturbs sleep. However, esophageal pressure measure-
ments enhance the ability to measure upper airway resis-
tance syndrome and central alveolar hypoventilation.

Cardiac data primarily consists of heart rate and rhythm.
Limited EKG electrodes, equivalent to lead II (right arm–
left arm) or precordial leads (V5 or V6) are used, depending
on the electrical axis and lab protocol. Clinical studies focus
on high, mean, and low heart rates, as well as semiquan-
titative data on arrhythmias as to frequency and type.
These are correlated with respiratory events or sleep state.

In patients with obstructive sleep apnea, efficacy of
treatment is measured by applying positive airway pres-
sure (PAP) or bilevel positive airway pressure (BiPAP).
Flow signals are generated from the hardware device,
allowing quantitative measures of flow and upper airway
resistance based on waveform characteristics. Sleep state,
body position, oxygen saturation, electrocardiogram, flow,
and effort data are recorded to assure proper titration. The
goal is to reduce the respiratory disturbance index, ideally
< 5, and to minimize oxygen desaturations.

Daytime Sleepiness

Objective assessment of daytime sleepiness is another
important laboratory diagnostic measure. The multiple
sleep latency test involves a series of nap opportunities
at 2 h intervals during the day. The standardized technique
and normative data facilitate objective measures of exces-
sive daytime sleepiness. This test is primarily used in the
diagnosis of narcolepsy. The maintenance of wakefulness
test is similar to the multiple sleep latency test, but
requires the individual to attempt to remain awake during
20 or 40 min nap opportunities in a dark room.

Treatment Guidelines. Practice-based guidelines by the
American Academy of Sleep Medicine and medical speci-
alty societies have established guidelines for diagnosing
and treating sleep disorders. These can be accessed on their
website (www.aasmnet.org).

ADDITIONAL AMBULATORY MEASURES

Alternative or ancillary devices have been developed, pri-
marily in the area of sleep-disordered breathing and brain
state (sleep–wake estimate). Screening devices have been
developed for obstructive sleep apnea primarily. Portable
outpatient systems for unsupervised polysomnography are
available. The unattended study is considered a level II
evaluation. Level III is portable sleep apnea testing, monitor-
ing airflow, effort, electrocardiogram, and oxygen saturation.
Level IV is arterial oxygen saturation measurement alone.

Actigraphy incorporates an accelerometer used to mea-
sure wrist movement. Complex algorithms have been
developed to estimate sleep/wake state, periodic limb
movements, and circadian rhythm abnormalities. Actigra-
phy is particularly useful for long-term monitoring of
patients in their homes, and for detection of daytime nap-
ping, which is usually not possible for EEG, as it is
restricted to the night.

DIGITAL PGS AND FUTURE TRENDS

The EEG, EOG, and EMG signals were traditionally
recorded in a sleep laboratory with limited channels on
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analog systems, with pen deflections recorded on paper.
Digital recording systems are more often used now, repli-
cating a chart-paper speed of 10 mm � s�1. Digitized signals
with current hardware and software systems allow
enhanced collation of data, increased numbers of channels,
enhanced filtering, and the potential for automated ana-
lysis. Archiving, data compression, and feature extraction
are also possible.

Digitized signals of the ECG with high sampling rates,
preferably at 200 Hz or higher, provide an opportunity for
high resolution analysis. High resolution analysis might
provide clearer insights into autonomic tone and vascular
resistance and, the influence of sleep states, pathological
conditions, and transient arousals. Further development of
quantitative measures of ventilatory response, changes in
gas exchange, as well as central nervous system and
cardiovascular changes, could be helpful for diagnosing
and treating sleep-disordered breathing.

Software processing collates data, presenting informa-
tion in a tabular, as well as in a graphic, format. Clinicians
and scientists review raw data, as well as human-super-
vised or scored changes. These changes can produce an
audit trail referenced to the raw data. The fields of data can
populate an electronic medical record, as well as a data-
base, including demographics, comorbidities, medications,
and fields of data from the polysomnogram, as well as the
final diagnosis, treatment, and outcome measures.

Conceivably, advanced EEG analysis might reduce inter-
scorer variability, thus better defining state and process.
Enhanced resolution of EEG with improved consistency
might allow better feature extraction, such as transient
arousals and continuity measures that may improve
research and clinical care. This could significantly improve
the efficiency, cost and safety in drug development.

Opportunities for the future in sleep diagnostics are
numerous. The duration of a polysomnogram, as well as
long-term EEG monitoring, create challenges in the qual-
ity of the signal. Improvement of electrode–skin interface
and conductivity are desirable. Application of wireless
technologies to minimize the ponytail bundle of wires
would be extremely useful. Audiovisual monitoring qual-
ity, advanced respiratory analysis, high resolution cardiac
assessment, technical acquisition, collation, and data man-
agement are all current challenges.
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INTRODUCTION

Human beings spend approximately one-third of their lives
asleep. Prior to the advent of physiological records, tech-
nology, and digital computers, our understanding of this
ubiquitous phenomenon was based on observations of peo-
ple or animals sleeping. Yet, this observational approach
placed severe limitations on our understanding of the
functions of sleep and the neurological processes that
underlie this apparently quiescent period. It was because
of several major scientific developments, all of which occur-
red during the twentieth century, that the concept of sleep
as an active process (rather than a passive one) became
appreciated, making the advent of modern sleep medicine
possible.
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Sleep was generally regarded as a passive process,
‘‘. . .the intermediate state between wakefulness and
death. . .’’ (1). In 1939, University of Chicago physiologist
Nathaniel Kleitman published a monograph ‘‘Sleep and
Wakefulness’’ based on observations of human subjects
who were sleep deprived. He determined that sleep may
be viewed as a ‘‘let down of waking activity’’ and that ‘‘there
may be different kinds of wakefulness’’ (2). In the 1950s,
Kleitman and his students, Aserinsky and Dement, went
on to describe rapid eye movement sleep (REM) in humans
and the relationship between REM and dreaming (3,4). To
follow up on the earlier work of, Dement and Kleitmen (5)
undertook a particularly ambitious project, considering the
available technology. They recorded the electroencephalo-
gram (EEG) and electrooculogram (EOG) continuously
from 33 subjects for a total of 126 nights. Recordings were
all done on paper and manually scored. This work revealed
that sleep had an architecture and that the EEG showed
cyclical variation throughout the night. REM periods occu-
pied �20–25% of sleep. Dement and Kleitman character-
ized sleep stages as they are known today and determined
that sleep consisted of two distinct states (REM and non-
REM), neither of which could be considered as a time of
brain inactivity.

Importantly, the foundation for this work was the
recording of the human EEG in 1928 by Berger who showed
that there were differences in the rhythm (or EEG fre-
quency) when subjects were awake or asleep. Berger’s work
allowed, for the first time, the EEG to be monitored con-
tinuously during sleep without disturbing the individual.
Hobson (6) suggested that Berger’s work was the turning
point of sleep research. Much of what is known about the
EEG characteristics of the different stages of sleep was
described in the 1930s. Further, it was determined that
sleep was an active process that involves the synchroniza-
tion of a number of neurological systems.

Perhaps one of the most important events in the history
of sleep medicine was the discovery of sleep apnea by two
separate groups in France and Germany in 1965. Narco-
lepsy and complaints of insomnia by patients further
spurred the development of sleep centers that monitored
patients’ physiology as they slept. According to Dement (7),
the ‘‘consolidation and formalization of the practice of sleep
disorders medicine was largely completed’’ (p. 13) at the
end of the 1970s. This labor intensive all night monitoring
of patients was done without the benefit of digital compu-
ters, which did not become generally available for over a
decade.

The purpose of this article is to discuss the use of
computers in sleep disorders medicine and how this tech-
nology has enhanced the diagnostic and scientific capabil-
ities of the sleep laboratory. The focus of the remainder of
this article is on the computer analysis of the data obtained
during polysomnography.

INTEGRATION OF COMPUTERS INTO
POLYSOMNOGRAPHY

Over the years, and in particular with the development of
the digital desktop computer, tools for studying sleep have

advanced rapidly. Polysomnography (PSG), a term coined
in 1974 by J Holland at Stanford University, allows for the
assessment of sleep by simultaneously measuring multiple
physiologic parameters. These parameters generally
include EEG, EOG, electromyogram (EMG), electrocardio-
gram (ECG), respiration (both effort and air flow or pres-
sure), blood oxygenation, and body–limb movement (8).

The results of an 8 h PSG can consist of >1000 pages
(depending on the paper speed, or epoch length (e.g., 10,
15, 30 s) of data from multiple recording channels, making
manual and visual interpretation a difficult and over-
whelming task (9). Typically, each page (e.g., 30 s) of the
recording was examined and sleep stage was determined
based on the Rechtschaffen and Kales scoring system (10).
Depending on the reason for the study, respiratory events
such as nasal–oral air flow and respiratory effort, as well as
blood oxygen saturation, were frequently recorded. Paper
speeds were used so that each page of recording repre-
sented a 15–30 s epoch over the full night. So, for example,
for a 7 h study and a paper speed set at 30 s epochs, there
would be 840 pages of data to review. Scoring was done
during the day after the study was completed and, as noted,
each page was examined not only for sleep stage, but for
changes in other measures including respiration, oxygen
saturation, and limb movements. These events, along with
stages, were manually tabulated and summarized. For
clinical studies, each record was reviewed by the polysom-
nographer or sleep specialist and a report was composed
that summarized the major diagnostic aspects of the study.
For research purposes, variables of interest were entered
into a data base for later analysis.

The development of digital computers (in particular the
PC), their general availability, and the evolution of soft-
ware for these systems specifically designed for the collec-
tion, storage, and manipulation of sleep data have played a
significant role in the growth of the field of sleep medicine,
and insights into sleep, in general. The vast amount of data
collected from a full night sleep study can now be rapidly
consolidated, allowing for comprehensive visualization of
the measures obtained. Summary statistics pertaining to
the sleep data recorded during the night are also obtained
and easily accessed with the commercial computer data
acquisition and analysis systems available for sleep stu-
dies. For example, once data are collected in an all-night
study, the study can be examined over a variety of epoch
window sizes from 10 s up to the thousands of seconds
required to represent the entire study as one epoch. The
ability to change the epoch window width allows for eva-
luation of different waveforms (e.g., EEG, respiration)
using an optimal time scale. Further examples of sleep
analysis software capabilities are presented below. By
using such sleep systems, many laboratories that focus
on the diagnosis of sleep disorders are now able to study as
many as 6–10 patients in a single night.

COMPUTER ANALYSIS OF POLYSOMNOGRAPHIC DATA

Stages of Sleep

Sleep can be dichotomized into REM sleep and nonrapid
eye movement (NREM) sleep (11). The NREM sleep can be

214 SLEEP STUDIES, COMPUTER ANALYSIS OF



further divided into four stages, according to rules estab-
lished by Rechtschaffen and Kales (R&K) (10). The
following outlines these stages and summarizes the major
criteria that characterize them. Stage 1 Sleep, illustrated
in Fig. 1, consists of a relatively low voltage EEG, with
activity prominently from 2 to 7 cycles per second (Hz).
Waves at this frequency are referred to as theta waves (12).
Rapid eye movements are not present and eye movements
are generally slow and rolling. This stage typically occurs
during the transition from wakefulness (seen in Fig. 2) to
the other sleep stages, and is relatively short. Stage 2
Sleep, illustrated in Fig. 3, is marked by K complexes
and sleep spindles on a background of relatively low vol-
tage EEG. The K complexes are negative, sharp, high
voltage waves that are usually followed by a positive
component. The complex duration, according to the R&K
rules, should not exceed 0.5 s. The K complexes can occur
spontaneously or in response to sudden stimuli and they
are highest in amplitude over the vertex scalp regions
(10,11). Sleep spindles are defined as ‘‘bursts of waves
having a frequency of 12 to 15 [Hz]’’ (11, p. 16). In addition
to the K complexes and sleep spindles, Stage 2 sleep lacks
waves of high amplitude and slow activity seen in later
stages (10). Stage 3 Sleep, illustrated in Fig. 4, is defined by
delta waves, or slow waves of 2 Hz or less and amplitudes
>75mV (11,12). The EEG activity in Stage 3 should account
for 20–50% of the time interval (epoch) studied (10). Sleep
spindles may or may not be present. Stage 4 Sleep,
illustrated in Fig. 5, is defined when >50% of the
epoch consists of high amplitude waves that are 2 Hz or
slower.

Stage REM, illustrated in Fig. 6, typically occurs after
the first 70–100 min of sleep. Rapid eye movements char-
acterize this stage of sleep. The EEG during REM sleep is
similar to a waking or Stage 1 EEG, with low amplitude
mixed frequency waves. If eye movements and EEG activ-
ity were the only available data by which to characterize
this sleep stage, one would suspect that the person was
likely awake. It is because of the similarity to wakefulness
that REM sleep has often been called paradoxical sleep.
Other significant features of REM are as follows: saw tooth
waves that may or may not be present in conjunction with
bursts of REM activity, the lack of sleep spindles, and
mental–submental EMG that is almost always lowest dur-
ing REM than that seen for other stages of sleep. After
REM sleep, there is generally a cycling through Stages 2, 3,
and back to 4. These cycles continue throughout the night
(11).

Computer Identification of Sleep Stages

Manual scoring of the various sleep stages is a tedious and
time-consuming task, with interrater reliability between
67 and 91% (13). As such, both research and clinical
laboratories have explored the use of computers to objec-
tively classify these stages. Initial attempts at automating
sleep analysis concentrated on programming computers to
identify sleep stages according to the R&K rules. However,
newer methods have focused on pattern recognition of
distinct sleep stages (13,14).

One method, the polysomnogram assay (PSGA), was
developed by Bartolo et al. (9), and condenses the large
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Figure 1. Illustration of Stage 1 sleep in Patient C. Epoch width and recording channels are the
same as those in Fig. 1. Note the slowed eye movements (arrow).
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Figure 2. Example of a 30 s epoch of wakefulness from patient C being evaluated for a sleep
disorder. The labels on the left indicate the measures at each channel of recording. The first two
channels are EEG from the left central and left occipital scalp sites. LOC and ROC¼ left and right
eye movements followed by chin EMG, nasal/oral air flow, thorax and abdominal respiratory effort,
oxygen saturation, electrocardiogram, average pulse, left and right leg movement. Labels on the
right indicate the patient’s body position, average oxygen saturation (not shown), average pulse
rate, level of continuous positive or bilevel air pressure (CPAP/BIPAP), if administered.

Figure 3. Illustration of Stage 2 sleep in patient C. Epoch width and recording channels are the
same as those in Fig. 2. Note the K complexes (arrow Channel 1) and sleep spindles (arrow Channel 2).
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Figure 4. Illustration of Stage 3 sleep in patient C. Epoch width and recording channels are the
same as those in Fig. 2. Note the high amplitude slow EEG waves and the sleep spindles in EEG
channels 1 and 2 (arrow).

Figure 5. Illustration of Stage 4 sleep in patient C. Epoch width and recording channels are the
same as in Fig. 2. Note the high amplitude slow EEG waves in EEG channels 1 and 2 (arrow). This
slow activity occupies >50% of the epoch.



amount of PSG data into a more comprehensible format
while retaining events of diagnostic significance. The pro-
gram allows gross distinction among sleep stages without
manually scored data. However, because features asso-
ciated with each sleep stage vary among individuals, the
investigators noted that ‘‘it is unlikely that adequate sleep
staging in the traditional sense can be accomplished by the
PSGA or any other method except by visual analysis of the
PSG itself’’ (p. 119). Nonetheless, the PSGA is able to
present consistent patterns related to different sleep
states, and with refinement may be useful for sleep staging.
Two examples of how the data are consolidated are seen
from the descriptions of leg and eye movements. Leg jerks
appear as ‘‘abrupt peaks’’ (p. 121) in the EMG window
assigned to leg movements. The EMG variables are repre-
sented by signal intensity or power. According to these
investigators, periodic leg movements are more visible in
the PSGA than in the PSG record. Additionally, the PSGA
replaces the PSG EOG signals by markers that indicate the
presence and intensity of eye movements. Thus, the PSGA
transforms the data into events or markers appropriate for
each type of measurement and displays these measures in
a highly condensed format, allowing for up to 15 min of
PSG data to be displayed on a single page. This method
reduces the output from nearly 1000 pages to �30. The
purpose for the development of the PSGA was to ‘‘reduce
the considerable human effort involved in scoring and
evaluating PSG studies’’ (p. 124). This approach exempli-
fies how computers can assist in analyzing sleep, maximiz-

ing the amount of time polysomnographers can have for
diagnosis and understanding unusual aspects of the sleep
study that computers can only identify.

Agarwal and Gotman (13,15) described a computer
assisted sleep staging method, which searches for clusters
of wave patterns that have been identified and pro-
grammed as prototypes of waves or sleep stages. In this
method, the PSG is first divided into multiple segments,
containing at least 3 s of data. Second, prespecified fea-
tures, such as sleep spindles and eye movements, are
extracted by the computer from the PSG. Also, each epoch
is examined for the different types of waves, including
alpha and slow waves (delta, theta). After the data have
been segmented and extracted, they are then ‘‘clustered’’
into groups with similar properties. These clusters can
then be classified as particular sleep stages according to
R&K or any other system preferred by the user. It appears
that the approach taken by Agarwal and Gotman (13,14)
relies on a self-organizational scheme that is based on
relative differences in activity within a subject rather than
fixed rules. So, for example, according to these investiga-
tors, stage REM sleep may be lost if hard thresholds for
detection of atonia are used. This is the first study that has
applied ‘‘self-organization[al] techniques to generate a hyp-
nogram for an all night PSG in the context of R&K classi-
fication’’ (p. 1419). Agreement between automated staging
and manual scoring according to R&K standards was
80.6% for 12 sleep records. This process uses the computer
to initially analyze the data and identify various sleep
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Figure 6. Illustration of Stage REM sleep in patient G. Epoch window and recording channels are
the same as in Fig. 2. Note the low voltage EEG in EEG channels 1 and 2, the rapid eye movements in
eye channels 3 and 4 (arrow), and the low amplitude chin EMG in channel 5.



stages before it is inspected manually by a polysomnogra-
pher. Since this method is not fully computer automated,
but is computer assisted, the investigators referred to this
approach as ‘‘computer-assisted sleep staging (CASS).’’

Because sleep stages are not distinct entities, computer
errors are made. Empirical studies confirm that, despite
our best effort to demarcate sleep stages for computer
detection, errors occur, especially for the less clearly
defined stages (13). For example, Agarwal and Gotman
(13) reported that many errors occur when attempting to
define Stage 1 sleep, perhaps the most ambiguous, which
was often misclassified as either wakefulness or Stage 2
sleep. For computers to identify components of sleep, these
components must be clearly defined. At present, the best
defined features of sleep are the various stages according to
the R&K rules. Some of these rules are specific enough for
an algorithm to be programmed so that a computer can
identify it on a polysomnogram. For example, Stage 3 sleep
is defined by delta waves with amplitudes >75mV, present
between 20 and 50% of the time. Other definitions are less
precise, such as the definition of Stage 2 sleep, which is
marked by sleep spindles, K-complexes, and waves that
lack the amplitude and slower activity seen in sleep Stages
3 and 4. Stage 2 sleep is more difficult to quantify and,
therefore, less amenable to detection by computers.

Computer Analysis of Sleep Microstructure

From a more academic, less clinical, perspective, compu-
ters have been used to assist with analysis of the micro-
structure of sleep, such as parsing out the various
components of specific waves (e.g., sleep spindles, K com-
plexes) and exploring their relationships to various sleep
problems. Although the presence of sleep spindles in Stage
2 sleep is well known, the different types of spindles and
their subsequent spatial distribution are less well studied.
With the aid of computers, two types of spindles have been
identified: 12 spindles per second located primarily in the
frontal region and 14 spindles per second located primarily
in the centroparietal region (14). Our understanding of K
complexes has also been improved with the aid of compu-
ters. Specifically, a classification of K complexes has been
recommended, that includes K0 complexes (without sleep
spindles), K1 complexes (spindles preceding the K com-
plexes), K2 complexes (spindles occurring simultaneously
with the K complexes), and K3 complexes (spindles follow-
ing the K complexes (14)).

Computers have also been used to assess new compo-
nents within the stages of sleep (e.g., slow wave sleep and
REM sleep). Initially, slow wave sleep was defined as sleep
marked by delta waves, occurring during stages 3 and 4.
Delta waves were believed to be uniform, with no variable
components. However, with the aid of computers, two types
of these waves have been identified with scalp topographi-
cal differences. Sinusoidal 1–2 s�1 delta waves tend to be
located frontally, and have been compared to K complexes
that are not precipitated by sensory stimuli. Polymorphic
<1 s�1 delta waves, on the other hand, are located parie-
totemporally. The role of these components is presently
unclear. Our understanding of the microelements of REM
sleep is also being explored. For instance, although saw-

tooth waves have been linked to REM sleep, their function
is poorly understood (14). Only since the advent of compu-
ters have such microelements of the various stages of sleep
been able to be identified, and is it only possible to study
these components with computers in order to understand
their functions and their possible contribution to sleep
disorders.

A PROTOTYPICAL COMMERCIAL SLEEP ACQUISITION,
ANALYSIS, AND MANAGEMENT SYSTEM

Although, computers do not eliminate errors in scoring
sleep stages or various waves, they do substantially
increase our ability to measure more aspects of sleep
and to organize and reduce the data so that they are more
readily interpretable. Digital polysomnography has
become an important means of sleep analysis today. An
important advantage is probably that the tracings can be
zoomed in and out. While the EEG is best displayed on a
high resolution monitor with 10–15 s per page (s/p) and
20–30 s/p is sufficient for sleep staging, respiratory-related
signals and body movements can best be recognized at 2–
10 min/p. The correlations between slight respiratory
changes and EEG arousals are sometimes best observed
with a 2 min page. Thus events that often remain unde-
tected by the conventional paper method can be visualized.
Consequently, the paper method is not an optimal method
or a good alternative for a ‘‘gold standard’’. The possibility
of adjusting the gain off-line is also valuable. However, the
low dynamic range provided by many manufacturers set
unnecessary limits. Eight-bit A/D conversion is still used in
many systems, which gives a resolution of only 256 points.
The introduction of 24 bit resolution in modern equipment
has allowed for same amplifiers and gains to be used for
practically all signals.

Computers also can provide summary statistics from
data obtained over the entire night of recording. One
frequently used commercial computerized sleep system
allows up to 64 channels of recording. Computer algo-
rithms are available that will detect significant changes
in EMG, EEG, respiration, and heart rate. These programs
are dependent on people to set criteria based on specific
standards of what constitutes an event, such as an arousal,
an obstructive apnea, hypopnea, a bradycardia, and a
tachycardia.

In order to provide the reader with an appreciation of
the state of the art in sleep study computer technology, one
of the systems used by many sleep laboratories, including
our own will be described next. The software runs on most
PCs and is designed to collect, store, analyze, summarize,
and manage the large amount of physiological data
obtained during an all night sleep study. This system, with
its appropriate amplifiers, digitizes the electrical voltages
obtained from the various sensing devices, such as electro-
des applied to the scalp, face, and chest. After these data
are collected and saved, the software provides a number of
analytic tools and modules that allow the polysomnogra-
phy technician/polysomnographer to reduce and quantify
the data. As described by the manufacture (Sandman Sleep
Diagnostic Systems), the software consists of four main

SLEEP STUDIES, COMPUTER ANALYSIS OF 219



components: (1) Data Collection, for recording and saving
the signals obtained from the patient. (2) Analysis, for
scoring and analyzing the data saved from in the patient
file. Computer assisted scoring modules are part of this
component. (3) Data Management, used for file manipula-
tion such as copying, backing up, and deleting patient data.
(4) Configuration, provides the user with the ability to
manipulate some of the features of the software, change
the storage media, and so on.

Figures 2–6 illustrating the stages of sleep are examples
of the data obtained in our laboratory with this system.
These figures represent epochs or time periods of the
actual, data collected during an all night polysomnogram.
Figure 7 presents sleep data from a patient with obstruc-
tive sleep apnea. Apnea is characterized by a cessation of
airflow for 10 s or longer. Obstructive sleep apnea in con-
trast with central sleep apnea is caused by an actual
obstruction of the airway and is characterized by a cessa-
tion of air flow, arousal, and increased effort to breathe
(Fig. 7). Hypopnea is also an obstructive event, but the
obstruction is not complete. It is generally defined by a
reduction, without complete cessation, in airflow or effort
(16). There are several criteria that laboratories have used
to define an event as hypopnea. For example, with respect
to air flow, both a 50% and 30% decrease from baseline air
flow have been used. The EEG arousals and amount of
oxygen desaturation have also played a role in the defini-
tions of obstructive respiratory events. These criteria, used
to define respiratory events, are all entered into the sleep
scoring program so that the computer using the appropri-
ate definition can select these events automatically. In

addition, a polysomnographic technician reviews the entire
sleep study and manually stages and confirms the relevant
events. Once stages and events are reliably identified, a
number of calculations are made via computer algorithms
that summarize the information obtained over the sleep
study. Figure 8 is an illustration of how data obtained over
an entire night of sleep are summarized.

Software programs can now provide a report format that
consolidates the information from the entire 6–8 h study
once criteria are specified for relevant events by a sleep
technician or polysomnographer. Such information can
include measures of sleep efficiency, percentage of time
in various sleep stages, the number of respiratory distur-
bances, the number of arousals, and other aspects of
sleep, in order to accurately diagnose sleep disturbances.
Figures 9 and 10 present a numerical summary and graphs
of the data obtained for a patient being evaluated for sleep
apnea. The system allows each laboratory to customize
their own summaries and graphs with those variables they
wish to send to the clinician along with the diagnostic
interpretation. Note in Fig. 9 the patient’s respiratory
disturbance index (RDI) during REM sleep is 19.6 h�1.
Thus, this patient, during their total time in REM sleep,
had an average of 19.6 respiratory events in one hour of
REM.

As indicated, all of these processes are semi-automated
and under the watchful eyes of trained polysomnography
technicians and sleep specialists. The degree of automation
is dependent on the reliability of the measure. As would
be expected, sleep staging is less automated than the
detection of awakenings or arousals. The most automated
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Figure 7. Illustration of obstructive sleep apnea in patient M. Epoch window is 120 s. Recording
channels are the same as in Fig. 1–6. Arrow indicates EEG arousal following the event.



processes are those that involve specific calculations
derived from the data collected during the sleep study.
For example, the calculation of the overall RDI is the total
number of respiratory events that occurred over the entire
sleep study divided by the number of hours of sleep.

A tool available on the system, more for research than
clinical evaluation, is the fast fourier transform (FFT). FFT
is a mathematical analysis of a wave form that derives a
frequency spectrum over time. The software displays a
signal as a function of amplitude on the y axis versus time
on the x axis. The module will perform this transformation
on data of interest and write the results to a specified file.
Frequency spectral analysis is also available for data
reduction of EEG activity. For example, sleep spindles
and EEG activity, such as alpha, beta, delta, and theta,
can be summarized by plotting the signal amplitude on the
y axis versus the frequency of the signal on the x axis.
However, the utilization of fixed frequency bands can give
misleading results. The bands can be too wide, too narrow,
or displaced. Alpha activity of drowsiness and sleep is often
on the border between alpha and theta (17) and the fre-
quency of the sigma spindles can have a frequency in both
the alpha and the beta range (18). Ideally bands should not
be preselected. Rather, bands should be adjusted according
to the signal. Martens et al. (19) applied matched filtering
based on information obtained by FFT for this purpose.
Another attempt to solve the problem is to study very
narrow frequency bands and their relationships (20).

The accuracy of frequency analysis is also dependent on
sampling rate. Often frequency is understood as an equiva-
lent to the inverse of the baseline-crossing interval of a

wave. However, in spectral analysis it is defined by the
frequency content of the signal. With FFT the Nyquist
theorem states that the sampling rate has to be at least
twice the frequency of the fastest sine waves. However,
EEG rhythms are often not sine waves and thus include
frequency components that are both faster and slower than
the frequencies calculated on the basis of their baseline-
crossing intervals. Thus, in order to preserve the form of
the waves, higher sampling rates have to be used. Also, the
accuracy of baseline-crossing is dependent on the sampling
rate. Thus, if the maximum frequency of a sigma spindle is
16 Hz, then a sampling rate of 1024 Hz is required in order
to obtain an accuracy of at least 0.25 Hz.

LIMITATIONS OF THE USE OF COMPUTERS TO
ANALYZE SLEEP

Despite the overwhelming contribution of computers in
analyzing and furthering our understanding of sleep, lim-
itations exist. Such limitations are expected when compu-
ters are relied on to explain a complicated, biological
process. In fact, both intra- and interindividual variability
contribute to the challenge of quantifying components of
sleep, such as sleep stages or waveforms. The separation of
wakefulness and stage REM is, in some systems, very
dependent on the quality of the EMG recording. Because
separation of REM and wakefulness is often difficult
due to the considerable variation in the EMG activity
level obtained for each stage, human supervision and
adjustment of detection levels are necessary in practice.
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Figure 8. Illustration of computer summary of nocturnal polysomnogram for patient M. Note the
oxygen desaturations (SaO2) associated with respiratory events (Respiratory Module). Periodic limb
movements (PLM Module) were not present.



Computer analysis is also often dependent on measure-
ment of the wakefulness alpha activity, which causes
problems with low alpha subjects. In this case, it is an
advantage to rely on theta activity and non-EEG wave-
forms (21,22). Also, the distinction between REM and
NREM sleep is difficult in patients with poor sigma spin-
dles or if the spindles are of a frequency outside the usual
range (18). Toussaint et al. (23) discussed the first-night
effect in sleep studies, noted by lower sleep efficiency,
increased wakefulness, and longer REM periods in
patients. Computer algorithms have been difficult to derive
that can take into account the first-night effect in indivi-
duals because it is relative to the person’s normal sleep
rather than referring to objective, specific changes in sleep
across all individuals.

Interindividual differences in sleep measures have also
been demonstrated. For example, variability in polysom-
nograms has been associated with both gender (24–26) and

age (27,28). For example, Stage 4 sleep presents differently
in a young child than it does in an adult (28). Older adults
have lower amplitude delta waves than children. Although
this is a broader issue regarding the definition of Stage 4
sleep across the age range, it is also illustrative of the
difficulties in standardizing automated computerized sleep
staging systems. A computer must be programmed to
specifically identify such sleep variability for fully auto-
mated scoring to be accurate. Furthermore, studies also
show marked variability between various patient popula-
tions, with different polysomnograms seen for patients
with schizophrenia (29,30), autism (31), and attention
deficit/hyperactivity disorder (32). Thus, one issue with
computer automated sleep scoring is how automated can
or should the process be? Computers can only accomplish
what they are programmed to do (27), and errors will occur
due to artifacts or unexpected events (15). This issue was
highlighted in a study by Cirignotla et al. (33) in which they
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Figure 9. Illustration of a sleep study
summary. The values are calculated by
specific computer algorithms and repre-
sent, in this case, data obtained over �7 h
of recording. This summary accompanies
the diagnostic interpretation of the study
that is forwarded to the patient’s clinician.



investigated the MESAM 4, a computerized, ambulatory
cardiorespiratory monitor that can help diagnosis
sleep apnea. However, the investigators found that this
computerized system significantly underestimated the
oxygen desaturation index in patients with complicated
obstructive sleep apnea, or patients who suffered from
sleep apnea along with another respiratory syndrome
(e.g., chronic obstructive pulmonary disease). In other
words, the MESAM 4 was unable to identify patients that
did not fit the programmed definition of sleep apnea. This
study highlights the current limitations of computers and
the need for humans to be intimately involved in setting
criteria for event identification and evaluating the relia-
bility of the computerized measures obtained.

CONCLUSIONS

Advances in technology have contributed to major insights
into the mechanisms and processes of sleep. However,
computer programs can be written to recognize only what
we understand and can clearly define (14). At present,
reliable completely automated sleep scoring systems are
not available. The EEG variables present particular diffi-
culties for automated sleep staging systems. However, the
ability of computers to store large amounts of data, to
organize and consolidate these data, and to perform sum-
mary statistics has allowed the polysomnogram to become
a significant clinical and research tool. It provides
clinicians and scientists with increased power for the
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Figure 10. Illustration of graphs
representing the numerical data pre-
sented in Fig. 9. These graphs are
automatically plotted by the compu-
ter. The specific format is designed
by the laboratory. Note that this
patient, for example, has a signifi-
cant positional component to their
sleep apnea. As indicated in Fig. 9,
the Supine RDI is 13.7 h�1 compared
to a nonsupine RDI of 0.0 h�1.



evaluation and understanding of sleep pathology, as well
as the basic mechanisms underlying sleep itself.
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INTRODUCTION

Spinal cord stimulation (previously known as dorsal col-
umn stimulation) is a minimally invasive technique used
primarily to treat chronic, refractory neuropathic pain. It is
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based upon Melzack and Wall’s gate control theory (1), and
was first introduced by Shealy in 1967 (2). Neuropathic
(nerve injury) pain has many etiologies, including trauma,
stroke, diabetes, infection [e.g., human immunodeficiency
virus (HIV), or shingles], and cancer. Unfortunately, nerve
injury pain can be extremely difficult to manage. Many
types of therapy have been used for neuropathic pain
including medications such as antiinflammatories, opiates,
and antiepilepsy drugs. Physical therapy and psychologi-
cally based approaches have also been tried with variable
success. Spinal cord stimulation (SCS), transcutaneous
electrical nerve stimulation (TENS), and peripheral nerve
stimulation (PNS) are all forms of neuromodulation that
are used for nerve injury pain.

Spinal cord stimulation is typically reserved for patients
with refractory neuropathic pain, whereas deep brain sti-
mulation is currently used for patients with movement and
some pain disorders. In SCS, a lead is percutaneously
inserted into the epidural space, and an electric field is
applied in the vicinity of the spinal cord. The electric field
depolarizes neural elements or in some way modifies the
function of the nervous system. The goal is for the patient
to experience a pleasant paresthesia, often described as
‘‘tingling’’, in the area of their pain. After an initial success-
ful trial, a permanent stimulator can be implanted that the
patient controls with a hand-held device.

This article reviews the equipment used in spinal cord
stimulation, patient selection, and the possible mechan-
isms of this therapy. The process of inserting a stimulator
will be described with possible complications, and the
effectiveness of this therapy will be analyzed. Finally,
possible future uses of SCS will be discussed.

EQUIPMENT

Medtronic, Inc. (Minneapolis, MN), Advanced Neuromo-
dulation Systems, Inc. (Allen, TX) and Advanced Bionics
(Valencia, CA) are the primary manufacturers of spinal
cord stimulators. There are two types of implantable leads
available: the paddle (surgical) lead and the tubular per-
cutaneous lead (see Fig. 1). The percutaneous lead can

have four or eight contact points (electrodes), whereas the
surgical leads are available with two, four, or eight elec-
trodes. Each electrode can be programmed to function as an
anode or cathode for the electrical current used in stimula-
tion (see Fig. 2). The paddle lead is shielded on one side,
such that stimulation is produced only on the side with the
electrodes (see Fig. 3). This finding has the advantage of
directing the entire electrical field toward the spinal cord,
as opposed to the percutaneous lead that produces an
electrical field circumfrentially around the lead, including
away from the spinal cord. Hence, the paddle lead can
produce SCS at lower amperage, prolonging battery life.
The surgical lead also has the potential advantage of
greater stability (less likely to move postimplantation) as
it is sutured to surrounding tissue (3). However, the paddle
lead requires a minilaminotomy, whereas the percuta-
neous lead is placed less traumatically via a 15 gauge
touhy needle.

The percutaneous lead is made of inert polyurethane
with an outside diameter of �1.3 mm. On its distal end, it
has four or eight electrodes made of platinum iridium.
These are spaced 4, 6, or 12 mm apart. The electrodes
are 3–6 mm long. The plate lead has a two- or four-midline
circular or eight parallel rectangular electrodes. There are
several options to provide current to the electrodes.
An implantable pulse generator (IPG) can be placed sub-
cutaneously (usually in the low abdomen), similar to a
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Figure 1. Various percutaneous and paddle leads. (Used courtesy
of ANS, Inc.)

Figure 2. Current distribution between electrodes on SCS leads.



pacemaker generator. Recently, a rechargeable IPG has
become available. Depending on use, the Pt will percuta-
neously recharge the IPG every few days to weeks. Finally,
a radio frequency (rf) receiver can be placed subcuta-
neously and powered by an external rf transmitter coil
that is held over the device (see Fig. 4). In either case, a
cable is tunneled subcutaneously from the power source to
the lead in the spine.

The IPG provides pulses of electrical current that are
rectangular and biphasic. Programmable features include
pulse width, amplitude, and rate. Rates generally used are
30–80 Hz, amplitude is 0–12 V, and pulse width is 200–
450 ms. Battery life varies depending on rate, amplitude,
and time the device is used. Unless the patient uses the
stimulator constantly with high rate and amplitude, the
battery should last at least several years. One obvious
advantage of an rf receiver system is that there is no need
to periodically replace the battery. The energy source of the
IPG is a hermetically sealed silver vanadium oxide cell.
The power source and electronics are sealed in an oval
shaped titanium shield (see Fig. 5).

PATIENT SELECTION

As noted earlier, spinal cord stimulators are used primarily
for neuropathic pain. Although there are many types of
neuropathic pain, chronic unilateral lower extremity neu-
ropathic pain seems to respond best to this type of therapy.
A typical patient may have the failed back surgery syn-
drome with residual leg pain, or the patient may have some
type of neural compressive lesion that is not operable and
refractory to medical management. Spinal cord stimula-
tion may also be indicated for chronic arachnoiditis, com-
plex regional pain syndrome, peripheral neuropathy of the
lower limb, and phantom limb syndrome. Patients with
idiopathic pain, mechanical low back pain, or other forms of
nociceptive pain have a lower success rate when compared
to those with neuropathic conditions. Clinical experience
and studies have shown that SCS is most efficacious when
the entire painful area is covered with paresthesia. The
more diffuse the patient’s pain, the more difficult it will be
to cover with SCS.

Selection for SCS often includes psychological screen-
ing. Patients with untreated depression, anxiety, or drug
abuse issues are not good candidates. Obviously, the
patient needs to be able to understand how to use the
stimulator. A trial of stimulation is probably the best
predictor of long term success (4). Although the value of

226 SPINAL CORD STIMULATION

Figure 3. Examples of surgical (paddle) leads. (Used courtesy of
Medtronic, Inc.)

Figure 4. Implantable rf receivers. (Used courtesy of ANS, Inc.)

Figure 5. Implantable IPG with hand-held controller. (Used cour-
tesy of Medtronic, Inc.)



psychological testing in predicting success with SCS is
controversial, there is no question that patients with
chronic pain are best managed with a multidisciplinary
approach. This may include physical therapy, psychologi-
cal and spiritual support, medications, and surgical pro-
cedures as indicated.

MECHANISMS

Both animal and human research studies have provided
a partial understanding of the mechanisms of SCS (5).
Melzack and Wall’s gate control theory (1) suggested that
stimulation of large cutaneous A-b fibers would
inhibit nociceptive input from the smaller A-d and C fibers.
Since SCS has been shown to be more effective for neuro-
pathic pain than nociceptive pain, the mechanism must
include more than simple inhibition of nociceptive input.
Endorphins or other endogenous opiates do not seem to be
involved. In patients with ischemic lower extremity pain
or refractory angina, the mechanism of SCS appears to be
an increased local blood flow (i.e., microcirculation). This
may be due to both inhibition of the sympathetic nervous
system and activation of vaso-active chemicals (6).

Animal studies have supported the contention that A-b
fiber stimulation is one of the mechanisms of SCS.
Animal models of neuropathic pain can be created by lesion-
ing the sciatic nerve, which creates tactile allodynia in the
animal, a phenomenon mediated by A-b fibers. Spinal cord
stimulation has been seen to suppress this sign. Another
effect of SCS is on wide-dynamic range neurons. Wide-
dynamic range (WDR) neurons are second order neurons
in the dorsal horn of the spinal cord. They receive input from
a variety of sensory neurons. In the face of continuous
stimulation from injured neurons, the WDR neurons will
‘‘wind-up,’’ that is, fire at lower depolarization thresholds.
Spinal cord stimulation may decrease this WDR response
while simultaneously decreasing the central excitatory neu-
rotransmitters glutamate and aspartate. g-Aminobutyric
acid (GABA), a central inhibitory neurotransmitter, is
simultaneously released; therefore, SCS may have
beneficial effects on both excitatory and inhibitory pain
mechanisms (7).

Recent computer modeling of SCS has led to a greater
theoretical and empirical understanding of the interaction
of current with spinal structures (8). These models demon-
strate how the depth of cerebral spinal fluid and the dis-
tance of the electrodes from both the dorsal columns and
dorsal roots can affect the patient’s paresthesia perception.

IMPLANTATION TECHNIQUE

Before a spinal cord stimulator is implanted, the patient
needs to be informed of potential risks. These include
infection, bleeding, nerve damage, allergic reaction, and
failure of the stimulator to adequately cover or reduce the
patient’s pain. The patient may experience swelling around
the site of the generator and a seroma may develop requir-
ing drainage. If the lead or the generator becomes infected,
it may have to be removed. Lead displacement, fracture, or
movement can occur such that an initially adequate pat-

tern of stimulation becomes inadequate. Lead and battery
revision may become necessary at some point. After place-
ment of a SCS, the patient is instructed not to drive an
automobile with the device turned on. Furthermore, they
should not undergo a magnetic resonance imaging (MRI)
scan or any type of diathermy.

Once consent has been obtained, a trial of SCS is per-
formed. This consists of placing a trial lead in the epidural
space, and if adequate coverage of the patient’s area of pain
can be achieved, allowing the patient to use the stimulator
on an outpatient basis for 5–7 days. In 1993, Barolat et al.
published a database of 106 patients in whom they had
placed spinal cord stimulator leads (9). The electrodes were
placed between the C1 and L1 spinal levels for chronic pain
management, and the areas the patients felt stimulation
were mapped. These maps provide a guideline as to which
body areas will be stimulated by implanted electrodes.
Barolat also noted that certain body areas were difficult
to cover with paresthesia, including the low back, neck, and
perineum. Clinical experience has shown that patients
with bilateral extremity pain or pain in both the low back
and legs may require bilateral lead placement to obtain
adequate coverage. The placement of more than one lead in
the epidural space allows not only wider paresthesia cover-
age, but also the use of complex stimulation programs that
can be tailored to meet the patient’s needs (see Fig. 6). With
bilateral eight electrode leads, the possible stimulation
combinations (anodes and cathodes) reach the thousands.

To insert the lead, the patient is placed in the prone
position and sedated. The operative area is sterilely
prepped and draped, and the skin is anesthetized with
local anesthetic. When treating lower extremity pain, the
puncture site is usually at the L1-2 level. The epidural
space is entered with a touhy needle, through which a lead
is advanced in a cephalad direction. Using fluoroscopy, the
lead is observed to move up the spinal canal until it reaches
approximately the T9–T10 level. The lead can be manipu-
lated to direct it slightly to the side corresponding to the
patient’s pain. For upper extremity pain, the skin is
usually punctured at T1–T2, and the tip of the lead is
placed at the C3–C4 level. The presence of scar tissue or
other anatomic barriers can make lead placement difficult
and occasionally impossible.
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Figure 6. Dual leads allow winder parasthesia coverage. (Used
courtesy of ANS, Inc.)



Once the lead is felt to be in proper position, it is
attached via a cable to the trial generator. This is an
external programmer that allows various combinations
of electrodes to be stimulated in an effort to cover the
patient’s pain with pleasant paresthesia, usually described
as ‘‘tingling’’ (see Fig. 7). If the amplitude is set too high, the
patient may experience discomfort or muscle stimulation.
The patient must be awake enough at this point to answer
questions and describe where they feel the stimulation. It
is not unusual to need to adjust the position of the lead(s)
several times before adequate coverage is obtained.

Once adequate coverage is obtained, the trial lead is
secured with tape and/or suture. After recovery from
anesthesia, the patient is given instructions as how to
operate the stimulator. The patient is allowed to turn
the device on or off, and can adjust the amplitude and rate
to comfort. Reprogramming the pulse width and lead com-
binations is generally reserved for the pain specialist. The
patient is told not to drive a car with the stimulator turned
on, and excess twisting or raising the arms above the head
is discouraged. As noted above, the patient will return to
the clinic for removal of the trial lead in 5–7 days; however,
the patient is encouraged to call sooner should anything
change with the function of the device.

During the follow-up visit, several decisions are made.
The patient is asked if the stimulator continued to cover
their painful area, and if so, did it reduce the discomfort.
Ideally, the patient obtained at least a 50% reduction in
their pain during the trial. If the patient has received
significant pain relief and they want to proceed with per-
manent implantation, the type of lead (surgical vs. percu-

taneous) is selected. Placement of the surgical lead
requires a minilaminotomy, which includes removal of part
of the inferior portion of the lamina and a portion of the
ligamentum flavum, followed by insertion of the paddle
lead into the exposed epidural space (see Fig. 8). Villavi-
cencio et al. followed 27 patients who underwent placement
of SCS leads (3). Patients who had electrodes placed via a
laminectomy had significantly better long-term effective-
ness than the patients with percutaneous leads. Nonethe-
less, permanent placement of percutaneous leads remains
a viable and effective option that does not require a mini-
laminotomy. The placement of the permanent SCS lead
requires that a generator (IPG) be inserted in a subcuta-
neous pocket, usually in the low abdomen or over the
buttock. A cable is tunneled under the skin to the lead
inserted in the spine. After permanent implantation, the
spinal cord stimulator is controlled with a hand-held device.

OUTCOMES

A number of studies have looked at outcomes after SCS.
Van Buyten et al. described 10 years of experience with
SCS in 254 patients, 217 of whom had permanent stimu-
lators placed (10). Before the study began, 10% of the
patients had died and another 10% had undergone explan-
tation. Reasons for explantation included ineffectivity
(4.6%), infection, allergy, and recovery from pain. An inde-
pendent review of the remaining patients who could be
contacted and would participate in the study (n¼ 123)
showed that 68% of them graded the treatment as excellent
to good (excellent, very good, good, moderate, weak, no
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Figure 7. SCS covers painful area with pleasant paresthesias.
(Used courtesy of Medtronic, Inc.)

Figure 8. Paddle lead surgically inserted into the epidural space.
(Used courtesy of Medtronic, Inc.)



improvement, worse). After excluding retirees and others
not pursuing a career, 31% of the patients who had been
working before their pain began had returned to work. The
authors noted that their success rate is one of the highest
reported.

Kay et al. published another retrospective study of SCS
covering 13 years (11). Of 70 patients treated with SCS,
there were 72 surgical revisions, including electrode (32),
connecting cable (6), or generator revision (22). Battery
depletion was the single most common indication for gen-
erator revision (16/22). Of the 72 revisions, 12 were for
explantation. Of 48 patients who responded to a question-
naire, 60% rated their pain relief as substantial (>50%).

Bhdrakant et al. prospectively studied 29 patients over
a 2-year period (12). The primary indication for SCS was
failed back syndrome. Four of the 29 failed to obtain relief
during the SCS trial. Of the 25 patients with permanent
implants, SCS was beneficial in 50%. This result is similar
to North et al. results for a large series (n¼ 320), where
52% of patients reported at least 50% pain relief (13).

Although these and other studies support the use of SCS
for certain chronic pain syndromes, methodological pro-
blems preclude drawing final conclusions. Its retrospective
nature, lack of controls, and heterogeneous patient popula-
tions flaw much of the research on SCS. More prospective
studies, perhaps looking at SCS for individual pain syn-
dromes, will be needed before this expensive technology
becomes widely accepted.

FUTURE USES OF SCS

Greater understanding of both peripheral and central pain
mechanisms combined with evolving technology have
expanded the potential uses of SCS. Multiple-electrode
configurations have allowed coverage of diffuse pain gen-
erators and made reprogramming simple when coverage is
lost or new pain symptoms arise. Lumbosacral placement
of SCS leads may allow treatment of refractory pelvic
neuropathic conditions including sacral neuralgia, vulvo-
dynia, or coccydynia. Urinary incontinence may also be
treatable with this technique (14). Peripheral placement of
SCS leads has been used for a number of conditions,
including occipital neuralgia (i.e., spinally transformed
migraine) and trigeminal neuralgia (15,16).

Other current and evolving uses for SCS include chronic
regional pain syndromes (RSD and causalgia), postherpetic
neuralgia, and postamputation pain. Patients with periph-
eral vascular disease suffering from rest and night pain
seem to benefit from SCS; this indication is used more
commonly in Europe than the United States. Spinal cord
stimulation has also been shown to be effective in refrac-
tory angina (17). Other conditions treated with SCS
include severe Raynauds phenomena, Buerger’s disease,
and diabetic neuropathy.
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INTRODUCTION

Spinal implants constitute the fastest growing segment of
the orthopedic medical device industry. The area has until
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the last 5 to 10 years been vastly under-studied for the
proportion of patients who are afflicted with diseases and
injuries to the spine. Consequently, new spine medical
devices and medical device companies are emerging every
day with new and better treatment strategies for prevalent
spine disorders. This article will explore the physiological
conditions and disease states that require treatment and
then demonstrate some treatment strategies that are being
used today. The devices in this text are not comprehensive
(we would need a much larger space to do that) but do allow
an understanding of the state-of-the art in medical treat-
ment of spinal disorders.

Human Spine

The human spine is a mechanical structure as it performs
three fundamental biomechanical functions simulta-
neously (1). First, it transfers the weights (and resultant
bending moments) of the head, trunk, and any weights
being lifted to the pelvis. Second, it allows the sufficient
physiological motion among the head, trunk, and pelvis.
Third, and most important, it protects the delicate spinal
cord from the potential damaging forces (and moments)
resulting from the physiological motions and trauma (1).

Figure 1 show a schematic of the human spine, which is
divided into three main regions: the upper region with 7
vertebrae (cervical spine), the middle region with 12 ver-
tebrae (thoracic spine), and the lowermost with 5 vertebrae
(lumbar spine). At the distal end of the spine, there is a
basin-shaped structure, the pelvis, that supports the spinal
column and is made of sacrum and coccyx with fused
vertebrae. The human spine is not a straight structure,
but it has specific curvature. The spine in the cervical and
in the lumbar region is slightly convex anteriorly, whereas
in the thoracic and sacral region, it is slightly convex
posteriorly. The specific shape allows the increased flex-
ibility while maintaining the overall spinal stability. It also
facilitates increased shock-absorbing capacity along with
adequate stiffness (1).

Each vertebra is made up of several parts. Figure 2
shows schematic of the vertebrae in a vertebral column.
The body of the vertebra is the primary weight-bearing
area. Between the vertebrae lie the intervertebral disks,
which separate the adjacent vertebrae and act as cushions
between them while allowing the movement of one verte-
bra relative to another. There is a large hole in the center
part (spinal canal) that is covered by the lamina. The spinal
cord runs through this spinal canal. There is a protruded
bone in the central posterior region, called the spinous
process. There are pairs of transverse processes that are
orthogonal to the spinous process and provide attachment
sites for the back muscles. Four facet joints are also asso-
ciated with each vertebra. Four facet joints in two pairs
(superior and inferior) interlock with adjacent vertebrae
and provide the stability to the spine (1). An intervertebral
disk is situated in between adjacent vertebrae. The disks
are labeled with respect to the vertebrae levels, between
which they are located. Thus, the T12/L1 disk is located
between the twelfth thoracic and first lumbar vertebrae,
whereas the L3/L4 disk is located between the third and
fourth lumbar vertebrae.

The intervertebral disk is basically a composite struc-
ture made up of three different tissues; the central core is
called the nucleus pulposus (Fig. 3), which is attached
radially to the multilayered fibers of the annulus fibrosus
and attached superiorly and inferiorly to cartilaginous end
plates (1). The nucleus is predominantly water in a matrix
of proteoglycan, collagen, and other matrix proteins. The
water content of the nucleus is very high at birth (approx-
imating 90%) and then decreases through the aging cycle
down to 70% or less. The annulus surrounds the nucleus
with successive layers of tissue with collagen fibers
oriented in alternating directions. The annulus is under
tension when the nucleus absorbs water and swells. The
cartilaginous end plates have multiple perforations
that allow exchange of water and nutrients into the disk
(4–6).
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SPINAL DISORDERS

Various spinal disorders are observed in humans; some
manifest in pediatric patients, whereas others affect mid-
dle-aged and older patients. The most common spinal
disorders can be generally described by three different
categories: developmental bone deformities (scoliosis and
kyphosis), bone degeneration (vertebral compression frac-
tures), and degenerative disk disease (herniation, rupture
and spinal cord stenosis).

Developmental Bone Deformities

The spine is a complex biomechanical structure and per-
forms complex functions. This puts spine under greater
strains, and bone deformities may develop during the
course of time while performing the demanding functions
such as supporting the cranium and trunk, or absorb
stresses generated during daily physiological activities.
Most common spinal disorders under this category include
scoliosis and kyphosis.

Scoliosis. Scoliosis is a lateral curvature of the spine.
The symptoms of the scoliosis include uneven waist,

different height shoulders, raised/prominent hip, and lean-
ing of body to one side (7). Some causes of scoliosis include
congenital deformity, cerebral palsy, atrophy, and neuro-
muscular problems.

Scoliosis can either be structural or functional. Struc-
tural scoliosis is referred in case of adjacent vertebrae
rotation upon each other. This is generally followed by
deformation of rib cage. In case of functional scoliosis,
there is no fixed vertebral rotation or fixed deformity in
the thoracic region. The rate of curve progression is not
constant; however, the lumbar curves progresses more
rapidly than thoracic curves. The scoliosis is generally
classified as adolescent idiopathic scoliosis (AIS), adult
scoliosis (with or without degenerative changes), and de
novo scoliosis (which develops secondary to degenerative
changes of the lumbar spine, especially in older age) (7).

The most common tools used for diagnosis of scoliosis
include plane radiograph, computed tomography (CT)
scans, and magnetic resonance imaging (MRI). Treatment
options depend on the various factors, including the age,
curvature angle, progress rate, location, flexibility, and
spinal maturity. Conservative management (no treatment)
is commonly incorporated when the curvature is mild (less
than 208).

Orthopedic braces are recommended in case of curva-
ture angle of 25–408, to prevent further spinal deformity,
especially in children. The bracing, however, merely pre-
vents the worsening of the existing curvature and does not
restore normal alignment (8). Many types of braces are
commercially available in the market. The brace, depend-
ing on the type and application, may extend from neck to
pelvis (Milwaukee Brace) with plastic pelvic girdle, neck
ring, and pressure pads (Fig. 4) (9), or it may just cover
below the breast to the initial pelvic region only (Boston
Brace). The use of braces has been generally effective in
case of children, to prevent the further worsening of the
scoliosis, but there is still a lack of consensus about
the indications for the brace, type, and wearing time over
the body.

Surgical options are used only in case of severe scoliosis
(curvature angle greater than 458) or for the curves that do
not respond to nonsurgical treatments. The goals of the

SPINAL IMPLANTS 231

Figure 2. Spinal vertebrae (3).

Figure 3. Schematic of an intervertebral disk (1). Figure 4. Milwaukee Brace (9).



surgical treatment are to prevent the progression of the
curve and correct the deformity using instrumentation (7).
The most common method to treat severe scoliosis is spinal
fusion (anterior or posterior) and bone grafting/substitute.
Bone graft can either be autologous iliac crest, from rib or
allograft. In general, the facetctomy is followed by place-
ment of bone graft and fixation. Various instrumentation
options are available to surgeons for fixation. Basically,
fixation is achieved by use of single/dual rods, posteriorly or
anteriorly, along with screws and wires to the fixation
point(s). The structures of the vertebral body, such as
pedicles, sublaminar region, facets, and processes, may
serve as fixation points for fusion (7). Anterior structural
support is generally provided by mesh cages or ring allo-
grafts. Single thoracic curves are generally treated poster-
iorly using posterior instrumentation (hooks) and fusion.

Kyphosis. When viewed from the side, the normal
spinal column is not completely straight. There are several
gentle curves due to the shape and alignment of the
vertebrae. Kyphosis is an exaggerated curvature of the
spine or a rounded, ‘‘hunched’’ back. Most causes (meta-
bolic, neuromuscular conditions, osteogenesis, spina bifida,
among others) of the kyphosis are due to shortening of the
anterior column, a weakening or lengthening of the poster-
ior column, or both (7). The symptoms of kyphosis include
difference in shoulder heights, forward bend of head com-
pared with the rest of body, and tight hamstring (back
thigh) muscles.

As in scoliosis, plane radiographs are also useful in
diagnosing kyphosis. These help in defining the nature
of sagittal deformities. Cobb (angle) measurements on
these radiographs are performed to quantify the deformity
in the sagittal and coronal plane. The angle is measured
using the adjacent vertebral endplates (plane) as the basis
of calculation. CT scans and MRI also find a place as
useful diagnostic tools for better assessment of the spinal
deformity.

The use of braces is recommended when the curve
angle is between 408 and 608 on X ray. Surgical treatment
is recommended when the curvature deformity is progres-
sive, and the deformity may lead to neurological
compromise. Again, spinal fusion (anterior or posterior)
is referred for cases of severe deformity. In the case of
young patients, posterior fusion might be considered,
which would allow continuous anterior growth to partially
correct the deformity (anterior release with posterior
instrumentation).

Bone Degeneration

Compression fractures are generated in vertebrae when
the bone tissue becomes weak due to degenerative changes.
In most cases, the cause of the compression fracture is
reduction in bone mineral density leading to weakening of
bone (osteoporosis) (1,7). Osteoporosis causes both inor-
ganic and organic phase bone loss. Loss of bone crystal
weakens the bone to compressive loading, whereas loss of
the organic matrix of bone makes the tissue more brittle,
making the bony construct more susceptible to fracture.
Other manifestations of osteoporosis include hyperkypho-
sis with chronic spinal pain and osteoporotic burst

fractures. However, the most common manifestation of
the bone loss is a vertebral compression fracture (VCF).

To diagnose vertebral compression fractures, plane
radiographs are used. To follow the progression of bone
density loss throughout the osteoporotic disease process,
dual photon absorptiometry (DPA) (which measures axial
skeletal bone mass density) and dual energy X-ray absorp-
tiometry (DEXA) (which measures baseline bone density
with precision) are used. Quantitative CT can also be used
in diagnosis of compression fractures.

Surgical treatment available for reduction of compres-
sion fractures is vertebral body augmentation: either
kyphoplasty or vertebroplasty (7). Vertebroplasty is a pro-
cedure performed to relieve the pain and strengthen the
weak vertebrae. During the procedure, an image-guided
(X-ray) bone needle may be passed through the patient’s
back to have precise control over its location. Bone cement
(polymethylmethacrylate or PMMA) is pushed through the
needle to stabilize the fractured location of the vertebra.
After curing, the PMMA biomaterial serves to stabilize the
vertebra and to minimize the pain associated with the
fracture.

Kyphoplasty is another method of vertebral augmenta-
tion, which uses bipedicular approach and balloon tamps to
create voids in the bone. The instrumentation (cannula)
used in kyphoplasty differs that from used in vertebro-
plasty. The void created by balloon is filled with PMMA.
Other materials, such as calcium phosphate, hydroxyapa-
tite, polymeric hydrogels, and combinations thereof, are
being investigated as an alternative solutions to PMMA.

Degenerative Disk Disease

Lower back pain is one of the most prevalent socioeconomic
diseases and one of the most important health-care issues
today. Over five million Americans suffer from lower back
pain, making it the leading cause of lost work days next
only to upper respiratory tract illness (10–14). On an
average, 50–90% of the adult population suffers from lower
back pain (15), and lifetime prevalence of lower back pain is
65–80% (16). It is estimated that 28% experience disabling
lower back pain sometime during their lives, 14% experi-
ence episodes lasting at least 2 weeks, whereas 8% of the
entire working population will be disabled in any given
year (16). The total cost of the lower back disabilities is in
the range of $50 billion per year in the United States (17)
and £12 billion per year in the United Kingdom alone (18).
The causes of lower back pain often remain unclear and
may vary from patient to patient. It is estimated that 75%
of such cases are associated with lumbar degenerative disk
disease (DDD).

Many conservative treatment options exist for lower
back pain. These generally aim at reducing the pain arising
out of nerve root impingement and inflammatory response
because of the migrated nucleus. The most commonly used
surgical treatments include discectomy and spinal fusion
and are sought when conservative treatments fail.

Progression of Degenerative Disk Disease. As the human
life progresses, significant changes occur in the tissues of
the intervertebral disk. DDD can be simply defined as the
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loss of normal disk architecture accompanied by progres-
sive fibrosis. At birth, the water content of the annulus
fibrosus is about 80% and that of nucleus pulposus is about
90%. Through the degenerative process, this water content
decreases to as low as 70% for the nucleus (19). Microscopic
changes such as fragmentation of fibers, mucinous degen-
eration of fibers leading to cyst formation, and focal aggre-
gation of the collagen to form round aggregates of
amorphous material are observed in early stage of degen-
eration (20). The salient features of the DDD can be
denoted as the loss of gelatinous nucleus pulposus, gradual
disappearance of the originally well-defined border
between the nucleus and the annulus, coarsening of the
annulus lamellae, progressive fibrosis, and later fissuring
of the annulus fibrosus with the deposition of the aging
pigment (21–24).

The load transfer mechanism is clearly altered in the
case of a dry nucleus. As a result, the end plates are
subjected to reduced pressure at center and more pressure
around the periphery. The stress distribution in the annu-
lus is also altered significantly. Essentially, the nucleus
does not perform its function of load transfer and the load
transfer occurs through end plate—annulus—end plate
route (1). The annulus is subjected to abnormal stresses
and is more prone to injuries, and cracks/fissures first
develop into the annulus.

With continued degeneration, the central nucleus may
migrate through the crack developed in the annulus toward
the periphery. The migration of the nucleus material is
referred to as ‘‘disk herniation’’ (17). Approximately 90% of
the disk herniation would occur at the L4-L5 and L5-S1
levels. The migrated material may impinge on the nerve
root. The contact of the migrated nucleus with the nerve
root irradiates debilitating back pain. Also, the herniated
material elicits an inflammatory response because of the
avascular nature of the nucleus. It is difficult to distinguish
between the effects of aging from that of degeneration on
the biomechanical behavior of the lumbar disk. The bio-
mechanical behavior of the disk is dependent on its state of
degeneration, which in turn depends on the age.

In case of the normal disk, any load acting on the disk is
transferred to the annulus by means of swelling pressure
(intradiscal pressure) generated by the nucleus (1). The
water binding capability of the nucleus is a function of
chemical composition of the nucleus. However, with aging
and/or degeneration, changes occur to the proteoglycans as
proteases and MMPs attack the molecules. The result is a
decrease in the proteoglycan/collagen ratio, which leads to
the lower water binding capability of the nucleus (25,26).

The load transfer mechanism in case of such a dehy-
drated disk is significantly altered (Fig. 5). The nucleus
cannot generate sufficient intradiscal pressure to maintain
disk height and normal mechanical function (25,27,28).
Although it is not well understood, the consequence of
the structural and mechanical changes to the disk may
be a cause of lower back pain.

Stenosis. The reduction in the disk volume leads to
instability, resulting in the growth of bone, end plates, and
ligaments to compensate for this volume loss (stenosis).
Stenosis is narrowing of the spinal canal (29). It occurs as a

result of aging and/or degenerative disk disease. The water
content of the nucleus decreases, causing an abnormal load
transfer mechanism within the disk. The disk height is
reduced, and this dry/hardened disk may bulge into the
spinal canal space. Additionally, the facet joints may
become thick, thus narrowing the spinal canal further.
Spinal stenosis in the lumbar spine may result in cauda
equina syndrome and loss of bowel and bladder function. In
general, the symptoms are not observed with stenosis.
However, when present, the symptoms may include low
back stiffness, leg weakness, numbness in the back/legs,
and cramping.

Most common methods to diagnose and analyze the
stenosis are plane X ray, MRI, and CT scan (7). These
treatments, alone or in combination, provide valuable
information about the patient’s spine structure, location,
and the extent of the disease. In particular, the following
information can be revealed:

� Disk space narrowing

� Endplate osteophytes and sclerosis

� Facet enlargement and osteophytes formation

� Loss of lumbar lordosis

If conservative treatments such as medication, physical
therapy, and spinal injections fail, a surgical approach may
be recommended in the cases with persistent back pain
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and/or progressive leg weakness. The indications for sur-
gical treatment include radicular pain or neurogenic clau-
dication with MRI or CT. In general, the goals of surgery
are pain relief, increased mobility, and improvement in the
patient’s quality of life. Most common surgical treatments
are laminectomy (in case of simple stenosis) and spinal
fusion. Fusion is recommended when there is a stenosis in
conjunction with

� Degenerative scoliosis or kyphosis

� Degenerative spondylolisthesis

The goal of the laminectomy or, lumbar decompression
surgery, is to widen the spinal canal (30) to allow more space
for spinal nerves. The treatment would ideally relieve the
leg pain and, to a certain extent, back pain. When there is a
vertebrae slippage relative to each other (spondylolisth-
esis), an abnormal motion would occur, which might
require spinal fusion along with decompression.

Spondylolisthesis. Spondylolisthesis is defined as dis-
placement or slippage of one vertebra on another (7).
Osteoarthritis of the facet joints (degenerative arthritis
that breaks the cartilage between the fact joints) can lead
to instability of the vertebral segments. The L4-L5 motion
segment has most flexion-extension movement and is more
prone to such slippage, as a result of weakened facet joints.

The most common symptoms are pain irradiating in
lower extremities and cauda equina compression along
with incontinence of bowel or bladder. Like most other
spinal disorders, surgical treatment is recommended only
when the nonsurgical treatments such as activity modifi-
cation and physical therapy show no significant improve-
ment in the patient’s quality of life. The goals of the
surgical treatment are pain reduction, prevention of
further slip, and stabilization of spine (7). Surgical treat-
ments include spinal fusion (with or without decompres-
sion), slip reduction or instrumentation, and interbody
fusion.

Recommended operative treatments of degenerative
spondylolisthesis are decompressive laminectomy
(removal of lamina and medial joints), decompression with
postero-lateral fusion (complete laminectomy and partial
facetectomy along with fusion of the transverse process),
and decompression with instrumental fusion.

TREATMENT OPTIONS AND MEDICAL DEVICES

Most spinal medical devices involve permanently fusing
vertebral bone to correct a deformity or to limit a motion
segment to stabilize the joint segment and relieve pain.
Spine medical devices have their origin in plates, screws,
and rods made from stainless steel and titanium, and
today, these components comprise the majority of the
implantable devices today.

Implants for Developmental Spine Deformities

Implants for developmental bone deformities such as
scoliosis and kyphosis, generally use metal rods, screws,

plates, and rib cages. For example, CD Horizon from
Medtronic (Fig. 10) can be used for treatment of such
deformities. Recently, the Food and Drug Administration
(FDA) approved the Vertical Expandable Prosthetic
Titanium Rib (VEPTR) from Synthes Spine (41,43), which
is a surgically implanted device used to treat thoracic
insufficiency syndrome (TIS) in pediatric patients. TIS is
a congenital condition where severe deformities of the
chest, spine, and ribs prevent normal breathing and lung
growth and development.

The VEPTR device (Fig. 6) is a curved metal rod that is
attached to ribs near the spine using hooks located at both
ends of the device. The VEPTR device helps straighten the
spine and separate ribs so that the lungs can grow and fill
with enough air to breathe. The length of the device can be
adjusted as the patient grows. It is hoped that the device
will accomplish more normal growth pattern without
spinal growth limitations, decreased chest, spine, and rib
deformity and increased lung volume (43).

Implants for Degenerative Bone Disease

In case of kyphosis caused by osteoporosis (decrease in bone
mass density with increased bone brittleness), minimally
invasive methods such as vertebroplasty or (balloon kypho-
plasty) are being used (7). Vertebroplasty involves the
percutaneous injection of (PMMA) into a fractured verteb-
ral body. Balloon kyphoplasty is another surgical approach
to treat the kyphosis or deformity of the spine. In this
procedure, an inflatable balloon is inserted between the
vertebrae space to increase the disk height. Increase in
disk height helps to reduce the deformity. The extra space
created by balloon is filled with bone cement (PMMA),
which when cured, binds the fracture. The hardened
cement thus provides the strength to fractured/weak ver-
tebrae and stability to the spine along with reducing the
pain.

Implants for Degenerative Disk Disease

The treatment options for the patient would vary based on
the age, pain history, and severity. When conservative
treatments (such as rest, medications, physical therapy,
etc.) fail, the patient is advised to undergo surgery. The
goal of the surgery is to alleviate the pain. Most popular
surgeries include lumbar microdiscectomy, lumbar lami-
nectomy, microendoscopic surgery, and arthroscopic lum-
bar discectomy (30,31).

Lumbar microdiscectomy (or lumbar decompression) is
a proven technique to reduce the back pain associated with
herniated disks. In this treatment, a small portion of the
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Figure 6. VEPTR for the treatment of pediatric scoliosis from
Synthes Spine (41).



bone over the nerve root is removed to get relief from pain.
A microscope is used to aid in visualizing the pinched nerve
and subsequent microsurgical procedure to remove the
excess portion of the herniated disk. Similarly, an open
decompression (lumbar laminectomy) is another type of
surgery that is performed to reduce the pain caused by
neural impingement, which is particularly effective as a
treatment for spinal stenosis. It is typically done with a
posterior approach. The spine is approached by cutting the
left and right back muscles off the lamina and removing the
lamina itself. The facet joints are then trimmed to allow
more space to nerve roots (30).

Even with these surgical treatments, pain may not be
relieved for disks that are more severely degenerated. In
these cases, fusion is required to restrict the motion of the
segment and thus attempt to relieve pain. A discussion of
fusion technologies and the associated implants follows.
More recent advances in non-fusion technologies are aimed
at preserving the motion segment while relieving pain.
Such non-fusion technologies include total disk replace-
ment, nucleus replacement, and annulus repair. Numer-
ous new companies and new medical implant strategies are
being explored currently and will hopefully prove to be
clinically relevant pain relief and function restoring solu-
tions to DDD.

Fusion Solutions. Spinal fusion is recommended when
the discectomy approach may not be clinically relevant,
and the goal is to relieve pain by stopping the motion of a
spine segment. Spinal fusion instrumentation is essen-
tially of three main types: pedicle screws, anterior inter-
body cages, and posterior lumbar cages. The bone generally
fuses more effectively when its motion is minimized; hence,
these devices are used to limit the motion of the fused
segment. Similarly, the spinal fusion is based on the
assumption that if the joint does not move, it will not create
pain.

Pedicle screws (Fig. 7) are the means of providing
anchor to the spine. They are used in combination with
the short rod to grip the spine and are made from biocom-
patible metals such as medical-grade stainless steel or
titanium. After a sufficient time, these screws can be
removed by doing a surgery; however, most surgeons
recommend keeping the screws unless it causes discomfort
to patient.

Anterior interbody cages (Fig. 8) have been recently
approved by the FDA to use in the disk space. The cages
are made from titanium and are porous, which allows the
bone graft to grow. Cages are also made of novel composite
materials (e.g., Jaguar from Depuy) such as carbon fiber-
reinforced polymeric materials. The bone graft grows
through the cage from one vertebra to another.

These cages are placed in front (anterior) of the lumbar
spine and, hence, the name. The cages can be inserted
using either mini-laparotomy or endoscopy, however, the
former is preferred. In general, a 3 to 5 in. (7.6 to 12.7 cm)
incision on the left side of the abdomen is made to approach
the damaged disk.

Anterior lumbar interbody fusion (ALIF) surgery is
often combined with posterior lumbar interbody fusion
(PLIF) surgery to provide more rigid fixation. When the
cages are placed from back of the spine, it is called posterior
fusion. Coda (Fig. 9) is a titanium alloy device for PLIF with
pedicle screws from Abbott Spine and features intraopera-
tive adjustment for lordosis.

There is another form of the fusion surgery: transfor-
aminal lumbar interbody fusion (TLIF), which is consid-
ered as an extended form of PLIF. In TLIF, an entire facet
joint is removed to get a better access to disk space as
compared with PLIF. This facilitates better visualization
and more removal of the disk material and placement of
larger bone graft/implant. The success rate of the cages
almost entirely depends on the vertebrae condition. The
surgery is not recommended in the case of osteoporosis
because the vertebral body would not sustain the cage,
leading to eventual failure of the end plates. In that sense,
the pedicle screws are better than anterior cages as a
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Figure 7. Pedicle screws and instrumentation from Medtronic
(32).

Figure 8. Jaguar Interbody Cage from Depuy Spine (33).

Figure 9. Coda PLIF device with pedicle screws from Abbott
Spine (34).



fixation device. The anterior/posterior fusion is performed
in the case of severe spinal instability or in revision sur-
gery. The advantage of the anterior/posterior fusion is that
it provides more surface area for the bone fusion to occur.

The gold standard in the case of fusion is considered to
be postero-lateral gutter fusion surgery (30). A bone graft is
placed in the postero-lateral portion of the spine. The
transverse process of the vertebral body serves as an
attachment site to the bone graft, which eventually grows
to complete the fusion at the site.

The recent trend is to offer the spinal systems that can
be used for multiple spinal treatments. For example, the
CD Horizon Legacy Spinal System (Fig. 10) can be used as
a posterior, noncervical, nonpedicle screw fixation system
for treatment of DDD, spinal stenosis, spondylolisthesis,
spinal deformities like scoliosis, and kyphosis. When used
as a pedicle screw fixation system of the noncervical poster-
ior spine, it may be indicated for degenerative spondylosth-
esis, kyphosis, and scoliosis.

Novel concepts for spine care (e.g., Dynesys from Zim-
mer Spine and Wallis from Abbott Spine) are recently
introduced in the market. Dynesys (Fig. 11) is a posterior

dynamics stabilization system, which is designed to bring
the lumbar vertebrae back into more anatomical position
while stabilizing the affected segments. The system used
flexible materials threaded through pedicle screws, achiev-
ing dynamics stabilization.

The Wallis device (Fig. 12) from Abbott Spine is also
another non-fusion spinal stabilization device that is under
clinical trials in United States. The system is designed to
treat the pain caused by initial stage DDD and aims to
stabilize the lumbar spine without fusion, with a minimally
invasive procedure.

The bone grafts used for the fusion can be either taken
from patient’s iliac crest (autograft) or from a human
cadaver (allograft), such as Puros (Fig. 13) from Zimmer
Spine (34). Autografts have the obvious advantage of com-
patibility with the patient’s body. It helps in osteoconduc-
tion (bone growth) by means of providing calcium scaffold
along with osteoblasts (bone growing cells) and morpho-
genic proteins (bone growing proteins). The allografts, in
comparison, do not have osteoblasts and morphogenic pro-
teins and merely provide the calcium scaffold for the fusion
to occur. However, autografts lead to higher and longer
postoperative pain as the bone graft is taken from the
patient’s own body.

Recently, synthetic bone grafts are introduced (e.g.,
Infuse), which represents an rhBMP-2 (recombinant
human bone morphogenetic protein- 2) formulation com-
bined with a bovine-derived absorbable collagen sponge
(ACS) carrier. The INFUSE Bone Graft/LT-CAGE
Lumbar Tapered Fusion Device, from Stryker Spine (36)
(Fig. 14) is indicated for spinal fusion procedures in skele-
tally mature patients with DDD at one level from L4-S1,
who may also have up to grade I spondylolisthesis at the
involved level.
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Figure 10. CD Horizon Legacy from Medtronic (32).

Figure 11. Dynesys from Zimmer Spine (35).

Figure 12. Wallis from Abbott Spine (34).

Figure 13. Puros allograft from Zimmer Spine (35).



Bone stimulators offer another approach that poten-
tially aid in spinal fusion. These externally applied devices
emit low electrical current (30). This is aimed at facilitating
stimulation of bone growth and increasing the chance of
achieving spinal fusion. These are used in the case of
patients who have a potentially very slow rate of obtaining
solid fusion or in the case of the revision surgery.

The fusion and discectomy relieve pain but do not
restore the normal spinal motion (37,38). The motivation
behind exploration of the new and better solutions for the
treatment of lower back pain is the failure of current
treatments (conservative and surgical) in terms of restor-
ing the motion and normal disk biomechanics. This is
further aggravated by the complications that may occur
after the surgical treatments, such as discectomy and/or
spinal fusion.

Non-Fusion Solutions. Total disk replacement, where
an entire diseased disk is removed and replaced by a
synthetic implant, and nucleus pulposus arthroplasty,
where only the nucleus of the disk is replaced either by
a synthetic implant or recreated using tissue engineering
approach, are the emerging approaches as alternatives to
current surgical procedures for the treatment of the lower
back pain (39). Annulus repair techniques, where defects in
the annulus are either modified or repaired, also finds a
place in emerging techniques and can be potentially used
either alone or in combination with nucleus pulposus
arthroplasty procedures, depending on the degenerative
state of the intervertebral disk.

Total Disk Replacement. Total disk replacement targets
later stages of disk degeneration (Galante grade IV), where
the annulus is severely degenerated and is beyond repair
(40). The diseased disk is entirely removed and replaced by
a medical device that provides motion to the joint segment.
Disk replacement may serve to eliminate the back pain and
restore the physiological motion. A similar approach for
total knee and hip replacement is highly successful. Total
disk prostheses may be better options to spinal fusion and/
or diskectomy as it allows the physiological motion between
the adjacent vertebrae. Another advantage would be that
the effectiveness of the surgery will not be dependent on

the integrity of the annulus or degeneration state. To
simulate the natural structure and function of the spinal
unit, total disk prostheses also provide adequate fixation to
the vertebrae.

There are a variety of total disk replacement design
strategies, but two of the concepts that are furthest along
are the Charite and the ProDisc, which are each based on
metallic end plates that are porous coated and allow fixa-
tion to the superior and inferior end plates as well as an
ultra-high molecular end plate polyethylene core, which
provides a low friction articulation of the adjacent verteb-
rae. The use of artificial disks (Fig. 15) as a replacement to
the damaged disk is currently in various phases of devel-
opment and clinical trials. The Charite received FDA
approval in 2004, and ProDisc, Maverick, and Flexicore
are under clinical evaluation at the time of this writing (30).

Nucleus Replacement. The nucleus pulposus is a major
component of the intervertebral disk and is actively
involved in the disk function and load transfer mechanism.
It is also involved with the pathologic changes of the disk.
Researchers began to consider replacement of the nucleus
alone because this tissue seems to degenerate before the
annulus fibrosus. If this tissue alone can be replaced,
preserving the annulus fibrosus, this may prolong the life
of the disk and postpone or prevent the need for a more
aggressive procedure such as fusion or total disk replace-
ment. Nucleus replacement, as in case of total disk repla-
cement, aims for restoration of the normal disk mechanics
and functions, in contrast with the current surgical proce-
dures of the diskectomy and the spinal fusion.

There are several nucleus implants in the various
phases of development and clinical trials. Some are already
implanted in humans in Europe (e.g., RayMedica PDN,
Disc Dynamic’s DASCOR), whereas most other nucleus
implants are undergoing bench-top testing and/or investi-
gational device exemption (IDE) submissions. The Rayme-
dica prosthetic nucleus device (Fig. 16) has the longest
history of all nucleus implants on the market. The clinical
results of the PDN have been promising for pain relief and
disk height restoration (41), but they are troubled by
expulsion of the device from the annulus. Alternative
implant designs and surgical procedures have limited this
complication, but it remains a major challenge for these
types of devices.

To perform surgical intervention on the intervertebral
disk (e.g., in the case of nucleus replacement), outer
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Figure 14. Infuse synthetic bone graft from Stryker Spine (36).

Figure 15. Charite from Depuy Spine (33) and ProDisc from
Synthes Spine (41).



annulus fibrosus needs to be compromised. If the artificial
incision in the annulus is not repaired, there is very high
risk of nucleus implant expulsion, even under mild phy-
siological loading. The main idea is to seal the annulus
incision and/or prevent the expulsion of the nucleus
implant from the created window. A barrier can be placed
in between the nucleus and the annulus to prevent expul-
sion. These technologies are currently being explored in
early clinical trials and in preclinical evaluations.

APPENDIX 1

CONCLUSIONS

This is perhaps the most exciting time in the
development of medical devices for spinal applications.
Never before have so many academic researchers, clini-
cians, and corporations so aggressively pursued solutions
to spinal conditions that have a potential to be solved with
medical devices. Along with this tremendous interest is
the interest in better understanding of the anatomical
structure, biochemistry, and function of the spinal struc-
tures. As more information becomes available, further
refinements in treatments through medical devices will
be improved offering more tools to the surgeon and a better
chance of relieving pain while preserving the function of
the spine.

APPENDIX 2. TERMINOLOGY

Allograft The transplant of an organ or tissue from one
person to another.

Autograft The transplant of an organ or tissue from one
body site to another body site of the same person.
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Figure 16. Single prosthetic nucleus device by Raymedica (42).

Spinal Disorder Treatment Options Device/Implant

Stenosis -Laminectomy
-Spinal fusion

-Fusion Instrumentation
� Cages
� Pedicle screws
� Metal rod
� Autograft/Allograft

Spondylolisthesis -Laminectomy
-Spinal fusion

Fusion instrumentation
� Cages
� Pedicle screws
� Metal rod
� Autograft/Allograft

Scoliosis -Bracing
-Spinal fusion

-Braces
-Fusion instrumentation
� Cages
� Pedicle screws
� Metal rod
� Autograft/Allograft

Kyphosis -Balloon kyphoplasty -Bone cement

Vertebral compression
Fracture

-Vertebroplasty
-Kyphoplasty

-Bone cement-Emerging materials

Disk degeneration
and herniation

-Diskectomy
-Spinal fusion
-Total disk prosthesis
-Nucleus replacement

-Fusion instrumentation
� Cages
� Pedicle screws
� Metal rod
� Autograft/Allograft

-Facet replacement
-Nucleus implant device
-Total disk arthroplasty



Compression Fracture Collapse of the bone of the
vertebral body, mostly due to osteoporosis and
trauma.

Disk DegenerationThe loss of normal disk architec-
ture accompanied by progressive fibrosis. This is seen
as loss of hydration of the disk material and loss of
disk height. This complex process alters the normal
biomechanics of the spine and may cause back
pain.

Disk Herniation Migration of the central nucleus
pulposus of the disk toward disk periphery through
cracks or fissures in outer annulus.

Discectomy A procedure in which in an excess portion
of the disk impinging on the nerve root is cut off.

Kyphosis An exaggerated curvature of the back bones
(vertebrae) in the upper back area or a rounded,
‘‘hunched’’ back.

Kyphoplasty A procedure that combines the ver
tebroplasty technique with balloon catheter techno
logy to treat the osteoporotic vertebral compression
fractures.

Laminectomy A procedure in which the lamina (roof) of
the vertebra is trimmed to create more space for the
spinal nerves.

Nucleus Implant An artificial material, which can be
used as a replacement to the degenerated nucleus of
the intervertebral disk to relieve back pain and
preserve the normal motion.

Osteoporosis A disease in which bones become fragile
and brittle, making it prone to break easily.

Scoliosis A curvature of the spine.

Spinal Fusion A procedure in which an intervertebral
disk between the adjacent vertebrae is replaced by
bone graft. The procedure is performed to relieve the
back pain and stabilize the spinal segment by fusing
the vertebrae together, with or without spinal instru-
mentation.

Spondylolisthesis Slippage of one vertebra on
another.

Stenosis Narrowing of the spinal canal.

Total Disk Prosthesis An artificial device, which
can be used as a feasible replacement of the
degenerated disk to relieve back pain and preserve
the motion.

Vertebroplasty A procedure that stabilizes the
collapsed vertebra with the injection of the medical-
grade bone cement into the spine.
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INTRODUCTION

Statistics can be called that body of analytical and compu-
tational methods by which characteristics of a population
are inferred through observations made in a representative
sample from that population. Since scientists rarely
observe entire populations, sampling and statistical infer-
ence are essential. Although, the objective of statistical
methods is to make the process of scientific research as
efficient and as productive as possible, many scientists and
engineers have inadequate training in experimental
design and in the proper selection of statistical analyses
for experimentally acquired data. Gill (1) states:
‘‘. . .statistical analysis too often has meant the manipula-
tion of ambiguous data by means of dubious methods to
solve a problem that has not been defined.’’ The purpose of
this article is to provide readers with definitions and
examples of widely used concepts in statistics. This article
first discusses some general principles for the planning of
experiments and data visualization. Then, since it is
expected that most readers are not studying this article

to learn statistics, but to find practical methods for analyz-
ing data, a strong emphasis has been put on choice of an
appropriate standard statistical model and statistical
inference methods (parametric, nonparametric, resam-
pling methods) for different types of data. Then, methods
for processing multivariate data are briefly reviewed. The
section following it deals with clinical trials. Finally, the
last section discusses computer software and guides the
reader through a collection of bibliographic references
adapted to different levels of expertise and topics.

DATA SAMPLE AND EXPERIMENTAL DESIGN

Any experimental or observational investigation is moti-
vated by a general problem that can be tackled by answer-
ing specific questions. Associated with the general problem
will be a population. For example, the population can be all
human beings. The problem may be to estimate the prob-
ability by age bracket for someone to develop lung cancer.
Another population may be the full range of responses of a
medical device to measure heart pressure and the problem
may be to model the noise behavior of this apparatus.

Often, experiments aim at comparing two subpopula-
tions and determining if there is a (significant) difference
between them. For example, the frequency occurrence of
lung cancer of smokers compared may be compared to
nonsmokers or the signal/noise ratio generated by two
brands of medical devices may be compared and deter-
mined which brand outperforms the other with respect to
this measure.

How can representative samples be chosen from such
populations? Guided by the list of specific questions, sam-
ples will be drawn from specified subpopulations. For
example, the study plan might specify that 1000 presently
cancer-free persons will be drawn from the greater Los
Angeles area. These 1000 persons would be composed of
random samples of specified sizes of smokers and non-
smokers of varying ages and occupations. Thus, the
description of the sampling plan will imply to some extent
the nature of the target subpopulation, in this case smok-
ing individuals.

Choosing a random sample may not be easy and there
are two types of errors associated with choosing represen-
tative samples: sampling errors and nonsampling errors.
Sampling errors are those errors due to chance variations
resulting from sampling a population. For example, in a
population of 100,000 individuals, suppose that 100 have a
certain genetic trait and in a (random) sample of 10,000, 8
have the trait. The experimenter will estimate that 8/
10,000 of the population or 80/100,000 individuals have
the trait, and in doing so will have underestimated the
actual percentage. Imagine conducting this experiment
(i.e., drawing a random sample of 10,000 and examining
for the trait) repeatedly. The observed number of sampled
individuals having the trait will fluctuate. This phenom-
enon is called the sampling error. Indeed, if sampling is
truly random, the observed number having the trait in
each repetition will fluctuate randomly �10. Furthermore,
the limits within which most fluctuations will
occur are estimable using standard statistical methods.
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Consequently, the experimenter not only acknowledges the
presence of sampling errors, but he can estimate their
effect.

In contrast, variation associated with improper sam-
pling is called nonsampling error. For example, the entire
target population may not be accessible to the experimen-
ter for the purpose of choosing a sample. The results of the
analysis will be biased if the accessible and nonaccessible
portions of the population are different with respect to
the characteristic(s) being investigated. Increasing sample
size within the accessible portion will not solve the pro-
blem. The sample, although random within the accessible
portion, will not be representative of the target population.
The experimenter is often not aware of the presence of
nonsampling errors (e.g., in the above context, the experi-
menter may not be aware that the trait occurs with higher
frequency in a particular ethnic group that is less acces-
sible to sampling than other groups within the population).
Furthermore, even when a source of nonsampling error is
identified, there may not be a practical way of assessing its
effect. The only recourse when a source of nonsampling
error is identified is to document its nature as thoroughly
as possible. Clinical trials involving survival studies are
often associated with specific nonsampling errors (see the
section dealing with clinical trials below).

DESCRIPTIVE STATISTICS

Descriptive statistics are tabular, graphical, and numer-
ical methods by which essential features of a sample can be
described. Although these same methods can be used to
describe entire populations, they are more often applied to
samples in order to capture population characteristics by
inference.

The two main types of data samples will be differen-
tiated: qualitative data samples and quantitative data
samples. Qualitative data arises when the characteristic
being observed is not measurable. A typical case is the
‘‘success’’ or ‘‘failure’’ of a particular test. For example, to
test the effect of a drug in a clinical trial setting, the
experimenter may define two possible outcomes for each
patient: either the drug was effective in treating the
patient, or the drug was not effective. In the case of two
possible outcomes, any sample of size n can be represented
as a sequence of n nominal outcome x1, x2,. . ., xn that can
assume either the value success or failure.

By contrast, quantitative data arise when the charac-
teristics being observed can be described by numbers.
Discrete quantitative data is countable, whereas continu-
ous data may assume any value, apart from any precision
constraint imposed by the measuring instrument. Discrete
quantitative data may be obtained by counting the number
of each possible outcome from a qualitative data sample.
Examples of discrete data may be the number of subjects
sensitive to the effect of a drug (number of success and
number of failure). Examples of continuous data are
weight, height, pressure, and survival time. Thus, any
quantitative data sample of size n may be represented
as a sequence of n numbers x1, x2,. . .,xn and sample statis-
tics are functions of these numbers.

Discrete data may be preprocessed using frequency
tables and represented using histograms. This is best
illustrated by an example. For discrete data, consider a
survey in which 1000 patients fill in a questionnaire for
assessing the quality of a hearing aid device. Each patient
has to rank product satisfaction from 0 to 5, each rank
being associated with a detailed description of hearing
quality. Table 1 represents the frequency of each response
type. A graphical equivalent is the frequency histogram
illustrated in Fig. 1. In the histogram, the heights of the
bars are the frequencies of each response type. The histo-
gram is a powerful visual aid to obtain a general picture of
the data distribution. In Fig. 1, notice a majority of answers
corresponding to response type 2 and a 10-fold frequency
drop for response types 0 and 5 compared to response
type 2.

For continuous data, consider the data sample in
Table 2, which represents amounts of infant serum calcium
in mg�100 mL�1 for a random sample of 75 week old infants
whose mothers received vitamin D supplements during
pregnancy. Little information is conveyed by the list of
numbers. To depict the central tendency and variability
of the data, Table 3 groups the data into six classes, each
of width 0.03 mg�100 mL�1. The ‘‘frequency’’ column
in Table 3 gives the number of sample values occurring
in each class. The picture given by the frequency distribu-
tion in Table 3 is a clearer representation of central

STATISTICAL METHODS 241

Table 1. Result of a Hearing Aid Device Satisfaction
Survey in 1000 Patients Showing the Frequency Distribu-
tion of Each Response

Satisfaction rank Number of Responses

0 38
1 144
2 342
3 287
4 164
5 25

Total 1000
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Figure 1. Frequency histogram for the hearing aid device satis-
faction survey of Table 1.



tendency and variability of the data than that presented by
Table 2. In Table 3, data are grouped in six classes of equal
size and it is possible to see the centering of the data about
the 9.325–9.355 class and its variability: The measure-
ments vary from 9.27 to 9.44 with �95% of them between
9.29 and 9.41. The advantage of grouped frequency dis-
tributions is that grouping smoothes the data so that
essential features are more discernible. Figure 2 repre-
sents the corresponding histogram. The sides of the bars of
the histogram are drawn at the class boundaries and their
heights are the frequencies or the relative frequencies
(frequency/sample size). In the histogram, the distribution
of the data centered about the point 9.34 is clearly seen.
Although grouping smoothes the data, too much grouping
(that is choosing too few classes) will tend to mask rather
than enhance the sample’s essential features.

There are many numerical indicators for summarizing
and describing data. The most common ones indicate cen-
tral tendency, variability, and proportional representation
(the sample mean, variance, and percentiles, respectively).
We assume that any characteristic of interest in a popula-
tion, and hence in a sample, can be represented by a
number. This is obvious for measurements and counts,
but even qualitative characteristics (described by discrete
variables) can be numerically represented. For example, if
a population is dichotomized into those individuals who are
carriers of a particular disease and those who are not, a 1
can be assigned to each carrier and a 0 to each noncarrier.
The sample can then be represented by a sequence of zeroes
and ones.

The most common measure of central tendency is the
sample mean:

M ¼ ðx1 þ x2 þ . . .þ xnÞ=n also noted X ð1Þ

where x1, x2,. . .,xn is the collection of numbers from a
sample of size n. The sample mean can be roughly visua-
lized as the abscissa of the horizontal center of gravity of
the frequency histogram. For the serum calcium data of
Table 2, M¼ 9.34, which happens to be the midpoint of the
highest bar of the histogram (Fig. 2). This histogram is
roughly symmetric about a vertical line drawn through M,
but this is not necessarily true of all histograms. Histo-
grams of counts and survival times data are often skewed
to the right (long-tailed with concentrated mass at the
lower values). Consequently, the idea of M as a center of
gravity is important to bear in mind when using it to
indicate central tendency. For example, the median
(described later in this section) may be a more appropriate
index of centrality depending on the type of data and the
kind of information one wishes to convey.

The sample variance, defined by

s2 ¼ 1

n� 1
½ðx1 �MÞ2 þ ðx2 �MÞ2 þ � � � þ ðxn �MÞ2�

¼
Xn

i¼1

ðxi �MÞ2

n� 1
ð2Þ

is a measure of variability or dispersion of the data. As
such, it can be motivated as follows: xi-M is the deviation of
the ith data sample from the sample mean, that is, from the
‘‘center’’ of the data; we are interested in the amount of
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Table 2. Serum Calcium (mg�100 mL�1) in a Random Sample of 75 Week Old Infants Whose Mother Received Vitamin D
Supplement During Pregnancy

9.37 9.34 9.38 9.32 9.33 9.28 9.34
9.29 9.36 9.30 9.31 9.33 9.34 9.35
9.35 9.36 9.30 9.32 9.33 9.35 9.36
9.32 9.37 9.34 9.38 9.36 9.37 9.36
9.36 9.33 9.34 9.37 9.44 9.32 9.36
9.38 9.39 9.34 9.32 9.30 9.30 9.36
9.29 9.41 9.27 9.36 9.41 9.37 9.31
9.31 9.33 9.35 9.34 9.35 9.34 9.38
9.40 9.35 9.37 9.35 9.32 9.36 9.35
9.35 9.36 9.39 9.31 9.31 9.30
9.31 9.36 9.34 9.31 9.32 9.34

Table 3. Frequency distribution of infant serum calcium
data

Serum Calcium mg�100 mL�1 Frequency

9.265–9.295 4
9.295–9.325 18
9.325–9.355 24
9.355–9.385 22
9.385–9.415 6
9.415–9.445 1
Total 75
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Infant serum calcium (mg/100 mL)

Figure 2. Frequency histogram of infant serum calcium data of
Tables 2 and 3. The curve on the top of the histogram is another
representation of probability density for continuous data.



deviation, not its direction, so the sign is disregarded by
calculating the squared deviation (xi-M)2; finally, the
squared deviations are averaged by summing them and
dividing by the sample size �1. (Division by n�1 ensures
that the sample variance is an unbiased estimate of the
population variance.) Note that an equivalent and often
more practical formula for computing the variance may be
obtained by developing Eq. 2:

s2 ¼
P

x2
i � nM2

n� 1
ð3Þ

A measure of variability in the original units is then
obtained by taking the square root of the sample variance.
Specifically, the sample standard deviation, denoted s, is
the square root of the sample variance.

For the serum calcium data of Table 2, s2¼ 0.0010 and
s¼ 0.03 mg�100 mL�1. The reader might wonder how the
number 0.03 gives an indication of variability. Note that for
the serum calcium data M�s¼ 9.34�0.03 contains 73% of
the data, M�2s¼ 9.34�0.06 contains 95% and M�3s¼
9.34�0.09 contains 99%. It can be shown that the interval
M�3s will include at least 89% of any set of data (irrespec-
tive of the data distribution).

An alternative measure of central tendency is the med-
ian value of a data sample. The median is essentially the
sample value at the middle of the list of sorted sample
values. We say essentially because a particular sample
may have no such value. In an odd-numbered sample,
the median is the middle value; in an even-numbered
sample, where there is no middle value, it is conventional
to take the average of the two middle values. For the serum
calcium data of Table 3, the median is equal to 9.34.

By extension to the median, the sample p percentile
(say, e.g., 25th percentile) is the sample value at or below
which p% (25%) of the sample values lie. If there is no value
at a specific percentile, the average between the upper and
lower closest existing round percentile is used. Knowledge
of a few sample percentiles can provide important informa-
tion about the population.

For skewed frequency distributions, the median may be
more informative for assessing a population center than
the mean. Similarly, an alternative to the standard devia-
tion is the interquartile range: it is defined as the seventy-
fifth minus the twenty-fifth percentiles and is a variability
index not as influenced by outliers as the standard devia-
tion.

There are many other descriptive and numerical meth-
ods (see, e.g., Ref. (2)). It should be emphasized that the
purpose of these methods is usually not to study the data
sample itself, but rather to infer a picture of the population
from which the sample is taken. In the next section,
standard population distributions and their associated
statistics are described.

PROBABILITY, RANDOM VARIABLES, AND PROBABILITY
DISTRIBUTIONS

The foundation of all statistical methodology is probability
theory, which progresses from elementary to the most
advanced mathematics. Much of the misunderstanding

and abuse of statistics comes from the lack of understand-
ing of its probabilistic foundation. When assumptions of
the underlying probabilistic (mathematical) model are
grossly violated, derived inferential methods will lead to
misleading and irrational conclusions. Here, only enough
probability theory to provide a framework for this article is
discussed.

In the rest of this article, experiments that have more
than one possible outcome, the actual outcome being deter-
mined by some chance mechanism will be studied. The set
of possible outcomes of an experiment is called its sample
space; subsets of the sample space are called events, and an
event is said to occur if the actual outcome of the experi-
ment is a member of that event. A simple example follows.

The experiment will be the toss of a pair of fair coins,
arbitrarily labeled coin number 1 and coin number 2. The
outcome (1,0) means that coin No. 1 shows a head and coin
No. 2 shows a tail. Then, the sample space by the collection
of all possible outcomes can be specified:

S ¼ fð0; 0Þð0; 1ÞÞð1; 0Þð1; 1Þg ð4Þ

There are four ordered pairs so there are four possible
outcomes in this coin-tossing experiment. Consider the
event A ‘‘toss one head and one tail’’, which can be repre-
sented by A¼ {(1,0) (0,1)}. If the actual outcome is (0,1) then
the event A has occurred.

In the example above, the probability for event A to
occur is obviously 50%. However, in most experiments it is
not possible to intuitively estimate probabilities, so the
next step in setting up a probabilistic framework for an
experiment is to assign, through some mathematical
model, a probability to each event in the sample space.

Definition of Probability

A probability measure is a rule, say P, which associates
with each event contained in a sample space S a number
such that the following properties are satisfied:

1. For any event, A, P(A)� 0.

2. P(S)¼ 1 (since S contains all the outcomes, S always
occurs).

3. P(not A)þP(A)¼ 1.

4. If A and B are mutually exclusive events (that
cannot occur simultaneously) and independent
events (that are not linked in any way), then

PðA or BÞ ¼ PðAÞ þ PðBÞ and PðA and BÞ ¼ 0

Many elementary probability theorems (rules) follow
directly from these definitions.

Probability and Relative Frequency

The axiomatic definition above and its derived theorems
dictate the properties that probability must satisfy, but
they do not indicate how to assign probabilities to events.
The major classical and cultural interpretation of prob-
abilities is the relative frequency interpretation. Consider
an experiment that is (at least conceptually) infinitely
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repeatable. Let A be any event and let nA be the number of
times the event A occurs in n repetitions of the experiment;
then the relative frequency of occurrence of A in the n
repetitions is nA/n. For example, if mass production of a
medical device reliably yields 7 malfunctioning devices out
of 100, the relative frequency of occurrence of a defective
device is 7/100.

The probability of A is defined by P(A)¼ lim nA/n as n!
1, where this limit is assumed to exist. The number P(A)
can never be known, but if the experiment can in fact be
repeated a large number of times, it can be estimated by the
relative frequency of occurrence of A.

The relative frequency interpretation is an objective
interpretation because the probability of an event is
assumed to be independent of judgment by the observer.
In the subjective interpretation of probability, a probability
is assigned to an event according to the assigner’s strength
of belief that the event will occur, on a scale of 0–1. The
assigner could be an expert in a specific field, for example, a
cardiologist that provides the probability for a sample of
electrocardiograms to be pathological.

Probability Distribution Definition and Probability Mass
Function

It has been assumed that all data can be numerically
represented. Thus, the outcome of an experiment in which
one item will be randomly drawn from a population will be
a number, but this number cannot be known in advance.
Let the potential outcome of the experiment be denoted by
X, which is called a random variable in statistics. When the
item is drawn, X will be realized or observed. Although the
numerical values that X will take cannot be known in
advance, the random mechanism that governs the out-
come can perhaps be described by a probability model.
Using the model, the probability that the random variable
X will take a value within a set or range of numbers can be
calculated.

One such popular mathematical model is the probability
distribution of a discrete random variable X. It can be best
described as a mathematical equation or table that gives,
for each value x that X can assume, the probability asso-
ciated with this value P(X¼ x). For example, if X represents
the outcome of the tossing of a coin, there are two possible
outcomes, tail and head. If it is a fair coin P(X¼ tail)¼ 0.5
and P(X¼head)¼ 0.5. In statistics, the function P(X¼ x) is
called the probability mass function of X.

It follows from the relative frequency interpretation of
probability that, for a discrete random variable or for the
frequency distribution of a continuous variable, relative
frequency histograms estimate the probability mass func-
tions of this variable. For example, in Table 3, if the
random variable X indicates the serum calcium measure,
then

P̂ðX is in the first binÞ ¼ P̂ð9:265 � X < 9:295Þ ¼ 4=75

the ^ symbol on P indicating estimated probability
values, since actual probabilities describe the population
itself and cannot be calculated from data samples.
Similarly the probability that X is in the second bin,

the third bin, . . . can be estimated and the collection of
these probabilities constitute an estimated probability
mass function.

Probability Density Function for Continuous Variables

The probability mass function above best describes discrete
events, but what probabilities can be assigned to contin-
uous variables? Since a continuous variable X can assume
any value on a continuum, the probability that X assumes a
particular value is 0 (except in very particular cases that
will not be discussed here). Consequently, associated with
a continuous random variable X, is a function fX, called its
probability density function that can be used to compute
probability. The probability that a continuous random
variable X assumes a value between values x1 and x2 is
the area under the graph of fX over the interval x1 and x2;
mathematically

Pðx1 � X � x2Þ ¼
Z x2

x1

fXðxÞdx ð5Þ

For example, for the infant serum data of Table 2 (see
also Table 3), it can be estimated that the probability that
an infant whose mother received a vitamin D supplement
during pregnancy has between 9.35 and 9.38 mg�100 mL�1

calcium is 22/75 or 0.293, which is the relative frequency of
the 9.355–9.385 class in the sample. For continuous data, a
smooth curve passing through the midpoint of a histogram
bars’ upper limit should resemble the probability density
function of the underlying population.

There are many mathematical models of probability dis-
tribution. Three of the most commonly used probability
distribution models described below are the binomial
distribution and the Poisson distribution for discrete
variables, and the normal distribution for continuous
variables.

The Binomial Distribution

The scenario leading to the binomial distribution is an
experiment that consists of n independent, repeated trials,
each of which can end in only one of two ways arbitrarily
labeled success or failure. The probability that any trial
ends in a success is p (and hence q¼ 1�p for a ‘‘failure’’). Let
the random variable X denote the total number of successes
in the n trials, and x denote a number in {0; . . .; n}. Under
these assumptions:

PðX ¼ xÞ ¼
n

x

� �
pxqn�x x ¼ 0; 1; . . . ;n (6)

with

n

x

� �
¼ n!

x!ðn� xÞ! (7)

where n!¼ 1�2�3. . .�n is n factorial.
For example, suppose the proportion of carriers of an

infectious disease in a large population is 10% (p¼ 0.1) and
that the number of carriers follows a binomial distribution.
If 20 individuals are sampled (n¼ 20) and X is the number
of carriers (successes) in the sample, then the probability
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that there will be exactly one carrier in the sample is

PðX ¼ 1Þ ¼
20

1

� �
ð0:10Þ1ð0:90Þ20�1 ¼ 0:27

More complex probabilities may be calculated with the
help of probability rules and definitions. For instance the
probability that there will be at least two carriers in the
sample is

PðX� 2Þ ¼ 1� PðX < 2Þ
ðsee third probability definitionÞ

¼ 1� PðX ¼ 0 or X ¼ 1Þ
¼ 1ðPðX ¼ 0Þ þ PðX ¼ 1ÞÞ

ðsee fourth probability definitionÞ

¼ 1�
20

0

� �
ð0:10Þ0ð0:90Þ20�

20

1

� �
ð0:10Þ1ð0:90Þ19

¼ 1� 0:12� 0:27 ¼ 0:61

Historically, single trials of a binomial distribution are
called Bernoulli variates after the Swiss mathematician
James Bernoulli who discovered it at the end of the seven-
teenth century.

The Poisson Distribution

The Poisson distribution is often used to represent the
number of successive independent events of a specified
type (e.g., cases of flu) with low probability of occurrence
(<10%) in some specified interval of time or space. The
Poisson distribution is also often used to represent
the number of occurrence of events of a specified type
where there is no natural upper limit, for example, the
number of radioactive particles emitted by a sample over a
set time period. Specifically, X is a Poisson random variable
if it obeys the following formula:

PðX ¼ xÞ ¼ e�llx=x! x ¼ 0; 1; 2; . . . (8)

where e¼ 2.178. . .is the natural logarithmic base and l is a
given constant. For example, suppose the number of a
particular type of bacteria in a standard area (e.g.,
1 cm2) can be described by a Poisson distribution with
parameter l¼ 5. Then, the probability that there are no
more than 3 bacteria in the standard area is given by

PðX � 3Þ ¼ PðX ¼ 0Þ þ PðX ¼ 1Þ þ PðX ¼ 2Þ þ PðX ¼ 3Þ
¼ e�550=0!þ e�551=1!þ e�552=2!þ e�553=3!

¼ 0:265

Note that the Poisson and the binomial distributions are
closely related. In the case of a rare event (p<10%), the
binomial distribution (described by probability p and n
events) is well approximated by the Poisson distribution
with the constant l¼np. The Poisson distribution was
named after the French mathematician Siméon-Denis
Poisson, who discovered it in the early part of the nine-
teenth century.

The Normal Distribution

The binomial and Poisson distributions describe discrete
events, but there are also many distributions describing

continuous variables. The most important one is the nor-
mal distribution (also called Laplace–Gauss distribution as
it was discovered by the French astronomer Pierre–Simon
Laplace and the German mathematician Karl Friedrich
Gauss in the early nineteenth century). Normal distribu-
tions arise as a result of many small random fluctuations
about some general average (e.g., repeated recordings of a
constant body temperature using a noisy electronic ther-
mometer). A random variable X is said to be a normal or
Gaussian random variable with mean parameter m and
standard deviation parameter s if its probability density
function is

fXðxÞ ¼
1

s
ffiffiffiffiffiffi
2p
p eðx�mÞ

2=2s2 �1< x<1 (9)

The normal probability density function graphed in
Fig. 3, is bell shaped with tails rather rapidly receding
to zero height. Because fX represents probability density,
the total area bounded by the curve is 1 (see Eq. 9). The
area between two values of variable X (x1 and x2 where
x1< x2) represents the probability that X lies between x1

and x2, (Eq. 5).
As shown in Fig. 3, if X is normal (m, s), it can be

calculated that P(m �3s � X � mþ 3s)¼ 0.997, which,
according to the relative frequency interpretation of prob-
ability, states that � 99.7% of a large sample from a ‘‘nor-
mally distributed population’’ will be contained in the
interval mean plus or minus three standard deviations
(m � 3s).

Note that there is a relation between the normal and the
binomial distribution. Using the same notation as in Eq. 6,
if n, the number of samples, is large enough then the
variable z defined as

z ¼ x� n pffiffiffiffiffiffiffiffiffiffi
n pq
p (10)

is approximately normally distributed with mean 0 and
standard deviation 1. In a coin throwing experiment,
throwing the coin a large number of times and counting
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Figure 3. The normal probability density function showing
symmetry about a vertical line through m and the role of s as a
variability parameter. Vertical bars indicates �s, �2s, �3s.



the number of heads x, then building a histogram for the
value z, the histogram will be close to a normal distribution
(as shown in Fig. 3). Similarly, there is a relation between
the Poisson and the normal distribution, the variable z
defined as z¼ (x�l)/l is normally distributed for large
values of l.

Many statistical inferential methods described in the
next section assume that the data is approximately nor-
mally distributed. Much abuse occurs, however, when
these methods are applied blindly with no verification of
the normality assumption. Incidentally, methods that
incorporate assumptions of normality often can be applied
to non-normal situations because under certain conditions,
the normal distribution can approximate other distribu-
tions, such as the binomial and the Poisson distributions.
Sometimes, the data can also be preprocessed to fit the
normal distribution. For example, a histogram might indi-
cate nonnormality, while a histogram of the logarithms of
the data would fit the normal distribution, indicating that
normal-based models can be applied to the log-transformed
data. These transformations are discussed in most experi-
mental design textbooks.

The importance of the normal distribution in statistics is
also due to the central limit theorem in statistics that
states that the distribution of any linear mixture of two
or more independent random variables is more normal (has
a shape closer to the normal distribution) than the dis-
tribution of the random variables themselves. This prop-
erty is used by some algorithms processing multivariate
data (as described in a later section).

There are many other continuous probability distribu-
tions besides the normal distribution. For example, the
most commonly used distribution in survival analysis is
the Weibull distribution. The von Mises distribution allows
parametric statistical tests for periodic data (i.e., seasonal).

Characteristics of Probability Distributions

Just as there are numerical indexes for sample description,
for example, sample means, variances, and percentiles,
there are numerical characteristics of probability distribu-
tions. The expectation or mean (not sample mean) of an
random variable X is

EðXÞ �
X

x

xPðX ¼ xÞ X discrete

�
R1
�1 x fXðxÞdx X continuous

(11)

The expectation E is a measure of central tendency for a
population (i.e., the center of gravity of the probability
distribution about the y axis). The variance of X is defined
in terms of expectation by

VarðXÞ�Ef½X � EðXÞ�2g (12)

In words, Var(X) is the expected squared deviation of X
from E(X), and in this sense is a measure of variability or
dispersion for a population. The standard deviation of X is
the square root of its variance. Table 4 indicates mean and
variance for the binomial, the Poisson, and the normal
distribution.

Numerical descriptors of populations are often the very
things we want to know about populations. They should not

be confused with their sample counterparts; the sample
numerical descriptors are the basis for drawing inferences
regarding their population counterparts, which are of pri-
mary interest.

Statistical Inference

A statistical hypothesis is a statement about the probabil-
ity distribution of populations using one or more data
samples. Typical questions are Is this single data sample
consistent with this theoretical distribution of values?, Are
these two data samples originating from the same popula-
tion?, Are these n data samples originating from the same
population?. Associated with each of these questions, in
statistics, two hypotheses are usually formulated.

Hypothesis H0: All data samples originate from the same
population (or the single data sample is consistent
with a given theoretical distribution).

Hypothesis H1: Some data samples do not originate from
the same population (or the single data sample is not
consistent with the given theoretical distribution).

The test is called significant if hypothesis H0 is rejected
with respect to a user-defined confidence interval (e.g., 5%
of chance of wrongly rejecting H0). It is important to
remember that inference tests can never disprove hypoth-
esis H0. Instead, based on the significance threshold and on
the inference test chosen, it can be said that the data
support rejecting H0. The test is called nonsignificant if
the hypothesis H0 and reject hypothesis H1 is accepted.
Accepting H0 means that we failed to find any significant
difference with respect to our user-defined confidence
interval. Because the error in accepting H0 is usually large
(see error types below), in general we should avoid drawing
any conclusion about the experiment when accepting H0.

Degree of Freedom. Elementary tests usually depend
on the data sample size as well as the number of para-
meters (e.g., mean or variance) that have to be estimated
from the sample, to run the test. Specifically, the number of
degrees of freedom of a statistics is defined as the number of
independent observations minus the number of population
parameters, which must be estimated from sample obser-
vations. Details will be provided for each test.

p-Values. Once hypotheses H0 and H1 have been
defined, that a test has been chosen to address these
hypotheses (see below), and that parameters for this test
have been calculated, one must choose a level of signifi-
cance. The term p< 0.05 is the arbitrary value that is
generally accepted to be significant. This means that there
must be < a 5% possibility of falsely detecting a significant
difference. Now describe how the p value relates to the
different types of errors associated with elementary tests.
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Table 4. Mean and Variance for Standard Distributions
(see text for details)

Binomial Poisson Normal

Mean m¼Np m¼ l m

Variance s2¼Npq s2¼l s2



Type I and Type II Errors. If a hypothesis H0 is rejected
when it should be accepted, it can be said that a type I error
has been made. If a hypothesis H0 is accepted when it
should be rejected, it can be said that a type II error has
been made. In either case, a wrong decision or judgment
has occurred. This is not a simple matter because decreas-
ing one error type usually leads to increasing the other
error type. One way of getting around this problem is just
to set your significance level at 0.05 (and not at 0.01 or
0.001). In this way, you are balancing between type I and
type II errors in your decision making process. One way to
decrease both error types is to increase the size of the
sample. However, two ways of analyzing the same size
dataset (i.e., two types of inference test) might have dif-
ferent efficiency, so that the more efficient might give
better performance on both error types. As an example
of type I and type II errors, let us imagine that there is a
significant difference between the average of blood pres-
sure measured from a population of patients and the
general population at p¼ 0.05. Then there will be a 5%
chance that our statement is false (type I error). This
means that if we repeat the test 100 times, when in fact
no real effects are present, we will draw a wrong conclusion
�5% of the time that we observe a significant difference. In
contrast, if we state that there is no such difference
between population of patients at p¼ 0.05, there is not a
5% chance of being wrong, but usually more (type II error).
This is why, in general, when accepting hypothesis H0, no
conclusions should be drawn about the results of an experi-
ment. The exact calculation of type II error usually depends
on the size of the actual effect in the population, hence it
is usually described by curves as a function of effect
magnitude.

Correction for Multiple Comparisons. When multiple
tests are performed, the probability that one of them is
significant by chance becomes larger. As for type I error, if
100 tests are performed with significance threshold of
p¼ 0.05, when in fact no real effects are present, then on
average about five of them will indicate significance, but
will be false positives. This is the case, for example, when
processing biophysical images, such as magnetic, reso-
nance imaging data: a collection of values is acquired for
each coordinate on a three-dimensional (3D) grid and a
statistical test must be performed on this data. The same
problem may arise when processing time series data. The
standard conservative approach developed by Bonferroni
(3) consists of dividing the p-value threshold by the number
of comparisons performed. For example, for 100 tests per-
formed at p¼ 0.05, the corrected p value is 0.05/100¼
0.0005. This is a conservative approach and a less stringent
method has been developed by Holm (4): first choose a
significance level p¼a (e.g., p¼ 0.05). Then compute the
exact p-value for each test, which is usually possible using
modern computerized approaches. Rank the collection of p-
values from smallest to largest. The smallest p-value is
tested against a/N, where N is the number of tests. If the
smallest p-value is not <a/N, stop the procedure. However,
if it is <a/N, proceed to test the second smallest p-value
against a/(N� 1), and so on. A variant of the Holm’s
procedure consist of testing the first p-value against a/N,
the second one against 2a/N, the third one against 3a/N,
and so on. Technical details and theory about multiple
comparisons may be found in (5).

Paired/Unpaired Samples. Table 5 distinguishes
between paired versus unpaired data samples. For
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Table 5. Which Statistical Inference Test to Use for Which Type of Data

Dataset

Goal
Binomial or

Discrete

Continuous
measurement
(from a normal
distribution)

Continuous
measurement, Rank, or

Score (from non-
normal distribution)

Example of data sample List of patients
recovering or not
after a treatment

Readings of heart
pressure from
several patients

Ranking of several
treatment efficiency by

one expert
Describe one data sample Proportions Mean, SD Median

Compare one data
sample to a hypothetical

distribution

x2 or Binomial test One-sample t test Sign test or
Wilcoxon test

Compare two
paired samples

Sign test Paired t test Sign test or
Wilcoxon test

Compare two
unpaired samples

x2 Fisher’s exact test Unpaired t test Mann-Whitney test

Compare three or
more unmatched samples

x2 test One-way ANOVAa Kruskal-Wallis test

Compare three or
more matched samples

Cochrane Q test Repeated-measures ANOVAb Friedman test

Quantify
association between
two paired samples

Contingency coefficients Pearson correlation Spearman correlation

aAll statistical tests in this table are described in the text and often instantiated using a numerical example.
bAnalysis of Variance¼ANOVA



unpaired data samples, there is no direct correspondence
between values. This may be the case when a specific
measure (e.g., blood pressure) is taken from two distinct
populations of patients (e.g., patients suffering from heart
failure and control patients). The two data samples corre-
sponding to the two groups of patients are said to be
unpaired because there is no relationship between them.
In contrast, for paired samples, each value in one sample
corresponds to a value in the other sample. In the previous
example, it could be the case if each patient tested had a
twin volunteering to be a control patient. This would also
be the case if two assessments were performed on the same
patients (e.g., measure of blood pressure before and after
taking a drug). Note that paired groups must necessarily be
of the same size. Matched/unmatched data samples are an
extension of paired/unpaired data samples when there are
more than two samples.

Sampling With or Without Replacement. Sampling with
replacement means that each item is put back in the data
sample after being sampled (so it may be sampled more
than once and appear twice or more in a data sample).
Sampling with replacement satisfies the requirement that
the trials are independent, but when the sample size is
small relative to the size of the population, sampling with
or without replacement makes little difference. In elemen-
tary statistics, a representative sample is synonymous
with the concept of a random sample. When sampling from
a population of finite size, a sample of n items is a random
sample if it is chosen in such a way that any other sample of
size n would be equally likely to be chosen. Sampled items
can be chosen with or without replacement. Although
impractical in many situations, sampling with replace-
ment leads to easier mathematical analysis. When the
population is large relative to the sample size, the analy-
tical methods developed for sampling with replacement
yield good approximations. A random sample can be chosen
by assigning a number to each member of the population,
and then choosing at random n numbers (with or without
replacement). This can be done by the so-called Monte
Carlo method (consisting of random draws) that uses
computer-generated (pseudo)-random numbers.

Table 5 indicates which statistical test should be used
depending on data type and question type. Most types of
questions have already been described when hypotheses
H0 and H1 were defined. The last row of Table 5, which is
concerned with the relationship between data samples (or
more specifically the relationship between variables under-
lying two paired data samples) was not covered. The cor-
responding question may be formulated as ‘Is there any
relationship between the two variables (e.g., two paired
measurements)?’ The H0 hypothesis is that there is no
relationship between the two variables.

Columns of Table 5 contain elementary tests for differ-
ent types of variables. Elementary tests cover confidence
interval estimation and parametric hypothesis testing for
situations involving normally distributed samples, includ-
ing two-sample situations where the purpose is to compare
two populations with respect to their means or variances.
Other types of elementary confidence intervals are for
proportions and difference of proportions, usually based

on the binomial distribution or based on the normal
approximation to the binomial distribution. Confidence
interval estimation for parameters of nonnormal distribu-
tions are much more difficult and closed form formulas
often do not exist. In these cases, experimenters must use
nonparametric statistical tests that only take into account
rank ordering of data samples. They may also use resam-
pling statistical tests, which estimates confidence intervals
using many computer-generated random resamplings. For
practicality, in Table 5, hypothesis testing was divided into
three main categories: hypothesis testing on discrete vari-
ables, parametric statistical testing on continuous vari-
ables, and nonparametric statistical testing on continuous
variables. In a separate section, resampling methods will
be dealt with, since it may be applied to any type of data.
The list of tests is not exhaustive but instead seeks to
provide, within the limited scope of this short article, a
range of methods to perform statistical inference on dif-
ferent types of data.

Which type of test to use is often one of the most delicate
choices an experimenter has to make. For continuous data,
for example, one could use at least three tests: a para-
metric, a nonparametric, or a resampling inference test.
Different tests make different assumptions: parametric
test, such as the t-test, make the hypothesis that the
data is normally distributed. Nonparametric tests make
fewer assumptions about the population distribution but
require more data samples. Resampling tests make the
assumption that the data samples are an accurate repre-
sentation of the population. There is no ideal test
(although some applied statisticians would argue that
resampling methods are indeed superior to other meth-
ods), and the test to choose often depends on the type of
data being processed or common usage in one specific field
of research.

Testing Hypothesis on Discrete Variables

For discrete variables, data is most often represented by
proportions of different outcomes. As shown in the first
column of Table 5, specific tests have been designed to deal
and compare proportions between data samples. Some of
these tests (as indicated below) can only deal with binomial
data samples (success or failure).

Goodness of Fit to Distribution for One Data Sample. A
goodness of fit test may be used to compare one data sample
to a hypothetical value or distribution. In a goodness-of-fit
test the hypotheses are concerned with the distribution
itself. For example, a drug has been repeatedly tested on
adults and has shown minor side effects in 2.5% of the cases
in which it was administered. To validate this drug for
treating children, it is given to a sample of 300 children.
The goal of this study is to determine if children showed
more or less side effects than adults. The hypothesis H0 is
that the distribution of sample data values for children is
generally the same as the hypothetical distribution for
adults. The hypothesis H1 is that the distribution of sample
data values for children generally differs from the hypothe-
tical distribution for adults. Table 6 indicates that 13 out of
300 children showed an abnormal reaction to the drug. The
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second column in Table 6 indicates the expected values
from the theoretical distribution (2.5% of cases for 300
subjects is 7.5 individuals; it is not so important that the
expected value is not a whole number since this distribu-
tion is only theoretical).

The x2 value is then simply calculated by comparing the
expected frequencies e1 (7.5 individuals showing side
effects) and e2 (292.5 individuals showing no side effects)
to the observed frequencies O1 (13) and O2 (287) using the
formula:

x2 ¼ ðO1 � e1Þ2

e1
þ ðO2 � e2Þ2

e2

or more generally

x2 ¼
X

i

ðOi � eiÞ2

ei
(13)

where Oi is the frequency observation in row i and ei is the
corresponding expected frequency. The degrees of freedom
is equal to (n� 1), where n is the number of rows in the
table. Once the x2 value and the degrees of freedom have
been calculated, the critical value for x2

crit can be looked up
in Table 7 for a given level of significance. If x2 >x2

crit, we
reject hypothesis H0 in favor of hypothesis H1 and
conclude that the data support the hypothesis that there
is a difference between the sample data and the
theoretical distribution at the 5% level of significance.

In the example shown in Table 6,

x2 ¼ ð13� 7:5Þ2

7:5
þ ð287� 292:5Þ2

292:5
¼ 4:13

with 1 degree of freedom (2 rows minus 1). For a test at the
5% level of significance (p¼ 0.05) with 1 degree of freedom,
x2

crit in the x2 table (Table 7) is equal to 3.84. Since
4.13> 3.84, the hypothesis that the proportion of children
having side effects in the same as that of adults is rejected.
Comparing actual and expected frequencies in Table 6, we
conclude that children have higher occurrences of side
effects than adults for this drug.

Note that the construction of the x2 table is relatively
simple. One can simply assume that a known population
(whose expected distribution is known) is sampled several
times and that the x2 value is computed for each of these
samples. The histogram of these observed x2 values, when
in fact no real effects are present, is an approximation to
the x2 distribution for the null hypothesis (Fig. 4). The tails
of this distribution may be used to set thresholds for
significance testing (if an observed x2 value ends up in
the tail of the distribution, then it is likely that it does not
originate from the known population). For example, the x2

value for a data sample is significantly different from the x2

standard distribution at p¼ 0.05 if it lies in the lower or
upper tails each containing only 2.5% of the values of the
standard x2 distribution.

Binomial Test for Binomial Variables. For data samples
that are assumed to be obeying the binomial distribution, it
is possible to compute exact p values as explained in a
previous section. For example, a coin is tossed 10 times to
determine if it returns fair results or not. It returns 9
heads. The hypothesis H0 is that the coin is fair and that
the probability of obtaining a head is 0.5. The H1 hypoth-
esis is that the coin is biased toward head. Using the
binomial distribution, the probability of obtaining an equal
or more extreme number of heads than the one measured
needs to be computed. The probability of obtaining 9 heads
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Table 6. Measured and Expected Frequencies of Side
Effect for 300 Children Treated With a Test Drug

Children Expected value

Side effect 13 7.5
No side effects 287 292.5
Total 300 300

Table 7. x2 Distribution of Critical Valuesa

p¼0.05 p¼0.01 p¼ 0.001

1df 3.84 6.64 10.83

2 5.99 9.21 13.82
3 7.82 11.35 16.27
4 9.49 13.28 18.47
5 11.07 15.09 20.52
6 12.59 16.81 22.46
7 14.07 18.48 24.32
8 15.51 20.09 26.13
9 16.92 21.67 27.88
10 18.31 23.21 29.59
11 19.68 24.73 31.26
12 21.03 26.22 32.91
13 22.36 27.69 34.53
14 23.69 29.14 36.12
15 25.00 30.58 37.70
16 26.30 32.00 39.25
17 27.59 33.41 40.79
18 28.87 34.81 42.31
19 30.14 36.19 43.82
20 31.41 37.57 45.32
21 32.67 38.93 46.80
22 33.92 40.29 48.27
23 35.17 41.64 49.73
24 36.42 42.98 51.18
25 37.65 44.31 52.62
26 38.89 45.64 54.05
27 40.11 46.96 55.48
28 41.34 48.28 56.89
29 42.56 49.59 58.30
30 43.77 50.89 59.70
35 49.80 57.34 66.62
40 55.76 63.69 73.41
50 67.51 76.15 86.66
60 79.08 88.38 99.62
70 90.53 100.42 112.31
80 101.88 112.33 124.84
90 113.15 124.12 137.19
100 124.34 135.81 149.48

aTo use this table, choose a p value (column) and read the value for your

calculated degrees of freedom (df). If your calculated x2 value is larger than

the one you read in the table, the test you performed is significant (see text

for details).



or more is

PðX� 9Þ¼PðX¼ 9Þ þ PðX ¼ 10Þ ¼
10

9

� �
0:59ð1� 0:5Þ10�9

þ
10

10

� �
0:510¼ 0:011

It appears that this result would appear by chance in
only 1.1% of coin tossing trials if the coin is returning fair
results. If p< 0.05 is considered to be the standard thresh-
old for significance, it can be concluded that the coin does
return more heads than a fair coin at the 5% level of
significance. Note that this was a one-sided test, assuming
that there was prior knowledge that the coin will be biased
toward heads (based, e.g., on the aspect of the coin): for a
two-sided test that would assess if the coin is fair in
returning both faces and heads, it would be necessary to
add the probability of obtaining both 9 to 10 heads and 9 to
10 faces.

Sign Test to Compare Paired Samples. This test is best
illustrated by an example. To determine if drug A is more
effective than a drug B for pain control, 10 patients are
tested with these two drugs (with an interval of 7 days to
prevent carry over effects) and asked if the drug was
effective in controlling their pain. Hypothetical results
are shown in Table 8, with þ signs indicating a positive
effect of the drug and � signs indicating no effect of the
drug. The last row indicates the sign of the difference
between the first two rows: a þ sign indicates that drug
A is performing better than drug B and a � sign indicates
that drug B is performing better than drug A. When the
outcome is the same, the cell is left empty. If the two drugs
are equally effective, and if the sample is large enough,
then there should be approximately equal numbers of þ
and� signs in the last row. The expected number ofþ signs
(6 out of 7 nonempty cells) using binomial probability (note
that for a large number of values, the approximation of the
binomial distribution by the normal distribution may be
used). We need to compute the probability of obtaining an

equally or more extreme number of þ or � than the one
obtained, hence to compute P(0, 1, 2, 5, 6, 7):

Pðþ ¼ 0; 1; 2; 5; 6; 7Þ ¼
7

0

� �
0:50ð1� 0:5Þ7�0 þ

7

1

� �
0:51

ð1� 0:5Þ7�1 þ � � � ¼ 0:45

Although it seems that drug A is a better pain killer than
drug B, the p value did not reach significance (p> 0.05). In
other words, H0, the hypothesis that the two drugs are
performing equally well cannot be rejected. This type of
test applied to binomial variables is also sometimes called
the Mc Nemar’s test.

x2 Test to Compare Two or More Unpaired Samples. The
x2 test allows the comparison of proportions observed in
several groups under two or more conditions. Suppose that
we wish to determine which of four prosthetic devices
perform better for improving muscular response. Each of
the four devices is implanted in four random samples of 100
patients each. For each patient, a clinician then estimates
if there has been no improvement or partial to full restora-
tion. Data is cross-classified as shown in Table 9. The test
described here is usually called the x2 test of independence
because it aims at finding if results from different groups
can or cannot originate from the same population.

Here, the objective is to determine whether improve-
ment is independent of the type of device. If it is the case,
then the proportion of responses with no improvement and
partial to full restoration should be similar for all four types
of devices. The x2 test allows the comparison of the actual
proportion of responses to each type of device to the idea-
lized proportions, where all types of devices perform
equally well. These proportions (also called expected fre-
quencies) are calculated by pooling the responses for all
types of devices. For instance, in Table 9, irrespective of the
device type, there are 120 patients showing no restoration
and 280 patients showing some degree of restoration, so the
expected frequency for no restoration is 30% and the
expected frequency for partial to full restoration is 70%.
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Figure 4. Standard distributions (x2,
t, and F). Tails of these distributions are
used to determine significance thresh-
olds (see text). 0 10 20
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Table 8. Success (þ) or Failure (�) of Drug A and B for Reducing Pain in 10 Patients

Patient 1 2 3 4 5 6 7 8 9 10

Drug A þ þ þ � þ þ þ þ þ þ
Drug B þ � � þ þ � � þ � �
Sign þ þ � þ þ þ þ



As for the simpler example earlier in this section com-
paring a sample data distribution to a theoretical distribu-
tion, the x2 is simply calculated by comparing the expected
frequencies, denoted by ei,j for device i (where i ranges from
1 to 4) and outcome j (where j¼ 1 indicates no restoration
and j¼ 2 indicates partial to full restoration), to the
observed frequencies Oi,j using the formula:

x2 ¼
X
i; j

ðOi j � ei jÞ2=ei j (14)

The degrees of freedom is equal to (r� 1) (c� 1), where r
and c are the number of rows and columns in the table.
Once the x2 value and the degrees of freedom have been
calculated, the critical value for x2

crit can be looked up in
Table 7 for a given level of significance. If x2>x2

crit, then
there is a significant difference between the groups being
compared.

For the example shown in Table 9,

x2 ¼ ð35� 30Þ2

30
þ ð65� 70Þ2

70
þ ð40� 30Þ2

30
þ � � � ¼ 26:2

The degrees of freedom is (4� 1)(2� 1)¼ 3. In this
example, for a test at the 5% level of significance (p¼ 0.05)
and three degrees of freedom, Table 7 indicates that
x2

crit¼ 7.82. Since 26.2> 7.82, the hypothesis that all four
devices are equally effective is rejected. It can be seen that
device type 4 is most effective. In fact, further analysis
supports the conclusion that differences between the other
device types can be explained by sampling variation, and
that there is a statistically significant difference between
the first three device types taken together and the fourth
device type. The additional analysis is sensible because the
first three types are different vintages of essentially the
same design, whereas the type four device is an experi-
mental version of a fundamentally different design.

The x2 test may be used on a table of any size and not
necessarily on binomial variables. For the example shown
in Table 9, three possible outcomes could be imagined: no
improvement, partial restoration, and full restoration.
This would have added a row to Table 9 but the x2 formula
(Eq. 14) would still apply.

Quantify Relationship between Variables. Classification
in a table often reflects characteristics of individuals or
objects, so they are often referred to as attributes. A
measure of the degree of relationship, association, or
dependence of two attributes (and the associated variables
in the population) is called the coefficient of correlation. It

is given by

r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

NðminðNo: rows;No: columnsÞ � 1Þ

s
(15)

where x2 represents the value computed from the x2 table;
N is the total number of observations, and min(No. rows,
No. columns) represents the smaller number between the
number of rows (No. row) and the number of columns (No.
columns). r can only take values between 0 and 1. The
closer r is to 1, the greater the association between the two
(or more) columns of the table. To determine if a value of r is
significant or not, x2 tests previously described in this
section may be used.

Parametrical Hypothesis Testing on Continuous Variables

A parametric statistical hypothesis assumes that the data
sample originates from a population that fits a specific
model (most often the normal model). This is usually the
case when recording a measure that fluctuates around a
fixed mean because of environmental noise. Before running
any statistical tests, one must verify that the data distri-
bution is consistent with the normal distribution. First,
plot the histogram to check that the distribution’s overall
shape is similar to that of the normal distribution. You may
then perform a goodness of fit test with the normal dis-
tribution. In a goodness-of-fit test, the hypotheses are
concerned not with the parameters, but with the distribu-
tion itself. For example, H0: X has a normal distribution;
H1: X does not have a normal distribution. This may be
done using the x2 goodness of fit test (mentioned in the
previous section) applied to the data histogram frequencies
compared to expected values calculated from the normal
distribution (by integrating Eq. 9 using Eq. 5). Other good-
ness-of-fit tests are the Kolmogorov–Smirnov, Cramer–
Von Mises, and Anderson–Darling. There are also tests
when H0 involves some specific distribution, for example,
the Shapiro –Wilk test for normality. Most computer
packages incorporate such tests.

One-Sample t-Test to Compare One Data Sample to a
Hypothetical Distribution. This test is used to determine if
a data sample belongs to a population with mean m and
standard deviation s (the hypothesis H0 is that it does
belong to this population). This test applies to continuous
or noncontinuous data that have a distribution that is not
significantly different from normal. First, check that the
standard deviation of the data sample is similar to the
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Table 9. Results of Improvement in Muscular Response Following Implantation of an Electronic Device Available in Four
Types

Type of Device

1 2 3 4 Total

No improvement 35(30)a 40(30) 35(30) 10(30) 120
Partial-to-full restoration 65(70) 60(70) 65(70) 90(70) 280
Total 100 100 100 100 400

aNumbers are observed frequencies and number in parentheses are expected frequencies.



population’s standard deviation s (within a twofold range).
For a data sample containing N values that has a mean M
and standard deviation SD, the variable t is defined as

t ¼M � m

SD

ffiffiffiffiffi
N
p

ð16Þ

The degrees of freedom associated with t is equal to
df¼N�1. After calculating t and df, set up a threshold for
significance (i.e., p< 0.05) and look up tcrit critical value in
Table 10. In the t-test table, you may choose either one- or
two-tailed t-test critical values. One-tailed t-tests are used
when there is some prior knowledge to predict the direction
of the difference. Most commonly, two-tailed t-tests are
used when there is no such knowledge. If the calculated t
value is > tcrit, there is a statistically significant difference
between the data sample and the hypothetical distribution
(the null hypothesis H0 is rejected).

As for the x2 table, building the t-test table is straight-
forward. One may assume that, for a given degree of free-
dom, a known population (with a normal distribution) is
sampled several times and that the t value is computed for
each of these samples (M should on average be the same as
m since it is the theoretical population which is being
sampled). The histogram of these observed t values,
obtained when in fact no real effects are present, is an
approximation to the t distribution (Fig. 4, middle panel).
The tails of this distribution allow for threshold setting for
significance (as for the x2, if an observed value ends up in
the tail of the distribution, then it is likely that it does not
belong to this distribution). Note that for an infinite
number of degrees of freedom, the t distribution is equal
to the normal distribution.

For example, in the past, a machine has been producing
washers having a thickness of 0.06 in. (0.15 cm) on average.
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Table 10. The t Distribution of Critical Valuesa

One-Tailed 0.1 0.05 0.025 0.01 0.005 0.0001

Two-Tailed 0.2 0.1 0.05 0.02 0.01 0.0002

df

1 3.078 6.314 12.71 31.82 63.66 318.3
2 1.886 2.920 4.303 6.965 9.925 22.33
3 1.638 2.353 3.182 4.541 5.841 10.21
4 1.533 2.132 2.776 3.747 4.604 7.173
5 1.476 2.015 2.571 3.365 4.032 5.893
6 1.440 1.943 2.447 3.143 3.707 5.208
7 1.415 1.895 2.365 2.998 3.499 4.785
8 1.397 1.860 2.306 2.896 3.355 4.501
9 1.383 1.833 2.262 2.821 3.250 4.297
10 1.372 1.812 2.228 2.764 3.169 4.144
11 1.363 1.796 2.201 2.718 3.106 4.025
12 1.356 1.782 2.179 2.681 3.055 3.930
13 1.350 1.771 2.160 2.650 3.012 3.852
14 1.345 1.761 2.145 2.624 2.977 3.787
15 1.341 1.753 2.131 2.602 2.947 3.733
16 1.337 1.746 2.120 2.583 2.921 3.686
17 1.333 1.740 2.110 2.567 2.898 3.646
18 1.330 1.734 2.101 2.552 2.878 3.611
19 1.328 1.729 2.093 2.539 2.861 3.579
20 1.325 1.725 2.086 2.528 2.845 3.552
21 1.323 1.721 2.080 2.518 2.831 3.527
22 1.321 1.717 2.074 2.508 2.819 3.505
23 1.319 1.714 2.069 2.500 2.807 3.485
24 1.318 1.711 2.064 2.492 2.797 3.467
25 1.316 1.708 2.060 2.485 2.787 3.450
26 1.315 1.706 2.056 2.479 2.779 3.435
27 1.314 1.703 2.052 2.473 2.771 3.421
28 1.313 1.701 2.048 2.467 2.763 3.408
29 1.311 1.699 2.045 2.462 2.756 3.396
30 1.310 1.697 2.042 2.457 2.750 3.385
40 1.303 1.684 2.021 2.423 2.704 3.307
50 1.295 1.676 2.009 2.403 2.678 3.261
60 1.296 1.671 2.000 2.390 2.660 3.232
80 1.292 1.664 1.990 2.374 2.639 3.195
100 1.290 1.660 1.984 2.364 2.626 3.174
1000 1.282 1.646 1.962 2.330 2.581 3.098
inf. 1.282 1.64 1.960 2.326 2.576 3.091

aTo use this table, find your degrees of freedom in the df column (or a lower one if yours is not present in the table). Then, look up the probability in the top row

(p¼0.05 is a test of significance at 5%). If your calculated t value is larger than the one you read in the table, the test you performed is significant (see text for

details).



To test if the machine is still working properly, 10 washers
of size (0.065; 0.062; 0.060; 0.059; 0.061; 0.064; 0.067; 0.064;
0.061; 0.062) are produced. The sample mean is 0.0625 and
the sample standard deviation is 0.0025. The t value is
equal to

t ¼ 0:0625� 0:06

0:0025

ffiffiffiffiffiffi
10
p

¼ 3:16

A two-tailed t-test is used since there is no a priori
knowledge about the sampled distribution. At the 5% sig-
nificance level, tcrit5% is equal to 1.83. Since t> 1.83, it can
be concluded that there is a significant difference between
the expected washer thickness and the observed one (reject
hypothesis H0, which assumes that the sample distribution
has a mean of 0.06 in., 0.15 cm). However, at 0.5% signifi-
cance level, tcrit1% is equal to 3.25. Since t< 3.25, it cannot
be concluded that such a difference exists at this level of
significance (hypothesis H0 cannot be rejected).

Paired t-Test to Compare Paired Data Samples. This test
applies to two paired samples of continuous or noncontin-
uous data that have a distribution nonsignificantly differ-
ent from normal and similar standard deviations (with less
than twofold difference). First calculate the difference
between each pair and average them (Dav) (note that
differences in values also have to be normally distributed).
Then calculate the value of t using

t ¼ Dav

SD

ffiffiffiffiffi
N
p

ð17Þ

where SD is the standard deviation of the difference
between each pair. Since the accuracy of a statistic is
influenced by the population size, the degrees of freedom
(df) or the number of independent parameters used in the
calculation of the test statistic must then be calculated. The
degrees of freedom is equal to the degrees of freedom used
in calculation the sample SD, that is, the number of pairs
minus 1: df¼N�1.

Finally, as for the one sample t-test, set up a threshold
for significance, look up tcrit critical value in Table 10, and
compare it to the calculated value. If the calculated t value
is >tcrit, there is a statistically significant difference
between the two groups (the null hypothesis H0 is rejected).

For example, to test if a newly designed electronic blood
pressure (BP) device returns similar (hypothesis H0) or
different (hypothesis H1) readings compared to an old
manual blood pressure device, readings on 10 patients
are performed and presented in Table 11 (only systolic
pressure in Hgmm is reported in the table).

First, ensure that the two standard deviations are simi-
lar (14.1 for the electronic BP device and 13.5 for the
manual BP device). To calculate the t value, compute the

difference between each pair, check that their distribution
is normal, and then average them, Dav¼ ((121�115)þ
(130�131)þ���)/10¼ 2.8. The standard deviation of the dif-
ference is SD¼ 2.57, and the degrees of freedom is 9 (10
readings minus 1). Thus the t value is equal to

t ¼ 2:8

2:57

ffiffiffiffiffiffi
10
p

¼ 3:44

At the 5% level of significance, for 9 degrees of freedom,
tcrit5% is equal to 2.26. Since t> 2.26, it can be concluded
that the two devices return different averages (reject
hypothesis H0). The newly devised electronic BP device
probably has to be recalibrated to better match the read-
ings of the manual one.

Unpaired t-Test to Compare Unpaired Data Samples. An
unpaired t-test aims to compare two unpaired data samples
and applies to continuous or noncontinuous data that have
a distribution not significantly different from normal. Sam-
ple sizes should be similar (with less than twofold differ-
ence) for the two groups and, if n< 30, variances should
also be similar (with less than twofold difference). If the t-
test is used in other circumstances, the results will have no
meaning.

The most common way of calculating the t-statistics for
unpaired data samples is to use the pooled variance esti-
mate (it is also possible to use unpooled variance estimates,
but this is less common and will not be presented here).
First, calculate the unbiased pooled variance estimate:

V ¼ VAðNA � 1Þ þ VBðNB � 1Þ
NA þNB � 2

ð18Þ

Then estimate the standard error of the difference of the
means:

SE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vð1=NA þ 1=NBÞ

p
ð19Þ

Then the t statistics is the difference of the means divided
by its estimated standard error:

t ¼MA �MB

SE
ð20Þ

where MA, and MB are the means of groups A and B,
respectively, and where VA and VB are the variances of
groups A and B, respectively. For this test, the number of
degrees of freedom is equal to the total number of points
minus 2, because two means are estimated.

df ¼ ðNA þNBÞ � 2

Finally, set up a threshold for significance (p< 0.05,
e.g.), and look up the critical value tcrit in Table 10 (see
the section above on one sample t-test for the difference
between one- and two-tailed t-tests). If the calculated t
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Table 11. Systolic Blood Pressure in Hg�mm Measured in 10 Patients Using Either a New Electronic Device or an Old
Manual Device

Patient 1 2 3 4 5 6 7 8 9 10

Electronic BP device 121 130 129 113 145 132 110 116 125 155
Manual BP device 115 131 127 111 140 131 111 111 121 150



value is > tcrit, there is a statistically significant difference
between the two groups (the null hypothesis H0 is rejected).

For example, to test if patients diagnosed with heart
failure have similar (hypothesis H0) or higher (hypothesis
H1) heart rates than control patients, 15 readings are
performed at rest for these two groups of patients A and
B of matched age, sex, and ethnicity. Heart rate is reported
in beating per minutes in Table 12.

After testing for normality (see for how to test for
normality at the beginning of this section), it is ensured
that standard deviations for the two data samples are
similar (SDA¼ 11.5 and SDB¼ 9.1). To calculate the
t-value, it is necessary to compute the mean heart rate
for each group. For patients suffering from heart failure,
MA¼ 88.4, and for control patients, MB¼ 77.7(variances
are VA¼ 140.3 and VB¼ 82.9). Thus the pooled variance
estimate is V¼ 108, the standard error of the mean is 4.93
and the t value is equal to

t ¼ 88:4� 77:7

4:93
¼ 2:17

At 5% significance level for 16 degrees of freedom
(10 heart failure patients plus 8 control patients minus
2), tcrit1% is equal to 2.12. Since t> 2.12, the data support
the fact that patients with heart failure have higher
heart rate than controls (hypothesis H0 cannot be
rejected).

One-Way ANOVA for Unmatched Samples. One-way
ANOVA is used to test the hypothesis that two or more
samples are drawn from the same distribution of values
and have the same mean and variance. Unpaired student t-
test is a particular case of one-way ANOVA applied to two
data samples. As for t-test, ANOVA test applies to contin-
uous or noncontinuous data that have a distribution that is
not significantly different from normal. Sample sizes
should be similar (with less than twofold difference) for
all sample groups and, if n< 30, variances should also be
similar (less than twofold difference). If the test is used in
other circumstances, the test outcome will lead to erro-
neous conclusions. The basis of ANOVA is the F (Fisher)
variable, which combines the unbiased variance between
sample groups (VinterGroup) and the variance within sample
groups (VwithinGroup).

F ¼
VinterGroup

VwithinGroup
(21)

For several data samples A, B, C, . . . of the same size,
intergroup variance is defined as

VinterGroup ¼
NAðMAÞ2þNBðMBÞ2þNCðMCÞ2þ� � � �NTðMGÞ2

NG � 1

(22)

where MA, MB, and MC are the means of sample A, B, C, . . .
and NA, NB, NC, . . . are the number of values in samples A,
B, C, . . . MG is the average of all values from all sample
groups and NG is the number of samples. The within
sample group variance is defined as

VwithinGroup ¼
ðNA � 1ÞðSDAÞ2 þ ðNB � 1ÞðSDBÞ2 þ ðNC � 1ÞðSDCÞ2 þ � � �

NT �NG

(23)

where SDA, SDB, SDC, . . . are the standard deviations of
group A, B, C, . . . and NT represents the total number of
observations (for all data sample pooled together). Degrees
of freedom for the numerator of F and the denominator of F
are defined as

dfnumerator ¼ NG � 1

dfdenominator ¼ NT �NG

Note that each variance in Eqs. 22 and 23 is divided by
the appropriate degrees of freedom to give unbiased esti-
mate of population variance (assuming the null hypothesis
H0 is true). As for other inference tests, the computed F
value is tested against critical F values (Table 13) obtained
from the tail of null-hypothesis F distribution (Fig. 4, right
panel).

For example, a clinician planning to purchase equip-
ment for electroencephalography compares the signal to
noise ratio for three sets of electroencephalographic equip-
ment. For each system that has been made available to
him, he records 10 new patients performing standard
psychophysical tasks and measures the signal to back-
ground noise ratio of the encephalographic equipment
(Table 14).

After testing for normality, we must ensure that stan-
dard deviations are similar (i.e., no twofold differences).
Standard deviation for Brand A is equal to SDA¼ 1.11;
Brand B: SDB¼ 0.75; Brand C: SDC¼ 0.94. After calculat-
ing Vintergroup¼ 0.44 and VwinthinGroup¼ 0.89, F may be
calculated using Eq. 21

F ¼ 0:44

0:89
¼ 0:49

The degrees of freedom for the numerator is
dfnumerator¼NG� 1¼ 2. The degrees of freedom for the
denominator is dfdenominator¼ 30� 3¼ 27. Reading
Fcrit¼ 2.95 in Table 13, we may conclude that there is no
significant difference (since F< 2.95) in terms of signal/
noise ratio between the three sets of EEG equipments
(accept hypothesis H0).

One-Way ANOVA for Matched Samples. One-way
ANOVA may also be used to compare paired sample
groups. In fact, since for matched samples, one may
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Table 12. Heart Rate in Beats per Second of Control and Test Patients Suffering from Heart Failure

HF patients 78 81 88 76 93 112 83 96
Control patients 80 71 68 80 95 67 85 69 85 77



analyses either the rows or the columns of a table, the
formula given here may be used both for rows or columns,
and are usually associated with two-way ANOVA. The
formula for the F (Fisher) variable is now equal to

F ¼
VinterGroup

Verror
ð24Þ

The variance due to error or chance is defined as

Verror ¼
P

j;kðx jk �M j: �M:k �MÞ2

ðNR � 1ÞðNC � 1Þ ð25Þ

where xjk are all the elements in the array, M j: are the row
means, M:k are the column means, M is the global array
mean, NC is the number of columns, and NR the number of
rows. The degrees of freedom for the numerator and

denominator are now defined as

dfnumerator ¼ NR � 1 ¼ NG � 1

dfdenominator ¼ ðNR � 1ÞðNC � 1Þ

Using the same example as shown in Table 14, and now
assuming that the data samples are paired (EEG systems
were tested with the same patients), the intersubject var-
iance Verrort¼ 1.04 can be computed, and

F ¼ 0:44

1:04
¼ 0:42

The degrees of freedom for the numerator is
dfnumerator¼NG� 1¼ 2. The degrees of freedom for the
denominator is dfdenominator¼ (NR� 1)(NC� 1)¼ (3� 1)
(10� 1)¼ 18. For a test at 5%; significance, reading
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Table 13. The F Distribution of Critical Values at p ¼0.05 for ANOVA testsa

df2\df1 1 2 3 4 5 6 7 8 9 10 12 15 20 30 40 60 100 1

3 10.13 9.55 9.28 9.12 9.01 8.94 8.89 8.85 8.81 8.79 8.74 8.70 8.66 8.62 8.59 8.57 8.55 8.54
4 7.71 6.94 6.59 6.39 6.26 6.16 6.09 6.04 6.00 5.96 5.91 5.86 5.80 5.75 5.72 5.69 5.66 5.63
5 6.61 5.79 5.41 5.19 5.05 4.95 4.88 4.82 4.77 4.74 4.68 4.62 4.56 4.50 4.46 4.43 4.41 4.36
6 5.99 5.14 4.76 4.53 4.39 4.28 4.21 4.15 4.10 4.06 4.00 3.94 3.87 3.81 3.77 3.74 3.71 3.67
7 5.59 4.74 4.35 4.12 3.97 3.87 3.79 3.73 3.68 3.64 3.57 3.51 3.44 3.38 3.34 3.30 3.27 3.23
8 5.32 4.46 4.07 3.84 3.69 3.58 3.50 3.44 3.39 3.35 3.28 3.22 3.15 3.08 3.04 3.01 2.97 2.93
9 5.12 4.26 3.86 3.63 3.48 3.37 3.29 3.23 3.18 3.14 3.07 3.01 2.94 2.86 2.83 2.79 2.76 2.71
10 4.96 4.10 3.71 3.48 3.33 3.22 3.14 3.07 3.02 2.98 2.91 2.85 2.77 2.70 2.66 2.62 2.59 2.54
11 4.84 3.98 3.59 3.36 3.20 3.09 3.01 2.95 2.90 2.85 2.79 2.72 2.65 2.57 2.53 2.49 2.46 2.41
12 4.75 3.89 3.49 3.26 3.11 3.00 2.91 2.85 2.80 2.75 2.69 2.62 2.54 2.47 2.43 2.38 2.35 2.30
13 4.67 3.81 3.41 3.18 3.03 2.92 2.83 2.77 2.71 2.67 2.60 2.53 2.46 2.38 2.34 2.30 2.26 2.21
14 4.60 3.74 3.34 3.11 2.96 2.85 2.76 2.70 2.65 2.60 2.53 2.46 2.39 2.31 2.27 2.22 2.19 2.13
15 4.54 3.68 3.29 3.06 2.90 2.79 2.71 2.64 2.59 2.54 2.48 2.40 2.33 2.25 2.20 2.16 2.12 2.07
16 4.49 3.63 3.24 3.01 2.85 2.74 2.66 2.59 2.54 2.49 2.42 2.35 2.28 2.19 2.15 2.11 2.07 2.01
17 4.45 3.59 3.20 2.96 2.81 2.70 2.61 2.55 2.49 2.45 2.38 2.31 2.23 2.15 2.10 2.06 2.02 1.96
18 4.41 3.55 3.16 2.93 2.77 2.66 2.58 2.51 2.46 2.41 2.34 2.27 2.19 2.11 2.06 2.02 1.98 1.92
19 4.38 3.52 3.13 2.90 2.74 2.63 2.54 2.48 2.42 2.38 2.31 2.23 2.16 2.07 2.03 1.98 1.94 1.88
20 4.35 3.49 3.10 2.87 2.71 2.60 2.51 2.45 2.39 2.35 2.28 2.20 2.12 2.04 1.99 1.95 1.91 1.84
22 4.30 3.44 3.05 2.82 2.66 2.55 2.46 2.40 2.34 2.30 2.23 2.15 2.07 1.98 1.94 1.89 1.85 1.78
24 4.26 3.40 3.01 2.78 2.62 2.51 2.42 2.36 2.30 2.25 2.18 2.11 2.03 1.94 1.89 1.84 1.80 1.73
26 4.23 3.37 2.98 2.74 2.59 2.47 2.39 2.32 2.27 2.22 2.15 2.07 1.99 1.90 1.85 1.80 1.76 1.69
28 4.20 3.34 2.95 2.71 2.56 2.45 2.36 2.29 2.24 2.19 2.12 2.04 1.96 1.87 1.82 1.77 1.73 1.66
30 4.17 3.32 2.92 2.69 2.53 2.42 2.33 2.27 2.21 2.16 2.09 2.01 1.93 1.84 1.79 1.74 1.70 1.62
35 4.12 3.27 2.87 2.64 2.49 2.37 2.29 2.22 2.16 2.11 2.04 1.96 1.88 1.79 1.74 1.68 1.63 1.56
40 4.08 3.23 2.84 2.61 2.45 2.34 2.25 2.18 2.12 2.08 2.00 1.92 1.84 1.74 1.69 1.64 1.59 1.51
45 4.06 3.20 2.81 2.58 2.42 2.31 2.22 2.15 2.10 2.05 1.97 1.89 1.81 1.71 1.66 1.60 1.55 1.47
50 4.03 3.18 2.79 2.56 2.40 2.29 2.20 2.13 2.07 2.03 1.95 1.87 1.78 1.69 1.63 1.58 1.52 1.44
60 4.00 3.15 2.76 2.53 2.37 2.25 2.17 2.10 2.04 1.99 1.92 1.84 1.75 1.65 1.59 1.53 1.48 1.39
70 3.98 3.13 2.74 2.50 2.35 2.23 2.14 2.07 2.02 1.97 1.89 1.81 1.72 1.62 1.57 1.50 1.45 1.35
80 3.96 3.11 2.72 2.49 2.33 2.21 2.13 2.06 2.00 1.95 1.88 1.79 1.70 1.60 1.54 1.48 1.43 1.33
100 3.94 3.09 2.70 2.46 2.31 2.19 2.10 2.03 1.97 1.93 1.85 1.77 1.68 1.57 1.52 1.45 1.39 1.28
200 3.89 3.04 2.65 2.42 2.26 2.14 2.06 1.98 1.93 1.88 1.80 1.72 1.62 1.52 1.46 1.39 1.32 1.19
500 3.86 3.01 2.62 2.39 2.23 2.12 2.03 1.96 1.90 1.85 1.77 1.69 1.59 1.48 1.42 1.35 1.28 1.12
1000 3.85 3.00 2.61 2.38 2.22 2.11 2.02 1.95 1.89 1.84 1.76 1.68 1.58 1.47 1.41 1.33 1.26 1.08
1 3.84 3.00 2.61 2.37 2.21 2.10 2.01 1.94 1.88 1.83 1.75 1.67 1.57 1.46 1.40 1.32 1.25 1.03

aTo use this table, read the value at the intersection of the numerator’s degrees of freedom (df1) and the denominator’s degrees of freedom (df2). If your

calculated F value is larger than the one you read in the table, the test you performed is significant (see text for details).

Table 14. Signal/Noise Ratio for 10 Patients and for Three Brands of EEG Systems

Brand A 1.87 3.88 2.68 1.19 0.93 0.38 2.69 1.8 0.39 1.62
Brand B 2.48 1.71 3.05 1.58 1.7 3 0.47 2.11 2.18 2.22
Brand C 2.29 1.49 2.52 1.26 3.71 2.14 2.33 2.79 2.61 0.29



Fcrit¼ 3.55 in Table 13, it can be concluded that there is no
significant difference (since F< 3.55) in terms of signal to
noise ratio between the three sets of EEG equipments.

Note that one could argue that instead of using ANOVA
analysis, t-tests could be performed between each pair of
samples. Although this is possible, the ANOVA test is more
sensitive than a series of paired t-tests because it processes
all data samples simultaneously.

Two-Way ANOVA for Two-Factor Experiments. This
type of test is being used for experiments with two factors
or two attributes. In the example above, to test the relia-
bility of the EEG equipment, the clinician might want to
perform three experimental protocols and measure the
signal to noise ratio in each of these protocols. The two
factors are now the three sets of EEG equipment and the
three protocols as shown in Table 15.

In each of the cells of Table 15, the clinician recorded
nine values. In the case of only one value per cell, the
analysis would be similar to the one-way ANOVA (row and
column data may be analyzed separately using one-way
ANOVAs for matched samples). However, if several
values are recorded for each cell (several subjects, e.g.),
one must use the repeated measures two-way ANOVA test.
This test is especially interesting because it is possible to
test for interaction between variables. Hypothesis H0

would be that there is no significant relationship between
brands and type of protocol and Hypothesis H1 would be
that there is indeed such a relationship. Running a
repeated measures two-way ANOVA test under any soft-
ware will return 3 p-values: the first value is for significant
differences between rows; the second value is for signifi-
cant differences between columns; the last p-value is for
the interaction between columns and rows. In the case of
Table 15, the p-value for the columns (protocol) is 0.0004
indicating a significant difference between protocols. As
observed in Table 15, the values for the first protocol are
indeed higher than the values for other protocols. The p-
value for the different rows (device brand) is not significant
(p¼ 0.22). The p-value for the interaction between brand
and protocol is 0.0006. In fact, it appears that the device of
brand B returns higher values for protocol 2 than other
brands, and that the device of brand C returns higher
values for protocol 3 than other brands.

Experimental design and ANOVA in its many varia-
tions is perhaps the most important statistical methodol-
ogy for experimenters, and the literature is immense.
Extreme care should be taken when choosing an ANOVA

test. For example, there are different ways to treat multi-
factor ANOVAs analytically when the number of observa-
tions is unequal among the treatment combinations (called
unbalanced designs). A nontechnical discussion is the
classic Planning of Experiments by Cox (6). Other general
introductions are Refs. (1,7–12).

Regression and Correlation. Regressions and correla-
tions aim at determining relationship between variables.
We may wish to determine if there is a significant correla-
tion between independent and dependent variables, the
independent variable being set by the experimenter, and
the dependent variable being measured. For example, to
test the reliability of a device, an experimenter may
change the temperature of the room where the device is
being tested (independent variable), and see if this change
affects measures returned by the tested device (depen-
dant variable). Regression and correlation can also be
used to estimate the relationship between two (or more)
dependent variables.

The first step in determining the relation between two
variables is to plot values of one variable versus values of
the other variable. This is usually called a scatterplot
(Fig. 5). From the scatterplot it is often possible to visua-
lize a smooth curve that approximates the data. If it is a
straight line, then the least-squares regression method
may be used. Otherwise, other curve fitting procedures
may be used. It is sometimes useful to plot scatterplots of
transformed variables (e.g., log transformation of values
the in first variable versus values of the second variable).

The method of least-squares computes the best linear
regression between two variables. Specifically, for two
variables X and Y, the data consist of n pairs (x1,
y1),. . .,(xn, yn). For all values of X and Y, we wish to find
the parameter a and b such that

Y ¼ aX þ b (26)

Assuming the jittering of points along the straight line
is normally distributed, parameters a and b may be
obtained using the formula

a ¼ N
P

xiyi � ð
P

xiÞð
P

yiÞ
N
P

x2
i � ð

P
xiÞ2

(27)

b ¼ 1

N

X
yi � a

X
xi


 �
(28)
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Table 15. Example of Table for a Two-Factor Experiment

Protocol 1 Protocol 2 Protocol 3

Brand A 6 8 8 1 0 2 1 4 4
10 8 2 2 0 1 4 2 2
10 6 2 1 3 3 3 5 0

Brand B 2 2 10 4 9 8 3 3 6
6 10 10 5 5 9 5 4 2
6 2 6 3 7 7 3 5 6

Brand C 6 0 4 5 3 2 6 6 8
6 4 4 1 1 1 6 0 10
4 8 8 3 3 2 4 8 6



To draw the linear regression line, yest
i values may be

calculated using Eq. 44 for all values of X. A sample-based
measure of the strength of the linear association between
the X and Y variables is the sample correlation coefficient
(also known as the Pearson correlation coefficient) defined
by

r ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
explained-variation

total-variation

r
¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ðyest

i �MY Þ2P
ðyi �MY Þ2

vuut (29)

r may also be expressed using the original variables X and
Y.

r ¼ covðX;YÞ
SDX :SDY

¼
1
n

Pn
i¼1ðxi �MXÞðyi �MY Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n

Pn
i¼1ðxi �MXÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn
i¼1ðyi �MY Þ2

q

(30)

where MX and MY (SDX and SDY) are the mean (the
standard deviation) for X and Y, respectively, and cov(X,Y)
is the covariance between X and Y (the numerator on the
right of Eq. 30 is equal to cov(X,Y) and the denominator is
equal to SDX

�SDY). Necessarily �1� r� 1. Positive
(respectively negative) values of r indicate that large
values (respectively small values) of X are associated with
large values (respectively, small values) of Y. Values of r
near 0 indicate little or no linear association. Interpreta-
tion must be done with care because there are many
reasons for the presence or absence of a correlation. Also,
comparing r values may be misleading as a value of r¼ 0.6
does not mean that the linear relationship is twice as
strong as r¼ 0.3. On the other hand, r2, called the sample
coefficient of determination, represents the proportion of
the total variation in the sample values of Y that can be
‘‘explained’’ by a linear relationship as in Eq. 26. Thus
r2¼ (0.3)2¼ 0.09 versus r2¼ (0.6)2¼ 0.36 indicates a 9%

versus 36% accountability for total variability by the
proposed linear relationship.

To test if the linear correlation between the two vari-
ables is significant, different tests may be used. The null
hypothesis H0 states that there is no relationship between
the two variables. A t-test (with degrees of freedom equal to
N� 2) may be used if the expected population correlation
coefficient between variable X and Y is 0 and if we expect
the correlation coefficient to be normally distributed when
random samples of X and Y are drawn. The variable t is
defined as

t ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffi
N � 2
p
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r2
p (31)

More details for determining if correlation coefficients
are significant or to compare between correlation coeffi-
cients may be found in Spiegel and Stepens (2).

As shown in Fig. 5, most regression computer packages
will output scatterplots, and correlation coefficients. Resi-
duals plots (not shown here) indicate if the distribution of
distance between estimated and actual values of Y. A
histogram of these residuals should be normally distribu-
ted (computing the parameter a, b, and the coefficient of
correlation r requires that these residuals are normally
distributed with mean 0 and a constant standard deviation
irrespective of the X values).

A comprehensive presentation of regression methods
for linear and nonlinear regression is given in Refs. 2,7, 13.

Nonparametric Testing

Elementary tests mentioned in the previous section
require that the distribution of values in the population
be normally distributed. In practice, this assumption may
not hold so statisticians have devised tests that are less
dependent of population distribution. Nonparametric or
distribution-free statistical methods generally are not con-
cerned with inferences about parameters of distributions
and assume little or no knowledge about the distributions
of the underlying populations. Their primary advantage is
that they are subjected to less restrictive assumptions than
their parametric counterparts. Moreover, the data need not
be quantitative (data values may indicate ranks on an
ordinal scale). However, a disadvantage of nonparametric
methods is that that they may not utilize all the informa-
tion in a sample, consequently requiring a larger sample
than the parametric version to attain the same Type II
error (see error types).

The x2 goodness-of-fit tests previously mentioned is an
example of a nonparametric test. Other nonparametric
tests make various hypotheses for medians (or means of
a symmetric distribution) and differences in location and/
or variability of two populations. There are also tests for
randomness, independence, and association among ran-
dom variables. Relatively elementary texts that give a
fairly broad and complete coverage of nonparametric meth-
ods are Refs. 14 and 15.

Compare Sample Distribution to a Hypothetical Distribu-
tion. As for binomial and discrete data, a x2 goodness-of-
fit test may be performed. For continuous data, a x2

STATISTICAL METHODS 257

Y = 0.924X  + 0.534

r2 = 0.892

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

0 0.2 0.4 0.6 0.8 1
Variable X

V
ar

ia
bl

e 
Y

Figure 5. A typical scatterplot with the least-square line drawn
through the data points. The r2 value as well as the best fit eq-
uation is indicated on the diagram. The t-value is equal to 9.24 and
indicate a sigdnificant relationship between X and Y (at p¼ 0.05,
for 22 degrees of freedom, tcrit¼2.07).



goodness-of-fit test may be used on the frequency distribu-
tion (histogram) of the data compared to a hypothetical
distribution.

Sign Test and Wilcoxon Test for Paired Samples. As for
binomial and discrete data, a sign test allows the compar-
ison of paired samples (see the beginning of the section for a
definition of paired and unpaired samples). A sign test
simply involves pair-wise comparisons of measures
between the two sample data sets (see sign test for binomial
and discrete data). A variation of this test is called the
Wilcoxon test, which takes into account the signed rank of
the difference between each pair (instead of using all the
signs). This is best illustrated using an example. To test if a
pacemaker device has any effect on heart rate variability
(defined as the standard deviation of heart beat intervals in
seconds), 10 patients’ heart rate variability are measured
while the pacemaker was either switched on or off
(Table 16).

The Wilcoxon test begins by taking the difference in
heart rate variability between the two conditions for each
patient (forth row of Table 16). If a difference is equal to 0 it
is eliminated from further consideration, since it provides
no useful information. The second step consists of taking
the absolutes of the differences, which is accomplished
simply by removing all the positive and negative signs
(fifth row of Table 16), then ranking these absolute differ-
ences from lowest to highest, with tied ranks included
where appropriate. Tied rank means that if two values
are equal they are first-ordered randomly and then
assigned their average rank (see the first and third col-
umns of the sixth row in Table 16). Finally, reattach to each
rank the positive or negative sign that was removed from
the difference in the transition from row four to row five,
and sum up these values. In our case, W¼ 23 and
the number of values used in this sum is 10 (degrees of
freedom).

If two sets of sample values from the same distribution
(which verify hypothesis H0 that the two samples belong to
the same distribution) were to drawn repeatedly and W
values were calculated, it would be realized that the
distribution (histogram) of W values is close to normal.

In fact,

z ¼ W

SDW
(32)

may be defined, where z is normally distributed with mean
0 and variance 1, and SDW is the standard deviation of W,
which can be shown to be equal to

SDW ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NðN þ 1Þð2N þ 1Þ

6

r
(33)

For N¼ 10 values, SDW¼ 19.6, so z¼ 23/19.6¼ 1.17. As
mentioned earlier, the t-distribution is equal to the normal
distribution for infinite degrees of freedom. Looking in the
last row of the t-table (Table 10), for a significant threshold
at p¼ 0.05 (two-tailed), zcrit¼ 1.64 is obtained. Since
z< 1.64, hypothesis H0 cannot be rejected. Although it
seems that heart rate variability is higher when the
pacemaker is switched on, the difference did not reach
significance.

Mann–Whiney U Test for Unpaired Samples. The Mann–
Whitney U test is similar to the Wilcoxon test. Once more,
this test will be illustrated using an example. To compare
sensitivity of two hearing aids, the minimum sound a
patient can hear using each brand is measured (in dB)
and reported in Table 17, where 10 different patients tested
each prosthetic device (unpaired samples).

To perform a Mann–Whitney test, first combine all
values in an array and assign a rank from 1 to 20 to all
these values, assigning tied ranks where appropriate (see
Wilcoxon test). The rank for each value is indicated in
Table 18.

Then, sum up the ranks for each brand, where RA¼ 80 is
the sum for brand A and RB¼ 130 is the sum for brand B. A
significant difference between the two rank sums implies a
significant difference between the two samples. Calculate
the U statistic to test the difference between the ranks:

U ¼ NANB þ
NAðNA þ 1Þ

2
� RA (34)

Note that the formula above is symmetrical with respect
to A and B. In the hearing aid example, NA¼ 10 and
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Table 16. Heart Rate Variability for 10 Patients While Their Pacemaker Is Switched On or Off, and Calculation of Signed
Rank for Wilcoxon Test

Patient 1 2 3 4 5 6 7 8 9 10 Sum

Pacemaker off 0.15 0.32 0.25 1.1 0.82 0.83 0.94 0.42 0.48 0.21
Pacemaker on 0.12 0.19 0.28 0.56 0.37 0.52 0.24 0.73 0.81 0.13
difference 0.03 0.13 �0.03 0.54 0.45 0.31 0.70 �0.51 �0.43 0.08
abs difference 0.03 0.13 0.03 0.54 0.45 0.31 0.70 0.51 0.43 0.08
Rank of abs difference 1.5 4 1.5 9 7 5 10 8 6 3
Signed rank 1.5 4 �1.5 9 7 5 10 �9 �6 3 23

Table 17. Patient Maximal Sensitivity (in dB) for Two Brands of Hearing Aids

Brand A 0.1 �1 4.1 2.4 �2.3 3.8 0.9 1.4 0.4 1.2
Brand B 2.7 3.1 5.2 2.1 4.7 1.5 �1.2 3.7 2.8 3.1



NB¼ 10, so

U ¼ 10 � 10þ 10ð10þ 1Þ
2

� 80 ¼ 75

There is no table for U values. Instead, as for the
Wilcoxon test, the table for z values is used because of a
property of the U distribution. When calculating the U
value repeatedly on samples known not to be statistically
different (e.g., two data samples drawn from the responses
of the same device), then it can be shown that the repeated
U values (U1, U2, U3, . . .) have a Gaussian distribution
with mean MU and standard deviation SDU defined as

MU ¼
NANB

2
(35)

SDU ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NANBðNA þNB þ 1Þ

12

r
(36)

This means that the U distribution can be normalized
and that

z ¼ U �MU

SDU
(37)

is normally distributed with mean 0 and variance 1.
In the example above, MU¼ 10 �10/2¼ 50 and

SDU¼ 13.2, so z¼ 3.78. Looking up the last row of the t-
table (Table 10) for a significance level of 5%, we read
zcrit¼ 1.64. Since z> 1.64, hypothesis H0 can be rejected
and it can be concluded that one hearing aid performs
better than the other one. Looking at the mean or median
for each brand, or for this simple example simply at
Table 17, brand A clearly allows patients to hear sounds
of smaller amplitudes than brand B. Note that the calcula-
tions above are usually not necessary since most statistical
software will return the value of U along with its signifi-
cance level.

Kruskal–Wallis Test for Unmatched Samples. The Krus-
kal–Wallis H test is a generalization of the Mann–Whitney
U test to more than two samples (e.g., three brands A, B,
and C of sample sizes NA, NB, NC, . . . with the total number
of samples equal to N). As for the Mann–Whitney test,
values from all distributions are sorted and once the sum of
the rank for each sample is calculated RA, RB, RC, . . . the
value of H is given by

H ¼ 12

NðN þ 1Þ
RA

NA
þ RB

NB
þ RC

NB
þ � � �

� �
� 3ðN þ 1Þ (38)

It can be shown that, after collecting repeated measures
of H from several samples from the same population (ver-
ifying the hypothesis H0 that they originate from the same
population), the histogram of H values is very close to a x2

distribution with degrees of freedom equal to the number of
groups minus one (so the x2 table may be used for H). Thus,

to use the Kruskal–Wallis test, first calculate H, then
compute the degrees of freedom (number of groups minus
one), and look up the x2 critical value in Table 7. If the
calculated H value is larger than the critical value, reject
hypothesis H0.

Friedman Test for Matched Samples. Suppose it is
wished to determine if three spectroscopy machines A,
B, and C returns the same hematocrit density (density
of blood cells in a blood sample). We test the three machines
using 20 blood samples (the same blood sample is used for
all machines). Since preliminary analysis shows that the
readings are not normally distributed, nonparametric test
will have to used. To do so, for each blood sample, rank the
machines (from 1 to 3) and compute the total rank for each
machine TA, TB, and TC. The parameter Tall being the sum
of all the ranks, the squares deviate SS is equal to

SS ¼ ðTAÞ2 þ ðTBÞ2 þ ðTCÞ2

NG
� ðTallÞ2

NGN
(39)

where NG is the number of groups and N is the number of
samples in each group. As for the Kruskal–Wallis test, we
may use the x2 distribution with degrees of freedom equal
to df¼NG� 1. In the Friedman test, simply refer to this
value as x2

x2 ¼ SS

NGðNG þ 1Þ=12
(40)

If the calculated x2 value is larger than the critical value
for the specified degrees of freedom, reject hypothesis H0.

The Spearman’S Rank Correlation Test. Rank methods
may also be used to determine the correlation between two
variables. Instead of using exact variable values, their
ranks may be used. For two sample A and B of the same
size, corresponding to two variables X and Y (e.g., lifespans
and prices of a family of devices), rank each sample value
from 1 to N separately for A and B. Then calculate the
difference D1, D2, D3, . . . between the sorted rank for A and
B and compute

rS ¼ 1� 6ððD1Þ2 þ ðD2Þ2 þ ðD3Þ2 þ � � �Þ
NðN2 � 1Þ (41)

If rS is close to 0, there is no correlation between the two
variables, whereas if it is close to 1 or �1, there is a strong
correlation between the two variables. To test if rS is
significantly different from 0, the same t-test as for the
Pearson correlation coefficient may be used (replacing r by
rs and using the same degrees of freedom df¼N� 2).

Resampling Methods

Resampling methods help provide confidence intervals for
parameters in situations where these are difficult or impos-
sible to derive analytically. Resampling methods also help
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Table 18. Rank of Measures for Table 17

Brand A 4 3 18 11 1 17 6 8 5 7
Brand B 12 14.5 20 10 19 9 2 16 13 14.5



perform statistical inference without assuming a known
probability distribution for the data. The bootstrap method
consists of drawing random subsamples and the randomi-
zation method consists of shuffling data samples.

Bootstrap Method. The bootstrap method is the most
recently developed method to estimate errors and other
statistics. It is not primarily aimed at performing inference
although it may be used to do so, since it provides con-
fidence intervals for the measure of interest. The term
‘‘bootstrap’’ derives from the phrase ‘‘to pull oneself up
by one’s bootstrap’’ (Adventures of Baron Munchausen,
by Rudolph Erich Raspe). Suppose we have a data sample
and an estimator (e.g., mean). The basic idea involves
sampling with replacement to produce random samples
of size N from the original data sample (of size larger than
N). Each of these samples is known as a bootstrap sample
and provides an estimate of the parameter of interest.
Repeating the sampling a large number of times provides
information on the variability of the estimator and help
define confidence limits. There are N to the power of N, NN,
possible samples, called the ideal bootstrap samples. It is
important to emphasis that subsamples are drawn with
replacement: for example, for an empirical distribution
composed of 2 values (5 and 8), the bootstrap samples
are (5,8), (5,5), (8,8), and (8,5) (note that there are 22¼ 4
of them). Getting all ideal bootstrap samples becomes
unrealistic as N becomes larger, so the Monte Carlo
approach (which consists of random draws) is used. The
sampling is said to be balanced if each sample value is
drawn the same number of times. For each bootstrap
sample, let us suppose that the mean is calculated. The
standard deviation of the bootstrap distribution for the
mean correspond to the standard error (Eq. 19) and may
be used in parametrical t-test to compute the t value
(Eq. 20), and perform inference testing (assuming normal-
ity of the distribution of course). However, this mixture of
bootstrap and parametric t-test is relatively unconven-
tional, and it is better to estimate the bootstrap distribution
of t-values as explained below.

To perform a statistical inference test using bootstrap,
first state a null hypothesis H0. Null hypotheses for resam-
pling tests are usually vague because there may be many
reasons (based on the shape of the distribution) why two
samples may differ (whereas when performing a para-
metric t-test, the nonnull hypothesis states clearly that
the means are nonequal). Moreover, bootstrap statistics
use the implicit assumption that data samples are repre-
sentative of the underlying population and in fact do as if
the data samples were the population itself. Therefore it is
not possible to draw direct conclusions about the under-
lying population either.

In the case of the heart rate study of Table 12, for
example, where comparing a measure (i.e., heart rate)
for patients suffering from heart failure (sample A) and
control subjects (sample B), the null hypothesis would be
‘‘patient suffering from heart failure have abnormal heart
rate’’. One way to test this hypothesis is to perform a
bootstrap t-test. Two bootstrap samples are first drawn
from the pooled distribution of A and B: sample A0 and B0 of
the same size as A and B, respectively. The t- value is then

computed using the two bootstrap samples as in Eq. 16. The
operation is repeated m times to obtain the distribution of t-
values for the null hypothesis. Note that, even if a t- value,
is computed it is not assumed normality for the data
samples since the distribution of t-values for the null
hypothesis is estimated using bootstrap samples. The
actual t-value is calculated for the original data samples
A and B and tested against the bootstrap t-distribution. If it
lies in the lower 2.5% or upper 2.5% tails, then the boot-
strap test may be considered to be significant at the 5%;
level of significance. In Fig. 6 (top), 10,000 bootstrap
t-values were accumulated for the two samples in
Table 12. Since the original t-value for Table 12 is equal
to 2.17 (see the t-test section) and since it lies in the upper
2.5% of the bootstrap t-value distribution, it may be con-
cluded that the data support the hypothesis that heart rate
is affected in patients suffering from heart failure at the 5%
significance level.

There are other ways to test for significance using boot-
strap, such as the bootstrap-percentile method, or the
bootstrap-bca method (see Ref. 16 for a comprehensive
reference). In general, it should be remembered that boot-
strap methods are designed primarily for estimating char-
acteristics of data samples, not for performing inference
tests. Resampling methods specializing in statistical infer-
ence are called randomization methods and are describe
below.

Randomization Methods. For the purpose of performing
paired or unpaired comparisons, randomization methods
consist of random permutations of data. Randomization
methods are also often called permutation methods or
surrogate methods. Specifying the null H0 hypothesis is
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the same as for the bootstrap and involves a vague for-
mulation about the result of the experiment, such as
‘‘patient suffering from heart failure have abnormal heart
rate’’ or ‘‘the drug treatment does not have an effect on
blood pressure’’.

Randomizing the data is straightforward. Using the
same example as for the bootstrap distribution with two
unpaired samples A and B of sizes NA and NB, a randomi-
zation method consists of pooling the data of A and B
together (into C), then randomly drawing from C (without
replacement) two groups A0 and B0 that have the same size
as A and B, respectively (17). Then, compute the estimator
(e.g., t-value) for each randomized pair of samples. Repeat
this procedure a large number of times to obtain the
distribution of the estimator (e.g., t-value) for the null
hypothesis. Significance is assessed as for the bootstrap
t-test. For example, in Fig. 6 (bottom), 10,000 randomized
t-values have been accumulated for the two samples in
Table 12. Note that irregularities in the distribution are
due to the fact that we are randomizing a relatively small
number of values. As for the bootstrap, since the original
t-value (t¼ 2.17) lies in the upper 2.5% of the randomized t-
values, it may be concluded that the data support the
hypothesis that heart rate is affected in patients suffering
from heart failure at the 5% significance level. It is reas-
suring to notice that the upper 5% significance threshold t-
value for the bootstrap (tcrit¼ 2.13), the randomized
(tcrit¼ 2.11), and the normal distribution (tcrit¼ 2.12) are
all similar.

For paired comparisons, the principle is slightly differ-
ent since we are now randomizing not the sample values
but the pairs. For example, for the data of Table 11, one-
half of the pairs are selected randomly then shuffled (the
value for the first device is now attributed to the second
device and vice versa) and the paired t-test value is recal-
culated (Eq. 17). This procedure is repeated many times. To
assess significance, as in the previous paragraph, the
original t-value computed using the nonrandomized sam-
ples is compared against the distribution of randomized
t-value.

This procedure may be generalized to compare an arbi-
trary number of samples. For example, to compare several
unpaired sample, data sample values may be randomized
among groups and one-way ANOVA values may be calcu-
lated repeatedly. The ANOVA value for the nonrandomized
groups is then compared against this ANOVA randomized
distribution. Web Ref. 18 provides a clear introduction to
resampling methods.

MULTIVARIATE METHODS

Previously the probability distributions involving one vari-
able were discussed, but in many situations there are two
or perhaps many interdependent variables, for example,
height, weight, daily caloric intake, genetic strain. Data
samples involving several variables are called multivari-
ate. Many multivariate analytical methods involve infer-
ence for the parameters (means, variances, and correlation
coefficients) based on multivariate normal distribution.
One such method is known as discriminant analysis and
is concerned with the problem of distinguishing between
two or more populations on the basis of observations of a
multivariate nature. Principal components analysis, clus-
ter, and factor analysis seek to determine relatively few out
of possibly many variables that will serve to explain the
variability or the interrelationships in the variables. Prin-
cipal component analysis (PCA) would specifically make
each successive component account for as much as possible
of the remaining variability uncorrelated with previously
determined components. In Fig. 7, data points from two
variables are represented. Coordinates of data points on
the abscissa axis correspond to values of the first variable
and coordinates on the ordinate axis correspond to values
of the second variable. The PCA is able to find a first
principal axis (labeled one) that accounts for most of the
variance of the data. The second principal axis (labeled
two) has to be perpendicular to the first principal axis and
accounts for the remaining of the variance.

Recent progresses in signal processing and inform-
ation theory have seen the development of blind source
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contrast in ICA, the projection of data point on ICA axis is maximally independent.



separation methods, which attempt to find a coordinate
frame onto which the data projections have minimal over-
lap. For example, if two sources of sounds (e.g., a conversa-
tion and a CD player) are recorded simultaneously in the
same room on two microphones, the sound signal from the
two sources are mixed on both microphones. Coordinates of
data points in Fig. 7 could represent the signal recorded
from the two microphones. Separating the two sound
sources from the microphone signal is called blind source
separation. Independent component analysis (ICA) is a
family of linear blind source separation methods. The core
mathematical concept of ICA is to minimize the mutual
information among the data projections. PCA components
are orthogonal as shown in Fig. 7, which is usually not a
realistic assumption for biophysical data. To find biologi-
cally plausible sources, PCA must be followed by an axis
rotation procedure, and ICA can be viewed as a powerful
rotation method. The ICA seeks to find axes for which the
projection of data is maximally nonnormal (i.e., contains
the maximum amount of information). It uses the property
of the central limit theorem in statistics, stateing that any
linear mixture of two or more source activities is more
normal that the original source activities, so, by finding
axes that maximize nonnormality, source separation may
be achieved. As can be seen in Fig. 7, ICA is free to adapt to
the actual projection patterns of source generators, if their
activity time courses are (near) independent of one
another. Performing ICA decompositions is most appro-
priate when sources are linearly mixed in the recorded
signal, without differential time delays.

The ICA is being applied to various biomedical signal
processing problems that include performing speech and
noise separation (19), decomposing functional resonance
imaging data (20), and separating brain area activities and
artifacts mixed in electroencephalography scalp sensors
(21).

Texts that give broad coverage of multivariate analysis
are (22–24).

CLINICAL TRIALS

A clinical trial is not a method per se, but is a term applied
to any form of planned experiments that involves human
patients. The purpose of a clinical trial is to evaluate and
verify the efficacy and safety of a new treatment or sets of
treatments for a given medical condition. Although most of
the analytical methods employed for clinical trials are the
same as in other contexts, there is a special effort to avoid
bias, which leads to some unique designs. Another distin-
guishing characteristic of clinical trials is the constraint
imposed by studying living patients and the often difficult
ethical considerations that must be addressed.

Double Blind. The usual method to avoid bias in
experimental designs is the radom allocation of experi-
mental subjects to treatments, but this will generally not
suffice in clinical trials. A major potential source of bias is
when subjects or evaluators in a trial know which treat-
ment (e.g., placebo or active) is being received. In double-
blind trials, neither the subject nor the evaluators are

aware of which treatment is being received. Sometimes
ethical or practical considerations make double-blinding
infeasible, and sometimes partial blinding, for example,
independent blinded evaluators only, may be sufficient to
reduce bias in treatment comparison.

Within Patient Studies versus Across Patient Studies. Most
clinical trials are conducted as parallel studies in which
two or more treatments are evaluated concurrently in
separate groups of patients. As many researchers remain
reluctant to assign patients randomly to new or standard
treatments, current patients on the new treatment may be
compared with data external to the study containing
patients who had received standard treatments. Such an
approach invites severe bias, since there is no assurance
that treatment and control groups do not differ with
respect to some factors other than the treatment itself.
In crossover studies, each patient receives in succession
two or more treatments. When feasible, such within-
patient studies require smaller sample sizes than
between-patient studies to achieve the same level of
significance.

Lifetime Variables. Some clinical studies are conducted
as life data analysis and survival studies, and require
specific statistical tools. In such studies, a variable repre-
sents the time to the occurrence of some event of interest,
and is called a lifetime variable. In the engineering context,
a life test consists of monitoring the operation of a sample of
devices and to observe causes of and times to failure for all
or some of the devices. In the clinical context, a survival
study may involve observing cause of death (and time from
entry to the study until death occurs) for some potentially
fatal or, in the case of animal studies, induced disease.
Alternatively, the event of interest may be time to relapse
or time to remission for some diseases or conditions. The
purpose of life tests or survival studies is to estimate or to
compare lifetime or survival between different treatment
groups.

Statistical Test for Lifetime Variables. Since a lifetime
variable must be positive (number of remissions, e.g.), the
normal distribution is not usually a suitable model. The
normal-based methods of multiple regression and analysis
of variance cannot be used in the usual manner and in
general requisite mathematical and computational meth-
ods are much less tractable than normal-based methods.
Consequently, a nonparametric, partially parametric, or
nonnormal distributional analytic approach is taken. Data
is usually visualized using Kaplan–Meier survival curves
where censored patients (patients that have left the study)
are explicitly indicated on the curve. Comparing between
unpaired groups usually involve a log-rank test or a Man-
tel–Haenszel test. Conditional proportional hazards
regression may be used to compare between two or more
paired groups. Finally, Cox proportional hazard regression
may be used to compare between more than two unpaired
groups and perform regression analysis.

Censoring. As mentioned above, a further complicating
factor for survival studies is censoring. Under censoring,

262 STATISTICAL METHODS



exact lifetimes are known only for a portion of the
experimental units, the remainder known only to exceed
certain censoring times. Censoring is usually a practical
necessity and must be preplanned. For example, a life test
on a random sample of 100 devices that has median time-
to-failure of 2500 h will likely take over a year to complete if
the tests were to continue until all devices fail. Instead, the
test might be terminated at some predetermined time (e.g.,
1000 h), or immediately upon achieving some predeter-
mined number of failures (e.g., 30). These are called Type I
and Type II censoring, respectively, and are the simplest to
deal with. A distinguishing characteristic of survival stu-
dies involving human patients is that censoring times are
often random. For example, suppose patients with a cer-
tain cancer are undergoing different chemotherapy treat-
ments. Patients may enter the study in a random
manner and patients may survive the termination time
of the study or may die due to causes unrelated to the
cancer. There are probability models that incorporate these
data and lead to appropriate statistical inferential techni-
ques. For example, some techniques assess the effective-
ness of different treatments by comparing estimated mean
survival times with the effect of unrelated causes of death
removed. Other methods used for dealing with censoring
will not be discussed. It is sufficient to say that the special
problems of statistical inference in the presence of censor-
ing necessitate the use of large sample approximations
and computer- aided numerical solutions. Some of these
methods incorporate strong assumptions that users should
be aware of.

Extensive treatment of methods for censoring and the
analysis of survival data is given in Refs. 25–27. Nontech-
nical discussions of clinical trials and the special statistical
treatments they require are given by Pocock (28) and
Shapiro (29).

STATISTICAL COMPUTING AND SOFTWARE

Standardized computer programs aiming at performing a
variety of statistical analyses were developed through the
1960s at several universities and became widely available
in the 1970s. There is now a large number of them and the
one to use will depend on the users expertise in statistics
and field of research. For infrequent usage on small data
samples and testing of simple hypothesis (x2, t-test,
ANOVA), MS Excel, which is usually already installed
on many computer desktops, may be sufficient. Note the
availability of extra statistical functions when one selects
the Analysis Toolpack add-in (installed but inactive by
default). However, MS Excel is not a statistical software
per se, so to go beyond exploratory analysis stages it is
better to rely on professional statistical software.

The best known and most comprehensive of these, now
all under privately managed companies, are the Statistical
Package for the Social Sciences (www.spss.com), the Sta-
tistical Analysis System (www.sas.com), and JMP
(www.jmp.com). As its name suggests, SPSS, was devel-
oped primarily for use by social scientists and is relatively
easy to learn by individuals with limited statistical and
computer backgrounds. The SPSS graphical interface is

organized as tabular spreadsheets similar to MS Excel. The
programs comprising SPSS, their output format, and
the examples in the manuals retain a social science flavor.
The SAS has evolved into a widely utilized and extremely
flexible package that is generally regarded to be more
statistically sophisticated and complete than SPSS. JMP,
also developed by the SAS institute, is a user-friendly
graphical interface that sequentially guides the user
through all stages of the experimental design and data
analysis.

Apart from the graphical packages mentioned above,
most other statistical softwares rely on command line
calls, where users call functions from a prompt (note that
most of these softwares also include menus). The free R
software (www.r-project.org) offers powerful functions
contributed by leading statisticians in the world. Because
it is an open source project, it is used by many scientists
and its extensive libraries are probably the place to look for
rare statistical procedures. The Biomedical Programs
(BMDP) (www.statsol.ie) contains a large variety of ele-
mentary and advanced statistical procedures. The pro-
grams are widely applicable, but some are particularly
appropriate in biomedical contexts, such as repeated mea-
sures ANOVA designs (see ANOVA). The S-plus software
is also very popular (www.insightful.com) and very similar
to R. It is based on the S language developed at AT-T.
Finally, a widely used package in academia, as well as in
industry is a package called MINITAB (www.minitab.-
com), which is one of the most user-friendly command line
software.

There are many smaller, less comprehensive statistical
analyses packages available for computers. These range
from packages that perform elementary, mostly descriptive
analyses, to some that are rather sophisticated. For boot-
strap and surrogate statistics, SAS software is preferred
among graphical software, although it is possible to pro-
gram bootstrap and surrogate data routines in SPSS. The R
software contains the majority of such user-contributed
routines and S-Plus also contains a few of them. Finally,
MATLAB (www.mathworks.com), an interpreted language
widely used in engineering, also has a large number of
user-contributed bootstrap and surrogate statistics rou-
tines available.

Caution against the ignorant use of computerized sta-
tistical analyses cannot be overemphasized. In planning
studies, the methods of analysis and the constraint they
impose on experimental designs should be taken into con-
sideration in advance. If not, much work and data collec-
tion efforts could be wasted. Worse still, misleading and
even meaningless results are often given undeserved
weight merely because they represent the voluminous out-
put of computer programs. How often do we hear that ‘‘a
computer analysis shows. . ..’’, but such programs can be
totally inappropriate. For example, the mathematical
methods underlying repeated-measures ANOVA incorpo-
rate restrictive assumptions on the normality of the data
and the experimental design for appropriate randomiza-
tion of events. Although these considerations are often
ignored, researchers should systematically assess the
degree to which test-related assumptions are satisfied.
These facts notwithstanding, computer-aided data
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management and analysis can be of great benefit if used
properly and wisely.

REFERENCES USED

This list is not meant to be comprehensive. For the naı̈ve
reader, a basic introduction to statistics with a plethora of
exercises is given in the Schaum’s outline series on sta-
tistics (2). For the nonnaı̈ve reader in statistics, a more
technical yet still accessible reference is Ref. 30. Other
texts dealing with general statistical methods, particu-
larly regression and analysis of variance are Refs. 31 and
32. Comprehensive web references are Refs. 18, 33,
and 34.

Statistical books have also been written for specific
research topics. For example, see Ref. 35 for a beginner’s
reference in designing biology experiments and Refs. 6, 8–
10 for more detailed references. As already mentioned, see
Refs. 28, 29, 36, and 37 for clinical trials. Finally, a recent
development in statistics is statistical process control that
deals with optimizing production and quality in the indus-
try (38).
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STANDARDS FOR MEDICAL DEVICES. See CODES

AND REGULATIONS: MEDICAL DEVICES.

STEREOTACTIC RADIOSURGERY. See
RADIOSURGERY, STEREOTACTIC.

STEREOTACTIC SURGERY

ANTONIO A.F. DE SALLES

ALESSANDRA GORGULHO

UCLA Medical School
Los Angeles, California

INTRODUCTION

Stereotactic surgery evolved from the need of neuroscien-
tists and neurosurgeons to approach areas deep in the
brain with minimal disruption of its structure. In
(�1000 AD, the Incas already had some idea of which
regions of the brain could be operated on without causing
detectable functional deficits (1). They concentrated their
trepanations in the right frontal area knowing that lesions
in this region of the brain would be safe (2). The scientific
literature, however, registers the first minimally invasive
attempt to approach the noneloquent areas of the brain in
the late 1800s. Zernov, a Russian anatomist, described the
first device used to localize the sensory-motor areas of the
brain (3,4) This device allowed the surgeon to use none-
loquent areas as approaches to targets in the depth of the
brain. He designed a frame that was attached to the
patient’s head and supported a hemisphere with a drawing
of the brain gyri. This drawing guided the surgeon where to
perform the craniotomy avoiding eloquent areas (4). This
device was crude, however, and needed to be replaced by a
precision instrument capable of being applied to patients’
individual anatomy and not on a generic drawing.

Cartesian coordinates, developed by Renee Descartes
(5), were called upon to guide the neurosurgeons in their
endeavor. Initially developed for use in laboratory animals,
the first stereotactic frame based on Cartesian spatial
localization was designed by an electrophysiologist and a
neurosurgeon. The Cartesian system provides precise loca-
lization of a point in space by the distance that the point is
located from each of the three planes. Clarke and Horsley
applied a stereotactic frame in animals to guide electrodes
into the depth of the cerebellum to study neuronal function
(6,7) (Fig. 1). This apparatus inspired the Canadian bioen-
gineer Aubrey Mussen to develop the first true stereotactic
device for humans (8,9). This device was never applied to a
patient, since Mussen could not convince any neurosur-
geon in Canada to use it. It is believed to have been created
1918, as it was found several years later wrapped in a
newspaper of that year. It is currently in exhibit at the
Montreal Neurological Institute (10).

All early localization of brain structures was based on
cranial landmarks. Unfortunately, these bony reference
points frequently failed to guide the surgeon to the precise
area of the brain to be approached. Only when angiography
(11) and ventriculography (12,13) became available, stereo-
tactic surgery based on intracranial reference points

became reliable. It took another 17 years for the first
human stereotactic surgery based on Cartesian coordi-
nates to be performed. Spiegel and Wycis performed the
first stereotactic surgery in 1947, in Philadelphia (14). It
was a thalamotomy to treat psychiatric disease (15).

Functional neurosurgery, mainly movement disorders,
was the major field for stereotactic surgery at the begin-
ning. During the 1930s and 1940s, multiple central ner-
vous system procedures involving the motor cortex to the
cervical spine were used in an attempt to releave par-
kinsonian symptoms. Despite tremor improvement, none
of the procedures resulted in rigidity and akinesia ameli-
oration, and usually resulted in paralysis of the affected
limb. In 1940, Meyers published his patients series in
whom either tremor and rigidity were improved (16–18).
Meyers performed a craniotomy to section the pallidofugal
fibers as they emerged the medial Globus Pallidus. In 1947,
Spiegel and Wycis developed the stereotactic apparatus,
therefore avoiding a craniotomy. It was with Irving Cooper,
in 1952, that the surgical treatment of Parkinson’s Disease
gained popularity by the inadvertent lesion of the anterior
choroid artery during a pyramidotomy (19). Cooper et al.
provoked a pallido-thalamic infarction due to the lesion
and observed an effective relief of the parkinsonian tremor.
Thereafter, more precise targets were defined (16–24) for
the treatment of Parkinson’s disease (PD), essential tre-
mor, dystonia and others. Initial results were encouraging,
but recurrence and morbidity, specially in bilateral proce-
dures, were not irrelevant. After the introduction of levo-
dopa therapy in 1968, the indication of surgical procedures
declined. Nevertheless, levodopa therapy proved not to be
as effective after a medium period between 5 and 10 years
(22,25). Over this period of time, tolerance to levodopa
occurs and a dose increase is necessary to maintain the
prior therapeutic effects. The extra amount of medication
leads to a complication known as dyskinesia. The patient

STEREOTACTIC SURGERY 265

Figure 1. A. Horsley–Clark stereotactic device: Horsley, a neu-
rosurgeon and Clark, a physiologist, developed the first stereo-
tactic apparatus. It was used in experimental studies in animals.



presents involuntary movements that may be mild or
severely disabling during the peak period of the dose. Since
medication was highly effective only for a period of time,
attention was directed once more toward surgical treat-
ment. In the 1980s, stereotactic procedures for movement
disorders again became routine (26,27).

The applications of the stereotactic techniques have
grown since that time (28–30). New devices were developed
to facilitate surgery and increase precision. Frames are
still widely used in clinical practice; however, guidance
techniques independent of skull fixation are improving and
may completely replace the use of the stereotactic frame
(31–35). This article discusses the evolution of the stereo-
tactic instrumentation during the last century and
describes the directions of the stereotactic technique at
the beginning of the millennium.

PRINCIPLES OF STEREOTACTIC SURGERY

The stereotactic frame establishes the stereotactic space. It
is described mathematically as a cube with X, Y, and Z
coordinates corresponding to lateral, anteroposterior (AP)
and vertical measurements, respectively. When the head is
placed inside the stereotactic device, precise coordinates
can be assigned to any location within the brain. Initially,
orthogonal approaches were used, which were adequate
because only orthogonal images were available, as repre-
sented by plain X rays. The AP projection offered the X and
Z values and the lateral projection offered the Y, but also Z
values (10).

The early stereotactic devices allowed only orthogonal
approaches to the brain in relation to the applied stereo-
tactic frame. This is a straightforward method in which the
probe is perpendicular to a square base fixed in the skull.
Other mathematical approaches were used over the years:
the burr hole mounted system (Ward and McKinney), the
interlocking arcs system (Brown–Robbers–Wells, BRW),
the phantom-based system (Riechert–Mundinger), and
the arc centered system (Leksell). In the burr hole mounted
system, the depth of the probe is dependent on the angle of
the burr hole mounted apparatus. A minor variance of
angulation can lead to a major error in the deep as well
as anteroposterior and lateral position of the probe. There-
fore, this system is not used nowadays. The interlocking
arcs system requires the adjustment of individual arcs to
define the trajectory making calculations very complex.
Despite that, the first computer-based computed tomogra-
phy (CT) stereotactic was performed with the interlocking
arcs (BRW) system. The arc centered system, the most
currently used nowadays, was developed by Lars Leksell in
1949 (36). The trajectory of the probe is perpendicular to
the arc (vertical axis) and the quadrant (horizontal axis). A
spatial spherical shape is defined by the arc-quadrant.
When the probe reaches maximum depth, it will always
be in the center or at a focal point of that sphere, indepen-
dent of the entry point. The arc centered became the
instrument of choice since the end of the twenty century
(37).

Historically, neurosurgeons have been dependent on
neuroimaging to perform their craft. Before that, neuro-

surgery was dependent on symptomatic clues to approach
the brain. Only postmortem correlation studies served as
references for the surgeon to operate in the living brain.
Ventriculography was the first great step in the develop-
ment of stereotactic surgery (12,13). It provided the indis-
pensable brain landmarks for the neurosurgeon to start
electrophysiological brain mapping. Functional and ana-
tomic atlases of the brain were developed to guide the
stereotactic operations. To date, atlases developed during
the 1950s and 1960s are still used in stereotactic surgery
(38). Initially, the foramen of Monroe and the pineal gland
were the landmarks used for internal guidance of the
stereotactic surgeon. These landmarks were well seen on
air ventriculography, which was the first contrast material
medium used in neurosurgery to delineate the internal
structures in a plain X-ray film. Soon after, the positive
iodine contrast became available for neurosurgery. The
positive contrast injected into the ventricular system pro-
vided exquisite delineation of the anatomy of the third
ventricle. The anterior commissure (AC) and posterior
commissure (PC) could be promptly defined. They became
the landmarks of choice for stereotactic surgeons. The
main atlases of the brain were developed based on these
two landmarks (38,39). (Fig. 2).

The Cartesian planes were largely based on the initial
intercomissure plane. This imaginary plane hinged on the
AC and PC line being parallel to the skull base. Two other
planes perpendicular to this plan and to each other com-
posed the necessary three planes to determine the
Cartesian system. The coronal plane passes through the
midcommissural point and is perpendicular to the midsa-
gittal plan. The mathematical challenge during stereotac-
tic surgery consists of transforming the numbers generated
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Figure 2. Sagital T1 weighted magnetic resonance imaging
(MRI) scan showing the AC, which is defined at the anterior wall
of the third ventricle. The PC is placed at the posterior wall of the
third ventricle, directly above the beginning of the Aqueduct. The
AC–PC line is of the utmost importance in functional neurosur-
gery. The coordinates established in the major stereotactic atlases
were defined using this line as reference.



in the internal Cartesian system of the brain to one of the
stereotactic devices. This simple mathematical transfor-
mation was done in the operating room by stereotactic
surgeons, now this is automatically generated by computer
software.

The indirect visualization of the brain by shadows of the
ventricular system obtained with plain X rays of the skull
was sufficient for functional localization of sites in the
brain. These indirect visualizations and calculations
allowed stereotactic surgeons to accumulate a wealth of
knowledge of the brain’s electrophysiology. Standardized
atlases allowed a degree of stereotactic accuracy during
functional procedures. Pathological anatomy secondary to
space occupying lesions did not require the use of standar-
dized atlases. This knowledge was limited to directing
surgeons in the treatment of brain tumors and other
morphologic diseases of the brain. Visualization of brain
lesions while inside of the stereotactic frame was necessary
for reaching these lesions for biopsy and possible therapy.
This soon became possible with the angiography since
indirect targeting based on deformation of the vascular
anatomy made the localization reliable. However, due to
the vascular nature of the lesions visualized, biopsy would
be too risky. Stereotactic biopsy only flourished with the
advent of CT and direct soft tissue visualization. During
the angiography period, arteriovenous malformations
(AVMs) were treated with radiation and tumors were
treated with implants of isotopes guided by stereotactic
surgery.

STEREOTAXIS BASED ON CT

Targeting based on tomographic images resulted in a
remarkable increase of the use of stereotactic techniques
in many centers. It also expanded its applicability
to different fields. Focused radiotherapy became possible
because CT allowed reliable targeting when compared
to early angiography and pneumoencephalography–
ventriculography generated targets.

The X and Y coordinates were acquired from one axial
CT slice. Determining the Z coordinate by CT was a chal-
lenge. The initial idea was to correlate the vertical dis-
placement of the CT table from a reference point to the
target slice. This parameter was not reliable and a new
form of calculating vertical displacement was elaborated.
The fiducial markers were made possible by obtaining an
accurate three-dimensional (3D) target (37). The fiducials
(Fig. 3) are placed perpendicular to the image acquisition
plane, either axial, sagittal, and coronal. The fiduciary
system is composed of vertical outer bars and a diagonal
internal one. According to the slice obtained, the distance
between the diagonal line to the vertical one is going to
be specific and the precise 3D localization of a point inside
the stereotactic space was easily obtained. This same
arrangement is applied for MRI image guidance.

STEREOTAXIS BASED ON MRI

Magnetic resonance imaging became a major diagnostic
tool for many reasons: multiplanar capability, high spatial

resolution, excellent soft tissue contrast, absence of ioniz-
ing radiation, and bony artifact on adjacent soft tissue (40).
These characteristics made MRI attractive for framed
procedures and also enabled the use of MRI in frameless
guided procedures (Fig. 4).

However, there are some disadvantages. The MRI is
more prone to geometric distortion than CT. The maximum
localization error reported in the literature ranges from 1
to 5 mm (33,40). The variation in the maximum error may
be accounted for partly by the use of different stereotactic
systems and different reference imaging modalities to
which MRI is compared. Actually, the geometrical accuracy
of MRI is not significantly different from the accuracy of
conventional stereotactic frames (41,42). The spatial accu-
racy of MRI depends on the linearity and calibration of
magnetic field gradients and on magnetic susceptibility
artifacts that manifest as spatial distortions. Meticulous
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Figure 3. The CRW CT scan localizer (Radionics, Burlington,
MA): The fiduciary system is composed of vertical outer bars and
a diagonal internal one. Fiducial markers allow a precise 3D
targeting.

Figure 4. View of the UCLA interventional MRI (Sonata, Sie-
mens, Erlangen, Germany) operating room.



quality control should decrease errors into magnetic field
linearity and calibration. High bandwidth signal acquisi-
tion reduces spatial distortion due to susceptibility effects.
Several researchers have proposed practical correction
algorithms to further improve the spatial accuracy of
MRI (40,43,44).

Functional and biopsy cases may be planned based only
on the MRI scan since there are other means to confirm
final target localization. However, targeting based only on
the MRI is not accurate enough when performing radio-
surgery (SRS) or stereotactic radiotherapy (SRT) (45). In
SRS–SRT cases, only the fusion of the CT and MRI offers
the reliability required for the delivery of focused radiation
to the target selected.

Several stereotactic systems with frames designed
for MRI localization are commercially available: the
BRW and CRW (Radionics, Burlington, MA), Leksell
(Elekta Instruments Inc, Atlanta, GA), Laitinen (Sand-
strom Trade & Technology Inc, Ontario, Canada), and
others (10).

STEREOTACTIC FRAME-BASED PROCEDURES

Functional Stereotaxis

Functional procedures are performed under MRI guidance
at UCLA. Under local anesthesia and sedation, MRI-
compatible stereotactic frame (Leksell, Elekta Instruments
Inc, Atlanta, GA) is attached to the patient’s head. The

stereotactic frame is aligned to the MRI coil. The T1
weighted images 3 mm in thickness are obtained in the
axial, coronal, and sagital planes. The anterior and poster-
ior commissures are identified to define the AC–PC line.
The coordinates are obtained from the Shaltenbrandt and
Wahren atlas. The X, Y, and Z coordinates can be repro-
duced in the axial, sagital, and coronal MRI views by
computer manipulations. The same target can be pin-
pointed on each of these images. The target determination
is therefore better than the thickness of the imaging
acquisition. Distortions of the MRI scan are not taken into
account since the final position of the electrode is checked
with microelectrode recording (MER) and macroelectro-
physiology.

The patient is taken to the operating room either for
lesion or deep brain electrode implant. The localizing
microelectrode is introduced through a burr hole placed
in the frontal region. Mapping with MER is obtained and
the trajectory is adjusted if necessary. Parameters of elec-
trical stimulation are manipulated aiming to improve
symptoms until the point side effects are detectable. The
final location of the definitive electrode or lesion site is
therefore established (Table 1). The patient undergoes an
intraoperative MRI to rule out bleeding and ascertain
proper position of the target. Fusion of preoperative with
intraoperative imaging is used to compare the accuracy of
the surgery (10). This same approach is being used for cell
transplantation, growth factors injection, and gene ther-
apy (Table 2).
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Table 1. Functional Stereotactic Procedures

Procedure Indication

Behavior

Amygdalotomy Violence, aggressiveness
Anterior capsulotomy Obsessive compulsive disorder (OCD)
Cingulotomy Anxiety, depression, OCD
Posteriormedial Hypothalamotomy Aggressiveness
Subcaudate tractotomy Anxiety with depression

Pain

Cingulotomy Chronic pain emotionally charged
Dorsomedian thalamotomy Chronic pain emotionally charged
Pulvinotomy Intractable pain
Mesencephalotomy Intractable pain
Periaqueductal stimulation Intractable pain
Periventricular stimulation Intractable pain
Cortical stimulation Intractable pain

Movement Disorders

Ventrolateral thalamotomy Parkinson’s disease, tremor, dystonia
Pallidotomy Parkinson’s disease
Campotomy (Forel’s fields) Parkinson’s disease, athetosis, myoclonus
Zona incerta Parkinson’s disease, tremor, torticollis
Dentatotomy Spasticity
Striatum fetal tissue transplant Parkinson’s disease

Epilepsy

Amygdalofornicotomy/anterior Commissurotomy Temporal lobe seizures
Pallidoamygdalotomy or Centromedian lesion Salaam seizures
Deep electrode Seizure focus determination



Stereotatic Biopsy

The determination of the biopsy target follows the same
targeting procedure described above, however, electrophy-
siology is not used for confirmation. Instead, the histology
obtained with a frozen section confirms the adequacy of the
target.

Once the patient has the burr hole placed, the needle
biopsy is introduced through the driver attached to
the frame arc. The planning is established based on the
three plan views: axial, coronal, and sagital. Samples of
tissue are collected and frozen pathology is performed.
After obtaining histological diagnosis, the operative wound
is closed and the patient is submitted to a postoperative
MRI. Usually an air bubble is observed at the site of the
biopsy, confirming the target (28). Pre- and postoperative
images are fused. Minimally invasive approaches to vital
structures, such as brainstem, became possible only after
the development of high definition imaging methods (Fig. 5).

Radiosurgery

Radiosurgery is likely the most frequent reason for stereo-
tactic frame application nowadays. Under local anesthesia,
a CRW (Radionics, Burlington, MA) or SRS frame (Brain-
Lab, Heimstetten, Germany) is attached to the patient’s
head. The patient is submitted to a CT scan and the CT-
framed image is fused to the preoperative MRI. The plan-
ning starts by the drawing of the lesion, that is, in reality,
the target determination. After conclusion of the planning,
the patient is attached to a Novalis (BrainLab, Heimstet-
ten, Germany) couch. Focused radiation is delivered with
high precision achieved with frame-based spatial localiza-
tion. At the end of the treatment, the frame is removed. In
SRT cases, since the placement of a frame for 26–30 times
in a patient is impracticable, a facial mask is manufac-
tured. The frame and the fiducials are applied to the mask.
The patient undergoes CT, which is fused with the MRI
previously obtained. The reproducibility of accuracy with
the facial mask, on a daily basis, has already been demon-
strated to be � 2 mm (Solberg, personal communication).
New radiosurgery devices, as Novalis and Cyberknife,
allow the use of this frameless technique for radiosurgery
of extracranial targets.

Stereotactic Craniotomy

This technique was popularized in the 1980s (46). Precise
placement of the craniotomy based on computerized pre-
surgical planning, guided retractors, and the use of micro-
scopy were the major advancements in this area. Kelly
et al. developed a very elaborate stereotactic system with
integration of several imaging techniques. The purpose of
this system, named COMPASS, was to guide the craniot-
omy and removal of deep-seated tumors under image and
microscope guidance. Inspired by this idea, other similar
equipments were developed. However, all these techniques
lack the flexibility that neurosurgery requires. The frame
frequently interferes with the craniotomy site and the
limits defined for the boundaries of the lesion are not
the same once the dura-mater is opened. Nowadays, neu-
ronavigation has replaced stereotactic craniotomy.

Frameless Stereotactic Technique

The advent of image-guided neurosurgery and frameless
stereotactic localization, also known as Neuronavigation,
has advanced a new concept of stereotaxis (47–49). The
development of multiple systems that utilize unique ima-
ging and guidance technologies has established neurona-
vigation as a commonly used tool in many areas of
neurosurgery, such as microsurgery for tumors (19,50–54),
vascular lesions (51,52,55,56), biopsies (51,52,58–61) and
epilepsy surgery (51,62,63). Moreover, modern neuronavi-
gation techniques have begun to replace traditional image-
guided tools, such as fluoroscopy and X rays (64–68). The
success of neuronavigation hinges on the practical nature
of this technique. It completely replaced the frame-based
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Table 2

Morphologic Functional

Diagnostic Diagnostic
Stereotactic biopsy Deep electrode for seizure focus

determination
Therapeutic Therapeutic

Radiosurgery DBS1 for pain control, movement and
behavior disorders

Frameless
neuronavigation

Ablative lesion for pain, movement
and behavioral disorders

Hyperthermia Tissue transplantation for movement
disorders

Stereotactic craniotomy Gene therapy delivery
Brachytherapy Injection of active chemicals

(growth factor)

a Deep brain stimulator¼DBS.

Figure 5. (A) Preoperative MRI scan showing a lesion in the
brainstem, anterior to the fourth ventricle (B, C, and D). The
pre- and postoperative images were fused. The site of the biopsy
(arrow) and the planned trajectory of the needle (dotted arrow) can
be noticed.



stereotactic craniotomy approach, which was not well
accepted by the general neurosurgeon.

New approaches to lesions situated in critical areas
have been developed. For example, frameless guided biopsy
of lesions inside the cavernous sinus through the foramen
ovale is now possible (28). Not long ago, procedures like this
would require a craniotomy to be performed. This demon-
strates how neurosurgery has become sophisticated to the
point of reaching multiple brain areas through natural
pathways that could not be accessed before due to lack
of precise guidance.

Neuronavigation has set the stage for the application of
multiple and complementary imaging techniques to aid the
surgical approach. For example, the fusion of magnetoen-
cephalography (MEG), positron emission tomography
(PET), and functional MRI (fMRI) has been reported in
the literature (31,69,70). Additionally, new MRI modal-
ities, such as diffusion tensor imaging (DTI), also fused to
other functional images, have made possible the recogni-
tion of important white matter structures, further increas-
ing the safety of surgery in the depth of the brain. The
orientation of the eloquent tracts in the white matter can
be mapped using the fact that only diffusion anisotropy
along the principal direction of the magnetic field gradient
is visible (31,70).

The frameless neuronavigation system is composed of
four elements: (1) registration of the image to the real
anatomy of the patient, (2) interactive localization device
(ILD), (3) computer interface, (4) integration of virtual and
real-time data (71). Fiducial markers are the most reliable
method of registration. There are two types of fiducials:
mobile and rigid. Soft tissue fixation (mobile fiducials) are
less accurate. Rigid fiducial markers require a minor sur-
gical procedure for placement. On the other hand, the
improvement in precision is worthy. A physical pointer
can be used to identify points or surfaces to be registered
with ILD.

Two types of ILD can be used: linked or nonlinked.
These terms refer to the presence of an unbroken physical
connection between the patient and the device. An example
of the linked type is the robotic arm, while one example of
unlinked is triangulation, which can be sound or infrared
(IR) light based. Although of historical importance, the
localizing articulating arm has been replaced by the trian-
gulation techniques, especially by the IR reflecting devices
(28,52,72–74). Most recently, radio frequency (rf) emitters
and receivers were an option to replace IR triangulation
devices to eliminate line of sight problems in the operating
room. Localization techniques using a magnetic field cre-
ated to encompass the surgical area continue in develop-
ment. Its advantage is localization independent of direct
linear relation of the light source and probe. It allows the
utilization of curvilinear probes or even catheters.

A new issue with the real-time data acquisition is the
consistency of the brain. Current registration techniques
assume the brain to be a solid and nondeforming structure.
However, the brain is more dynamic and moves according
to its environment. Preoperative image guidance, which
assumes solid brain consistency, is not necessarily accurate
at all times. Brain moves after dura opening due to release
of cerebral spinal fluid (CSF). The magnitude of brain shift

is variable depending on age, brain atrophy, and position-
ing for the procedure (50,75). This dynamic brain shifts can
be overcome by real-time imaging during surgery.

Interventional MRI

New open designs of MR scanners with in-room image
monitors allow MRI-guided interventional procedures.
(Fig. 4) The first step toward practical interventional
MRI of the brain is the development of instruments that
function satisfactorily and safely in the strong magnetic
field of clinical MRI scanners. Some concerns derive from
this assertive.

Traditionally, surgical instruments are made of stain-
less steel material. Susceptibility artifacts usually develop
at the extremities of the instrument. At the moment,
considerable effort has been converged to test different
biomaterials in the MRI magnetic field. The goal is to
define the most suitable material: minimal artifact and
high resistance. Less artifact is produced by ceramics,
zirconium seems to produce the smallest artifact among
the ceramics (76). On the other hand, ceramics present
lower retention force and lower flexibility when compared
to metallic materials. Susceptibility artifacts are also
dependent on the pulse sequence applied. Spin echo
sequences are less sensitive to time-independent local
magnetic field variations while gradient spin–echo
sequences are more susceptible to time-dependent and
time-independent local field changes.

The strength of the magnetic field also interferes with
the degree of distortion. It is possible to minimize signifi-
cantly the amount of distortion using a short echo–time,
thinner slices, small field of vision (FOV) and higher read-
out gradients. Any material used in manufacturing the
instruments will produce some amount of artifacts.

The actual location of the instrument, for example, an
electrode inside the artifact, is another important issue.
This becomes important to evaluate the final placement of
the electrode according the planned target comparatively.
It is known that artifacts develop parallel to the direction of
the main magnetic field applied. The precise position of the
electrode inside the distorted image was reported to be in
the middle of the artifact (77).

Another concern is related to electromagnetic interfer-
ence between the MRI scanner and interventional electro-
nics. For example, the rf generator may emit
electromagnetic radiation that interferes with image
acquisition and generates artifacts. At UCLA, the use of
MER in the MRI is routine, either the 0.2 (70) or the 1.5 T
(Siemens, Erlangen, Germany), with special attention to
work in the fringes of the strong magnetic field. Interfer-
ences can be safely avoided in so far as attention is centered
in the strategic location of the devices inside the MRI room.

To approximate real-time imaging, either image acqui-
sition or image reconstruction has to be of very high speed.
Currently, millimetric resolution in the 0.2 T and submilli-
metric in the 1.5 T can be achieved with the parameters
reported at Table 3.

Interventional MRI scanners offer the possibility of
image acquisition in advance for planning the procedure,
intraoperatively for compensation of brain shift that occurs
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after dura opening (50,78) and postoperatively for early
detection of complications and confirmation of target loca-
lization. The reliability of intraoperative image acquisition
is superior to the method based only on the preoperative
data setting for targeting.

APPLICATIONS

Stereotactic surgery is widely applied for morphological
and functional procedures in the brain. Functional and
morphologic stereotaxis can be subdivided into diagnostic
and therapeutic procedures. A brief summary of these
applications is presented in Tables 1 and 2.

FUTURE DIRECTIONS

Advances in imaging techniques are characterized by fas-
ter acquisition sequences, more precise definition of elo-
quent structures, and minimization of artifacts. It is
feasible to predict a more sophisticated integration among
imaging, virtual reality computer, and robotics in a near
future. Possibly new surgical tools as thermal ablation,
cryoablation, and chemoablation will become routine, not
only for the brain, but for the whole body. The MRI would
also be able to provide sensitive monitoring of temperature
changes and tissue injury with high temporal resolution.
This would be an advantage once minimal injury inside or
surrounding an eloquent area may lead to a major deficit
(79), obviating the need of large surgical access to remove
tumors.

The increasing amount of publications (57,80–86) dis-
cussing preliminary results using interventional MRI tech-
nique, exploring types of biomaterials (76,87–92), and new
sequences of image acquisition (31,70) clearly show that
interventional MRI is in its early stages of development.
Whether frameless procedures under intraoperative MRI
guidance will replace frame stereotaxis in the future is still
an open question. Studies already claim that the same
accuracy obtained with framed technique is achieved
(33,40,41,87).

Frameless stereotactic concepts of registration of
images to patients’ anatomy will continue to be the basis
of surgical guidance, even with real-time imaging. Tech-
nological advances as interventional MRI carry issues like
high costs. Nevertheless, due to its minimally invasive
nature compared with other open surgical approaches,

image guidance married to interventional MRI may
emerge as a means of actually lowering the overall cost
of medical care.
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INTRODUCTION

Biologic materials such as collagen, tissue grafts, and
extracellular matrix (ECM) derived scaffolds are used
for tissue and organ repair and are typically regulated
as devices by the U.S. Food and Drug Administration
(FDA). As such, these materials must be properly pro-
cessed and sterilized prior to clinical use. Sterilization of
biologic materials involves unique considerations (e.g., the
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shrink temperature of collagen, changes in the quaternary
ultrastructure of the matrix materials, potential inactiva-
tion of any bioactive components, and effects upon surface
chemistry and architecture). The purpose of this article is
to discuss currently used methods of sterilization for bio-
materials with emphasis upon biologic materials, the
mechanism by which these sterilization methods destroy
or neutralize microbes of interest, and the potential effects
of the sterilization methods upon the structure and func-
tion of the naturally occurring biologic materials and their
inherent bioactive constituents.

STERILIZATION METHODS

The FDA recognizes several effective methods of steriliza-
tion for medical devices. These methods include dry heat,
moist heat (autoclave), ethylene oxide, ionizing radiation,
and liquid chemical sterilants. Each of these methods
involves a different mechanism of action for killing
microbes, and therefore, the physical and chemical effects
of these methods upon naturally occurring molecules will
differ. A glossary of relevant terms for this article and the
topic of sterilization is provided at the end of the article. A
list of current international standards for each of the four
sterilization methods described herein can be found in
Table 1.

Sterilization Versus Disinfection

There is a clear distinction between the terms sterilization
and disinfection. The FDA (1997) defines disinfection as
the destruction of pathogenic and other types of micro-
organisms by thermal or chemical means (1). Sterilization
is defined as a process intended to remove or destroy all
viable forms of microbial life, including bacterial spores, in
order to achieve an acceptable level of sterilization (1).
Stated differently, sterilization implies the inactivation
and removal of all forms of life. The term terminal ster-
ilization refers to the last sterilization step performed prior
to use or commercial distribution of a device.

Bioburden and Sterility Assurance Level

Before sterilizing a device, a certain amount of microbial
debris remains (including bacterial wall remnants:
pyrogens and endotoxins) on and within each device as a

result of production and presterilization processing steps.
This microbial debris is referred to as the bioburden. The
bioburden that exists prior to sterilization is directly pro-
portional to the difficulty of sterilization of a medical
device. It is almost impossible to remove all organisms
from some materials, and therefore acceptable levels of
bioburden have been identified for which devices can be
considered as sterile. These acceptable levels are referred
to as the sterility assurance level (SAL), which represents
the number of microorganisms that would be tolerable, or
conversely, the probability that the device is nonsterile
(e.g., 10�3 means there is a 1 in 10�3 chance that an
organism survived the sterilization process). The specific
SAL for each device will depend on the intended clinical
application for the device and the standards established by
regulatory agencies. The FDA recommends that implan-
table devices have a SAL of 10�6 while devices contacting
intact skin may have a SAL of 10�3 (1,2).

Validation of Sterilization Methods

Validation studies of the chosen sterilization method must
be performed to ensure proper reduction of endotoxins and
pyrogens and appropriate SAL levels, while minimizing
exposure to the sterilant. During these validation studies,
the microorganisms are quantified by conventional tech-
niques (1,3) following the sterilization process. Various
parameters of the sterilization procedure are evaluated
(e.g., time, heat, gas concentration), and then the devices
are tested for sterility. A classic example of this proce-
dure is the determination of the time needed to sterilize a
device by dry heat at a fixed temperature. Briefly, devices
are placed at the chosen temperature and samples are
periodically removed at different time intervals (e.g., every
5 or 10 min) depending on the overall duration of the test.
The number of surviving organisms is quantified at each
collection time, the logarithm of the surviving organisms
computed, and the values plotted against exposure time.
From this curve, the exposure time to achieve the target
SAL can be extrapolated as shown in Fig. 1. The same
concept can be applied to gas and chemical exposure times.
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Table 1. Summary of Sterilization Standardsa

Sterilization Method Standard(s)b

Heat Sterilization ISO 20857
Steam Sterilization ISO 11134, ISO/DIS 17665-1,

ISO/DIS 17665-2
Ethylene Oxide ISO/DIS 11135-1, ISO/DIS 11135-2,

ISO 10993-7 (Residuals)
Radiation ISO/DIS 11137-1, ISO/DIS 11137-2,

ISO/DIS 11137-3
Others ISO 10993 (1-18), ASTM E1766-95,

F2347-03, F2103-1, F2064-00

aSee http://www.iso.org; http://www.astm.org.
bISO – International Organization for Standardization; ASTM – American

Society for Testing and Materials; DIS – Draft International Standard.
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Figure 1. Example of data obtained from a fractional sterilization
run to determine the time required to achieve the desired SAL at a
fixed temperature. Note: The data may not have a linear form and
will depend on the microbial load and the type of microbes present.



The determination of the presence of pyrogens and
endotoxins levels in a device is another aspect of the
validation process. Pyrogens are fever inducing agents
most commonly associated with Gram-negative bacteria,
but can be produced by most microorganisms. Endotoxins
are lipopolysacharides from the cell wall of Gram-negative
bacteria capable of inducing certain inflammatory
responses. The most common test used to determine the
levels of bacterial endotoxins is the limulus amoebocyte
lysate (LAL) test (1,3). Pyrogen and endotoxin removal can
be achieved via the use of acids, alkaline hydrolysis, hydro-
gen peroxide, dry heat destruction, and filtration (4).

HEAT STERILIZATION

Heat sterilization can be either applied in a dry or a moist
form. Dry heat sterilization is a commonly used method for
the sterilization of metallic instruments, powders, and
petroleum products (5). Moist heat sterilization is com-
monly used for surgical instruments and equipment used
for cell culture. Moist heat sterilization has also been used
for bone grafts to destroy human immunodeficiency (HIV)
and hepatitis viruses (6). Except for the sterilization of
bone grafts, dry or moist heat is rarely used for biologic
materials. Each form of heat sterilization will be discussed
separately.

Dry Heat Sterilization

Mechanism of Action. Dry heat sterilization makes use
of heated air to inactivate and/or destroy microorganisms.
The mechanism of microbial death involves denaturation
and coagulation of nucleic acids and proteins. A reduction
in the water content of bacterial spores is also considered to
be a mechanism by which dry heat sterilization is effective.
Although oxidation is possible, it is less widely accepted as
a mechanism by which dry heat sterilization exerts its
effects (5).

The application of dry heat sterilization utilizes a dry
oven-like environment. The air inside the chamber is
heated and allowed to equilibrate to a constant tempera-
ture (from 120 to 170 8C depending on the duration). The
duration of the procedure is a factor of the applied tem-
perature and is determined during the validation process
as described earlier. The time and temperature may also
vary depending on the nature of the material being ster-
ilized. Table 2 provides guidelines for the sterilization of
medical devices using dry heat.

Advantages And Disadvantages. The major advantages
of dry heat sterilization are low cost and the compatibility
with anhydrous oils, powders, and materials not affected
by high temperatures. By definition, the moisture content
of dry heat sterilization is low. Disadvantages of dry heat
sterilization include a relatively long sterilization time and
the use of elevated temperatures. Heat diffusion will
depend on the ability of the dry heat to diffuse throughout
the chamber and the type of material–device being ster-
ilized. The killing rate may be slow due to delayed heat
conduction of some materials in which the amount of heat
delivered to the microorganisms is limited. Dry heat ster-
ilization cannot be used for most liquids, heat labile sub-
stances (i.e., proteins), and heat sensitive materials (1,5).

Physical Effect upon Materials. High temperature can
alter bulk properties of polymers and composites and can
melt polymers and materials that have a melting tem-
perature below or near the temperature being used for
sterilization. The melting temperature of most linear
polymers is below the temperatures commonly used in
dry heat sterilization (7). Even when the melting tem-
perature is above the temperatures employed, oxidation
may still occur in polymers (e.g., nylon) (7). However,
polytetrafluoroethylene (PTFE) and silicon rubbers may
be effectively sterilized using dry heat (7). High tempera-
tures can adversely affect structural proteins (e.g., col-
lagen and elastin) and modify the mechanical properties
of biologic materials (8–10). The high temperature
used for dry heat sterilization may also denature
bioactive molecules (e.g., growth factors and bioactive
peptides present in tissue grafts and naturally occurring
biomaterials).

Moist Heat Sterilization (Autoclave)

Mechanism of Action. The mechanism by which moist
heat sterilization kills microbes is similar to the mechan-
ism described for dry heat sterilization. Protein and nucleic
acid coagulation and denaturation occur quickly once a
critical temperature is reached. For the same reasons that
protein and nucleic acid destruction inhibit the ability of
bacteria to replicate or continue metabolic processes, this
method is generally unacceptable for biologic materials
that are composed of naturally occurring proteins (5).
The high temperatures used with moist heat sterilization
are effective for the inactivation of viruses and bacterial
spores.

Moist heat (steam) sterilization or autoclaving is con-
ducted under pressurized conditions with saturated steam
usually at 121–125 8C. The process typically lasts from 15
to 30 min to ensure that all surfaces are exposed to the
moist heat.

Advantages And Disadvantages. The advantages of
moist heat sterilization are its efficacy, the relatively low
temperature requirements (compared to dry heat steriliza-
tion), speed, process simplicity, and the lack of toxic resi-
dues when compared to methods such as ethylene oxide
(ETO) sterilization (discussed in the next section). Since
moist heat sterilization is performed in a pressurized
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Table 2. Temperatures and Suggested Sterilization Time
for a Typical Medical Devicea

Temperature Sterilization Time

170 8C (338 8F) 60 min (1 h)
160 8C (320 8F) 120 min (2 h)
150 8C (302 8F) 150 min (2.5 h)
140 8C (284 8F) 180 min (3 h)
121 8C (250 8F) Overnight

aTimes suggested by Perkins (5).



environment, it can also be used to sterilize liquids. The
disadvantages of moist heat sterilization include the pre-
sence of water, the use of elevated temperatures, and the
possible deposition of impurities present in the steam.
Moist heat sterilization is obviously not suitable for heat
labile materials or synthetic and natural polymers that are
readily degraded by hydrolysis.

Physical Effect upon Materials. Moist heat sterilization
can change bulk properties of polymers by hydrolysis and
the hydrolytic byproducts may result in the formation of
contaminants. For example, exposure of methyl diisocya-
nate based polyurethanes to prolonged steam sterilization
results in the formation of methylene dianiline (due to
hydrolysis), which leads to decreased lung function
when used in lung perfusion devices (11). Polymers that
are prone to hydrolytic degradation include poly(vinyl
chlorides) (PVC), polyacetals, polyethylenes, and polya-
mides (7). For example, the mechanical properties of PVC
can be adversely affected by repeated steam sterilization
due to rearrangement of macromolecular chains (12). A
separate example of the potential harmful effects of
moist heat sterilization is the formation of oligomer crys-
tals on the surface of Dacron grafts as a result of steam
sterilization that can cause hemolysis when this material
is used as a vascular graft (13). With respect to biologic
materials, steam sterilization can have adverse effects
upon the mechanical properties of tissue grafts as in the
case of bone allografts (14). For obvious reasons, the
denaturing effects of steam sterilization upon protein
structures caused by the elevated temperatures
makes this method generally unsuitable for most biologic
materials.

In summary, both dry and moist heat forms of steriliza-
tion, although effective for nonbiologic materials, are typi-
cally unsuitable for the sterilization of biologic materials,
due to adverse effects upon the structure and function of
protein and non-protein constituents.

ETHYLENE OXIDE STERILIZATION

Ethylene oxide sterilization is a commonly used method for
the sterilization of heat-sensitive materials, medical equip-
ment, and biologic materials including those composed of
ECM, such as TissueMend (fetal bovine skin from TEI
Biosciences), and OaSis (small intestinal submucosa/SIS
extracellular matrix from Cook Biotech, Inc.). Sterilization
via ETO has also been explored for demineralized bone,
tendons, dura mater, and fascia lata (15).

Mechanism of Action. Ethylene oxide is an unstable
ring structure capable of reacting via alkylation with func-
tional groups found in nucleic acids and proteins (1,16,17).
Examples of reactions between functional groups and ETO
are listed in Fig. 2. Sterilization via ETO exposure begins
with the placement of the target device into a pressurized
sterilization chamber. The humidity within the chamber is
controlled by the introduction of moisture (40–90% humi-
dity) and the temperature is maintained between 40 and
50 8C. The ETO is then introduced into the chamber at
concentrations ranging from 600 to 1200 mg�L�1 for a
sufficient time (typically 2–48 h) to achieve the desired
SAL. Following sterilization, room air is used to flush
the vessel for removal of residual ETO and its toxic bypro-
ducts. Longer flushing time minimizes the presence of toxic
byproducts but increases the overall sterilization time.

Advantages and Disadvantages. The advantages of using
ETO sterilization include the relatively low temperature
requirements (compared to heat sterilization), and the high
degree of penetration of the ETO gas into the target device.
Temperature and moisture sensitive materials are more
readily sterilized via ETO than by heat sterilization meth-
ods. Perhaps the greatest disadvantage of ETO steriliza-
tion is the toxicity and carcinogenicity of the residual
byproducts: ETO, ETC, and ETG (see Fig. 3). For samples
weighing>100 mg, acceptable levels of ETO, ETC, and
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Figure 2. Examples of possible reaction be-
tween ETO and common functional groups in
biological molecules (16,17). For a more com-
plete explanation of the reactions please refer
to (16,19).
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ETG are 2500, 2500, and 5000 ppm, respectively (1,17). In
addition to the alkylation reaction referred to above, ETO
may also react with functional groups on the surface of
biomaterials and with constituent proteins causing
changes in bioactivity and bulk properties of the device.

Physical Effect upon Materials. Materials coated with
proteins (e.g., albumin and heparin) may lose the benefit of
these coatings as a result of ETO interactions with these
surface molecules (20). Protein cross-links, alkylation reac-
tions, and other chemical changes that occur as a result of
ETO interactions may also have adverse effects upon the
bioactivity and the mechanical properties of biologic mate-
rials (e.g., allografts) (15,21–23).

In summary, ETO sterilization with proper aeration
and/or removal of toxic by products may be safely used
to sterilize biologic materials. However, changes in bioac-
tivity and structural properties can still occur using this
method of sterilization.

IONIZING RADIATION STERILIZATION

Sterilization via radiation is the most commonly used
technique to sterilize biologic materials at the present time.
Examples of such devices include RestoreTM (SIS-ECM
used for orthopedic applications, DePuy Orthopedics),
CuffPatchTM (carbodiimide crosslinked SIS-ECM, Arthro-
tech), and PermacolTM (crosslinked porcine dermis, Tissue
Science Laboratories). Ionizing radiation is the preferred
method of sterilization for other biologic materials such as
heart valves, skin, fascia, dura mater, bone, and tendon
grafts (24). There are different types of irradiation, includ-
ing gamma irradiation and electron beam irradiation, that
are approved by the FDA and commonly used by medical
device manufacturers. These methods will be discussed
separately.

Gamma Irradiation

Mechanism of Action. Gamma radiation arises from the
decay of cobalt (60Co) or cesium isotopes (137Cs). Gamma
irradiation exists in the form of photons generated from the
transition of an atomic nucleus from an excited state to a
ground state. The resultant high energy particles induce
ionization by transforming an uncharged atom to a charged
atom with the subsequent release of an electron that in turn
collides with other atoms. The resulting discharge of

secondary electrons creates oxidizing free radicals that
damage proteins and deoxyribonucleic acid (DNA) mole-
cules by dimerization of bases and altering the sugar phos-
phate backbone. These changes reduce microbe’s capacity to
replicate or continue necessary metabolic functions (25).

Gamma sterilization is conducted by placing the target
device in front of a radiation source, usually cobalt (60Co) or
cesium (137Cs), that is usually directed by a window in a
lead shielded container (Fig. 4). The dose of gamma irra-
diation is adjusted by varying the distance between the
source and the device or by varying the exposure time. The
dose or radiation absorption is commonly expressed in
terms of ‘‘radiation absorbed dose’’ (rad) or grays (Gy).
The former represents the absorption of 10�5 joules (J)
per gram (g) (J�g�1) while the later represents the absorp-
tion of 1 J�kg�1. Hence, 1 kGy¼ 0.1 Mrads. Typical steri-
lizing doses range between 6 and 25 kGy.
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Figure 3. Structure of ETO and its byproducts: Ethy-
lene glycol (ETG) and ethylene chlorohydrin (ETC). The
ETO is flammable and highly explosive and has been
associated with potential mutagenic, teratogenic, or
carcinogenic properties. Both ETG and ETC are toxic
as well (18).
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Figure 4. Schematic representation of a gamma source and how
devices are typically sterilized. Dosage may be adjusted by cali-
brating the distance between the source and the device. Other
forms may be employed depending on the facilities and the
intended application.



Advantages And Disadvantages. The advantages of
gamma irradiation include its compatibility with many
materials, the minimal amount of toxic residues, and the
low temperature requirements. Disadvantages of gamma
irradiation include its cost, complexity (e.g., requires
highly specialized facilities), and incompatibility with
some polymers due to degradation (e.g., polymethylmeta-
crylamide and cellulose derivatives) or cross-linking (e.g.,
polyethylene and polystyrene) of the polymer (7). Gamma
irradiation also may adversely affect proteins in a dosage
dependent manner by the introduction of free radicals and
has been associated with reduction in strength of grafts
and collagenous biomaterials (26–30).

Physical Effect Upon Materials. Ionizing radiation
affects the backbone of synthetic and natural polymers
and may cause cross-linking, oxidation, or chain scission
(7,24,25). These changes may affect degradation kinetics
and material properties (e.g., tensile strength, elastic
modulus, elongation, and the color of the material). In
general, polymeric materials, including biologic polymers,
can be safely sterilized via gamma irradiation. Safe levels
of gamma irradiation include a range of 2.5 Mrads (col-
lagen-based materials, ECM scaffolds, polypropylene,
polytetrafluoroethylene) to 1000 Mrads (polystyrene
and epoxy resins) (7). The lower doses of gamma irradia-
tion (e.g., 2.5 Mrads) effectively sterilize biologic materi-
als with minimal adverse effects to the physical properties
of the material.

e-Beam Irradiation

Mechanism of Action. e-Beam irradiation involves the
generation of a beam of electrons from a linear accelerator.
The beam of electrons can be manipulated to achieve the
desired dose by varying power and the exposure time. The
sterilizing effect of e-beam irradiation on polymeric mate-
rials is similar to that described for gamma irradiation
except for less penetrability of the beam into target mate-
rials. The main effect of e-beam irradiation comes from the
ionizing electrons that result in the destruction of nucleic
acids and proteins required for cellular processes. One
primary difference between gamma radiation and e-beam
is that the electron beam can be focused on the target

material and turned off when the sterilization process is
completed.

Advantages And Disadvantages. The advantages of
e-beam irradiation compared to gamma irradiation include
the fast sterilization time, less safety concerns (i.e., the
source can be turned off), greater power, and the source
does not deplete as occurs with the source of gamma
irradiation. The disadvantages of e-beam irradiation
include its cost and less penetrability than gamma irradia-
tion. As in the case with gamma irradiation, electron beam
irradiation has also been associated with a decrease in
strength of collagenous materials (27–30).

Physical Effect Upon Materials. The overall effect of
e-beam irradiation is similar to those described for gamma
irradiation. Free radicals are created following exposure to
the electron beam and if oxygen is present, peroxyl free
radicals can be formed that increase the rate of chain
scission (25). Polylactic-co-glycolic acid (PLGA) exposed
to e-beam shows a decrease in the molecular weight
(Mw) and thermal properties mainly due to chain scission
and crosslinking (31,32). e-Beam has also been shown to
reduce the degradation rate of PVC and polypropylene (PP)
when compared to gamma sterilization, mainly due to
faster free radical termination reactions (25).

The effects of e-beam irradiation upon naturally occur-
ring, biologic scaffold materials is dose dependent. In the
lower dose range (� 2.5 Mrad), there are minimal changes
upon the physical and biologic properties of the irradiated
materials (24). However, changes in strength (33,34) and
degradability (35) of collagenous materials and the crea-
tion of cross-links may still occur as a result of e-beam
exposure (33,34).

Table 3 summarizes some of the naturally occurring
biomaterials currently available and the method used to
terminally sterilize the device. Table 4 summarizes the
advantages, disadvantages, and the typical doses for the
sterilization methods discussed.

ALTERNATIVE METHODS OF STERILIZATION

Alternative approved methods of sterilization that are
recognized by the FDA include liquid chemical sterilants,
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Table 3. Example of Currently Marketed Biologic Devices and the Form of Terminal Sterilization Employed

Product Company Source Sterilization

CuffPatchTM Arthrotech, Inc. Crosslinked porcine small intestine Gamma
PelvicolTM Bard, Inc. Crosslinked porcine dermal collagen Gamma
Bard1 Dermal Gllograft Bard, Inc. Cadaveric dermis minus epidermal layer Gamma
FasLata1 Allograft Bard, Inc. Cadaveric fascia lata Gamma
OaSis1 Cook Biotech, Inc. Porcine small intestine ETO
Stratasis1 Cook Bioetch, Inc. Porcine small intestine ETO
Surgisis1 Cook Biotech, Inc. Porcine small intestine ETO
RestoreTM Depuy Orthopedics, Inc. Porcine small intestine Gamma
TissueMend1 TEI Bioscience, Inc. Fetal bovine skin ETO
PermacolTM Tissue Science Laboratories, Inc. Porcine dermis Gamma
Tutopatch1 Tutogen Medical, Inc. Bovine pericardium Gamma
Tutoplast1 Tutogen Medical, Inc. Human fascia lata Gamma



high intensity light, ultraviolet light, vapor systems (com-
bination of hydrogen peroxide and peracetic acid), expo-
sure to chlorine dioxide, and filtration methods (510 k
Sterility Review Guidance K90-1). In addition, low tem-
perature gas plasma and machine-generated X rays can be
used for sterilization purposes.

Chemicals are often used to reduce the bioburden, dis-
infect, and sterilize biologic materials. Table 5 lists a few of
the most commonly used chemicals for the disinfection and/
or sterilization of grafts and naturally occurring biomater-
ials. Glutaraldehyde is currently used to sterilize and
remove the antigenicity of many porcine-derived products
(e.g., heart valves and pericardium). Formaldehyde and a
combination of formaldehyde and low temperature steam

is another form of sterilization used for medical devices.
However, this method is seldom used for biologic materials
due to its high toxicity.

Extracellular matrix based bioscaffolds (e.g., Restore,
DePuy Orthopaedics) and OaSis1 (Cook Biotech, Inc.)TM

undergo presterilization disinfection with a peracetic
acid and ethanol treatment followed by water and phos-
phate buffered saline washes to remove any chemical
residues. Table 6 summarizes a typical disinfection method
used for naturally occurring biomaterials prior to steriliza-
tion. Collagen-basedproducts (e.g.,Contigen,Bard, Inc.) rely
on sterile processing techniques, acidic environments, che-
mical cross-linking (e.g., glutaraldehyde), and sterile filtra-
tion (e.g., via 0.22m filters) to achieve the desired sterility.

STERILIZATION OF BIOLOGIC SCAFFOLD MATERIALS 279

Table 4. Summary of the Most Commonly Used Sterilization Methods and Their Advantages, Disadvantages, and Typical
Doses as Discussed in this Article

Sterilization Method Advantages Disadvantages Typical Dose

Dry heat Inexpensive; Ease of use Thermal damage to proteins Dry air at 120–170 8C
(250–3388F) for 1–18 h

Moist heat Faster than dry heat and
less heat requirement;
Inactivates some viruses

Thermal damage to proteins Saturated steam at 121–125 8C
for 15–30 min (pressure may
be adjusted)

Ethylene oxide Lower temperatures than
heat sterilization
and less moisture

Toxic by-products; Potential
reactions with functional
groups

ETO is added at 600–1200 mg�L�1

for 2–48 h (40–90% humidity
at 40–50 8C)

Ionizing radiation Minimal thermal damage;
Good penetration

Cost; Changes in material
properties

6–24 kGy

Table 5. Common Chemical Sterilants and Disinfectants Used for Biologic Materials

Chemical Uses References

O O
Glutaraldehyde

Used for sterilization and cross-linking of
tissues (e.g., heart valves, pericardium,
tendons, and collagen based biomaterials).

(1,36–39)

O

O
HO

Peracetic acid

Used to disinfect ECM derived bioscaffolds and
disinfect and sterilize medical devices. It is usually
combined with hydrogen peroxide and ethanol.

(1,36,40–47)

HO OH

Hydrogen peroxide

Used to sterilize grafts and medical devices. It is usually
combined with steam sterilization or with other
sterilants such as peracetic acid.

(1,23,48–52)

HO

Ethanol

Used to disinfect ECM derived bioscaffolds and grafts. It
is usually combined with peracetic acid and it is also
used to disinfect or sterilize instruments.

(1,36,39,45,53–55)

Table 6. Example of the Disinfection Process Used to Reduce the Bioburden of Naturally Occurring Biomaterialsa

Step Solution Time

Peracetic acid disinfection 0.1% (v/v) peracetic acid 4% (v/v) ethanol, and 95.9% (v/v) sterile water 2 h
Phosphate buffer saline wash Sterile 1X PBS pH 7.4 30 min
Water wash Sterile water 30 min

aSee Ref. 56.



High levels of peracetic acid and combinations of
peracetic acid (PAA), ethanol, isopropyl alcohol, hydro-
chloric acid, antibiotics, hydrogen peroxide, and deter-
gents have been used for sterilization of demineralized
bone grafts (48). A combination of steam sterilization and
hydrogen peroxide may also be used for sterilizing allo-
geneic bone, but risks of denaturing collagen molecules
still exists. Peracetic acid and hydrogen peroxide have
been used for the disinfection and sterilization of acellular
dermal matrices (24). The negative effects of these
alternative sterilization methods upon biological materi-
als include the molecular cross-linking that is caused by
the chemical sterilant (see Fig. 5), collagen and protein
denaturation, and the adverse effects of acids (e.g., the
disruption of sulfhydryl and sulfur bonds by PAA) upon
material properties at the concentrations needed for
sterilization.

SUMMARY

There are several options for the sterilization of biologic
materials and each option has its advantages and disad-
vantages. The majority of biologic materials classified as
medical devices are sterilized by either gamma or e-beam

irradiation or by ethylene oxide. These methods tend to
have dose-dependent effects upon the structure and func-
tion of biologic materials (e.g., strength of irradiated mate-
rials), but doses that effectively sterilize the material can
be used with minimal effects upon the structure and func-
tion of currently marketed biologic devices.

GLOSSARY

Allograft Organ or tissue graft obtained from the
same species.

Bioburden The microbiologic load or the number of
contaminating organisms in the pro-
duct before sterilization.

Disinfection The destruction of pathogenic and
nonpathogenic microorganisms by
thermal or chemical means. The
FDA (1997) definitions as given in
Ref. 1.

Endotoxins Toxic components of the outer membrane
of Gram-negative bacteria that cause
fever.

Extracellular
matrix
(ECM)

An insoluble network of polysaccharides
and structural and non-structural pro-
teins secreted by host cells and present
in all tissues and organs.

Inactivation Removal or inactivation of the activity of
microorganisms by killing or inhibit-
ing reproductive or enzymatic activ-
ity. The FDA (1997) definitions as
given in Ref. 1.

Medical
device A device used for diagnosis, cure, treat-

ment, or prevention of a disease or
condition. A device that affects the
structure and function of the body,
does not achieve intended use
through chemical reaction, and it is
not metabolized. The FDA (1997) defi-
nitions as given in Ref. 1.

Pyrogens Fever inducing agents (e.g., signals from
inflammatory cells, chemicals, endo-
toxins, cell remnants from Gram-posi-
tive bacteria, and fungi).

Spore The dormant state of an organism, typi-
cally a bacterium or fungus, which
exhibits a lack of biosynthetic activity
and reduced respiratory activity, and
has resistance to heat, radiation,
desiccation, and various chemical
agents. The FDA (1997) definitions
as given in Ref. 1.
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Sterility
assurance
level (SAL)

An indicator that no greater than the
predetermined number of microor-
ganisms exists in a product usually
represented as the number of colony
forming units per device.

Sterilization A process intended to remove or destroy
all viable forms of microbial life,
including bacterial spores.

Xenograft Organ or tissue graft obtained from a
different species.

BIBLIOGRPHY

1. Block SS. Disinfection, Sterilization, and Preservation. 5th
ed. Philadelphia (PA): Lippincott Williams & Wilkins; 2001.
p 1481.

2. Ratner BD. Biomaterials science: An introduction to materi-
als in medicine. 2nd ed. 1996, San Diego: Academic Press;
1996. p 484.

3. Baird RM, Hodges NA, Denyer SP. Handbook of Microbial
Quality Control. Pharmaceuticals and Medical Devices.
New York: Taylor & Francis; 2000.

4. Halls NA. Achieving Sterility in Medical and Pharmaceutical
Products. Vol. 64. New York: Marcel Dekker, Inc.;
1994.

5. Perkins JJ. Principles and Methods of Sterilization in
Health Sciences. 2nd ed. Springfield (IL): Thomas; 1969.
p 560.

6. Pruss A, et al. Comparison of the efficacy of virus inactivation
methods in allogeneic avital bone tissue transplants. Cell
Tissue Bank 2001;2(4):201–215.

7. Bronzino JD. The Biomedical Engineering Handbook. Boca
Raton (FL): CRC Press: IEEE Press; 1995. p 591.

8. Chen SS, Humphrey JD. Heat-induced changes in the
mechanics of a collagenous tissue: Pseudoelastic behavior
at 37 degrees C. J Biomech 1998;31(3):211–216.

9. Jun JH, et al. Effect of thermal damage and biaxial loading on
the optical properties of a collagenous tissue. J Biomech Eng
2003;125(4):540–548.

10. Harris JL, Humphrey JD. Kinetics of thermal damage to a
collagenous membrane under biaxial isotonic loading. IEEE
Trans Biomed Eng 2004;51(2):371–379.

11. Mazzu AL, Smith CP. Determination of extractable methy-
lene dianiline in thermoplastic polyurethanes by HPLC.
J Biomed Mater Res 1984;18(8):961–968.

12. Habermann V, Waitzova D. On the safety evaluation of
extracts from synthetic polymers used in medicine. Arch
Toxicol (Suppl) 1985. 8:458–460.

13. Berger K, Sauvage LR. Late fiber deterioration in Dacron
arterial grafts. Ann Surg 1981;193(4):477–491.

14. Speirs AD, et al. Biomechanical properties of sterilized
human auditory ossicles. J Biomech 1999;32(5):485–
491.

15. Prolo DJ, Pedrotti PW, White DH. Ethylene oxide steriliza-
tion of bone, dura mater, and fascia lata.for human trans-
plantation. Neurosurgery 1980;6(5):529–539.

16. Fraenkel-Conrat H. The action of 1,2-epoxides on proteins.
J Biol Chem 1944;154:227–249.

17. Gad SC, ebrary Inc. Safety Evaluation of Medical Devices.
2nd ed. New York: Marcel Dekker; 2002. p 558.

18. Star EG. [The toxic effect of ethylene chlorohydrin and
ethylene glycol on experimental animals and human cell
cultures (author’s transl)]. Bakteriol Mikrobiol Hyg [B]
1980;171(1): 25–32.

19. Parker RE, Isaacs NS. Mechanisms of eopoxide reactions.
Chem Rev 1959;59:737–797.

20. Guidoin R, et al. A compound arterial prosthesis: the impor-
tance of the sterilization procedure on the healing and sta-
bility of albuminated polyester grafts. Biomaterials 1985;
6(2):122–128.

21. Kearney JN, et al. Evaluation of ethylene oxide sterilization
of tissue implants. J Hosp Infect 1989;13(1):71–80.

22. Kudryk VL, et al. Toxic effect of ethylene-oxide-sterilized
freeze-dried bone allograft on human gingival fibroblasts.
J Biomed Mater Res 1992;26(11):1477–1488.

23. Thoren K, Aspenberg P. Ethylene oxide sterilization impairs
allograft incorporation in a conduction chamber. Clin Orthop
Relat Res 1995;318:259–264.

24. Gaughran ERL, Goudie AJ, Johnson and.Johnson Inc. Ster-
ilization of medical products by ionizing radiation: Interna-
tional conference. Vienna, Austria, April 25–28, 1977.
Sterilization by Ionizing Radiation. Vol. 2. Montreal: Multi-
science Publication; 1978. p 408.

25. Woo L, Purohit KS. Advancements and opportunities in
sterilisation. Med Device Technol 2002;13(2):12–17.

26. Olde Damink LH, et al. Influence of ethylene oxide
gas treatment on the in vitro degradation behavior of
dermal sheep collagen. J Biomed Mater Res 1995;29(2):
149–155.

27. De Deyne P, Haut RC. Some effects of gamma irradiation
on patellar tendon allografts. Connect Tissue Res 1991;27(1):
51–62.

28. Roe SC, et al. The effect of gamma irradiation on a xenograft
tendon bioprosthesis. Clin Mater 1992;9(3–4):149–154.

29. Yahia LH, Drouin G, Zukor D. The irradiation effect on the
initial mechanical properties of meniscal grafts. Biomed
Mater Eng 1993;3(4):211–221.

30. Godette GA, Kopta JA, Egle DM. Biomechanical effects of
gamma irradiation on fresh frozen allografts in vivo. Ortho-
pedics 1996;19(8):649–653.

31. Loo JS, Ooi CP, Boey FY. Degradation of poly(lactide-
co-glycolide) (PLGA) and poly(L-lactide) (PLLA) by
electron beam radiation. Biomaterials 2005;26(12):1359–
1367.

32. Loo SC, Ooi CP, Boey YC. Influence of electron-beam
radiation on the hydrolytic degradation behaviour of poly
(lactide-co-glycolide) (PLGA). Biomaterials 2005;26(18):3809–
3817.

33. Chuck RS, et al. Biomechanical characterization of human
amniotic membrane preparations for ocular surface recon-
struction. Ophthalmic Res 2004;36(6):341–348.

34. Fujisato T, et al. Cross-linking of amniotic membranes.
J Biomater Sci Polym Ed 1999;10(11):1171–1181.

35. Grimes M, Pembroke JT, McGloughlin T. The effect of choice
of sterilisation method on the biocompatibility and biodegrad-
ability of SIS (small intestinal submucosa). Biomed Mater
Eng 2005;15(1–2):65–71.

36. Sprossig M, et al. [Sterilization of biologic heart valve pros-
theses with glutardialdehyde]. Z Exp Chir 1973;6(4):248–
251.

37. Wallace RB. Tissue valves. Am J Cardiol 1975;35(6):866–
871.

38. Munting E, et al. Effect of sterilization on osteoinduction.
Comparison of five methods in demineralized rat bone. Acta
Orthop Scand 1988;59(1):34–38.

39. Sung HW, Hsu HL, Hsu CS. Effects of various chemical
sterilization methods on the crosslinking and enzymatic

STERILIZATION OF BIOLOGIC SCAFFOLD MATERIALS 281



degradation characteristics of an epoxy-fixed biological tis-
sue. J Biomed Mater Res 1997;37(3):376–383.

40. Mucke H, Wenzel KP. [Preparation of heart valves for graft-
ing after sterilization with peracetic acid]. Z Exp Chir
1973;6(4):252–255.

41. Sprossig M, et al. [Sterilization of heart valve transplants
with peracetic acid]. Helv Chir Acta 1973;40(3):357–
362.

42. Wutzler P, et al. [Combined cleaning and cold sterilization
procedure for cleaning rooms in virological establishments].
Z Med Labortech 1975;16(5):253–259.

43. Wenzel KP. [Final sterilization of formaldehyde-preserved
bioprostheses using peracetic acid]. Z Exp Chir 1982;
15(4):261–263.

44. Lomas RJ, et al. Assessment of the biological properties
of human split skin allografts disinfected with peracetic
acid and preserved in glycerol. Burns 2003;29(6):515–
525.

45. Pruss A, et al. Peracetic acid-ethanol treatment of allogeneic
avital bone tissue transplants—a reliable sterilization
method. Ann Transplant 2003;8(2):34–42.

46. Huang Q, et al. Use of peracetic acid to sterilize human
donor skin for production of acellular dermal matrices
for clinical use. Wound Repair Regen 2004;12(3):276–
287.

47. Lomas RJ, et al. Effects of a peracetic acid disinfection
protocol on the biocompatibility and biomechanical proper-
ties of human patellar tendon allografts. Cell Tissue Bank
2004; 5(3):149–160.

48. Glowacki J. A review of osteoinductive testing methods and
sterilization processes for demineralized bone. Cell Tissue
Bank 2005;6(1):3–12.

49. Brown SA, et al. Effects of different disinfection and sterili-
zation methods on tensile strength of materials used for
single-use devices. Biomed Instrum Technol 2002;36(1):23–
27.

50. Lambert RJ, Johnston MD, Simons EA. A kinetic study of the
effect of hydrogen peroxide and peracetic acid against
Staphylococcus aureus and Pseudomonas aeruginosa
using the bioscreen disinfection method. J Appl Microbiol
1999;87(5):782–786.

51. Rutala WA. Disinfection and sterilization of patient-
care items. Infect Control Hosp Epidemiol 1996;17(6):377–
384.

52. Rutala WA, Weber DJ. Disinfection of endoscopes: review of
new chemical sterilants used for high-level disinfection.
Infect Control Hosp Epidemiol 1999;20(1):69–76.

53. Pruss A, et al. Validation of the sterilization procedure of
allogeneic avital bone transplants using peracetic acid-
ethanol. Biologicals 2001;29(2):59–66.

54. Hodde J, Hiles M. Virus safety of a porcine-derived medical
device: evaluation of a viral inactivation method. Biotechnol
Bioeng 2002;79(2):211–216.

55. Scheffler SU, et al. Biomechanical comparison of human
bone-patellar tendon-bone grafts after sterilization with
peracetic acid ethanol. Cell Tissue Bank 2005;6(2):109–
115.

56. Freytes DO, et al. Biaxial strength of multilaminated extra-
cellular matrix scaffolds. Biomaterials 2004;25(12):2353–
2361.

See also BIOMATERIALS FOR DENTISTRY; BIOMATERIALS: TISSUE ENGINEE-

RING AND SCAFFOLDS; ENGINEERED TISSUE.

STETHOSCOPE. See LUNG SOUNDS.

STOMACH, ELECTRICAL ACTIVITY. See
ELECTROGASTROGRAM.

STRAIN GAGES

PAUL C. DECHOW

QIAN WANG

A & M University Health
Science Center
Dallas, Texas

INTRODUCTION

Strain gages are devices that allow measurement of the
change in the dimensions, displacement, or deformation of
an object. These devices have been used extensively in a
wide variety of engineering applications over the past
century and, in recent decades, their use in biomedical
applications, such as in the production of transducers for
biomedical monitoring and research, has increased tre-
mendously. These transducers measure a variety of para-
meters, including strain, displacement, pressure,
acceleration, force, and temperature. The chief types of
strain gages are mechanical, optical, acoustical, and elec-
trical. There are several types of electrical gages including
capacitance, inductance, semiconductor, and resistance
strain gages. The electrical resistance strain gages are
the most widely used types of gages in engineering and
biomedical applications today and receive the most exten-
sive treatment in this article. Before discussing the various
types of strain gages in more detail, it is useful to have a
working understating of what strain and stress are and
their relationship to each other.

STRAIN AND STRESS

Strain is a dimensionless unit, which is defined as the ratio
of the change in unit length over the original length,

e ¼ DL=L (1)

where e is strain, L is the original length of the object along
an axis, and DL is the change in length along that axis.
Measurements of strain are usually given in microstrain
(me) where 1.0 me¼ 1� 10�6 e. By convention, if an object is
shortened in length, the strain is compressive and takes a
negative value. If an object is lengthened, the strain is
tensile and takes a positive value.

Although strain gages directly measure a change in
electrical resistance that is proportional to a change in
dimension, they can also be used to measure force or
pressure if some of the properties of the test material
are known. For many metals and other solids, a constant
can be used to define a linear relationship between defor-
mation or strain (e) and stress (s), where stress is defined
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as force per unit area. This relationship, also known as
Hooke’s law, can be expressed as

s ¼ Ee (2)

Where stress (s) is directly proportional to strain (e). The
constant E is called the modulus of elasticity, the elastic
modulus, or Young’s modulus. Since strain is a dimension-
less quantity and stress is defined in units of force per area,
such as pascals (newtons per meter squared), E is also
given in units of force per area.

Strain gages usually measure strain on a small portion of
the surface area of a structure. A series of strain gages
affixed to a structure allows determination of the way in
which the structure is being deformed; the deformation can
result from either axial, shearing, twisting, or bending loads.
If a structure is loaded so that it is deformed in a predictable
way, then strain gages can be affixed to the structure,
calibrated, and used to measure the magnitude of the load-
ing. An example of this kind of transducer would be a load
cell, which can be used to measure force when load axially.

TYPES OF STRAIN GAGE

Depending on the material and the test situation, the
parameters of strain measurement vary widely and require
selection of a strain gage appropriate for the particular
problem. Considerations in the selection of a gage include
factors, such as knowledge of the required accuracy and
stability of the gage, the maximum deformation of the
material, the duration of the test, patterns and amount
of loading of the gage, and the location and situation of gage
installation. The following discussion describes some fea-
tures and limitations of strain gages that are currently in
use. Due to their widespread use, greater consideration is
given to electrical resistance strain gages.

Mechanical Strain Gages

Mechanical strain gages have been in use longer than other
types. However, due to their large size and relative inac-
curacy, their use in engineering applications today is lim-
ited. These gages are most commonly used to measure
strain in industrial applications where it is appropriate
to summate strain over a range of several inches. Mechan-
ical strain gages typically consist of a system of two points
or knife-edges that can be securely attached to a structure.
Then a series of compound levers within the gage magnify
the displacement allowing a reading to be taken. The
limited range of accuracy of these gages, with measure-
ments restricted to magnifications of up to 2000 (500 me),
contrast with the greater accuracy of electrical resistance
strain gages (see below). Yet such gages are most useful
where the size of the gage is not an issue and the ability to
take a reading from a simple vernier or dial scale, without
any associated electric instrumentation, is at a premium.

An additional type of mechanical strain gage, the elec-
tromechanical strain gage or extensometer, provides
greater accuracy than other types of mechanical strain
gages and is used in a variety of current industrial applica-
tions and in materials testing.

Optical Strain Gages

Optical techniques have been used in a variety of ways to
measure strain. The simplest optical strain gages are
similar to mechanical strain gages except that light rays
are substituted for mechanical levers in magnifying the
displacement. This change serves to decrease the size and
inertia of the gage while making it appropriate for use at
low frequencies in dynamic applications. The use of lasers
as collimated light sources has led to the development of
several optical strain gages, including those based on
principles of diffraction. The diffraction strain gage, like
some of the mechanical gages, has two blade-like edges
that are bonded or welded to the test specimen. This gives
the gage the advantage of automatic temperature compen-
sation, if the blades are constructed of the same material as
the test specimen, making the gage suitable for some use in
extreme temperatures.

Another interesting optical gage is the interferometric
strain gage. This gage measures strain by examining inter-
ference patterns caused by directing a light source, such as
a helium–neon laser, at two V-grooves placed on the sur-
face of a specimen. This method is most useful in test
situations where it is preferable not to actually attach a
strain gage to the test specimen, thus eliminating problems
of bonding, inertia of the gage, and temperature compen-
sation. A similar noncontacting device is the infrared (IR)
extensometer, which is used in materials testing when
deformations are large, such as with elastomeric and
highly extensible materials, where strain gages or con-
tracting extensometers cannot be readily attached. Reso-
lutions of up to 5 mm can be obtained with these devices.

Electrical Strain Gages: Capacitance and Inductance Types

These two types of electrical strain gages are not as widely
used as the semiconductor and resistance types, yet
find uses in specialized applications and in the production
of transducers. The capacitance strain gage uses a parallel
plate capacitor where the positional relationship of the two
plates varies with the capacitance. For example, increasing
the distance between the two plates will effect such a
change.

There are several types of inductance strain gages. One
notable example is the linear variable differential trans-
former (LVDT). This device is useful for measuring dis-
placements that range from several micrometers to several
centimeters, thus making it useful in situations that
require measurements of larger displacements than can
be measured by electrical resistance strain gages. The
device can also be modified with auxiliary mechanisms
to measure velocity, acceleration, force, pressure, or flow
rate. The LVDT consists of a freely moving iron core
surrounded by a primary and two identical secondary coils.
The device can be designed such that the voltage output is a
linear function of the displacement of the core within the
coils over a specific range.

Electrical Strain Gages: Semiconductor Type

Semiconductor strain gages are widely used gages,
especially in the production of load cells, miniaturized
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transducers, and other applications requiring measure-
ment of very small strains. These gages provide a large
signal output relative to strain, as indicated by their large
gage factors (GF for a definition see below), which can be as
high as 200. By contrast, GFs for electrical resistance
strain gage are usually two or less. Unfortunately, semi-
conductor strain gages also suffer from an extreme sensi-
tivity to temperature. In addition, the piezoresistive effect
varies with strain giving these gages ranges of nonlinear-
ity. Semiconductor gages are typically constructed from
silicon or germanium. Because of the high receptivity of
these materials, the gages consist of a small filament of a
single crystal of the semiconductor material mounted on
some type of carrier. The receptivity and strain-measuring
properties of the crystal can be varied by altering the
amount of impurities in the crystal. The fatigue life of
semiconductor gages for cyclic strains is less than that of
electrical resistance-type gages. These gages are then
commonly employed in fields with low strains where fre-
quent loading does not lead to gage failure.

Electrical Strain Gages: Resistance Type

The electrical resistance strain gages are the most widely
used gages in engineering and biomedical fields (Fig. 1).
The principles behind these gages were first discovered by
Lord Kelvin in 1856 when he noted (1) that the resistance of
a metal wire increases with increasing strain and
decreases with decreasing strain and (2) that different
materials have different sensitivities to strain.

Electrical resistance strain gages are also sensitive to
temperature changes, but not to the extent of semiconduc-
tor gages. Most gages have a several hundred degree range
under which they function best. However, within that
range, temperatures must be monitored carefully in
order to compensate for apparent strain caused by shifts
in temperature. However, gages are available that
have self-temperature compensation. In these gages, the

thermal expansion coefficient of the gage is matched to that
of the test material.

Electrical resistance strain gages are available on a var-
iety of backing materials ranging from various metal foils
to polyamide and epoxy. The backing materials affect the
performance of the gage and are varied to achieve the
desired temperature range, extensibility, and fatigue char-
acteristics for the gage. Many electrical resistance strain
gages fail only when strain levels exceed 20,000 me (2%)
and one million cycles, making them useful for many static
and dynamic applications.

An important characteristic of an electrical resistance
strain gage is the gage factor (GF). This factor can be
defined as follows:

GF ¼ ðDR=RÞ=e (3)

DR/R is the change in resistance divided by the resistance,
which is then divided by the strain (e) in order to calculate
GF. Thus, GF is a dimensionless constant for any given
gage and a measure of sensitivity. Its value is affected by
the pattern of the foil, the size of the gage, the geometry of
the gage, and the temperature at which measurements are
made. Commercially available gages come with calculated
GFs throughout their temperature range as well as values
for their resistance. A reworking of equation 3 can be used
then to calculate e if DR/R is measured. The parameter
DR/R can be easily measured through the use of a Wheat-
stone bridge circuit or potentiometer, as discussed below.
Typical, GFs of electrical resistance strain gages are � 2,
indicating the low sensitivity of these gages compared to
semiconductor strain gages, which have high GFs. As a
result, signals from electrical resistance strain gages
require extensive conditioning to amplify the signal to a
level acceptable to most recording devices.

A rosette strain gage is a combination of three electrical
resistance strain gages configured adjacent to each other or
stacked on top of one another on a single backing (Fig. 1).
Rosettes can be used to calculate the direction and magni-
tude of the principal strains (minimum and maximum
strain), and shear strain on a test material. They are
available in two configurations: (1) a delta configuration
with the principal axes of the three gages oriented at 608
apart and (2) a rectangular configuration with the princi-
pal axes of the three gages oriented at 458 apart. Another
gage configuration, the T configuration (Fig. 1), consists of
two gages at right angles to each other. This gage can also
be used to calculate minimum strain, maximum strain, and
shear strain if the directions of the minimum and max-
imum strains are already known and the elements of the
gage are oriented along these axes on the test material.

A wide variety of insulation materials and bonding
substances are available for use with electrical resistance
strain gages. These include appropriate substances
for constructing preparations for various conditions
of temperature and moisture for static and dynamic
applications.

Electrical Strain Gages: Elastic Resistance Type

Elastic resistance strain gages are specialized types
of electrical resistance strain gages that are used in
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Uniaxial Strain Gage 0° –90° T Rosette

0° –45° –90° Rectangular Rosette 0° –60° –120° Delta Rosette

Figure 1. Four basic gage patterns (From eFunda Inc., with
permission). Top left: single-element gage. This gage can be used
to measure either maximum or minimum strains. Top right:
T-style gage with two perpendicular elements. This gage can be
used to measure maximum, minimum, and shear strains if the
gage is aligned with the principle strains. Bottom left: rectangular
rosette strain gage. This gage, as well as the delta rosette strain
gage (bottom right), can be used to measure maximum, minimum,
and shear strains and need not be aligned with the principal
strains.



cardiovascular and respiratory dimensional and plethys-
mographic (volume-measuring) determinations. The gages
are made of a narrow silicone-rubber tubes, usually with an
inside diameter of� 0.5 mm, and they range in length from
3 to 25 cm. The gages are filled with mercury or with an
electrolyte or conductive paste and the ends are sealed with
copper, silver, or platinum electrodes. When the gage is
stretched, the diameter of the tube decreases and the
length increases, increasing the resistance. These gages
allow measurement of large-dimensional changes. They
are accurate in the 10,000–100,000 me range. Strains as
high as 300,000 me (30%) can be measured with distortion
as small as 4%.

Wireless Strain Gage: Telemetry

Strain gages can be wireless, if coupled with telemetry
transmitters and receivers. The elimination of the need for
trailing wires from experimental objects makes possible
data gathering from inconvenient or unsafe monitoring
locations and it may reduce some of the noise of electrical
interference (4,5).

SIGNAL PREPARATION AND AMPLIFICATION

Bridges

Two electric circuits, the potentiometer and the Wheat-
stone bridge, are commonly used to convert DR/R to a
voltage that can be measured and used to determine e.
The Wheatstone bridge is the more widely used of the two
types of circuits. There are some other variations; for
further information, see the Reading List. A new circuit,
the Anderson loop circuit, believe d to outperform the
Wheatstone bridge, shows much future promise.

Potentiometer. Figure 2 illustrates a potentiometer
circuit (3). This circuit consists of a voltage source (Ei),
two resistors (R1 and R2), and an output voltage (E0). A
strain gage can take the place of either or both of these
resistors and standard circuit equations can be used to
compute the changes in E0 and DE0 and thus DR/R. These
equations are not given here; for further information, see
the Reading List.

A major limitation of the potentiometer circuit is that
the output voltage Eo is usually quite large compared to

DEo, making it difficult to obtain an accurate measurement
of DEo. This limits the usefulness of the circuit for static
loading applications. However, a filter can be employed to
block out Eo while allowing voltage pulses of DEo to be
measured. Such a filter enables the circuit to be useful in
dynamic applications.

The Wheatstone Bridge. Figure 3 illustrates a Wheat-
stone bridge circuit (1). Note that the circuit contains four
resistors. Strain gages can be used in the place of any
combination of these resistors depending on the desired
measurement. The advantage of this circuit over the poten-
tiometer is that the bridge can be balanced so that the
output voltage (Eo) is zero. The ratio of DEo to the input
voltage (Ei) can then be used to calculate the change in
resistance in the strain gage (DR/R) and the strain (e). This
feature makes the Wheatstone bridge circuit useful for the
measurement of both static and dynamic strains. The
circuit equations used to calculate strain differ depending
on the configuration of gages in the Wheatstone bridge.
For additional information on these equations, see the
Reading List.

A limitation of the Wheatstone bridge circuit is that it is
nonlinear when DR is > 1% (2). This is generally not a
problem within the usual range of resistance changes of
electrical resistance strain gages. However, large strains
(> 3000me) measured with semiconductor gages may
require the use of different circuitry (3). An additional
advantage of the Wheatstone bridge is that is allows sig-
nals to be added or subtracted in multiple gage installa-
tions. In fact, sensitivity of a transducer can be quadrupled
by using four active gages instead of one in the application.
This can be accomplished, for example, by placing the two
strain gages associated with the negative arms of the
Wheatstone bridge on the compressive surface of the test
specimen, and the two strain gages associated with the
positive arms if the Wheatstone bridge on the tensile sur-
face. Temperature compensation can also be achieved with
Wheatstone bridges, through the used of a dummy gage,
without sacrificing sensitivity.

The Anderson Loop Circuit. Figure 4 illustrates the
topology of the Anderson loop circuit. This circuit consists
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Figure 3. Diagram for a Wheatstone bridge circuit (3). Abbrevi-
ation: R3 and R4-resistors, others as in Fig. 2.



of one or more sensors (strain gages) and typically one
reference element (Rref) connected in a series loop circuit.
The same excitation current flows through each circuit
element in the loop. The unique feature of this technology
is the use of a subtractor function. In order to calculate
strain from DR/R, this function compares the voltage drop
across various circuit elements in the loop, typically to
determine the difference between each loop sensor voltage
drop and the voltage drop across a reference element.
Subtracting the voltage drop across two sensors yields a
difference in DR/R between the two sensors.

Compared to the Wheatstone bridge, the Anderson loop
circuit does not require four resistive elements. The loop
provides a set of linear outputs that are twice that of the
typical Wheatstone bridge for the same voltage across (and
power dissipation in) each sensor. The loop topology over-
comes some limitations normally encountered with the
Wheatstone bridge, especially the detrimental effects of
varying lead wire and connector resistances. These fea-
tures open a vista for advanced transducer design. The
impact of the Anderson loop circuit on the future of mea-
surement and control is likely to be profound (6). This new
technology was invented and developed in projects by
NASA, who has placed it in the public domain. For more
information, visit the Valid Measurements website, http://
www.v-m.us.

Amplifiers

There are several good amplifiers and signal conditioners
available commercially for use with strain gages (see
Further Reading for some sources of information on specific
amplifiers). An example for a simple differential amplifier
circuit for use with a Wheatstone bridge is illustrated in
Fig. 5, where the output voltage (Eo) is amplified by the
including of sensors RA and RB. In general, the better
amplifiers should have a variety of features including some
of the following:

1. The ability to complete a variety of Wheatstone
bridge circuits ranging up to a full bridge config-
uration with all resistors in the bridge replaced by
strain gages. Dummy gages for a less than a full

bridge configuration should be available for several
of the standard resistances used in strain gages
(including 120 and 350 V resistors).

2. A range of excitation voltages should be available
for the Wheatstone bridge circuits.

3. The amplifier should be able to balance the Wheat-
stone bridge over a wide range of output voltages,
although some computer-linked devices now auto-
mate balancing, making this task transparent to the
user.

4. Variable gain to allow accurate readings of both
large and small strains with a variety of gages.

5. Wide band operation, high input impedance, low
noise level, and low temperature coefficient.

6. The ability to condition not only electrical resistance
strain gages installed as part of Wheatstone bridge
circuits but also potentiometer circuits, and the
ability to condition and amplify output from piezo-
resistive (semiconductor) gages.

7. Additional features, such as digital readout and
filters, depending on specific applications.

APPLICATIONS

Strain gages have enabled significant advances in many
biological and biomedical fields. They have been used
extensively in a wide variety of biomedical and clinical
applications, chiefly to measure strain, stress, pressure,
force, or displacement in or produced by living structures,
or in vitro simulations. It is the aim of the following section
to document several of these applications in order to give
the reader a practical knowledge of the possibilities for
using strain gages in basic biological and biomechanical
research as well as in clinical sciences and medical
diagnosis.
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Biomechanical Research and Bone Health

An area of investigation with speculations that extend back
into the nineteenth century and before is the study of the
relationship between function and loading in bone. Of great
mechanical interest are parameters of bone morphology
and physiology, such as bone shape and size and the rate
and amount of skeletal remodeling. In 1892, Wolff sum-
marized much previous research in his Law of Bone Trans-
formation that stated that every change in the function of a
bone results in changes in trabecular orientation and in the
external shape of the bone (7). Use of electrical resistance
strain gages has led to much new research in this area.

Strain gages were first used in the 1940s to measure
bone strain (8,9). Rosette configurations of electrical resis-
tance strain gages have been most useful in these types of
studies since they can provide information about changes
in both the direction and magnitude of the strains on the
skeleton.

A variety of experimental studies have used strain
gages to assess how the craniofacial skeleton is loaded
during normal oral and masticatory activities. Early stu-
dies used skulls with strain gages bonded to them to assess
these loads, strain patterns and their links to bone mor-
phology by simulation of muscular and occlusal forces (10).
Later advances in strain gage technology and biological
experimental techniques have enabled strains to be mea-
sured directly from bone in vivo in experimental animals
(11–13; Fig. 6). For example, studies have used electrical
resistance strain gages to assess how the craniofacial
skeleton is deformed during normal oral and masticatory
activities in primates (14,15). These studies cannot be
repeated on humans because of their invasive nature.
However, the animal studies have led to speculations
and inferences about the biomechanics of mastication in
humans, that can be explored through in vitro experiments
using human cadaver specimens (9,16). Other interesting
cranial studies have used strain gages to understand the
behavior of open sutures and their effects on the function,
growth, and adaptation of craniofacial skeleton (17,18).
Moreover, patterns of craniofacial bone fracture have been
related to bone loading and strain distribution determined
with strain gage techniques (19–21).

Other studies have used strain gages in the postcranial
skeleton to study loading patterns in long bones during
locomotion (22). These techniques have also been applied to
study skeletal loading during human locomotion (23) and
to obtain better understanding of the function of prosthetic
devices such as hip replacements (24). Other postcranial
studies have used strain gages to measure tension in
tendons or in tendons and bone simultaneously (25,26).
In general, experimental studies have demonstrated a
relationship between magnitudes and rates of loadings
in bone and skeletal remodeling (22,27), although the
precise nature of this relationship is the subject of con-
siderable debate (27–29).

Coupled with techniques of measuring bone material
properties and finite element analysis, the application of
strain gages in studies of functional morphology contri-
butes greatly in medical and biological fields (30–34).
This research provides tremendous knowledge about bone

morphology, adaptation, and modeling and remodeling
during aging, normal function, and under abnormal con-
ditions, and provides rationales for bone health mainte-
nance and bone reconstruction.

Dental and Craniofacial Research

In clinical dentistry and experimental craniofacial biol-
ogy, measurements of occlusal forces have been used to
give an overall assessment of functional capacities of the
masticatory system (35–37). Such measurements are
made with bite force transducers. These transducers have
been used throughout much of the twentieth century and
were originally mechanical devices. More recently, they
have been constructed with electrical resistance strain
gages or semiconductor gages. Figure 7 illustrates one
such transducer constructed with electrical resistance
strain gages (38). This transducer uses four strain gages
in a full bridge configuration for an optimal voltage output.
An individual would bite on the distal ends of the two bars
to generate a change in resistance in the four gages. This
change can then be measured and correlated with a spe-
cific biting force. Another feature of this transducer is that
the gages are arranged in the circuit such that each upper
and lower beam function as differential strain beams. In
such beams, only the difference in strain between the two
gages on the beam is measured. Thus force can be placed on
the beam anywhere distal to the most distal gage and an
identical reading will result. For a bite force transducer,
this creates an advantage that the bite point dose not have
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Figure 6. Experimental In vitro strain analysis in a skull of
Macaca fascicularis. A couple of rectangular rosette strain gages
were bonded to bone surface of craniofacial skeletons.



to be precisely controlled in order to obtain comparable
readings.

Strain gages are used to study teeth and the surround-
ing alveolar bone during normal masticatory function, and
in the presence of orthodontic and functional appliances.
For example, strain gages are used to monitor the behavior
of a dental prosthetic device (39–41), and its impact on the
bone strain environment and eventual bone structure and
strength (42). Strain gages are also used in studies of
dental materials. A transducer has been constructed with
electrical resistance gages to measure dimensional
changes in dental amalgam during setting (43). These
studies using strain gages provide rationales for orthodon-
tic and prosthodontic treatments.

Physiological Research and Clinical Applications

Strain gages were used to study blood pressure (44),
infracranial pressure (45), and cerebrospinal fluid pres-
sure (46). The plethysmograph, made of elastic resistance
strain gages, has been used diagnostically for several
decades. For example, the venometer uses plethysmogra-
phy to detect deep vein thrombosis through monitoring
changes in certain muscle dimensions while venous
outflow is occluded by a cuff placed around body parts
(47,48).

A number of transducers constructed with electrical
resistance strain gages are available to study the contrac-
tile properties of muscle. For example, strain gages were
used to design quantitative assessment of neuromuscular
deficits (49). Strain gages have also been used for many
years to study cardiac muscle physiology in vitro. The

Walton–Brodie strain gage arch has been used since the
1950s to measure forces exerted by the heart (50). For
example, studies, have used the Walton–Brodie arch along
with other strain gage transducers to examine the effect of
halothane and enflurane on right ventricular performance
(51), antiarrhythmic drugs on the heart rate (52), and
biventricular mechanical alternans (53).

Elastic resistance or mercury strain gages have been
used in cardiovascular and respiratory, and urological
research. These studies have examined, for instance,
changes in the volume of the larynx and movements of
the rib cage and abdomen during respiration (54), the
spontaneous contractions of trachea (55), and the change
of bladder pressure with the use of catheters (56). Electrical
resistance strain gages are also used to make transducers
to study gut motility (57,58).

Strain gages were used in pharmacological studies to
test physiological reactions to certain drugs (59), in psy-
chophysiological research to examine how body physiology
changes with emotion (60) and pain (61), and in sleep
studies to evaluate sleep quality by recording eye move-
ment during sleep (62,63) and to diagnose sleep related
syndromes such as sleep apnea (64).

A unique application of electrical resistance strain gages
was used to construct a transducer to evaluate erectile
function in men by using strain gages to measure or moni-
tor penile circumference and rigidity on various conditions
(65,66). For example, a transducer called tonometer,
measured force at which the penis buckles, giving a quan-
titative measurements of penile tumescence (67).

Sports Medicine

Strain gages have had been used in sports medicine, such
as for performance evaluation, protection, and healing.
For example, electric resistive strain gages have been used
to construct instruments to measure hand strength (68),
and to measure shoulder strength in football players,
which is the most vulnerable body part in this sport
(69). Strain gage transducers were used to document
elongation of the human anterior cruciate ligament during
various activities following a sprain. The transducer was
temporarily placed in the ligament during arthroscopic
surgery (70). Strain gages have also been used to evaluate
sports equipments. For example, experiments were con-
ducted to reveal how shoe gear can affect tibial strains in
humans during dynamic loading, such as treadmill walk-
ing and free running while wearing various sport shoes
(71).

Robotic Medicine

Within the concept of robotic surgery and telemedical care,
medical practice is significantly enhanced with robotic
systems incorporating tactile sensors made of essential
strain gage elements. Examples include a tactile sensor
system using a piezoelectric transducer to simulate the
properties of the human hand for use as a surgical support
instrument for conducting micro- or telesurgery (72), or a
palpation probe to evaluate patterns of softness and elas-
ticity of human skin (73).
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Figure 7. Diagram for a bite force transducer (38). This is an
example of a force transducer constructed with four electrical
resistance strain gages in a full bridge configuration. Each beam
of the device is a differential strain beam. (a) Distal end of the
device (missing the handle) illustrating the dimensions. (b) Inner
surface of the beams showing the arrangement of the strain
gages. Units in millimeters.
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STRESS TESTING, CARDIOVASCULAR. See
EXERCISE STRESS TESTING.

SURFACE PROPERTIES OF BIOMATERIALS. See
BIOMATERIALS, SURFACE PROPERTIES OF.

SURGERY, FROZEN. See CRYOSURGERY.

SURGERY, INTRAUTERINE. See INTRAUTERINE

SURGICAL TECHNIQUES.
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TACTILE STIMULATION

CHRISTOPHER J. POLETTO

National Institutes of Health

INTRODUCTION

Definitions

In the most general terms, tactile stimulation is the delib-
erate elicitation of any of a range of sensations perceived
through the sense of touch. The stimulation can be deliv-
ered by any means and to any part of the body where touch
can be felt. Most commonly, tactile stimulation is applied to
the skin, usually to the fingertips, abdomen, or forearms,
but tactile stimulation is also used on the tongue as a
possible communications tool and at the back of the throat
during therapy in people with dysphagia. Clinically rele-
vant tactile stimulation can be as simple as a caregiver
stroking a baby to encourage healthy development or
involve of thousands of sophisticated actuators in arrays
working in concert to present a virtual tactile environment.

Tactile perception should be distinguished from kines-
thetic and haptic perception. Tactile perceptions include
temperature, skin curvature and stretch, vibration, slip,
pressure and local contact force. Kinesthesia is the percep-
tion of the relative position and movement of our body parts
(proprioception), as well as the sensation of muscular effort
exerted while touching or manipulating objects. Although
M. Dessoir (1892) originally defined haptic (haptik in Ger-
man, modified from the Greek word haptikos) to mean ‘‘the
study of touch and tactile sensations, especially as a means
of communication’’ (Oxford English Dictionary), the term
haptic is applied much more broadly now. Haptic percep-
tions combine tactile and kinesthetic perceptions to provide
a sense of environmental or object properties such as shape
(1). Many devices referred to as ‘‘tactile displays’’, espe-
cially those intended for virtual reality or telepresence
applications, actually combine tactile and kinesthetic feed-
back, but this article is concerned only with devices that
deliver tactile stimulation. The focus will be on the
mechanical (vibrotactile and shape displays) and electrical
(electrotactile) stimulators that elicit sensations of vibra-
tion, pressure, and local contact force, because these types
of stimulators are most often used in current tactile sti-
mulation applications.

Applications

Telepresence and telerobotic technologies are emerging as
important fields with great potential for use in biomedical
applications such as the control of surgical robots. These
applications require mechanisms for the feedback of infor-
mation to the human operator from a set of remote sensors.
This feedback has been visual and auditory in nature, but
developing technologies are permitting the use of certain
forms of haptic feedback such as force reflection to com-

municate information about a manipulated object’s com-
pliance, viscosity, mass, size, and gross shape. Researchers
have made less progress toward communicating tactile
information such as surface texture, fine shape, roughness,
slip, vibration or temperature. These later object properties
could potentially be important in helping the user distin-
guish between morphologically similar objects or, in the
case of surgical or medical imaging applications, to assess
tissue type or of the degree and extent of tissue damage
(2,3). Indeed, in cases where visual information is not
available, tactile information may form a user’s only basis
for decision making.

Other applications for tactile stimulation include sen-
sory substitution or augmentation systems such as those
for the blind or deaf. For example, using a computer poses a
particular challenge for the visually impaired. Textual
information can be read aloud by the computer, but as
graphical computer interfaces become more and more ubi-
quitous, the blind user is placed at a greater disadvantage.
One solution is to represent the graphical information
through a tactile display. Further applications are dis-
cussed below in the section on stimulation techniques.

TACTILE PHYSIOLOGY

Understanding how tactile stimulation techniques func-
tion requires a basic understanding of the physiological
mechanisms that mediate our sense of touch. When we
touch an object, the distribution of contact forces deforms
our skin. The temporal and spatial distribution of the
deformation determines which mechanoreceptive nerve
terminals are excited. Each mechanoreceptive nerve fiber
terminates as one or more dendrites. The dendrites have
stretch-gated ion channels that allow ions to flow and
depolarize the dendrite when their membranes are
stretched or deformed. If the depolarization is sufficient,
nearby voltage gated channels initiate an action potential
that travels up the nerve to the central nervous system.
The particular way that the deformation of the skin leads to
bending or stretching of the dendrites varies from one type
of mechanoreceptor to another and is due to the structure
of the sensory receptor at the end of the fiber. The firing
frequencies of the mechanoreceptive nerve fibers are then
decoded by the central nervous system to ultimately give
rise to our sense of touch.

The skin is made up of three distinct layers: the epi-
dermis, dermis, and subcutaneous fat. Made up of primar-
ily keratinocytes, the epidermis is the outermost layer and
serves as a protective interface with the outside world. The
outermost portion of the epidermis is the stratum corneum,
which is made up of dead, flat cells that shed and are
replenished about every 2 weeks. The epidermis does not
contain any blood vessels and is dependant on the deeper
skin layers for its oxygen and nutrients. A very
thin membrane, the basement membrane, attaches the
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epidermis firmly, though not rigidly, to the second layer,
the dermis. The dermis contains blood vessels, nerves, hair
roots, and sweat glands. Below the dermis lies a layer of fat,
the subcutaneous fat, which serves as a cushion between
the skin and the underlying muscle and bone. The depth of
this layer differs from one person to another.

Four major types of mechanoreceptors are present in
human glabrous skin (the hairless skin of the lips, soles,
palms, and finger pads) that respond to touch or vibration:
Pacinian corpuscles (PC or RAII), Meissner corpuscles
(rapidly adapting or RAI), Merkel endings (slowly adapting
or SA I), and Ruffini endings (slowly adapting or SA II)
(Fig. 1). In hairy skin, the Meissner corpuscles are replaced
by hair receptors with similar mechanoreceptive proper-
ties. Only a very basic overview of mechanoreceptors is
provided here; see (4–6) for reviews of mechanoreceptor
morphology. A recent review of the roles that mechanor-
eceptors play in perception can be found in Ref. 7.

Each type of mechanoreceptor is tuned so that its thresh-
old for excitation is lowest for a particular range of vibration
frequencies, although there is considerable overlap between
receptor types. The receptors that respond best to higher
frequency stimulation are referred to as rapidly adapting,
while those that respond best to lower frequencies are called
slowly adapting. A sudden but sustained skin indentation
initially results in rapid firing of all the affected mechan-
oreceptors. The rapidly adapting ones soon cease firing
(however, they may fire again at stimulus offset), whereas
the slowly adapting mechanoreceptors continue firing
(albeit at a lower rate) until contact is broken (Fig. 2).

The area in which stimulation leads to a response by
a particular mechanoreceptive neuron is known as the

receptive field of that neuron. The skin tissue acts as a
low pass spatial filter so that the deeper a mechanoreceptor
lies in the skin, the larger its receptive field. The receptive
field also depends on how many receptors a mechanore-
ceptive neuron innervates and how widely they are dis-
persed. Mechanoreceptors with small receptive fields are
more suitable for fine spatial discrimination than those
with large receptive fields. Mechanoreceptors with small
receptive fields are referred to as type I mechanoreceptors
and those with large receptive fields are called type II.

The frequency tuning of a mechanoreceptive fiber (i.e.,
whether it is rapidly or slowly adapting) is due to its
mechanical structure. For example, the Pacinian corpuscle
receptor is shaped like an onion with multiple layers
wrapped around the dendrite. When the skin is indented,
the onion-shaped receptor is compressed. With sufficient
pressure to deform the corpuscle, parts of the neural
membrane are stretched and action potentials are stimu-
lated. The Pacinian rapidly adapts to constant pressure
because with maintained pressure, the gel-filled layers of
the corpuscle begin to slide across each other in a way that
relieves the stress on the dendrite and stops the generation
of action potentials. A vibratory stimulus, on the other
hand, repeatedly deforms the corpuscle, eliciting continued
neuronal firing. The Pacinians are sensitive to a wide range
of frequencies (50–1000 Hz), but are exquisitely sensitive to
vibrations between 250 and 350 Hz, requiring only sub-
micron surface displacements for excitation. The Pacinians
lie deep in the dermis, so pressure anywhere over a fair
amount of skin area can compress it enough to affect the
dendrite, providing it with a large receptive field. Isolated
stimulation of a particular Pacinian nerve fiber leads to a
sensation of diffuse vibration. Even though their deep
position renders them unsuitable for fine stimulus locali-
zation, the Pacinians aid in the perception of surface
texture by detecting the vibrations elicited when the
skin is brushed over a rough object (8). Pacinian corpuscles
are also thought to play a role in tool use, specifically in
our ability to attribute actions to the end of the tools we
hold, by sensing the vibrations transmitted through the
tool.
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Figure 1. Mechanoreceptors in skin. Mechanoreceptive innerva-
tion of human hairless (glabrous) skin. (Diagram provided by
Kenneth Johnson.)
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Figure 2. Response of RA and SA fibers. Responses of typical
rapidly adapting (RA) and slowly adapting (SA) mechanoreceptors
with large or small receptive fields to ramped and sustained
indentation. The onset of the indentation stimulates rapid volleys
of action potentials in both sets of mechanoreceptors, but the RAs
adapt and cease firing after a few milliseconds. The SAs continue
firing until indentation offset, which may trigger anther burst
from the RAs. (Figure redrawn from Ref. 124.)



The ultrastructure of the Meissner corpuscle is more
complicated than that of the Pacinian corpuscle, but Meiss-
ners are also rapidly adapting. The Meissners respond best
to vibratory stimuli with frequencies between 30 and 70
Hz, but also respond to frequencies as low as 3 Hz. The
Meissner corpuscles are located just below the dermal–
epidermal boundary and have smaller receptive fields than
Pacinians. Meissners are considered the primary media-
tors of the sensations of light touch and flutter while the
Pacinians are considered the primary mediators of high
frequency vibration and deep pressure.

The primary types of slowly adapting mechanoreceptors
are the Merkel complexes and the Ruffini corpuscles. Mer-
kels have a receptive field diameter of 3–4 mm, and a
frequency range of 2–32 Hz (9). The Merkel sensory neu-
rons have nonencapsulated nerve endings (neurites) that
form a complex arrangement with disk-shaped Merkel cells
in the basal layer of the epidermis. There is conflicting data
about just how this structural arrangement accounts for
the mechanoreceptive properties of the receptors, but there
is general agreement that the Merkel–neurite complexes
mediate the perception of steady skin indentation and their
population response is thought to account for our percep-
tions of form and texture (7).

Ruffini corpuscles are relatively large spindle-shaped
structures that are rooted in the connective tissue of the
dermis. They have been studied less than other mechan-
oreceptors because we derive much of our understanding
about mechanoreceptor physiology from studies performed
on monkeys and Ruffini corpuscles have never been
observed in neurophysiological studies of monkey hands.
Additionally, it is not clear which perceptions should be
attributed to them, because microstimulation of Ruffini
fibers produces no sensation (10), and elicits no cortical
somatosensory evoked potentials (11). There is some evi-
dence, however, that Ruffini endings may participate in
tactile sensations as SAII receptors (12). Currently, it is
believed that Ruffinis mediate perceptions of directional
skin stretch. Directional stretch sensitivity would allow
them to participate in the perception of hand and finger
position as well the perception of the direction of object
motion or force (13,14).

In addition to the mechanoreceptors discussed above,
the skin contains other sensory fibers that might be impor-
tant for tactile stimulation that are outside the scope of this
article, but deserve mention. The previously mentioned
cutaneous and subcutaneous mechanoreceptors have
large, fast, myelinated (Ab) fibers, but there are also
mechanically sensitive cutaneous free nerve endings with
small, slower myelinated (Ad) fibers that respond to strong
mechanical stimulation, especially by sharp objects. These
mechanoreceptive nociceptors (receptors that respond to
potentially damaging stimuli) mediate primarily pricking
pain, but some also respond to thermal stimuli. Addition-
ally, there are even smaller and slower, unmyelinated (C)
fibers present that respond to noxious mechanical and/or
thermal stimuli and are primarily responsible for sensa-
tions of burning pain. Although almost all sensory C fibers
are traditionally considered to mediate pain, there is grow-
ing evidence that some mediate touch that is specifically
pleasant and emotionally salient, such as from stroking by

another human (15,16). It is unknown what role C-fibers
will play in tactile stimulation devices in the future.

TACTILE STIMULATION TECHNIQUES AND APPLICATIONS

The two main approaches used to artificially stimulate the
tactile senses are based on exciting the receptors through
mechanical perturbation of the skin or electrically exciting
the mechanoreceptive nerve fibers that innervate the
receptors. In both approaches, the goal is to manipulate
the tactile information through variations in the four
tactile primitives that code tactile information: intensity,
frequency, spatial pattern, and temporal pattern (17). In
addition to these classical primitives, there is evidence for a
multidimensional electrotactile primitive that could be
termed ‘‘color’’ or ‘‘quality’’, of which frequency may be
one dimension (18,19).

Efforts have also been reported to create tactile displays
that illicit sensations of warmth or cold using thermal
elements such as Peltier cells (20–22). Although interest-
ing and potentially useful, these thermal displays are
beyond the scope of this article.

Mechanical

Mechanical tactile stimulators predominately fall into one
of two classes: vibrotactile or shape displays (Fig. 3).
Vibrotactile displays use contactors that vibrate at a par-
ticular, usually fixed, frequency. Shape displays provide
small-scale indentation, pressure, or shear profiles to the
skin, often using an array of pins that can each be pressed
into or withdrawn from the skin.

A useful vibrotactile display can be as simple as the
early Tactaid (Audiological Engineering Corporation, Som-
erville, MA). The Tactaid is a single vibrator that is affixed
to the chest, back of the neck, or wrist that transduces
acoustic signals into vibration to convey certain speech
information (the modern Tactaid VII uses an array of seven
vibrators in a line). Single vibrators are also becoming
common on force feedback devices such as joysticks and
robotic manipulators. They are even becoming popular for
home computer devices such as Logitech’s iFeel MouseMan
computer mouse.

Relatively simple vibrotactile stimulators also offer clin-
ical benefit for individuals with impaired tactile sensation.
For example, Collins et al. (23) recently demonstrated that
three small vibrating tactors (tactile stimulators),
imbedded in gel-based shoe insoles, helped to maintain
balance and improve postural sway during quiet standing
in healthy young and elderly individuals, as well as
patients with stroke, and patients with diabetic neuropa-
thy (24,25). This application is particularly interesting
because the stimuli were essentially random noise deliv-
ered at intensities below sensory threshold.

The subthreshold noise enhances the user’s ability to
detect useful sensory signals from the sole of the foot
through the principle of stochastic resonance. This princi-
ple, found to apply in many nonlinear physical and biolo-
gical systems, describes systems in which the ability to
detect a signal in the presence of noise is actually enhanced
by adding a critical amount of noise. Collins contends that
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such noise-based devices could ameliorate age-related
impairments in balance control. Similar devices using
electrotactile stimulation are offered by Afferent, a com-
pany Collins helped found.

A small number of vibrotactile elements can also be
useful in teleoperation applications. For example, a single
vibrating element encoding manipulator force was found to
improve the ease of use of a deep sea remote manipulator
(26,27). Similarly, Debus et al. (28) used a cylindrical han-
dle with four embedded vibrating elements to demonstrate
that force feedback vibrations can significantly improve a
teleoperated force control task by reducing the mean force
errors by 35% compared to visual feedback alone.

Vibrotactile displays that utilize dense arrays of tac-
tors can communicate more information than single oscil-
lators. Tactile stimulators for use outside the laboratory
were initially developed as sensory substitution aids for the
sight and hearing impaired. One of the first tactile arrays
used vibrating contacts on the users back to communicate
visual information to blind users (29), an effect called
‘‘Tactile Television’’. Another example of an early vibrotac-
tile array for sensory substitution was the Optacon (OPti-
cal to TActile CONverter), a portable reading device for the
blind (30) that was originally developed in 1966 by John

Linvill and JC Bliss to assist Linvill’s vision impaired
daughter. The Optacon allowed the visually impaired to
read printed material by feeling a tactile version of a visual
image. A small hand-held camera scanned pictures or text
in any document. The image was presented to the user via
an array of vibrating metal rods that stimulated an index
finger. The stimulator consisted of an array of 144 (24
rows� 6 columns) of vibrating metal pins mounted on
top of the controller. Each of the vibrating pins was driven
by a piezoelectric bimorph reed actuator. The device was a
technological success; many blind individuals reported
that it provide increased autonomy. Debbie Stein, the First
Vice President of the National Federation of the Blind of
Illinois, and a long-time Optacon user stated (31) ‘‘The
Optacon has given blind people a level of autonomy and
flexibility unparalleled in history.’’ As technically success-
ful as the compact, lightweight, and highly portable Opta-
con was, it was not a financial success so Telesensory, Inc.
discontinued manufacturing the Optacon in 1996, citing
high cost and low demand.

From the time of the first vibrotactile displays, power
consumption has been recognized as an important design
factor. Higher power consumption requires larger and
more expensive electronics, larger and heavier batteries,
increased heat production, and less portability overall.
Matching the display parameters (e.g., frequency, ampli-
tude, tactor size, tactor density) to the mechanoreceptor
characteristics (e.g., frequency response, sensitivity, recep-
tive field) allows reduction of the power requirements, and
many theoretical studies have pursued this goal (32–34).
For example, the frequency at which the pins in a vibro-
tactile display oscillate is often selected to maximize the
amplitude of the perceived signal (typically 200–300 Hz)
while minimizing the power requirements of the display.
The standard psychophysical term used to refer to the
perceived amplitude of a vibratory stimulus is Loudness.
For a given amount of actuator power, the loudness of a
sinusoidal stimulus is maximized at �250 Hz (35–37), the
frequency Pacinian corpuscles are most sensitive to.
Accordingly, several vibrotactile stimulators use sinusoi-
dal vibrations at or near this frequency (200 Hz in the case
of the Optacon). An average young, healthy user can feel
250 Hz vibrations <1 mm in amplitude (38).

The use of rectangular pulses instead of sinusoidal
waveforms can result in lower power requirement, espe-
cially if short pulses are used so that multiple pins can
share the same driver stages. The electronics required to
generate rectangular pulses can also be much simpler,
potentially as simple as a single transistor operating as
a switch (34), further reducing the size and cost of the
display. A recent study that measured power consumption
experimentally for electromechanical and piezoelectric
vibrotactile actuators for sinusoidal and rectangular pulse
waveforms (39) found that power consumption for the
piezoelectric reed bimorph transducers was two orders of
magnitude lower than for the electromechanical transdu-
cers. The piezoelectric transducers were more efficient
despite their higher voltage requirements, because they
required almost no current. Curiously, within the electro-
mechanical transducers, the least power required to
reach threshold was using short (0.7 ms low duty cycle)
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Figure 3. Vibrotactile versus shape displays. Vibrotactile dis-
plays (a) use pins that vibrate around a common set point. Larger
oscillations are used to produce sensations of higher intensity (top
inset). Shape, or static, displays (b) present more naturalistic
surface contours and use larger indentations to encode regions
of higher intensity.



rectangular pulses delivered at a rate of 25/s, but for the
piezoelectric transducers the most efficient waveform was
sinusoidal at 250 Hz. Clearly, the most efficient stimulus
waveform depends on the type of actuators chosen for the
display.

Shape displays tend to have low temporal resolution
(unless constructed of piezoelectric actuators), but poten-
tially very high spatial resolution. Static shape displays
are perhaps the original example of tactile displays with
the primary example being Braille. Blinded at the age of
three, Louis Braille (1809–1852), invented the familiar
tactile shape display reading system that bears his name.
Individual letters, numbers, or common combinations of
letters are represented by combinations of six or eight
raised dots.

Ideally, a dynamic (changing) tactile shape display
could be developed that would present patterns that would
be indistinguishable to the user from direct contact with
the original (or virtual) surface. The display must therefore
deform the skin in the same way [or at least produce the
same strain patterns at the receptor level (40–41)] that
the represented surface would. The slow development of
these dynamic fingertip tactile displays is due to the
numerous unknown factors that characterize the sense
of touch.

Designing an optimal dynamic tactile display requires
precise knowledge of the biomechanics of the skin, which is
both tough and deformable at the same time (42). When
scanning a texture, we use contact forces ranging between
0.3 and 4.5 N and a scanning speed between 1 and 25 cm/s
with an average of 2 cm/s (43). Theoretically, to have full
control of the surface stresses, the ideal tactile display
system needs an infinitely dense array of actuators, each
with three degrees of freedom and infinite stiffness. Nearly
ideal function would also require a display with actuators
capable of delivering at least 50 N/cm2 pressure, able to
indent the skin at least 4 mm (with 10% resolution), an
actuator density of 1/mm2, and at least 50 Hz refresh
bandwidth, requiring a power density of 10 W/cm2(44).
In fact, it may even be advantageous to provide a refresh
rate that matches the highest frequency response of the RA
receptors, in the kilohertz. The optimal display would also
be small enough for use with several fingers at once over a
large range of positions and orientations. Due to compro-
mises that have to be made between power, bandwidth,
manufacturability, cost, size, actuator stiffness, ease of
maintenance, and other factors, no tactile display cur-
rently comes close to satisfying these requirements.

One goal of some shape displays, such as those for
telesurgery or telerobotics, is to communicate information
about the compliance of the manipulated (or virtual) object.
Human discriminability of softness (compliance) of objects
depends on the object having a deformable surface (45–46).
For deformable surfaces, the spatial pressure distribution
within the contact region depends on object compliance, so
that information from cutaneous mechanoreceptors is suf-
ficient for the user to gauge subtle differences in compli-
ance. When the surface is rigid, however, we require
kinesthetic information for discrimination, and our ability
to gauge softness is much poorer than that for objects with
deformable surfaces. It is likely that the spatiotemporal

variation of pressure on the skin (or, equivalently the skin
displacement and its derivatives) form the basis for the
perception of softness of compressible objects. Conse-
quently, a shape display that aims to communicate com-
pliance information must itself be deformable (compliant)
(45). This compliance might be achieved through either
passive or active means.

Designers of shape displays have generally taken one of
two approaches; (1) control the force the actuators exert on
the skin (in the direction perpendicular to the skin), or (2)
control the displacement (again, perpendicular) that the
actuators impose on the skin. A smaller number have
controlled the lateral stresses or strains applied to the
skin. Almost all shape displays have been designed for
the fingertips. Shape display designs have used solenoids
(47), electrostatics (48–49), voice coil actuators (50), shape
memory alloys (51–52), pneumatics (44,53), RC servomo-
tors (54), MEMS (55), and even air jets (56). A good
summary of the technologies and their relative merits
can be found in Ref. (17), with an updated version currently
available at http://www.cim.mcgill.ca/�jay/index_files/
research_files/actuators.htm.

Electrotactile

The use of mechanical systems to communicate detailed
tactile information is limited by the need for dense arrays
of end effectors with sufficient mechanical compliance to
overcome the stiffness of the skin and deeper tissues. Such
stimulators require bulky actuators that are difficult to
arrange in the dense arrays required for texture commu-
nication. For these reasons, researchers have turned to
electrical stimulation of the tactile senses. Electrical sti-
mulation that aims to produce a localized tactile perception
is referred to as ‘‘electrotactile’’ or ‘‘electrocutaneous’’ sti-
mulation, whereas ‘‘transcutaneous’’ stimulation describes
the more generalized stimulation of nerve bundles [e.g.,
transcutaneous electrical nerve stimulators (TENS)]. Elec-
trotactile stimulation has the advantages that dense
arrays of electrodes can be fabricated and that the stimu-
lator itself can be remotely located so it does not limit the
spacing or rigid presentation of the electrodes. Electrotac-
tile stimulation displays also typically require much less
power than vibrotactile devices.

In contrast to mechanical stimulators, which deform the
receptor at the end of a mechanoreceptive nerve fiber,
electrical stimulators depolarize the membrane of the
mechanoreceptive nerve fibers directly by passing current
through the skin from one electrode (or group of electrodes)
to another. The current passing through the skin produces
an electric field that extends some distance into the skin.
This electric field creates currents within the nerve fibers
that depolarize the neural membrane. If this depolariza-
tion is sufficient, the neuron fires an action potential that
propagates to the central nervous system. In general, the
smaller the stimulating electrodes and the closer they are
spaced, the more superficial the electric field will be. For a
given current, the strength of the electric field beneath an
electrode varies inversely with the surface area of the
electrode so stimulation will always occur at the smaller
of the two electrodes. The usual practice is to use a large
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remote electrode or a large surrounding electrode (or group
of electrodes) as the current return and a smaller electrode
as the stimulating electrode. The negatively charged elec-
trode is referred to as the cathode and the positively
charged one is the anode. Cathodic stimulation is therefore
when the negatively charged electrode is the stimulating
electrode, whereas anodic stimulation uses the positively
charged electrode for stimulation. Cathodic stimulation is
the most conventional and is best for exciting nerve fibers
that are passing by the electrode, while anodic stimulation
is best for exciting fibers that terminate in the vicinity of
the electrode. The stimulating phase of the waveform is
usually followed by a charge-recovery phase of opposite
polarity and much lower amplitude. The reason for the
charge-recovery phase is to avoid electrode corrosion and
tissue damage by reversing as much as possible the che-
mical reactions that occur at the electrodes.

Electrocutaneous and transcutaneous electrical stimu-
lation are used in a wide variety of applications including
TENS units for pain control and sensory substitution
systems such as speech aids (57,58) for the deaf and visual
substitution systems (59,60) for the blind. Electrocuta-
neous stimulation also has been used to improve the utility
of upper extremity (61–68) and lower extremity (69–71)
prostheses for amputees. Subdermal electrocutaneous sti-
mulation has been used to provide sensory feedback to
users of an upper extremity neuroprosthesis (72). Electro-
cutaneous arrays on the forehead have been used to help
people with advanced cases of Hansen’s disease (leprosy) to
perform detailed manual tasks with reduced chance of
injury (73). An early electrotactile device that is still in
widespread use is the Tickle Talker speech perception
device for the severely hearing impaired (57). The Tickle
Talker stimulates eight tactile sensory nerves as they pass
between the second and third knuckles of the fingers with
speech-encoding patterns and has been shown to provide
benefits in supplementing lipreading or residual hearing
for hearing-impaired adults and children (54). Visual infor-
mation has been successfully presented to blind users
through electrotactile arrays located on the abdomen
(75,76), back, or tongue (81). The tongue is also the target
region for a newly commercialized electrotactile device
from Wicab, Inc. The 144-point electrotactile array sits
on the roof of the mouth against the tongue surface and
communicates patterns for a wide range of proposed sen-
sory substitution applications such as providing crude
visual information for the blind (78) or restoring postural
stability in patients with vestibular deficits (79).

Although the trunk or tongue may be most appropriate
for applications requiring independent use of the hands,
the fingertips present a much more natural means to
explore a virtual surface or environment. Indeed, active
haptic exploration leads to better perception of two-
dimensional (2D) shapes than does passive static touch
(1). Additionally, both mechanical and electrostatic dis-
plays require fixed, flat displays, but electrotactile arrays
can be mounted in the fingers of a glove, allowing the user
to explore arbitrary tactile surfaces in a more natural
manner. As with mechanical displays, arrays of tiny elec-
trodes are needed to utilize the high spatial acuity of the
fingertip.

The development of a fingertip, electrotactile interface
with good spatial resolution will require techniques to
selectively activate nerve fibers to produce well localized,
precisely placed sensations. Such techniques will necessa-
rily exploit the dynamical and geometrical characteristics
of fingertip mechanoreceptive afferents while accounting
for similar characteristics of the nociceptive afferents. One
drawback of electrotactile stimulation, however, is that
producing well-localized, painless sensations remains chal-
lenging (75,80–82). Previously successful attempts to use
electrocutaneous stimulation as a communications tool
have typically been limited to the use of a small number
of large electrodes, a paradigm unsuitable for telepresence
and most other fingertip applications. Another drawback of
electrotactile stimulation for fingertip displays is that we
know little about how surface electrical stimulation excites
mechanoreceptors. In particular, there is still much to be
learned about how to selectively activate one population of
mechanoreceptors over another. Mechanical stimulation
excites the mechanoreceptive sensors themselves, while
electrical stimulation can potentially excite the mechan-
oreceptive neurons anywhere along their length. It is
therefore very difficult to control both the quality and
the location of the electrically induced perception.

There has been some progress toward better control of
the perceived quality and location of stimuli presented
through small electrodes. Poletto and Van Doren (83)
performed a study a few years ago to investigate the effects
of pulse width, electrode diameter, and stimulus polarity
on mechanoreceptive and nociceptive thresholds, as well as
their effects on the perceived location and quality of the
induced sensations (83). Touch and pain thresholds were
measured for every combination of six pulse widths (0.05,
0.126, 0.315, 0.792, 1.991, and 5 ms), four electrode dia-
meters (1, 2, 4, and 8 mm), and two stimulus polarities
(anodic and cathodic). After each threshold measurement,
the subject reported the perceived location (local or distal to
the electrode) of the induced touch and pain sensations, as
well as a qualitative descriptor of the pain sensation. The
perceived location results indicated that anodic stimula-
tion through small electrodes can be used to reliably excite
fibers terminating near the electrode without concurrent
excitation of near-by axons of passage. On the other hand,
traditional cathodic stimulation, particularly through
large electrodes, is much more likely than anodic to excite
axons of passage, resulting in a sensation distal to the
electrode (Fig. 4). These results (along with other related
trends evident in the threshold data) were echoed in the
model simulations only when fiber morphologies similar to
those observed microscopically were incorporated. A com-
plete discussion of these experiments, as well as neuro-
physiological models that were created to explain them,
can be found in (83). Similar modeling results and expla-
nations for the experimental data have been found by
Kajimoto et al. (84), who used a model of a different form.

Another challenge for electrotactile stimulation is that
the difference between the pain thresholds and the sensa-
tion thresholds (this difference is known as ‘‘dynamic
range’’) is smaller for electrical stimulation through small
electrodes than for large. This could potentially limit the
maximum intensity that can be presented through small
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electrodes and could limit the desirability of using electro-
tactile displays. One way to increase the dynamic range
would be to inactivate the pain fibers by applying a long
depolarizing prepulse (DPP) prior to the stimulus pulse
(the DPP would only be introduced significantly above
sensation threshold, to prevent the concurrent elevation
of both thresholds). This approach has been shown to
significantly increase the pain thresholds, thereby increas-
ing the dynamic range (83).

Despite the difficulties associated with fingertip electro-
tactile displays using small electrodes, some groups have
been successful using electrotactile stimulation to present
simple patterns to the fingertips. Kaczmarek et al. (81)
developed a 49-point fingertip-scanned electrotactile dis-
play that consists of 0.89 mm diameter, flat-topped stain-
less steel electrode ‘‘pins’’, each surrounded by a 2.36 mm
diameter air gap insulator arranged in a square 7� 7 array

(see Fig. 5 for a 24� 24 array from the same group). They
found that, using the highest comfortable current levels,
subjects were able to correctly identify several simple
geometric patterns � 90% of the time compared to near
chance levels when stimulation was set to the lowest
subthreshold current levels tested (81).

Other groups have also been working on electrotactile
displays for selective stimulation of the various types of
mechanoreceptors (56,84,86). Because the mechanorecep-
tors share the same neurophysiology (Ad nerve fibers), the
only way to selectively stimulate them electrically is to take
advantage of their differences in geometry and location.
This is possible by focusing the current to flow deeply or
superficially into the skin by changing the current source
distribution at the skin surface. In this way, it is possible to
manipulate the electric field applied to each type of
mechanoreceptive fiber (83,84). Kajimoto et al. developed
a tactile display capable of selectively eliciting sensations
of pressure, high frequency vibration and low frequency
vibration, which they refer to as ‘‘tactile primary colors’’,
analogous to the three primary colors for vision. This dis-
play was mounted on a computer mouse for tactile feedback
in virtual reality (Fig. 6) and also on a surface with optical
sensors underneath for conversion of light–dark patterns
to tactile patterns (Fig. 7). The mouse-mounted application
is innovative because it uses a force transducer beneath the
fingertip array to allow the user to control the intensity of
stimuli. This approach avoids the unpleasant sensation of
sudden shocks that have discouraged the use of other
electrotactile displays (87).

Electrotactile displays do not need to present picto-
graphic information to be useful. In fact, even stimuli that
are too weak to be felt can provide functional benefit. Low
(subthreshold) levels of current (zero mean, white noise,
1 kHz bandwidth) delivered through large electrodes on
the foot have been shown to enhance tactile sensitivity in
the region between the electrodes in older adults (88). The
effect is thought to result from the same principle of
stochastic resonance as the vibrating insoles described
above.
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Figure 4. Qualitative results graphs. Electrotactile stimulation
can produce sensations that are local or distal to the electrode. The
graph shows the percentage of touch sensations that were felt local
to (as opposed to distal to) the stimulating electrode, calculated as
the percentage of all trials (summed across subject, session, pulse
width and repetition, 271–288 total trials per bar) that the subject
reported as ‘‘local’’. Bar color indicates stimulus polarity: black,
anodic; white, cathodic. Error bars indicate smallest and largest
95% confidence intervals. [Data taken from (83).]

Figure 5. Fingertip electrotactile array. Electrotactile array with
576 electrodes (24� 24) that can be scanned with multiple fingers.
(Photo provided by Kurt Kaczmarek.)

Figure 6. Mouse-mounted tactile display. Mouse-mounted tactile
display with 64 electrodes. The stimulating current is controlled by
a force sensor located under the electrodes, allowing the user to
control stimulus intensity and reducing frequency of painful
shocks. (Photo provided by Hiroyuki Kajimoto.)



FUTURE DIRECTIONS

For most of its history, tactile stimulation has been devel-
oped and used primarily for sensory substitution or sensory
augmentation systems for persons with sensory impair-
ment. Many of these projects have been generally success-
ful in restoring function and greater autonomy to their
users, but target audiences have been small and large scale
corporate investment has not been forthcoming. Although
applications of tactile stimulation intended to help indivi-
duals with impairments are seen as important and will
likely continue, it is also likely that applications with mass
market appeal will drive the greater part of tactile stimu-
lation technology development. Such applications are cur-
rently emerging in immersive virtual reality for
entertainment and training purposes, teleoperation and
telepresence for industry and medicine, and in personal
communications.

There appear to be two separate trends in the technical
progression of tactile displays. One trend is toward the
development of fingertip tactile interfaces with greater
sophistication and complexity for comfortably and portably
communicating large amounts of data, such as surface
texture. Such development will be important for applica-
tions where realistic surface perception is required, such as
teleoperation, telesurgery, and immersive virtual reality.

The other trend is toward simpler, more intuitive and
portable systems to interface with wearable computing
or personal communication systems.

Sophisticated array designs for communicating realistic
texture sensations will require greater collaboration
between material scientists, engineers, physiologists,
and psychophysicists. Optimizing the information transfer
rates, increasing usability, and improving the naturalism
of the displays will require improvements in all areas of
display design. Both mechanical and electrical designs
could benefit from greater reliability and ease of mainte-
nance, as well as better power supply and control strate-
gies. Mechanical displays require improved actuator
technology for lower power consumption, more degrees
of freedom, and greater actuator density. Ongoing efforts
include adding lateral skin stretch to fingertip mechanical
arrays as a means to reproduce novel sensations and
provide improved power performance (89). Preliminary
studies showed that subjects perceived small tangential
displacements as intenseas largernormaldisplacement (90).
Novel dimensions such as slip and thermal stimulation
could also be combined with mechanical or electrotactile
displays (21).

Optimal display geometries beyond the common row
and column design will also need to be addressed. Although
at least three decades of work have provided us with a
reasonable understanding of the physiology and psycho-
physics of single tactor (or, to a lesser extent, a single
electrode) stimulation, mechanical display designs could
be improved through better theoretical understanding of
the mechanics of skin deformation and mechanoreceptor
excitation. Recent modeling efforts provide a good start
(91) and further studies in this area need to include the
viscoelastic properties for dynamic simulation, the further
refinement of relevant stimuli for each type of mechanor-
eceptor, as well as investigating the role of finger ridges in
tactile neural coding.

Much work is also still needed to understand the phy-
sical, physiological, psychophysical, and cognitive interac-
tions that exist between tactile stimuli presented at
different sites. One example is the so-called rabbit effect,
or sensory saltation, in which the perceived stimulus loca-
tion falls between the locations of two stimulators (92–94).
This effect can be elicited through mechanical (95,96) or
electrical (97,98) stimulation and may be useful in increas-
ing the effective density of stimulation sites. As well docu-
mented as saltation is for stimulators that lie on a common
line, its application for arrays is not as straightforward as
one might expect. When researches using an array of nine
electrodes arranged in a square on a subject’s back
attempted to use saltation to produce the sensation of a
square being traced, the evoked sensation was actually
that of a circle being traced (99). Clearly, when hundreds of
stimulation sites are being used simultaneously, unanti-
cipated interactions of this sort could be expected.

Substantial surround-masking effects have also been
observed with two dimensional electrotactile arrays (100).
Further research will be required to elucidate the impact of
surround masking on fingertip array function. The precise
application will most likely determine whether surround
masking is beneficial (e.g., improving contrast and edge
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and displayed through electrical stimulation. (b) Cross-section.
(Photo provided by Hiroyuki Kajimoto.)



detection, as in the retina) or detrimental (e.g., blurring the
image or suppressing valuable tactile information).

Masking also occurs between two consecutive stimuli
(101), and must be taken into account when predicting
elicited percepts.

Continued improvements are also necessary in our
understanding the way that the complex interactions
between the various stimulus parameters influence stimu-
lus perception. For example, the information transfer rate
for a single stimulator can be improved through coherent
modulation of stimulus frequency and amplitude, but when
the frequency and amplitude are modulated indepen-
dently, the information transfer rate of each channel is
reduced due to cognitive processing interactions (103).
Similar interactions may exist for all of the dimensions
along which stimulus parameters can be modulated.

Many challenges still face designers of fingertip electro-
tactile arrays. Physically, such an array must be held on
the finger so that firm contact is maintained even during
exploratory finger movements. Embedding the array in a
custom-made glove should help solve this problem, but
perspiration tends to accumulate between adjacent elec-
trodes, providing a low impedance current pathway that
circumvents the skin (103–106). Possibly, the material or
chemical properties of the glove itself could be used to wick
perspiration away or inhibit its secretion. Note that in an
array where the electrodes positions are fixed relative to
the fingertip, this problem is much less severe than when
the finger is actively scanned over a flat array (108).
Kajimoto et al. (108) suggested that for some applications,
the electrodes could even be printed directly on the skin
using conductive ink.

In addition to the physical problems, significant phy-
siological and psychophysical problems of adaptation
(habituation) and interaction must be addressed. It is well
known that habituation, that is, a change in the perceived
magnitude for constant stimulus amplitude, occurs over
time with either mechanical (12,109–111) or electrical
(68,112,113) stimulation of mechanoreceptors. Compensa-
tion for adaptation may be complicated when stimulating
through an electrotactile array since each electrode site
will be stimulated at a different rate, and therefore the
amount of habituation will vary across the array.

Recent evidence shows that a few hours of fingertip
tactile stimulation results in cortical reorganization that
improves spatial discrimination but impairs frequency
discrimination performance (114). It is not yet known
how long the impairment lasts and whether extensive
long-term use of vibrotactile or electrotactile stimulators
could lead to learned functional sensory deficits.

The emerging field of wearable computing is giving rise
to a new set of applications for tactile stimulation. Wear-
able computers for industrial and military maintenance
applications have been reported for at least a decade and
applications for the mass consumer market have been
proposed, with several in current development. Tactile
displays are considered viable alternatives to visual or
auditory displays for wearable computers because they
can be unobtrusive, socially discrete, and do not interfere
with normal vision or sound. The goal of wearable tactile
displays can be conceptually different than the sensory

substitution, virtual reality and teleoperation displays as
discussed above. Most of the displays described above were
concerned primarily with directly translating real or vir-
tual visual, tactile, or audio information into tactile stimu-
lation. The tactile information displays envisioned for
wearable computers, on the other hand, present informa-
tion that is not directly based on visual, tactile or audio
information. Instead, they aim to communicate data on the
state of the worn computer, the environment, or the person
wearing it. A very simple example is the vibration of a cell
phone in vibrate mode. The vibration is intended to alert
the user to an incoming call, not to communicate the voice
message itself. MacLean and Enriquez suggested that such
tactile alerts will become more common and more complex,
taking into account optimization along several perceptual
dimensions to optimize information transfer (115). They
coined the term ‘‘haptic icons’’ to refer to brief synthetic
haptic or tactile signals to convey information such as
event notification, identity, content or state.

According to Gemperle et al. (116), wearable tactile
displays must be lightweight, silent, small, and physically
discreet. They must also have low power requirements, be
able to be felt through the clothing they are embedded in or
worn on, and they must be held tightly enough to the body
to maintain reliable contact. Initial designs would also
benefit from being flexible enough to be used in multiple
applications with little modification.

One wearable tactile display application currently being
pursued by several independent groups is an aid for a
personal navigation. Tactile navigation aids have been
proposed for pilots (117), drivers (118), scuba divers
(119), walkers or hikers (116), astronauts (120,121) and
the blind (122). The basic principle is that vibrating tactors
embedded in the user’s clothing signal either a particular
direction (e.g., north, up, the direction to return the vehi-
cle) or the distance to and direction of the next turn or
position correction required to reach a destination.

Other applications of wearable tactile displays include
providing silent and private alerts, socially subtle trans-
mission of information, providing biofeedback of physiolo-
gical states such as blood sugar or blood alcohol levels.
Future work includes the development of standardized
tactile display clothing elements (123), and requires con-
tinued research on where to define the spaces on the
human body where solid and flexible forms can rest with-
out interfering with fluid human movement. The wide-
spread use of wearable tactile displays depends on
consideration not only of function, but of comfort, mobility
and social acceptance factors.
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INTRODUCTION

Telemedicine and teleradiology have become increasingly
important as our country’s healthcare delivery system
gradually changes from fee-for-service to managed, capi-
tated care. During the past several years, we have seen the
trend of primary care physicians joining health mainte-
nance organizations (HMOs). These HMOs purchase smal-
ler hospitals and form hospital groups under the umbrella
of HMOs. Also, academic institutions form consortia to
compete with other local hospitals and HMOs. This con-
solidation allows the elimination of duplication and the
streamlining of healthcare services among hospitals.
As a result, costs are reduced, but at the same time because
of the downsizing, the number of experts available for
service also decreases. Utilization of telemedicine and
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teleradiology is a method to alleviate the diminishing of
experts, streamline the diagnosis process, and save health-
care costs.

Teleradiology is a subset of telemedicine operation
focusing in remote diagnosis of medical images. Teleradiol-
ogy utilizes computer, display, and telecommunication
technologies for radiologists to make remote diagnosis from
radiological images generated at distant examination sites.
The diagnostic report is sent to the examination site where
a primary physician can provide proper treatments to the
patient immediately. Figure 1 shows a generic teleradiol-
ogy set-up illustrating that teleradiology is not a single
medical device or an instrument, instead, it is a system
integration of various imaging devices using communica-
tion technology and system software connecting multiple
imaging centers and expert centers together (1–3). Depen-
dent on the required turn around time in obtaining the
diagnosis from the examination site, the expert center has
three reading modes: telediagnosis, teleconsultation, and
telemanagement, which are shown in Fig. 2. These reading
modes dictate the communication requirements of trans-
mitting the images between the sites. Teleradiology opera-
tion can be very simple or extremely complicated. In the
simple case, a radiology resident may send an image set
from a CT (computed tomography) scanner using low
quality teleradiology equipment and slow speed commu-
nication technology in the evening to the radiologist’s home
for a second opinion. This type of teleradiology operation
does not require highly sophisticated equipment. A con-
ventional telephone and simple desktop personal computer
with modem connection and display software are sufficient
to perform the teleradiology operation. This type of appli-
cation originated in early 1970.

The complicated teleradiology operation can have dif-
ferent models starting from simple to complicated in
ascending order as shown in Table 1. The complications
occur when the current examination requires historical
images for comparison, and when the radiologist needs
information from the radiology information system (RIS) to

make a diagnosis. In addition, complications arise when
the images and the corresponding diagnosis report are
required to be archived to the patient data file. Teleradiol-
ogy is relatively simple to operate when neither retrieval
nor archive of previous information and images is required.
However, when both archive and retrieval are required,
the operation becomes extremely complicated.

TELERADIOLOGY AND PACS

Picture Arching and Communication System (PACS) is a
hospital integrated imaging management system devel-
oped in the early 1990s (Fig. 3) (4). The infrastructure of
PACS is shown in the upper three rows. Two types of
servers in the bottom of the figure are for various PACS
applications. When teleradiology service requires patient’s
historical images as well as related information, technol-
ogies used in both teleradiology and PACS become very
similar. Table 2 shows technologies used in teleradiology
and PACS, the major differences are in image capture,
communication, and storage. Some current teleradiology
operations still use a film digitizer as the primary method
of converting a projection film image-to-digital format,
although the trend is moving toward direct digital capture.
In PACS, direct digital image capture using Digital Ima-
ging Communication in Medicine (DICOM) standard
format is mostly used. In networking, teleradiology uses
slower speed wide area networks (WAN) compared with
the higher speed local area network (LAN) used in PACS.
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Figure 1. A generic teleradiology setup. (a) Referring site,
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Figure 2. The expert center in teleradiology with three reading
modes: telediagnosis, teleconsultation, and telemanagement.
These three reading modes dictate the image communication
requirements.

Table 1. Four Models of Teleradiology Operation Accord-
ing to Its Complexity

Historical Images/RIS Archive

Most simplistic No No
Simplistic Yes No
Complicated No Yes
Most complicated Yes Yes



In teleradiology, image storage is mostly short term,
whereas in PACS it is long term. Teleradiology relies
heavily on image compression, whereas PACS may or
may not.

PACS and teleradiology use medical images shown in
Table 3 for radiologists to make diagnosis. In Table 3, the
first and second columns give types and sizes of some com-
mon medical images. In clinical applications, one examina-
tion is composed of many images of different views and
anatomical emphasis, since a single image is generally not
sufficient for making the proper diagnosis. In general, a
typical examination generates between 10 and 20 MB,
although some current CT and MR imaging modalities
can generate up to 3000 images per examination. The
fourth column shows an average size of one typical exam-

ination in each of these image modalities. The high extreme
is in digital mammography, which routinely requires
160 MB. To transmit 160 MB of images through WAN
for teleradiology requires a very high bandwidth commu-
nication technology.

WHY DO WE NEED TELERADIOLOGY?

The managed care trend in healthcare delivery expedites
the formation of teleradiology expert centers. However,
even without the healthcare reform, teleradiology is still
an extremely important component in radiology practice
for the following reasons: First, teleradiology secures
images for radiologists to read so that no images will be
accidentally lost in transit. Second, teleradiology reduces
the reporting cycle time after the image is generated.
Third, since radiology is subdivided into many subspecial-
ties, a general radiologist requires a specialist’s second
opinion on occasion. The availability of teleradiology will
facilitate seeking a second opinion. Fourth, teleradiology
increases radiologists’ income since no images would acci-
dentally be lost and subsequently not reported. The health-
care reform adds two more reasons. (1) It saves healthcare
costs since an expert center can serve multiple sites redu-
cing the number of radiologists required. (2) It improves
the efficiency and effectiveness of healthcare because the
report turn-around time would be reduced and there would
be no loss of image (5).

TELERADIOLOGY COMPONENTS

A generic schematic of teleradiology depicted in Fig. 1
shows teleradiology components and their connections.
Modalities generating images in teleradiology applica-
tions include CT, MR, CR, DR, US, NM, DSA–digital
fluorography (DF), and film digitizer. Their respective
image and examination file sizes Images are shown in
Table 3. These acquisition devices are first generated from
the examination site and then sent through communica-
tion networks to the expert center if they are already in
digital format. Or, if these images are stored on films, then
they need to be digitized by a film scanner at the exam-
ination site.
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cations.

Table 2. Differences in Technology Used between Tele-
radiology and PACS

Function Telerad PACS

Image capture Digitizer DICOM
Display technology Same Same
Networking WAN LAN
Storage Short Long
Compression Yes May be

Table 3. Data Size of Some Common Medical Images and Examinations

Instrument One Image, bits No. of Images/Exam One Examination

Nuclear medicine (NM) 128�128�12 30–60 1–2 MB
Magnetic resonance imaging (MRI) 256�256�12 60–3000 8 MB up
Ultrasound (US)a 512�512�8(24) 20–240 5–60 MB
Digital subt. Angiography (DSA) 512�512�8 15–40 4–10 MB
Digital microscopy 512�512�8 1 0.26 MB
Digital color microscopy 512�512�24 1 0.79 MB
Color light images 512�512�24 4–20 3–15 MB
Computed tomography (CT) 512�512�12 40–3000 20 MB up
Computed/digital radiog (CR/DR) 2048� 2048�12 2 16 MB
Digitized X rays 2048� 2048�12 2 16 MB
Digital mammography 4000� 5000�12 4 160 MB

aDoppler US with 24 bit color images.



Image Capture

In image capture, if the original image data are on film,
then either a video frame grabber or a laser film digitizer is
used to convert them to digital format. A video frame
grabber produces low quality digital images, but is faster
and cheaper. On the other hand, laser film digitizers
produce very high quality digital data, but take longer
and cost more compared to the video frame grabber. During
the past several years, direct Digital Imaging and Commu-
nication in Medicine (DICOM) standard output images
from CR, DR, CT, and MR have been used extensively in
teleradiology.

Data Reformatting

After images are captured, it is advantageous to convert
these images and related data to industry standards
because multiple vendors’ equipment can be used in the
teleradiology chain. The two common standards used in
medical imaging industry are the DICOM (6) for images
and Health Level 7 (HL7) (7) for textual data. The DICOM
standard includes both the image format as well as the
communication protocols based on the standard TCP/IP.
Health level 7 is the standard for textual data, it uses the
TCP/IP communication protocols.

Image Storage

At the expert center, a local storage device is used before
images are displayed. The capacity of this device can range
from several hundred megabytes to many gigabytes. A
long-term archive, such as a small DLT (digital linear tape)
library, is used for teleradiology applications that require
historical images and diagnostic reports, related patient
information, and current images and diagnosis.

Display Workstation

For an inexpensive teleradiology system, a low cost 512-
line single monitor can be used for displaying images.
However, high resolution multimonitor display worksta-
tions are needed for the primary diagnosis.

Table 4 shows the specifications of a 2000- and a 1600-
line workstation used for teleradiology primary readings.
These state-of-the-art technology diagnostic workstations,
use two monitors with over 2 GB of local storage, and can
display images and reports from the local storage in 1–2 s.
A 2000-line LCD monitor workstation costs from $20,000 to
30,000, and a 1,600 line costs from $15,000 to $20,000.
User-friendly image display software is necessary for easy
and convenient use by the radiologist at the workstation.

Communication Networks

An important component in teleradiology is communica-
tion networks used for the transmission of images and
related data from the acquisition site to the expert center
for diagnosis. Since most teleradiology applications are not
within the same hospital complex, but through inter-
healthcare facilities in metropolitan areas or at longer
distances, the communication technology involved requires
wide area network (WAN) technology. Wide area network
can be wireless or with cables. In wireless WAN, some
technologies available are microwave transmission and
communication satellites. Wireless WAN has not been used
extensively in teleradiology due to its higher cost. Table 5
shows cable technology available in WAN from the low
communication rate DS-0 with 56 kb/s, to DSL (Digital
Subscriber Line, 144 kb/s to 8 Mb/s, depending on data
traffic and the subscription), T-1 and T-3 lines starting
from 1.5 Mb/s, to very high broadband communication DS-
3 with 45 Mb/s (8). These WAN technologies are available
through either a long distance or local telephone carrier, or
both. The cost of using WAN is a function of transmission
speed and the distance between sites. Thus, within a fixed
distance, for a DS-0 line with low transmission rate, the
cost is fairly low compared to DS-3, which is much faster,
but very expensive. Most of the private lines, for example,
T-1 and T-3, are point-to-point and the cost depends on the
distance between connections. Table 6 gives an example
showing the relative cost of the DSL and the T-1 between
University of Southern California and St. John’s Health
Center � 15 miles apart in the Greater Los Angeles Metro-
politan Area.

Table 6 demonstrates that the initial investment for
the DSL is minimal since the WAN carrier pays for the
DSL Modem for the network connection. The lowest
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Table 4. Specifications of High-End 2000 and 1600 Line
Workstations for Teleradiology

Two LCD Monitors
1–2 week local storage for currentþprevious exams
1–2 s display of images and reports from local storage
HL7 and DICOM conformance
Simple image processing functions

Table 5. Transmission Rate of Current Wide Area Network
Technology

DS-0 56 kbits/s
DS-1 56 to (24�56) kbits/s
DSL 144 kbits/s – 8 Mbits/s
DS-1 (T1) 1.5 Mbits/s
ISDN 56 kbits/s to 1.5 Mbits/s
DS-3 (T3) 28 DS-1¼45 Mbits/s
ATM (OC-3) 155 Mbits/s and up
Internet-2 100 Mbits/s and up

Table 6. WAN Cost Using DSL (144 kB/s–8 MB/s) and T-1
(1.5 MB/s) between USC and St. John’s Health Center—
20 miles

DSL T-1

Up front
Investment

Minimal Up Front
Investment

$ 5000

Modems (2) None T1 DSU/CSUa

WAN interface (2)
Router (2) $ 4000

Installation (2) Minimal T-1 Installation $ 1000
Monthly charge:

(the lowest rate)
$40 T-1 Monthly

Charge:
$600

aDSU/CSU: Data service unit/ Channel service unit as of June, 2003.



monthly cost is � $40/month. On the other hand, for T-1
service, the up front investment is $4000 for the two T-1
routers and $1000 for installation. The monthly cost is
$600. The up-front investment for the T-1 is much higher
than DSL, and for longer distances, its monthly charge is
expensive. For example, the charge between Los Angeles
and Washington, D.C. for a T-1 line could be as high as
$10,000/month. However, T-1 is a point-to-point private
line, and it guarantees its 1.5 MB/s specification, and
provides communication security. The disadvantages of
DSL are (1) it is through shared networks, and hence has
no security; (2) its performance depends on the load of the
DSL carrier at that moment; and (3) it is not available
everywhere. Using T-1 and DSL for teleradiology is very
popular. Some larger IT (Information Technology) com-
panies lease several T-1 lines from telephone carriers and
sublease portions of them to smaller companies for tele-
radiology applications.

Another wide area network listed in Table 5, Internet 2
(I2) technology, is ideal for teleradiology application
because of its speed of transmission and low cost of opera-
tion after the site is connected to the I2 backbone (9). The I2
network is a national infrastructure of high speed commu-
nication backbones [> 10 GB/s using gigabit switches and
Asynchronous Mode Technology (ATM)] supported by the
National Science Foundation (NSF), currently consisting of
the vBNS (very high performance Backbone Network Ser-
vice), the CalREN-2 (California Research and Education
Network), and the Abilene. In the global level, vBNS,
Abilene and CalREN-2, provide readily available high
speed backbones and administrative infrastructure. In
the local level, the users have to learn how to connect
the hospital and clinic environments to these backbones.
Table 7 shows the current performance of the I2 between
some sites in the United States. The advantages of using
Internet 2 for teleradiology are its high speed and low
operational cost once the local site is connected to the
backbones. The disadvantages are (1) the local site has
to upgrade its conventional Internet infrastructure to be
compatible with the high speed I2 performance, which is
costly; (2) not enough experts know how to connect from the
radiology department to the backbone; and (3) I2 is not yet
open for commercial use.

User Friendliness

User friendliness includes both the connection procedure of
the teleradiology equipment at both the examination site
and the expert center, and the simplicity of using the
display workstation at the expert center.

User friendliness means that the complete teleradiology
operation should be as automatic as possible requiring only
minimal user intervention. For the image workstation to be
user friendly requires three criteria:

1. Automatic image and related data prefetch.

2. Automatic image sequencing and hanging protocol
at the monitors.

3. Automatic look-up table, image rotation, and un-
wanted background removal from the image.

Image and related data prefetch means that all necessary
historical images and related data required for compar-
ison by the radiologist should be prefetched from the
patient folder at the imaging sites and send to the expert
center. When the radiologist is ready to review the case,
these prefetched images and related data are already
available at the expert center. Automatic image sequen-
cing and hanging protocol at the display workstation
means that all these images and related data are sequen-
tially arranged so that at the touch of the mouse, properly
arranged images and sequences are immediately dis-
played on the monitors. Prearranged data minimizes
the time required for the searching and organizing of data
by the radiologist at the expert center. This translates to
an effective and efficient teleradiology operation. The
third factor, automatic look-up table, rotation, and back-
ground removal, is necessary because images acquired at
the distant site might not have the proper look-up table set
up for optimal visual display, images might not be gener-
ated in the proper orientation, and might have some
unwanted white background in the image due to radio-
graphic collimation. All these parameters have an effect on
the proper and efficient diagnosis of the images. Figure 4
shows an example of automatic splitting of a CT examina-
tion of both the chest and the abdomen into a chest
and an abdomen sequence for automatic display using
the concept of presentation of grouped procedures (PGP)
in IHE (Integrating the Healthcare Enterprise) profile
technology (10).

Image Compression

Teleradiology requires image compression because of the
slow speed and high cost of using WAN. For lossless image
compression, current technology can achieve between 3:1
and 2:1 compression ratios, whereas in lossy compression
using cosine transform based MPEG and JPEG hardware
or software, 20:1–10:1 compression ratios can be obtained
with acceptable image quality. The latest advance in image
compression technology is the wavelet transform (11 and
JPEG 2000), which has the advantages over cosine trans-
form for higher compression ratio and better image quality,
however, hardware wavelet compression is not yet avail-
able. Some Web-based teleradiology systems use progres-
sive wavelet image compression techniques. In this
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Table 7. Current Internet 2 Performance between Sites in
the United States

Test Sites

Response
Time

(32 Bytes) Throughput*

CHLA/USC LAN (Childrens
Hospital/ U Southern California)

<1 ms 9.8 MBytes/s

CHLA/USC-UCLA 4 ms 2.7 MBytes/s
CHLA/USC-Stanford U 23 ms 900 KBytes/s
CHLA/USC-UCSF 24 ms 700 KBytes/s
CHLA/USC-NLM (National

Library of Medicine)
67 ms 320 KBytes/s

CHLA/USC –U Hawaii 76 ms 700 KBytes/s

*units used are MBytes/s and KBytes/s which are different from those used

in Table 5.



techniques, image reconstruction from the compressed file
is in a progressive manner in that a lower resolution image
is first reconstructed almost instantaneously and displayed
upon request. The user would have the psychological effect
that the image is transmitted through the network in real-
time. Higher quality images are continuously recon-
structed to replace the previous ones until the original
image is reconstructed and displayed.

Image Data Privacy, Authenticity, and Integrity

Image transmission in teleradiology is mostly through
public networks, for this reason, trust in image data
becomes an important issue. Trust in image data is
characterized in terms of privacy, authenticity, and
integrity of the data. Privacy refers to denial of access
to information by unauthorized individuals. Authenti-
city refers to validating the source of the image. Integrity
refers to the assurance that the image has not been
modified accidentally or deliberated during the trans-
mission. Privacy and authenticity are the responsibility
of the public network provider based on firewall and
password technologies, whereas integrity is the respon-
sibility of the end user.

Imaging integrity is mostly done based on the concept of
public and private keys digital signature encrypted
with mathematical algorithms during the process of image
generation. In general, the public and private keys digital
signature concept consists of seven steps (12):

1. Private and Public Keys: Set up a method in assign-
ing public and private keys between the examina-
tion site and the expert center.

2. Image preprocessing: To segment the object of inter-
est in the image from the background (e.g., the head
in a CT image is the object of interest), and extract
patient information from the DICOM image header
at the examination site while the image is being
generated.

3. Image digest: To compute the image digest (digital
signature) of the object of interest in the image
based on its characteristics using mathematical
algorithms.

4. Data encryption: To produce a digital envelope
containing the encrypted image digest and the
corresponding patient information from the image
header.

5. Data embedding: To embed the digital envelope
into the background of the image as a further
security. The background is used because the
embedding would not alter the image quality of
the object of interest. In cases where the image has
no background, such as a chest radiograph, a more
involved lossless embedding technique can been
used.

6. The image with the embedded digital envelope is
sent to the expert site.
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7. The expert center receives Item 6, decrypts the image
and the signature. It compares the two digital sig-
natures. One comes with the image, the second is
computed from the received image to validate the
image integrity.

TELERADIOLOGY OPERATION MODELS

In this section, we discuss four teleradiology operation
models that are common in current practice.

Off-Hour Reading

An off-hour reading model is to take care of the off-hour
reviewing of the images including evenings, weekends, and
holidays when most radiologists are not available at the
examination sites. In this set up, image acquisition devices
at different examination sites including hospitals and
clinics are connected to an off-hour reading center with
medium or low grade transmission speed (like the DSL)
because the turn around time is not critical except for
emergency cases. The connections are mostly direct digital
with the DICOM standard. The reading center is equipped
with network switches and various types of workstations
compatible to the images generated by imaging devices at
examination sites. The staffing includes technical person-
nel taking care of the communication networks and work-
stations, and radiologists who come in during the evening,
weekend, and holiday shifts and perform on-line digital
reading. They provide preliminary impression of the exam
and transmit it to the examination site instantaneously
after reading. The regular radiologists at the examination
sites verify the readings and sign off the report the next
day. This type of teleradiology set up is low technology but
it serves its purpose of solving the shortage of radiologists
during off hours.

ASP Model

Application Service Provider (ASP) model is a business
venture taking care of the radiological image diagnosis for
examination sites where on site radiology interpretations
are not available. This model can be for supplying equip-
ment only or for both equipment and radiologists. In the
former, an ASP entity sets up a technical center housing
network equipment and workstations. It also provides
turnkey connectivity for the examination site where
images would be transmitted to the center. The examina-
tion site can hire its own radiologists to perform reading at
the center. In the latter, the center provides both technical
support as well as radiologists for reading.

Web-Based Teleradiology

Web-based teleradiology is mostly used by hospital or
larger clinics to distribute images to various parts of the
hospitals or clinics, or outside of the hospital. A web server
is designed where filtered images from PAC systems are
either pushed from the PACS server to, or pulled by the
Web server. Filtered images mean that the Web server has
a predetermined directory to manage the image distribu-
tion based on certain criteria like what types of images to

where and to whom, and so on. The clients can view these
filtered images from the client workstation through the
web server. The clients can be referring physicians who
just want to take a look at the images or for radiologists to
make a remote diagnosis. Web-based teleradiology is very
convenient and low cost to set up because most technologies
are readily available, especially within the hospital intra-
net environment. The drawback is that since Web is a
general technology, the viewing capability and conditions
are not as good as that in a regular PACS workstation
where the set up is geared for radiology diagnosis. In order
to have full DCIOM image resolution for visualization
and manipulation at the clients, modifications have to be
made at the Web Server to receive full 12 bits/pixel data
from the PACS server, and additional display software at
the clients.

PACS and Teleradiology Combined

Teleradiology can function as a pure teleradiology opera-
tion shown in Fig. 5. In this operation, the teleradiology
management center serves as the operation manager. It
receives images from different imaging centers, 1,. . ., N,
keeps a record, but not the images, routes images to
different expert centers, 1,. . ., M according to need for
reading. Reports comes back to the management center,
it records the reading reports, forwards reports to the
appropriate imaging centers. The management center is
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also responsible for the billing and other administrative
functions like image distribution and workload balancing.
The networks used for connection between image centers,
the management center, and expert centers can be mixed
with various performances dependent on the requirements
and costs.

Teleradiology can be combined together with PACS as a
healthcare enterprise operation, as shown in Fig. 6. The
two major components in the combined model are the
PACS (see Fig. 3) shown inside the upper dotted rectangle,
and the pure teleradiology (see Fig. 5) model shown in the
lower dotted rectangle. The workflow of this combined
model is as follows:

1. The image center can send images to the expert
center for reading as in the pure teleradiology model
(7).

2. Radiologists at PACS workstations can read exams
from outside imaging centers as well (1).

3. After reading by in-house radiologists from its own
workstations (2), reports are sent to the database
gateway for its own in-house record (3), or to the
expert center from where the report is also sent to
the imaging center (4).

4. The PACS can also send exams directly to outside
expert center for reading (5). The expert center
then returns report to the PACS database gateway
(6).

The combined Teleradiology and PACS model is mostly
used in a large enterprise level healthcare center with
satellite imaging centers, or in back-up radiology coverage
between the hospital and imaging centers.

Enterprise Level PACS and Teleradiology Combined
with Grid Computing

The PACS and teleradiology combined model described in
the last section can be extended to the enterprise level
using the grid computing infrastructure. The enterprise
level PACS and teleradiology combined model is for very
large-scale PAC systems and teleradiology applications.
This large-scale model is becoming more and more popular
in today’s enterprise healthcare delivery system (13).

Grid computing is the integrated use of geographically
distributed computers, networks, and storage systems to
create a virtual computing system for solving large-scale,
data-intensive problems in science, engineering, and com-
merce (14). A grid is a high performance hardware and
software infrastructure providing scalable, dependable,
and secure access to the distributed resources. Unlike
distributed computing and cluster computing, the indivi-
dual resources in grid computing maintain administrative
autonomy and are allowed system heterogeneity; this
aspect of grid computing guarantees scalability and vigor.
Therefore, the grid’s resources must adhere to agreed-upon
standards to remain open and scalable. A popular standard
grid computing toolkit is called Globus 3.0 (15). The grid
computing provides the user with the following services:
computational, data, application, and knowledge. For
these reasons, grid computing infrastructure is the ideal
technology for large-scale enterprise PACS and teleradiol-
ogy combined model implementation.

Using the concept of grid infrastructure along with the
DICOM standards and IHE workflow profiles, the PACS
and teleradiology combined model shown in Fig. 6 can be
extended to an enterprise level model conceptually shown
in Fig. 7. Grid computing is still in its infancy for medical
imaging application. The concept shown in Fig. 7 would
require several years before it can materialize.

SOME IMPORTANT ISSUES IN TELERADIOLOGY

Relationship between Teleradiology Technologies
and Operation

There are two sets of trade-off parameters in teleradiology.
The first set relates to the operation consisting of image
quality, reading turn-around time, and cost; and the second
set relates to technologies used in the operation including
image capture, workstation, compression, communication,
and data security requirements. Table 8 shows the rela-
tionship between these two sets of parameters.

Image Data Security

In image data security, the patient confidentiality as well
as image integrity are important. Since teleradiology uses
a public communication method to transmit images that
have no security, the question arises as to what type of
protection one should provide to assure the patient’s con-
fidentiality, and the authentication of the sender. The
second issue is the image integrity. After the image is
created in digital form, can we assure that the image
created has not been altered either intentionally or unin-
tentionally during the transmission? To guarantee patient
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confidentiality and image authenticity, methods such as
hardware and software firewalls used routinely in infor-
mation technology can be set up. To protect image integ-
rity, data encryption and digital signatures can be used.
These techniques have been in the domain of defense
research for many years, which can be modified for tele-
radiology application. If high security is imposed on image
data, it will increase the cost of decryption and decrease the

easy access due to many layers of passwords. The trade-off
between cost and performance, confidentiality, and relia-
bility has become a major socioeconomic issue in telera-
diology. Since altering a digital image is fairly easy in
today’s computer technology, developing methods to pro-
tect the integrity of image data is essential in teleradiology
applications.

Medical–Legal Issues

There are four major medical–legal issues in teleradiology:
privacy, licensure, credentialing, and malpractice liability.
The ACR (American College of Radiology) Standard for
Teleradiology adopted in 1994 defines guidelines for ‘‘qua-
lifications of both physician and nonphysician personnel,
equipment specifications, quality improvement, licensure,
staff credentialing, and liability. Guidelines to these topics,
although much is still uncertain, have been discussed
extensively by others (16–19). It is important that these
issues should be considered thoroughly before a teleradiol-
ogy operation is set up.
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Table 8. Relationship between Technologies and Telera-
diology Operation

Image
Capture WS Compression

Commu-
nication

Image
Integrity

Image
quality

X X X

Turn-
around
time

X X X X X

Cost X X X X X



TRENDS IN TELEMEDICINE AND TELERADIOLOGY

The concept of telemedicine and teleradiology originated in
the 1970s, however, technology was not ready for real
clinical applications for teleradiology until several years
ago. As teleradiology is being integrated into daily clinical
service, the associated socioeconomic issues discussed also
surface. The trends in teleradiology are to balance the cost
with the requirements of image quality, and turn-around
time for the service. Costs are affected by technology used
in image capture, workstation, image compression, com-
munication, and image security. We see that teleradiology
will become a necessity in medical practices of the twenty-
first century, and will be an integral component of tele-
medicine as the not so distant method for healthcare
delivery.

Teleradiology uses the Web and Internet technologies.
Issues that must be resolved immediately are how to lower
the communication cost and to bundle textual with image
information effectively and efficiently to assure efficient
operation, and image security. For the former, Internet 2
appears to be an excellent candidate, and for the latter, ePR
(electronic Patient Record) will evolve as a potential win-
ner. [4, Ch 21].
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TEMPERATURE MONITORING
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INTRODUCTION

The notion that illness and fever (elevation of body tem-
perature above normal) are linked has been known since
the time of Hippocrates and Galen. However, the concept of
temperature as a quantifiable vital sign (like pulse rate and
blood pressure) that could be measured and recorded is a
relatively recent phenomena. Although the thermometer is
as ancient as the microscope and older than the stetho-
scope, its use as an instrument for physical diagnosis in
medicine is a relatively recent phenomenon (1).

The thermometer was invented in the fourteenth cen-
tury, but its use in clinical medicine did not become common-
place until the early twentieth century (2). In 1625,
Sanctorio Sanctorius described a device that was used to
measure oral temperature. The practice of measuring body
temperature with mercury in a glass thermometer began in
the early eighteenth century with the work of the Hemann
Boerhaave in the Hollan and his students in Vienna (1,2).
One of his students, Anton DeHaen, noted changes in
temperature with shivering or fever. He also described an
increase in heart rate with increased body temperature (1).
His contemporaries were unimpressed and the thermo-
meter was largely neglected until the nineteenth century.
In 1791, K.A. Wunderlich established the normal range of
body temperature from 36.3 to 37.5 8C after recording nearly
1 million readings in 25,000 patients (1,2).
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The most plausible explanations for the relative delay
from the discovery that body temperature could be mea-
sured and monitored to the routine use to the technology
relate to the complexity of the early instruments, which
were nearly 12 in. (30 cm) long and required �20 min to
record a single measurement. In 1870, T.C. Allbut pro-
duced a thermometer that was portable (6 in. (15 cm) long)
and reliable (2). It could record a temperature within 5 min.
The Allbut thermometer was the forerunner for the
mercury in glass thermometer in use presently.

In addition, the late nineteenth century was also an era
of intense interest in the specific organ systems and the
instruments with which to study them. During this time,
the concept of disease shifted away from a holistic model
toward a more organ-specific model. Illness was defined by
the foci of alterations of function and structure. Overall
body heat, as measured by the thermometer, which repre-
sented a general phenomena, did not fit easily into this
local, organ specific disease concept.

This article will focus upon the technical aspects of
temperature monitoring. This emphasis on basic science
of the instrumentation of temperature monitoring will be
balanced with a discussion of the clinically important
topics of heat loss and heat conservation in the surgical
patient.

DEFINITIONS

Heat

Heat is the form of energy that is transferred across a
boundary of a system at a given temperature to another
system at a lower temperature by virtue of the tempera-
ture difference between the two systems. This transfer of
energy can occur through radiation, conduction, convec-
tion, and evaporation. The standard unit of heat (in the
International System of Units, SI) is the calorie, which is
the amount of energy needed to raise the temperature of
1 g of water by 1 8C. The British thermal unit (Btu),
which is not frequently used in medicine, is defined as the
amount of heat needed to raise the temperature of 1 lb of
water by 1 8F (see discussion of temperature scales
below). Heat is transferred from the substance at the
higher temperature to the substance at the lower tem-
perature.

Temperature

Temperature is defined as a measurement of the thermal
state of a matter, which determines whether it will give
heat to another substance, object or energy source, or
receive heat from it (3,4). Temperature is a measure of
the kinetic energy of the molecules or atoms of a substance.
This energy is directly proportional to the velocity of the
particles. Temperature will increase as heat energy is
added and will decrease as heat energy is lost.

Body Temperature

Body temperature is best defined as the measure of the
total kinetic energy within the body. This temperature
represents the net thermal effect of total body heat produc-

tion and heat loss. Body temperature will vary in different
parts of the body depending on perfusion, exposure, meta-
bolic activity, local heat gain, or local heat loss. The
physiologically important temperature is the ‘‘core tem-
perature’’, which represents the temperature of the body’s
vital organs (brain, heart, lungs, gut). Any true change in
body temperature (DT) represents an imbalance in the
dynamic between production and loss and can be defined
by the following formula (5):

DT ¼ heat production� heat loss

body mass� specific heat

SCALES

Temperature scales are constructed by defining two points
based upon a predictable and preferably linear change in
the physical property of a given substance at a constant
pressure, assigning temperature values to each and then
defining the unit of increment between the fixed points.
The relationship between temperature and the physical
property can be defined as follows:

tðxÞ ¼ axþ b

where t is the temperature of the substance. This tempera-
ture changes as the property x of the substance changes.
The constants a and b depend on the substance used (e.g.,
mercury, ethanol, copper). The constants are also deter-
mined by specifying two points on the scale.

Kelvin

A reading of 1 K [named after William Thompson, a.k.a.
Lord Kelvin (1824–1907)] is defined as 1/273.16(3.6609 �
10�3) of the thermodynamic temperature of the triple point
of pure water (3). The triple point of water is the point at
which the solid, liquid, and gaseous phases of water are in
equilibrium. Absolute zero, the absence of all heat, when
the pressure of the ideal gas is zero, is a temperature of 0 K.
The triple point of water in the Kelvin scale is 273 K. Kelvin
is the SI unit of temperature.

Centigrade

The centigrade scale was first described by Carolus Lin-
naeus. The freezing point of water was set at 0 and the
boiling point at 100.

Celsius

The celsius temperature scale was originally defined by
Anders Celsius. He set the boiling point of water at 0 and
the freezing point at 100. As such, the Celsius scale was the
reverse of the Centigrade scale. In 1948, the centrigrade
scale was replaced with a newly defined Celsius scale that
was based upon setting the triple point of water at 0.01 8C
and the boiling point of water at 99.975 8C. The single
degree increments in the Celsius scale are equal in mag-
nitude to those in the Kelvin scale. To convert from celsius
to kelvin the following formula can be used

K ¼ �Cþ 273
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Fahrenheit

The fahrenheit [named after Gabriel Fahrenheit (1686–
1736)] scale (8F), like the Kelvin scale, is also based upon
the triple point and boiling point of water. The scale was
originally calibrated with a mercury thermometer using a
mixture of salt, ice and water as the zero point. The second
point was obtained when the salt was eliminated from the
ice and water. This was set at 30 8F. The boiling point of
water is 212 8F on this scale. The freezing point of water
was adjusted to 32 8F to allow the interval between the
triple point and boiling point to be a more rational number
(180).

To convert from Fahrenheit to Celsius the following
formula can be used

�F ¼ ð1:8��CÞ þ 32

TYPES OF THERMOMETERS

A thermometer measures temperature of a system in a
quantitative way (Table 1).

NONELECTRICAL METHODS

Changes in Physical Dimensions (See Table 1)

Liquid Expansion Thermometers. The nonelectrical
methods of thermometry are loosely based upon the second
perfect gas law, Charles’ or Guy Lussac’s law, which states
that at constant pressure the volume of a given mass of gas
varies directly with the absolute temperature (4). As heat is
added to a substance and temperature increases, the
volume of liquids and gases increase. Mercury and ethanol
are the most commonly used materials for the expansion
based or liquid in glass thermometers.

Ethanol is an alternative to mercury in glass thermo-
meters. Although cheaper than mercury, ethanol thermo-
meters may be unsuitable for high temperatures since
ethanol boils at 78.5 8C. Ethanol thermometers have a range
from –75 to 120 8C. This is unimportant in the clinical
setting of measuring and monitoring body temperature
but may be important in other aspects of medicine. In
addition, the scale of the ethanol-based thermometer may
be less linear than that of the mercury thermometer (3,5).

The design of the liquid expansion thermometer has
changed little in last century. The most sensitive location of
the liquid in glass thermometer is the bulb, where the
largest volume of liquid exists. However, the entire ther-
mometer is temperature sensitive. These thermometers
are manufactured with a constriction at the lower portion
of the mercury column near the bulb. This prevents the

liquid from retracting into the bulb and allows the max-
imum temperature measured to be displayed until the
thermometer is shaken.

Liquid expansion thermometers are impractical for con-
tinuous use due to the inherent rigidity of the device, the
risk of breakage and the typically slow response (1–3 min)
compared to the techniques listed below.

Bimetallic. The sensing element is comprised of two
dissimilar metals bonded together in a coil, spiral, or disk.
One end of the coil is attached to a lever, the other end is
fixed to a point within the device. As temperature changes,
the metals expand (with heat) or contract (with cold) by
different amounts and the coil tightens or loosens, respec-
tively, and moves a lever over a scale. These thermometers
are not very accurate, but are relatively stable over time,
require little maintenance, and are inexpensive. Bimetallic
thermometer sensitivity to small changes in temperature
can be increased by using a long strip wound into a tight
coil. The most common clinical application for the bime-
tallic spring thermometer is use with thermostat devices,
temperature alarm devices and operating room tempera-
ture monitoring.

The radius of curvature for a bimetallic thermometer is
inversely proportional to the difference between the bond-
ing temperature for the strip and the temperature being
measured (3,5).

R ¼ tf3ð1þmÞ2 þ ð1þmnÞ½m2 þ ð1=mnÞ	g
6ða2 � a1Þ ðT � T0Þð1þmÞ2

where t¼ total thickness of the bimetallic strip; m¼ ratio of
thicknesses (low/high expansion materials); n¼ ratio of
Young moduli of elasticity (low/high expansion materials);
a1¼ lower coefficient of thermal expansion (1/ 8C); a2¼
higher coefficient of thermal expansion (1/ 8C); T¼
temperature, 8C; T0¼ initial bonding temperature, 8C.

CHANGES IN ELECTRICAL PROPERTIES (SEE TABLE 1)

Resistance Thermometer

The conductivity of any metal depends on the movement of
electrons through its crystal lattice. Resistance to this
movement of electrons varies with temperature. Resis-
tance temperature detectors (RTDs) utilize metallic con-
ductors with positive coefficients of resistance or positive
temperature coefficients (PTC). As temperature increases,
resistance increases almost linearly. The metals that have
nearly linear PTC include platinum, tungsten, nickel and
nickel alloys. Each metal has a specific resisitivity, r, which
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Table 1. Characteristics of Common Thermometers

Type Liquid Expansion Resistance Coil Thermistor Thermocouple Liquid Crystal Infrared

Accuracy �0.2 8C �0.1 8C �0.1 8C �0.1 8C �0.4 8C �0.3 8C
Sites Oral, Rectal Skin All sites All sites Skin Oral Rectal Otic
Cost Inexpensive Expensive Inexpensive Moderate Inexpensive Very Expensive
Design Expansion Electrical Electrical Electrical Chemical Radiation



varies directly with temperature (3,5–7).

rT ¼ r0 ½1þ aðT � T0Þ�

ResistanceðVÞ ¼ ðrÞL
A

where L¼metal wire length and A¼ cross-sectional area.
The RTD response relationship is nearly linear and is

defined by the following equation (3–7):

R ¼ R0½1� aðT � T0Þ þ bðT � T0Þ2�

Although the response is nearly linear throughout a
wide range of temperature, it is linearity over the smaller
temperature interval that is important in clinical medicine.
In this scenario, resistance varies according to the follow-
ing formula:

Rt ¼ R0 ð1þ a�TÞ

Where a and b are calibration constants for resistor mate-
rial and purity, T is measured temperature, and R0 refer-
ence resistance measured at T0.

A simple RTD system is comprised of a metal resistor
(e.g., platinum wire fashioned into a coil), a source of
electrical potential and an ammeter calibrated to indicate
temperature. Platinum is the preferred component due to
its resistance to corrosion and large positive coefficient of
resistance. Adding a Wheatstone bridge with an array of
resistors increases the sensitivity of an RTD system.

The RTDs are the most accurate, most stable of the
electrical methods for temperature measurement and are
nearly linear over a relatively wide range of temperatures.
They are, however, slow and expensive compared to
thermocouples and thermistors (3,5). In addition, unlike
thermocouples, an external current source is required to
produce a voltage drop across the sensor. This source of
current is a source of self-heating of the RTD if the current
is not limited.

Thermistor

A thermistor (Fig. 1)is similar in principle to a resistance
thermometer in that the ability to measure temperature
depends on the changes in resistance of various metals in

response to temperature. There are some important differ-
ences. Unlike RTDs, which are made conductors with a
positive coefficient to resistance, thermistors are made
from semiconductor materials that have a large negative
coefficient of resistance. Therefore, as temperature
increases, the resistance within the thermistor decreases.

ResistanceðVÞ ¼ AðB=absolute temperatureÞ

The relationship between resistance and temperature is
nonlinear. In addition, thermistors operate within a rela-
tively high resistance range (1 kV–100 kV) compared to
RTDs.

A digital readout thermistor-based thermometer is illu-
strated in Fig. 1.

Thermistors are made from heavy metal oxides (cobalt,
iron, nickel, manganese, zinc). The metal is shaped into a
bead that is sealed into a small measuring tip to which
electrodes are attached. The tip can be sealed into a glass
tube, cardiac catheter or stainless steel probe. Thermistors
are accurate to 	 0.5 8C over a range of �80 to 150 8C (3).
Other advantages of thermistors include relatively small
size, low production cost, reproducibility, very high sensi-
tivity, and resolution and relative insensitivity to shock
and vibration. Compared to RTDs, however, thermistors
are less stable and are more susceptible to internal heating
or self-heating. In addition, recalibration may be necessary
because the resistance of the metal oxide increases over
extended periods of time for unclear reasons. Calibration is
defined by the following equation (3,8):

Resistance ¼ R0ebð1=T�1=T0Þ

where R0¼ reference resistance measured at T0;
T¼measured temperature; b¼material constant.

Thermocouple

When heat is applied to one end of a metallic conductor,
electrons at this ‘‘hot’’ junction acquire increased thermal
energy relative to those electrons at the unheated or ‘‘cold’’
junction. The electrons diffuse from the hot junction to
the cold junction, and in doing so lose this thermal
energy. Heat is conducted along the conductor and an
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accumulation of electrons at the cold end results in the
production of an electric field between the ends of the metal
(4). A small voltage is produced at the junction point (in an
open circuit) of two dissimilar metals when heat is applied.
The electromotive force or voltage across the terminals of
an open circuit comprised of two dissimilar metals is
proportional to the temperature difference of the two junc-
tion temperatures. Platinum, platinum–rhodium, nickel–
chromium, and nickel–aluminum can be used as thermo-
couples. The thermocouple is enclosed in a metal or ceramic
shield that protects the device from corrosion and other
environmental factors. This voltage does not depend on the
temperature along the metals between the junctions.

The thermocouple is based upon the Seebeck principle
(Figs. 2 and 3). In 1821, T.J. Seebeck discovered that
current is produced in a closed-circuit comprised of two
dissimilar metallic conductors when heat is applied to one
of the two junctions or if a temperature difference exists
between the two junctions. Not every combination pair of
metals is acceptable for thermocouple usage, since the
direction and magnitude of the current produced is a
function of the thermal properties of the metals that com-
prise the circuit and the temperature difference between
the junctions.

In Fig. 2, dV is the voltage difference, Kc is the tem-
perature of the cold junction, Kh is the temperature of the
hot junction, SAB is the factor of proportionality.

If the potential difference is to be measured, a second
junction is required to produce a complete electrical circuit.
This second junction will have its own thermoelectric
electromotive force. The electromotive force generated is
quantitatively and linearly related to the temperature
difference between the two junctions. In order for the
thermocouple to be used as a thermometer, this second

junction (reference junction, see Fig. 3) must be either
maintained at a constant temperature or possess some
form of mechanical compensation. The reference junction
can be maintained at a constant temperature by immersion
in an ice bath or kept at a precisely controlled, constant
temperature. Mechanical compensation can be obtained by
using a bimetallic spring attached to a coil suspension
system. This suspension system functions as the galvan-
ometer. The bimetallic spring is selected according to the
range of the instrument. In solid-state instruments, an
electrical zero can be used or a thermistor or RTD is used to
monitor the reference or cold junction. The signal from the
thermistor or the RTD is used to compensate for the cold
junction temperature. Figure 3 illustrates a schematic of a
thermistor and the relationship between temperature and
voltage at the measuring function.

Thermocouples are versatile, inexpensive, small, and
durable. They are accurate within a wide temperature
range and can be manufactured into a wide variety of
physical forms. The low thermal capacity of thermocouples
allows for a rapid response time for measurement. An
added advantage over RTDs and thermistors is that ther-
mocouples are self-powered. However, compared to the
other contact sensors [thermistors, RTDs, and integrated
circuit thermometers (ICs)], thermocouples are less sensi-
tive and stable. Other disadvantages include necessity for
compensation of the reference junction and, compared
to RTDs, a relatively nonlinear voltage to temperature
relationship.

Changes in Chemical Phase

Quartz Crystal Thermometry. Liquid crystals (LCs)
have the optical properties of a single crystalline solid,
but possess the mechanical properties of a liquid. Tem-
perature changes can affect the color of certain liquid
crystals. Crystals at specific temperatures, when exposed
to light, will scatter some of the light that in turn produces
iridescence. This property allows LCs to be used for tem-
perature measurement. Liquid crystals are broadly
categorized as either lyotropic or thermotropic. Lyotropic
crystals are used in the production of soaps and detergents
and react to the type of solvent with which they are
mixed (9).
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Thermotropic liquid crystals react to changes in
temperature or pressure (9). Thermotropic crystals are
further categorized as either isotropic or nematic (9). Iso-
tropic crystals are random in their arrangement, while
nematic crystals have a definite pattern or order. Nematic
liquid crystals can be arranged in layers (smectic) or in
spirals (cholesteric) (9). Temperature indicators can be
constructed by embedding microencapsulated cholesteric
liquid crystals into adhesive strips (3,8,9). These crystal
devices can be applied to any accessible or visible location.
These devices are more useful as trend devices during
surgical procedures since they are only accurate to 0.5 8C
(3,8). Other disadvantages of LC thermometry include a
lack of interfaces to other hemodynamic or respiratory
monitors and inherent subjectivity, as colors may be inter-
preted differently by individual observers.

CHANGES IN EMITTED THERMAL RADIATION
(SEE TABLE 1)

Infrared Thermometers

The electromagnetic spectrum is divided into a number of
wavelength regions called bands. Light at frequencies less
than red, which is at the low frequency edge of the visible
portion of the spectrum, are called infrared (IR) and are not
visible to the human eye. The IR band of the spectrum covers
wavelengths between 0.7 and 1000mm (4). All bodies with a
temperature >0 K radiate energy in the IR band. This heat
energy induces electron vibrations that cause electromag-
netic emission. This energy travels like light (as an electro-
magnetic wave or photon) in all directions. The frequency of
this emitted radiation is temperature dependent. The ampli-
tude of the emission is dependent on the emissivity of the
substance. Emissivity is the ratio of the energy radiated by
an object at a given temperature to the energy radiated by a
blackbody (perfect radiator) at the same temperature. Emis-
sivity depends on the surface finish, color, aging, and oxida-
tion state of the substance in question. For example, a highly
polished metallic object would have a high reflectivity and a
low emissivity.

Radiation striking a surface is reflected, absorbed and/
or transmitted.

rðreflectivityÞ þ eðemissivityÞ þ tðtransmitivityÞ ¼ 1

eðemissivityÞ ¼ aðabsorbtivityÞ

Infrared thermometers measure the amount of IR
energy emitted from the object of interest. Contact with
the surface or object of interest is not required. Infrared
thermometers are composed of a lens (collection of energy
emitted from an object), a sensor (thermal, photoelectric or
photon detector), and a signal converter (converts thermal
energy into an electrical signal). Infrared thermometers
have very rapid response times (milliseconds), do not
require contact with an object or surface (avoid contam-
ination), are simple to use, and require little if any main-
tenance.

Tb ¼
½xðNT �NT0Þ þ T4

0�
4

A basic IR thermometer is comprised of four parts: (1) a
waveguide that collects and focuses the energy emitted by
the target, (2) a pyroelectric sensor that converts the
energy to an electrical signal, (3) a microprocessor that
adjusts emissivity allowing thermometer calibration to
match the emitting characteristics of the object being
measured, and (4) a sensor temperature compensation
circuit that ensuring that temperature variations within
the thermometer are not transferred to the final output.
which are fed through the amplifier, multiplexer (MUX),
and analogue-to-digital converter (ADC) to the micro-
processor for processing and display. The microprocessor
that handles emissivity adjustment also performs
temperature compensation and calculates the patient
temperature.

CLINICAL APPLICATIONS

With the exception of monitoring temperature during
anesthesia and surgery or during care in the intensive
care unit, temperature is measured and recorded intermit-
tently. During surgery, according to the guidelines estab-
lished by the American Society of Anesthesiologists
(www.asahq.org), the capability to monitor temperature
must be readily available. In clinical situations where
changes in body temperature are anticipated (long abdom-
inal (10) or thoracic surgical procedures, pediatric) or
intended (cardiopulmonary bypass (8,11), neurosurgical
procedures), temperature must be monitored. In these
situations, temperature is measured continuously with
either internal (invasive) or external devices.

Sites

Accepted measurement sites of core temperature fall into
four categories, with distinct advantages, disadvantages,
and practical limitations: peripheral (skin); brain (tympa-
nic, nasopharyngeal); visceral (bladder, esophageal, rec-
tal); blood [Pulmonary artery catheter (PAC), esophageal].

There are distinct advantages and disadvantages for
each site. These can be broadly categorized into ease of
access, risk–benefit analysis, accuracy in measuring core
temperature, and precision (5,8,12). For example, the pul-
monary artery temperature clearly and accurately reflects
core and cardiac temperature (except during the early
transition periods during hypothermic cardiopulmonary
bypass with extracorporeal circulation) (11), but requires
access to the central circulation.

Skin

The skin is easily accessed for temperature measurement,
but skin temperature can correlate poorly with core tem-
perature. Disposable LCs or reusable metallic disks
attached to thermistors or thermocouples can be used
(see Fig. 4a). The LC devices are commonly applied
to the forehead where fat distribution is minimal and
where regional blood flow is adequate. The reusable probes
can be placed in a number of locations including the back,
chest or abdominal wall, axilla, or distal extremities. Mea-
surement of skin temperature is also affected by moisture
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(sweat) and pressure applied to the probe. An increase in
the amount of pressure on the probe will increase tem-
perature measured. The unpredictable relationship
between skin and core temperature during surgery and
anesthesia makes the skin probe unreliable as an accurate
marker for core temperature. Skin probes can be useful as a
convenient and essentially risk-free trend monitor (as long
as environmental temperature and skin perfusion are
constant).

Oral Cavity

The mercury or ethanol in glass thermometers can be used
in the oral cavity. As noted previously, the response time is
slow relative to other techniques. Thermistors or thermo-
couples can be manufactured into probes that can be
inserted into the oral cavity for rapid, intermittent tem-
perature measurement. In addition, probes can be pro-
duced to allow continuous monitoring in the oral cavity.
The oral cavity temperature can be up to 1.1 8C lower than
simultaneous measurements from the pulmonary artery
catheter (5,12).

Tympanic Membrane

The tympanic membrane is a useful and accessible site for
IR thermometry. It is a relatively flat, uniformly textured
structure that is (1) supplied by branches of the external
carotid artery and (2) close to the internal carotid artery,
which is the main supply of blood to the brain. As such, it is
an acceptable location for core temperature measurement
that accurately reflects hypothalamic temperature. The IR
probe (see Fig. 4b) (with the aforementioned components)
is configured into an otoscope-like device. This probe is
covered with a disposable cone-shaped probe cover. The
temperature is then displayed on a liquid crystal or light
emitting diode display. They are, however, impractical for
continuous measurements in medicine due to size, shape,
and design of the current devices.

Contact type probes can be produced using thermocou-
ples or thermistors. These probes can be used for contin-
uous measurement of temperature during surgery and
anesthesia. The probes are usually manufactured with a
foam insulator so the tip of the probe is the only site of
contact and measurement. Alternatively, a cotton or felt
ball may be inserted to insulate and stabilize a wire probe
(see Fig. 4c). There is little lag in the tympanic temperature
during core cooling and warming studies, in contrast to
most of the other available sites.

Nasopharynx

The nasopharyngeal probes are similar in construction
(thermocouple or thermistor) to the tympanic membrane
probes. The nasopharyngeal temperature is an adequate
marker for brain temperature as long as the probe is placed
posterior to the soft palate. The probe is quite uncomfor-
table in the awake patient. In addition, in the intubated
patient, the probe is subject to airflow currents if leakage
around the endotracheal tube occurs. These currents
can adversely affect the accuracy of the probe in the
nasopharynx.
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Esophagus

Midesophageal temperature can be measured using a
thermistor or thermocouple attached to a flexible probe.
The probe can also be integrated with a stethoscope that
can be used to monitor heart and breath sounds during
anesthesia and surgery.

Position within the esophagus is important in predicting
the accuracy of esophageal temperature as a marker of
core temperature. Temperature can vary from 1 to 6 8C,
depending on the position of the probe in the esophagus.
For example, if the probe is inserted in a more distal
location (eg., stomach), the temperature measured may
be higher than the true core temperature due to warming
caused by the normal metabolism in the liver, which is
adjacent to the stomach. If the probe is positioned in more
proximal position (adjacent to the trachea), accuracy rela-
tive to core temperature is affected by cooling secondary to
ventilation with room temperature gases via the endotra-
cheal tube. In addition, the probe may be cooled by infusion
of cold fluids for irrigation into a chest incision for thoracic
or cardiac procedures. The temperature will be affected by
the cooling and warming phase of cardiopulmonary bypass
with extracorporeal circulation. Optimal location of an
esophageal temperature probe in an adult is between 35
and 45 cm from the nostrils.

Urinary Bladder

The bladder temperature correlates well with other mea-
sures of core temperature. Bladder temperature is
recorded with specially modified urinary catheters. These
catheters are commonly used to monitor urine output
during surgical procedures or during treatment in the
intensive care unit. A thermistor or thermocouple is
attached to the patient end of the catheter.

Changes in bladder temperature during hypothermic
cardiopulmonary bypass with extracorporeal circulation
will occur later than changes in nasopharyngeal, tympanic
membrane, and pulmonary artery temperature.

Rectum

The rectal mucosa was previously used as a site for core
temperature measurement. It is now clear that the rectum
is a relatively peripheral site. As such, it does not accu-
rately reflect core temperature. In fact, at times, rectal
temperature may exceed core temperature due to the heat
produced by metabolism of the fecal bacterial flora. At
other times, the presence of feces in the rectum may
insulate the probe from contact with the rectal mucosa.
In addition, the rectal veins receive blood from the lower
extremities. This blood can have a cooling effect on the
rectal temperature.

Rectal probes are seldom used for continuous tempera-
ture monitoring due the inaccuracies listed above. In addi-
tion, awake patients may find them uncomfortable.

Intermittent rectal temperature measurements are
often made in the pediatric population using mercury or
ethanol in glass thermometers. In addition, a digital
thermistor or thermocouple probe may be used in this
location.

Intravascular

The most accurate location for measuring core temperature
is the central circulation. The inferior vena cava and the
superior vena cava drain into the right atrium, and this
mixed-venous blood enters the right ventricle and exits via
the pulmonary artery to the pulmonary circulation. The
pulmonary artery temperature can be measured with a
thermistor that is positioned at the tip of a pulmonary
artery (or Swan–Ganz) catheter. This thermistor is
actually intended for use in calculation of the cardiac out-
put using the thermodilution technique, display of the
temperature is a byproduct of this design.

The pulmonary artery catheter is inserted via an intro-
ducer or sheath that is placed into one of the large veins of
the body (subclavian, internal jugular, or femoral) typically
by percutaneous cannulation. While the temperature of
mixed-venous blood accurately reflects true core tempera-
ture, there are variables that contribute to the accuracy of
any given measure. The pulmonary artery temperature is
affected by local heating or cooling during the rewarming
phase or the hypothermic phase of cardiopulmonary bypass,
the instillation of warm or cold irrigation fluids into the
chest, and application of ice or slush to the pericardium. In
the absence of these factors, the pulmonary artery tempera-
ture is an accurate monitor for core temperature.

Insertion of the pulmonary artery catheter involves
significant risks including infection, hematoma, pneu-
mothorax, and arrhythmia and is not appropriate for use
solely as a temperature monitor. However, the cases in
which pulmonary artery catheters tend to be used, includ-
ing cardiac surgery, major vascular, and major abdominal
surgery, tend also to be associated with the potential for
profound changes in core temperature.

Temperature Regulation

The body’s core temperature may change without any true
change in the total heat content due to redistribution of
heat to or from the periphery (7,13–15). This occurs most
commonly during surgical procedures due to peripheral
dilatation secondary to anesthesia.

The temperature control center is located in the anterior
hypothalamus. The hypothalamic regulatory center receives
afferent input from peripheral skin receptors and initiates
appropriate responses, such as reduced heat loss through
skin vasoconstriction, increased heat production through
raised muscle tone, or shivering (7,13–15). Impairment of
thermoregulatory control can occur due to a number of factors
including (7,13–15): anesthetic drugs; hypoxemia; extremes
of age; shock (Blood loss or hypovolemia); hypothyroidism;
hypoglycemia; malnutrition; extreme exertion; central ner-
vous system (CNS) dysfunction.

Heat production varies by age and gender. At rest, the
average male produces 1 kcal�kg�1 of heat per hour and the
average female 0.93 kcal�kg�1�h�1 (16,17). Heat production
occurs primarily by metabolic activity in the liver and skeletal
muscles. Heat production in skeletal muscle increases with
voluntary activity (movement and exercise) and shivering
(see below). With exercise, heat production can increase to 3–
9 kcal�kg�h�1 (16,17). This heat is transferred from the mus-
cles to the blood supply of the muscular bed. This blood then
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enters the liver raising core temperature. The specific heat of
a human is 0.83 kcal�kg�1�8C�1, with a 70 kg male having to
gain 58.1 kcal to raise core temperature by 1 8C (16,17). With
basal heat production of only 1 kcal�kg�1�h�1, endogenous
heat production, if normal, would still raise body temperature
1.2 8C�h�1; assuming sufficient insulation to prevent any
other heat loss from any other mechanisms.

The loss of body heat during anesthesia and surgery is
the most significant contributing factor to the development
of hypothermia. Heat loss occurs as a consequence of loss
through multiple mechanisms, including (10,13,14): eva-
porative (15–30%); conductive (20–30%); convective (15–
30%); radiant (30–50%).

Evaporation is the conversion of a liquid into a vapor at a
temperature below its boiling point. Evaporation is always
accompanied by a reduction in temperature. Molecules of
water at the skin surface and mucosal surfaces in the airways
and viscera with enough heat energy to overcome the cohe-
sion of neighboring molecules will vaporize. The average
energy of the remaining water molecules will decrease redu-
cing the surface temperature. The intraoperative evaporative
loss occurs via the skin, the surgical incision, and, most
importantly, the lungs, secondary to controlled ventilation
of cold, dry gases. Evaporative losses are dependent on the
surface area of the exposed surface, minute ventilation,
relative humidity, and airflow velocity. These losses can be
reduced by increasing the humidity of respiratory gases. The
anesthetic drugs, which produce peripheral and cerebral
vasodilatation, certainly exaggerate the normal evaporative
skin loss of heat and prevent peripheral vasoconstriction to
conserve heat. However, sweating, which increases the
amount of moisture available, increases evaporative losses.
It is estimated that a general anesthetic reduces the shiver-
ing threshold to < 34.5 8C, and muscle relaxants will com-
pletely abolish this protective response (13,14).

Conduction is the transfer of heat energy by random
atomic or molecular motion between two objects. The
transfer always occurs down the temperature gradient
from the warmer surface to the colder substance. Conduc-
tive loss occurs from (1) placing the patient on the room
temperature operating room table and (2) patient contact
with the room temperature surgical instruments (18).
Conduction is less important than radiation, evaporation,
and convection clinically since the layer of air that sur-
rounds a body insulates against heat loss unless air move-
ment is present (see Convection below).

The administration of intravenous fluids, cold blood
bank products, as well as surgical wound irrigation pro-
vides additional significant conductive heat losses (19). The
thermal stress of infusing 1 L of unwarmed crystalloid is
�17 kcal and the stress from a liter of unwarmed bank
blood is �30 kcal.

Calculation of the thermal stress from intravenous
fluids or transfusions can be made with the formula:

IV ‘‘Lost’’ kcal ¼ ðTc � Tf Þ � V

Where Tc¼ body temperature, Tf¼ fluid temperature, and
V¼ volume of fluid infused in liters. Hence, the adminis-
tration of 3 L of room temperature (20 8C) crystalloid to a
patient represents a 61 kcal challenge whose core
temperature is 37 8C ð½37–20 	C
 � 3 LÞ.

Convection is the transfer of heat secondary to air cur-
rents. Air adjacent to the skin is warmed by conduction. This
warmed is less dense and rises. As air flows over the body,
the current carries heat away from the body. Convective
heat flux is defined by the following equation (4,5,20):

Qcv ¼ gðTs � TgÞ

where g is the proportionality constant (J�g�2�K�1), Ts is the
surface temperature, and Tg is the air temperature.

Forced convective heat loss is caused by gas flow caused
by external means (fan or pump). Free convective loss
occurs due to the gas flow that occurs secondary to tem-
perature differences (4,5,18,20).

Clinical convective losses occur secondary to the
requirement of maintaining the air conditioner and/or
the air handling system at the colder settings due to multi-
ple layers of sterile clothing worn by the surgical staff. In
addition, the rates of operating room air turnover may be
significantly higher than in other ambient settings. This
increase in air turnover serves to reduce the likelihood of
infection, but increases convective losses. Convective losses
can be reduced by trapping the layer of air between the skin
and external environment with a barrier, such as a thermal
blanket or forced air device (21).

Radiation heat loss occurs due to the transfer of heat in
the form of electromagnetic energy. The magnitude of heat
transfer is dependent on the surface area of the emitting
object (4,13,18). It is not dependent on the presence of a
material medium therefore no direct contact is required.

SUMMARY

Iatrogenic hypothermia predisposes the patient to pro-
found physiological consequences, including delayed recov-
ery from anesthesia, increased oxygen consumption,
increased vascular resistance, cardiac instability and
potential ischemia or infarction, coagulopathy, diminished
patient satisfaction, and increased recovery room costs. In
considering the need to provide the best patient outcomes,
hypothermia induced complications can and should be
prevented. Prevention of hypothermia requires monitoring
of body temperature. The devices that can be used vary in
accuracy, convenience and degree of invasiveness. Appro-
priate choices will influence patient outcome.
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INTRODUCTION

The normal body temperature of human beings is consid-
ered to be constant�37 8C. Heat energy is stored in the body

and it is essentially constant, as long as we are alive. Most of
the heat produced in the organism comes from deep organs,
mainly the liver, brain, and heart, as well as the skeletal
muscles during exercise (1). A major part of this heat is
dissipated at the skin surface by radiation, convection,
evaporation, and respiration. However, as the environment
temperature varies frequently, the body presents mechan-
isms to generate and loose heat, controlling and regulating
the body temperature. It is done almost exclusively using
feedback mechanisms that operate by means of regulatory
centers located at the hypothalamus. Thus, if the environ-
ment temperature decreases, the body generates more heat
and tries to keep it, while the heat generation is decreased
and part of the body heat is dissipated when the environ-
ment temperature increases. Disease states introduces
modifications in this equilibrium that can be indirectly
evaluated by body temperature. That is the reason why it
is one of the more important physiological parameter, mea-
sured virtually in all patients in every hospital bed, being
used as a clinical index of disease, as well as an aid for
diagnostic and prognostic purposes. Temperature can be
measured at the human body in two basic ways: at skin
surface and by systemic measurements. Although, in prac-
tice, systemic measurements are much more commonly
used, both kinds provide valuable diagnostic information.
Skin temperature is the result of the relationship between
the heat supplied by blood surface circulation, the environ-
mental temperature, and the air circulation around the area
at which the measurement is being taken. Skin temperature
data are usually obtained from sensors in contact with the
skin’s surface. However, the use of self-adhering foam
patches to affix temperature sensors to the skin appears
to procedure artificially higher mean temperatures (2).
Systemic temperature is the temperature of the internal
regions of the body. This parameter can be measured by
temperature sensing devices placed at the mouth, in the
rectum, or under the armpits. The oral temperature of a
health person is� 37 8C. The rectal temperature is typically
0.5 8C higher than the oral temperature, while the under-
arm temperature is about 1 8C lower than the oral one. Some
clinical applications may need more specific measurements,
as skull and core temperatures, for example. Skull tempera-
ture may be obtained by placing the thermal probe into the
nasopharynx near the base of the skull, while core tempera-
ture may be obtained from a probe inserted into the eso-
phagus. The basic characteristics of devices used in
temperature measurements are ease of operation, cleaning
and sterilization, and guarantee of patient safety. It is also
important to mention the size and thermal mass of the
probe, since these determine the disturbance imposed by
the measurement and the speed of response.

The simplest phenomenon for temperature sensing is,
perhaps, thermal expansion, which is the basis of the
mercury-in-glass thermometer. In clinical routine measure-
ments, however, electronic temperature recording and
display are advantageous, since they permit the use of
automatic continuous measurement of temperature and
remote applications by connecting to computerized systems.
Another convenient characteristic of these devices is their
small size. There are numerous ways of measuring tem-
perature electronically, most commonly by transducers
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based on temperature dependence of electric resistance
(RTDs and thermistors) and thermoelectric effects (thermo-
couples). Thermistors offer a high sensitivity and degree of
interchangeability at lower cost than either RTDs or ther-
mocouples. It makes them ideal for healthcare products that
incorporate sensor probes that can be discarded after using
and replaced with new probes of the same specification,
without recalibration. In this section, the attention will be
focused on thermal-sensitive resistors, their properties, and
the basic instrumentation used in temperature measure-
ments. Examples of commercial devices dedicated to tem-
perature measurements are also discussed, as well as
systems for clinical and research applications in several
branches of medicine to measure flow, detect the presence
of fluids, and evaluate the properties of tissue based on
temperature measurements using thermistors.

THEORY

Thermistor (the contracted name of thermally sensitive
resistor) is a general term used for both positive and
negative temperature coefficient types of semiconducting
thermal transducers. These devices are constructed of
ceramic materials whose electrical conduction properties
are temperature sensitive. At a fixed environmental tem-
perature, a thermistor exhibits a specific ohmic value.
However, if the environment temperature varies, this
resistance changes. Thermistors are able to sense tempera-
tures from�50 to 300 8C, which is a small range compared
with metal wire sensors. A platinum wire, for example, can
be used to measure temperature from �160 to 1000 8C.
This range, however, is much greater than most of the
medical temperature measurement tasks would require.

Thermistors usually have high negative temperature
coefficients (NTC), resulting in a decrease of the thermistor
resistance with increasing temperature. The negative tem-
perature coefficient in nonmetallic materials (silver sul-
fide), was first observed by Michael Faraday in 1833, but it
was not until 1940 that thermistors where developed that
were able to produce reproducible results. The NTC ther-
mistors are typically made of transition-metal oxides. The
most usual oxides are those of manganese, nickel, cobalt,
and iron (3,4). In the basic fabrication process, a mixture of
two or more metal oxide powders are first combined with
suitable binders, and are molded to a desired geometry.
Then the products are dried and sintered at an elevated
temperature. The units are finally coated with an epoxy
layer for final protection and stabilization. Varying the
types of oxides used, their relative proportions, the
sintering atmosphere, and the sintering temperature, a
wide range of resistivities and temperature coefficient
characteristics can be obtained. More detailed descriptions
of NTC manufacturing techniques can be obtained in Refs.
3–5. Since their first use in practical electronic thermo-
meter in the early 1950s, thermistor technology has been
enhanced continuously, resulting in improvements that
probably situate this device as the most widely used tem-
perature transducer for medical applications nowadays.
These devices have been developed to be very sensitive to
variations in temperature (��3 to�5 8C), present excellent

long-term stability (�0.2 % of nominal resistance value
per year), and be small in size. Because of this small size,
these sensors present a fast response to variations in fluid
temperature. Thermistors are also relatively inexpensive.

Beyond the advantages of high sensitivity, interchange-
ability, and low cost cited previously, another major advan-
tage offered by thermistors is that, unlike RTDs and
thermocouples, thermistors are virtually unaffected by
lead resistance, since they are high resistance devices.
Specifically comparing them with thermocouples, we
observe that thermistors can be used with less complex
and expensive instruments. It happens because the ther-
mal electromotive force (EMF) values produced by thermo-
couples are around a few microvolts per degree, requiring
high gain and low noise amplification of the signal. More-
over, thermocouple demands additional circuits for com-
pensation of cold junction temperature (4). There are many
physical configurations in which thermistors are found,
varying from very small bead thermistors, that are sphe-
rical and have diameters as small as 0.1 mm, to large flat
disks having diameters of several centimeters. Some of
these configurations are described in Fig. 1.

Thermistors with positive temperature coefficient (PTC)
may also be constructed, by sintering barium and strontium
titanate mixtures. These thermistors are often called
switching thermistors because of their resistance–
temperature characteristics. As temperature increases,
the zero-power resistance of this device remains essentially
constant until reaching the switching temperature or
Currie point, where there is a sharp upward increase in
the resistance. The switching temperature can be from
�20 toþ125 8C. The PTC thermistors are frequently used
as thermostats to sense and regulate oven temperature (6)
and for circuit protection.

THERMISTOR TERMINOLOGY

Dissipation constant (DC or d) is the amount of power
required to raise the temperature of the thermistor 1 8C
above the surrounding temperature in steady-state condi-
tions (6). It means that the resistance changes by an
equivalent of 1 8C for each dissipation constant rating
(mW� 8C�1) for the selected device. It depends on the heat
transfer from the thermistor to its surroundings (by con-
duction through the leads, free convection in the medium
and radiation), the relative motion of the medium in
which the thermistor is located, as well as the thermal
conductivity. A typical value of the dissipation constant of a
thermistor with a 0.24 cm outer diameter, coated with
epoxi or phenolic layers, is 2 mW� 8C�1 in still air (7). Its
parameter increases with thermistor mass and in water is
�5–10 times the value measured in air.

Maximum operating temperature is the maximum
body temperature at which the thermistor will operate for
an extended period of time with acceptable stability of its
characteristics. This temperature can be the result of
internal or external heating, or both, and should not exceed
the maximum value specified (6).

Self-heating is a process observed when a current
flowing through a thermistor causes sufficient heating
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by power dissipation to raise the thermistor’s temperature
above the ambient (6). As the effects of self-heating are
not always negligible (or may even be intended), a distinc-
tion has to be made between the characteristics of an
electrically loaded thermistor and those of an unloaded
thermistor.The properties of anunloaded thermistorarealso
termed as zero-power characteristics. This effect depends
on the thermal dissipation factor (d) and the geometry of the
thermistor itself. In general, the smaller the device, the
smaller is the permissible current before self-heat.

Stability is the ability of a thermistor to retain specified
characteristics after being subjected to designated envir-
onmental or electrical test conditions (8C�year�1). This
parameter is dependent on environmental conditions (e.g.,
humidity, excessive temperature, and thermal shock), which
should be minimized to guarantee stability (7). Physical
reasons for this may be thermal stress causing a change in
concentration of lattice imperfections, oxygen exchange with
the environment (with unprotected, nonglass-encapsulated
thermistors),ordiffusioninthecontactareasofmetalizalized
surfacecontacts.Toenhancelong-termthermistorsstability,
they are usually subjected to an ageing process directly after
manufacture (8). This results in chemically stable devices
that are not significantly affected by aging, exhibiting typi-
cally <0.02 8C�year�1 of thermometric drift.

Zero-power resistance (R0) is the direct current (dc)
resistance value of a thermistor at a specified temperature,
with negligible electrical power to avoid self-heating (6).

Temperature coefficient of resistance (a) is a useful
measurement of the thermistor’s sensitivity and is defined
as the relative change in resistance referred to change in
temperature at a specified temperature (%�8C�1) under
zero-power conditions (6,8).

a ¼ 1

RT

dR

dT
ð1Þ

Because the relationship between resistance and tem-
perature is not linear, a is a function of temperature and it
is usually specified over the temperature range where the
temperature variation is expected. One of the most
important characteristics of a thermistor is, without
question, its extremely high temperature coefficient of
resistance. A typical value is �4.3%�8C�1 at 37 8C.

Thermal time constant (TC or t) describes the heat
inertness of thermistors (5) and it is the time (s) required for
a thermistor to change 63.2% of the total difference between
its initial and final body temperature, when subjected to a
step function change in temperature under zero-power con-
ditions. This parameter is directly affected by the mass of
the thermistor, the thermal properties of the medium sur-
rounding the device, the thermal coupling to the environ-
ment, the motion of the medium, the conduction through the
leads, and the radiation losses. An epoxy coated thermistor
with a 0.24 cm outer diameter will typically have a time
constant of 0.75 s in stirred oil and 10 s in still air (7).

Interchangeability tolerance: The rated thermistor
parameters values are subject to manufacturing tolerances.
They are determined by the composition and structure of the
various metal oxides being used in the device production.
The result will be a variation from unit to unit within a
production lot, as well as from lot to lot. Interchangeability
tolerance is the value of how far a specific family of devices
may be from the nominal resistance versus temperature
curve. For example, if a family of devices has an interchan-
geability tolerance of �1.0 8C over the range from 0 to
70 8C, it means that, for this range, all devices of this family
are within �1.0 8C of the resistance versus temperature
curve. This feature results in accurate temperature
measurements to �1.0 8C, no matter the substitution of
thermistors. Modern thermistor technology results in the
production of devices with tight zero-power resistance
tolerances. Over the medical temperature range, inter-
changeable tolerances to � 0.1 8C are typical (9,10).
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Figure 1. Some thermistor configurations
(from Interfacing Sensors to the IBM PC,
by W. J. Tompkins and J. G. Webster, 1988
Reprinted by permission of Prentice-Hall).



Maximum power rating is the maximum power (mW)
that a thermistor will dissipate for an extended period of
time with acceptable stability of its characteristics (11).

Standard reference temperature is the thermistor
body temperature at which nominal zero-power resistance
is specified and is usually 25 8C (11).

RESISTANCE–TEMPERATURE CHARACTERISTICS

Thermistors are one member of the family of resistive
temperature sensors. Unlike the other members of this
family, which presents linear relationship between resis-
tance and temperature (platinum, nickel and cooper, e.g.),
thermistors are very nonlinear. This can be seen in Fig. 2,
where the characteristics of some typical NTC thermistors
and a platinum RTD are compared, showing the higher
sensitivity to temperature changes of the first ones (3). In
thermistor literature, the most frequently used character-
istic relationship between the thermistor resistance, and
the ambient temperature is

RT ¼ R0exp b
1

T
� 1

T0

� �� �
ð2Þ

where RT is the thermistor resistance (V) at temperature
T, R0 is the thermistor resistance (V) at temperature T0,
which is the standard reference temperature (K,
K¼ 8Cþ 273.15), and b is the material constant for ther-
mistor (K). A typical thermistor resistance may vary from
5000 V at 0 8C, until 100 V at 150 8C, while the reference
temperature T0 is usually taken as 298 K (25 8C). Equation
2 can be rearranged to solve for b:

b ¼ T T0

T�T0
ln

R0

RT
ð3Þ

The constant b is usually between 2000 and 5000 K and
increases slightly with temperature. Its value is deter-
mined by the material properties and it is usually calcu-
lated and specified by thermistor manufacturers using
two temperatures over a given range. Applying the defini-
tion of the temperature coefficient of resistance (eq. 1) in
equation 2 results in

a ¼ � b

T2
ð4Þ

It is important to point out that equations 2–4 are valid
only over small temperature spans. The Steinhart–Hart
equation is, however, more accurate over wider tempera-
ture ranges.

1

T
¼ aþ bðln RTÞ þ cðln RTÞ3 ð5Þ

where T is the temperature in K, a, b, and c are the
coefficients derived from measurements. The Steinhart–
Hart equation is an empirically developed polynomial
that has been determined to be the best mathematical
expression for resistance–temperature relationships of
NTC thermistors and probes (12). Solving for resistance,
when temperature is known, the form of the equation
changes to

RT ¼ e
�x

2þ x2

4þ
c3

27

� �1=2
� �1=3

þ �x
2� x2

4þ
c3

27

� �1=2
� �1=3

� �

ð6Þ

where, x¼ (a� 1/T)/c and c¼ b/c. The a, b, and c coeffi-
cients, can be solved measuring the thermistor resistance
(R1,R2,R3) at three different temperatures (T1,T2,T3) and
using simultaneously equation 5. The data calculated by
equations 5 and 6 will be accurate to better than0.01 8C,
when T1 � �40 8C, T3 � 150 8C, jT1�T2j � 50 8C and
jT2�T3j � 50 8C. Parameters T1, T2, and T3 are evenly
spaced and at least 10 8C apart.

VOLTAGE–CURRENT CHARACTERISTICS

If a constant electrical power is applied to the thermistor its
temperature will first increase considerably, but this
change will decline with time. After some time a steady
state will be reached, where the power is dissipated by
thermal conduction or convection. The voltage drop on the
thermistor as a function of the flowing current under
conditions of thermal equilibrium is

V I ¼ dðTT�TAÞ ð7Þ

If the dissipation constant (d) variations are negligible for a
determined medium and established conditions, and the
resistance–temperature characteristic is known, the static
current–voltage characteristics can be obtained. Since
V¼RT I, where RT is the temperature dependent NTC
resistance,

I ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dðTT�TAÞ

RT

s
ð8Þ

and

V ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dðTT � TAÞRT

p
ð9Þ
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Figure 2. Resistance–temperature relationship of thermistors
(a,b,c) and RTD (d). Over the presented range, NTC thermistors
offer higher sensitivity to temperature changes compared to RTD.
(Reproduced from (3) with permission).



using the above equations the voltage–current curves can
be plotted on log–log coordinates, where lines of constant
resistance have a slope of þ1 and lines of constant power
have a slope of –1 (Fig. 3a) (6,13). For some applications, it
is more convenient to plot the voltage–current character-
istic on linear coordinates (Fig. 3b) (5,13).

The voltage–current characteristics of a NTC thermis-
tor has three different sections: first, for small currents,
the amount of power dissipated in the thermistor is
negligible, and the voltage–current characteristic will
describe a constant resistance that is equal to the zero-
power resistance of the device at the specified ambient
temperature (section A in Fig. 3a). In this condition, the
temperature of the thermistor is that of the surroundings.
This curve section is usually used when thermistors are
employed as temperature sensors. As the current conti-
nues to be increased, in the second curve section, there is a
rise in the thermistor temperature above that of the sur-
rounding medium since this power cannot be completely
removed from the thermistor and the effects of self-
heating become evident, resulting in a decrease in its
resistance (section B in Fig. 3a). In this condition, more
current flows due to decreasing resistance (6). Subse-
quent incremental increases in current introduce a
corresponding decrease in resistance. Hence, the slope
of the voltage–current characteristic (DE/DI) decreases

with increasing current. This continues until a current
value is reached (Im), for which the slope becomes zero and
the voltage reaches a maximum value (Vm) (Fig. 3b). As
the current is increased above the value of Im, the third
curve section (section C in Fig. 3a) is entered. The slope of
the characteristic curve continues to decrease and the
thermistor exhibits a negative resistance characteristic
(5). This last section of the operating area of NTC
thermistors, when they are self-heated, is used in appli-
cations such as liquid level detection, air flow detection,
and thermal conductivity measurement. However, care
should be taken when designing a circuit for self-heated
application, because the thermistor is vulnerable to
destruction in this region by thermal runaway. This can
be avoided by passing constant currents coherent with the
thermistor dissipation characteristics. As the power dis-
sipated is proportional to I2R, when the current is constant,
further increases in temperature causes decreased resis-
tances and decreased power, protecting the device.

Anytime a thermistor is applied for temperature mea-
surement, it is very important to avoid its self-heat. Since a
thermistor resistance changes with the temperature, this
self-generated heat will change this resistance value, pro-
ducing an erroneous reading. For example, if the dissipa-
tion constant of the thermistor selected is 5 mW�8C�1 and
the power dissipated by the device is 20 mW�8C�1, then a
4 8C error is induced due to the effect of self-heating. This
effect is more pronounced when dealing with a still fluid
(i.e., neither flowing nor agitated), because there is less
carry-off of the heat generated. This kind of problem does
not arise with thermocouples, that are essentially zero-
current devices. To maintain a higher degree of accuracy,
the temperature error caused by self-heating should be an
order of magnitude less than the required sensor accuracy.
As an example, if the power dissipation constant of a
thermistor is � 2 mW�8C�1 in still air, in order to keep
the self- heat error <0.18C the power dissipation must
be <0.2 mW. Very low current levels are required to obtain
such a low power dissipation factor. This mode of operation
is usually called zero-power sensing.

THERMAL CHARACTERISTICS

The power dissipated by a thermistor (P) is equal to the
rate at which thermal energy (H) is supplied to the ther-
mistor. This is the same as the rate at which energy is lost
from the thermistor to its surroundings (HL), plus the rate
at which energy is absorbed (HA) (13,14).

P ¼ dH

dt
¼ dHL

dt
þ dHA

dt
ð10Þ

The rate at which thermal energy is lost from the ther-
mistor is proportional to the temperature raise of the
thermistor,

dHL

dt
¼ dðTT�TAÞ ð11Þ

The dissipation constant (d) is typically measured under
equilibrium conditions. It is not a true constant, since it
varies slightly with temperature and with an increase in
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Figure 3. Thermistor voltage versus current characteristics with
the device in air and water on log-log coordinates (A), and char-
acteristics on linear coordinates (B). Figure (A) is from Interfacing
Sensors to the IBM PC, by W. J. Tompkins and J. G. Webster, 1988
(Reprinted by permission of Prentice-Hall) and Figure (B) is from
Ceramic Sensors: technology and applications, T. G. Nenov and S.
P. Yordanov, 1996, (courtesy of Technomic Inc, Pennsylvania,
USA).



temperature. The following relation can express the rate at
which thermal energy is absorbed by the thermistor to
produce a specific amount of rise in temperature:

dHA

dt
¼ sm

dTT

dt
ð12Þ

where s is the specific heat and m is the mass of the therm-
istor. Thus, the heat-transfer equation for an NTC
thermistor, at any instant after the application of power
to the circuit, can be expressed as

P ¼ RI2 ¼ dH

dt
¼ dðTA�TAÞ þ sm

dTT

dt
ð13Þ

The thermal transient conditions at turn-on is given by the
solution of equation 13, which is obtained considering P
constant:

TT�TA ¼
P

d
1�exp � d

sm
t

� �� �
ð14Þ

It means that when a significant amount of power is
dissipated in a thermistor, its body temperature will rise
above the ambient temperature as a function of time. In
steady-state condition, when thermal equilibrium is
achieved (dTT/dt¼ 0 in equation 13, or when t � ms/d in
equation 14), the rate of heat loss is equal to the power
supplied to the thermistor (remind equation 7, where
VI¼ d(TT�TA,). When self-heating is negligible (Pffi 0),
the heat-transfer equation 13 can be rewritten,

dTT

dt
¼ �d

sm
ðTT�TAÞ ð15Þ

which can be solved to

TT ¼ TA þ ðTI�TAÞexp
�t

t

� �
ð16Þ

where TI is the initial body temperature and t is the
thermal time constant (t¼ms/d), which depends on the
same environmental factors as d.

All of the preceded discussions of thermal properties of
NTC thermistors have been based upon a single device
structure with a single time constant. When these devices
are encapsulated into sensor housings, the simple expo-
nential response no longer describes adequately the system
response. The mass of the housing and the thermal con-
ductivity of the materials used in the sensor housing will
normally increase the system dissipation constant,
increasing the thermal response time. In this case, the
thermal properties are somewhat difficult to predict by
mathematical modeling, usually requiring experimental
tests of the system to obtain data on the resulting response
time and dissipation constant (13). In general, the thermal
response time may be reduced keeping the thermal resis-
tance between the actual temperature sensor and the
tissue being measured as low as possible.

THERMISTOR LINEARIZATION

The inherent nonlinearity of the resistance versus tem-
perature characteristics of thermistors is rather trouble-
some in many applications. Even if we are interested in

temperature measurements close to the body temperature,
with variations of only a few degrees, the thermistor must
be linearized. This can be accomplished basically in three
ways: modifying the transducer circuitry, using analog
circuits, or using digital techniques (15).

In the first option, the output of the transducer can be
linearized over a limited temperature range with the addi-
tion of series or parallel resistors (6,16,17). It causes the
voltage or the resistance of a simple fixed resistor thermis-
tor to have zero error along a linear temperature scale at
three equidistant points (Fig 4). The series resistance (Rs)
required to make the conductance–temperature character-
istic of a thermistor approximately linear may be calcu-
lated as follows (16,18):

Rs ¼ RTm

b� 2TM

bþ 2TM

� �
ð17Þ

Where RTm
is the resistance of the thermistor at the mid-

scale temperature TM. As can be observed in Fig. 4, this
procedure reduces the sensitivity of the transducer. How-
ever, as the sensitivity of a thermistor is relatively high,
the reduction is often a satisfactory tradeoff. The tempera-
ture coefficient of the series combination (aS) is given by (6)

as ¼
�ðb=TMÞ2

ðGTM
=GsÞ þ 1

ð18Þ

Where GTM
is the conductance of the thermistor at the

midscale temperatureand GS is the conductanceof the series
resistance. An alternative method is to define the low, mid,
and high end of the desired temperature range at three
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Figure 4. Linearization of a thermistor using a parallel resistor.
(Adapted from (17) with permission).



equidistant points, and calculate Rs by (19,20):

Rs ¼
½RTM

ðRTLO
þ RTHI

Þ � ð2RTLO
RTHI

Þ�
½ðRTLO

þ RTHI
Þ � ð2RTM

Þ� ð19Þ

where RLO, RTM
, and RHI are the thermistor resistance at the

low, mid, and high end of the range, respectively. In this
procedure, the additionof series resistor Rs forces the equiva-
lent resistance of the fixed resistor thermistor to have zero
error along a linear temperature scale in the three points
chosen.Thetemperaturerangeof theapplicationdetermines
the maximum error. For example, if the range is taken to be
�50 8C to 100 8C, the errors are 0 at�50, 25, and 100 8C, and
the errors elsewhere are distributed in an S-shaped. If the
temperature range is reduced, the errors become smaller;
being 2.0 8C over a 60 8C range, 0.05 8C over a 30 8C range,
and 0.01 8C over a 10 8C range. Another way to linearize
thermistors includes the use of a Wheatstone bridge. In most
applications, the bridge consists of a linear thermistor vol-
tage divider and a fixed resistor voltage divider, as described
in Fig. 5a (21). This circuit is designed to produce 1 V at 25 8C
and 200 mV at 45 8C, with an output voltage that is linear
within 0.06 8C in this temperature range (Fig. 5b). Hoge
(22) showed that circuits based on resistors (serial, parallel,
or bridge) are equal in their ability to linearize thermistor

characteristics. Thus, the choice of a linearizing circuit
should be made on other grounds, such as simplicity or
convenience.

Theoretically, an improved linearization over wider
temperatures can be achieved using more complex circuits.
For many applications, it can be a better option to linearize
the transducer at some point of the analog process, as in
cases where no digital processing is used. It is also true
when limited processing capability and/or memory are
available, and the analog processing can be done simply
and at low cost. Analog circuitry using piecewise-linear
approximations has been developed to be used with tem-
perature transducers (23). However, these circuits are
complex and costly, and are not usually used in practice.
Voltage-to-frequency converters (24), logarithmic (25), and
temperature to frequency (26) circuits, were proposed
for this objective. In 1990 Slomovitz and Joskowicz (27)
compared the quality of these active linearizing circuits.
They concluded that the errors (2, 1, and 0.7 K, respec-
tively) were in the same order as those obtained in single
resistor circuits. The authors attributed the origin of the
errors to the fact that all of them were based on the simple
exponential approximation. More recently, Kaliyugavara-
dan et al. (28) proposed a method for linearization of
thermistor response using series-parallel resistors based
on a new four-constant curve fit method, which resulted in
a temperature-to-frequency converter that provides accu-
racy better than 0.2 K. The same researchers obtained even
more accurate results by using the circuit described in Fig.
6, which works essentially as an astable multivibrator.
Experimental results obtained using a standard thermis-
tor in the range of 35–95 8C revealed a peak error less than
0.1 K (29). Recently, a signal-conditioning circuit by gen-
erating a compensating, pseudologarithmic response func-
tion was proposed (30).

If the data are to be digitized and processed digitally, as
soon as possible, it probably makes sense to perform any
needed linearization in the digital domain. The techniques
used in this case allow linearization to be done much more
efficiently and accurately in software, and eliminate the
need of tedious manual calibration using multiple and
sometimes interacting trimpots. The principal techniques
involve look-up tables and computational algorithms
(20,31,32). A look-up table may be constructed, for exam-
ple, by using a read only memory (ROM) hardwired to the
analog-to-digital converter output. Each level from the
converter corresponds to an address in ROM, and the word
stored in that address is the linearized value. It can be
constructed by using the device characteristics, available
from the manufacturer. The Steinhart–Hart equation can
be used to create the table, which implements a third-order
linearization formula that provides high accuracy. If mem-
ory is limited, and the measurement is made infrequently,
but rapid mathematics is available (as, e.g., in digital
signal processing systems), a mathematical function that
approximates the inverse of the nonlinear relationship, or
the difference between the ideal signal and the actual
signal, can be derived and stored in program memory.
Then, whenever the measurement is made, the processor
computes the correct value, based on its mathematical
relationship to the measured input variable (23). In system
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including microcontrollers, in many cases the mathemati-
cal functions may contain complex polynomial and expo-
nential functions, placing a great burden on the program
memory, RAM, and execution speed of most low cost
devices. Digital piecewise linear interpolation may be a
good choice for sensor linearization in such systems due to
its fast execution speed, reduced program memory require-
ments, and easy of implementation (33).

ELECTRONICS FOR TEMPERATURE MEASUREMENTS

In the circuit project, simulation and analysis environ-
ment, SPICE subcircuits for thermistor modeling are use-
ful, allowing for a realistic simulation of thermistor
parameters for all standard analysis [transient, alternat-
ing current(ac), and dc]. Useful subcircuits have been
described by Keskin (14), Hagerman (34) and Wangenheim
(35), and are also commercially available (http://www.ca-
tena.uk.com; http://www.intusoft.com/products). As dis-
cussed earlier, there are a variety of circuits in which
thermistors may be used for temperature measurements.
Caution must always be taken, however, to insure that the
power dissipated in the thermistor is held at a minimum
and that the current flow is insufficient to cause self-
heating, since temperature measurements require that
the thermistor be operated in a zero-power condition.
The most common technique implies the use of a constant
current source, and the measurement of the voltage devel-
oped across the thermistor.

Current Sources

In the section dedicated to the thermal characteristics of
thermistors, it was shown that the use of current source

would prevent thermal runaway in thermistors. The sim-
plest circuit that can approximate a current source is a
high voltage source with a high resistance connected in
series (voltage divider), as can be seen in Fig. 7. In this
circuit, the output voltage is taken across the fixed resistor,
and, the higher this resistor in relation to the thermistor
resistance, and the higher the voltage, the closer this
circuit will conform with an ideal current source. From
the plot of the output voltage (Fig. 7b) it can be observed
that there is a range of temperatures where the circuit is
reasonably linear with good sensitivity. However, this
simple circuit does not act like an ideal current source,
since modifications in the thermistor resistance intro-
duces alterations in current. An even better approxima-
tion to the desired current source would be obtained using
standard circuits based on operational amplifiers (16,36).
Integrated current sources are also useful, allowing for
the configuration of regulated current sources of varying
magnitudes. Fig. 8 shows a typical example, which is
based on a device containing two low current regulators
(37). One of current regulators supplies 100mA to the
thermistor. The temperature of the thermistor is con-
verted into a voltage that is increased by R3, filtered by
R2-C1 and amplified by U1B. The second current source is
used to provide the reference voltage in combination with R1
and U1a. This circuit is a useful framework for thermistor
temperature measurements using analog-to-digital
converters (37).

Wheatstone Bridges

The wheatstone bridge is a widely used means of measuring
temperature using thermistors, since the bridge aids the
linearization of the NTC (Fig. 5). The condition for the
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OA1, OA3 → LF 411
OA2 → LF 356
D1, D2 → 3.3 V
Zener diodes 

Figure 6. Linear temperature to fre-
quency converter (Reproduced from
(29) with permission).



balance of the bridge is T1R2¼R1R3. In a normal operation,
R3 is usually a variable resistor that is used to zero the
bridge. If the bridge is excited with a constant dc voltage,
the bridge output may be displayed in a dc meter, cali-
brated directly in temperature units. In medical care, it is
often necessary to accurately determine very small tem-
perature differences. For example, it may be necessary to
measure the difference in temperature between two
regions of an organ. In cases involving differential tem-
perature measurements, matched thermistors are placed
in the two voltage dividers. In Fig. 5, the second thermistor
replaces R3. With this configuration, temperature differ-
entials as close as 0.001 8C can be readily detected.

Temperature-to-Frequency or Temperature-to-Time Interval
Converters

For applications in which digital processors or microcon-
trollers are used for data acquisition and signal processing,
the transducer response must assume a form suitable for
conversion to digital format. Temperature-to-frequency or
temperature-to-time interval conversions are convenient
methods to measure temperature in this case, since they
permit an easy and low cost interface, no ADC is needed
and only one bit of input is necessary (6). Another advan-
tage is that the optical isolation circuits used in this kind of
application presents lower cost than that used in linear
systems. Fig. 9 shows two simple circuits in which the
frequency of oscillation varies with the temperature.
Because a thermistor resistance varies with temperature,
the RC time constant will change accordingly. And since the
555 timer determines the frequency corresponding to
the RC time constant, the actual resistance is proportional
to the number of counts recorded by the 555 timer (Fig. 9a).
The frequency, or the number of counts in a given time
window, can be easily converted to a temperature value
(38,39). In the circuit described in Fig. 9(b), the thermistor
is placed in the feedback loop of a histeresis-based oscilla-
tor, and the output frequency is related to temperature,
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according to the following relation (6):

f ¼ ln½ð1þ gÞ=ð1�gÞ�expðb=T0Þexpð�b=TÞ
2CR0

ð20Þ

where R0 and C determine the nominal frequency and
(g¼R2/(R1þR2) enables small adjustments. Note that in
both circuits described in Fig. 9, the frequency of oscillation
varies nonlinearly with the temperature. Linear variations
of temperature to frequency can be obtained using the
circuit described in Fig. 6. Another example is seen in
Fig. 10 (15), where the differential output of a bridge circuit
employing an YSI 44018 linearized thermistor is amplified
by an AD522 instrumentation amplifier, and converted to
frequency by a 452L 100 kHz full-cale V/F converter. The
circuit operates in a temperature range of 0–100 8C with
accuracy to within 0.15 8C. The pulse transformer con-
nected to the collector of the 2N2222A provides galvanic
isolation.

Low Cost Systems

In handheld applications, accurate temperature measure-
ment can easily be accomplished by interfacing a Wheat-
stone bridge including a thermistor and a digital voltmeter
integrated circuit, as illustrated in Fig. 11. The IC is
comprised of an analog-to-digital converter with built-in
3 1

2 digits LCD driver providing resolution of 0.1 8C. This
digital thermometer makes it possible to achieve an overall
system accuracy of �0.4 8C from 0 to 100 8C. Anytime more
than one thermistor temperature probe must be measured,
a scanning digital panel meter may be a useful adjunct.
Fig. 12 shows another simple circuit, using a microam-
meter in series with a potentiometer and a thermistor
connected to a potential source. The meter can be cali-
brated in terms of temperature, providing a system usually
used in low cost applications (6).
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converters based on oscillators constructed around 555 (A) and
operational amplifier (B). Circuit (A) is a courtesy of ZWorld, 2900
Spafford Street Davis, California 95616, USA, and circuit (B) is
from Interfacing Sensors to the IBM PC, by W. J. Tompkins and J.
G. Webster, 1988. (Reprinted by permission of Prentice-Hall).
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High Resolution Measurements

Very low modifications in temperature can be sensed by
using lock-in amplifiers (40). These amplifiers are used to
measure the amplitude and phase of repetitive ac signals
buried in noise. It is achieved by their ability of acting as a
narrow bandpass filter, which removes unwanted noise
while allowing through the signal that is to be measured.
The ac frequency of the signal to be measured is used as a
reference signal to set the passband region of the filter, and
must be supplied to the lock-in amplifier along with the
unknown signal. Thus, ac must excite the thermistor.
Studying perfusion changes associated with cerebral blood
flow, Wei et al. (40) were able to detect temperature
changes of 0.001 8C using lock-in amplifiers, Wheatstone
bridges and matched thermistors.

Measurements without Physical Contact

Evans and Hajnayebi (41) developed a temperature acqui-
sition system using proximity telemetry. The system con-
sists of two units, a module that can be worn by the patient
containing a temperature-to-pulse width converter (astable
oscillator), and a handheld interrogator, which incorpo-
rates a radio frequency generator and an automatic-gain
controlled (AGC) temperature readout (Fig. 13). Usually in

measuring a patient’s temperature, the clinician must wait
until the thermometer probe reaches body temperature and
then log the readout. In some patients, however, frequent
temperature measurement is essential, as, for example, in
severe anemic patients undergoing slow blood flow trans-
fusion where it may be necessary to monitor the body
temperature each 15 min, for periods of up to 48 h. In such
circumstances, the physical disturbance to the patient
becomes extremely unpleasant. The system described
in Fig. 13 does not require physical contact, allowing
for thermistor to be interrogated by a handheld unit
held in close proximity to the patient. Compared with
conventional electronic clinical thermometers, such
design has an additional advantage, since it does not
require a separate display module for each patient.

Systems Based on Microcontrollers

The advent of low cost microcontrollers provides the design
engineer new design possibilities for medical temperature
measurement. Microcontrollers are comprised of a built-in
microprocessor, analog-to-digital converter, RAM, and sev-
eral digital inputs–outputs. The complete system utilizes
the microcontroller, multiplexer, EPROM, digital display,
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Figure 11. Digital thermometer based on 3-1/2 digits voltmeter (courtesy of Alpha Sensors, 2121
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Figure 12. A simple low-cost circuit for temperature measure-
ments based on a microammeter (from Interfacing Sensors to the
IBM PC, by W. J. Tompkins and J. G. Webster, 1988, Reprinted by
permission of Prentice-Hall).
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keypad, and display driver, being programed in assembler
language (www.microchip.com; www.motorola.com). These
systems are relatively inexpensive to produce, yet offer high
temperature accuracy and various software-controlled out-
puts (39,42). For example, a microcontroller system utilizing
thermistor sensors can monitor the temperature in several
locations in a patient. After programming, the microcon-
troller converts the resistance of the thermistor into a
temperature reading by using the resistance versus tem-
perature algorithm based on the Steinhart–Hart equation
(33) or a look-up table, as discussed before.

Integrated Circuits

Recently, the electronic industry made available integrated
circuits specifically dedicated to use with thermistors (43) and
well suited for this task (19). The MAX6691 is a four-channel
thermistor temperature-to-pulse-width converter that mea-
sures the temperatures of up to four thermistors and converts
them to a series of pulses whose widths are related to the
thermistors temperatures (43). This device can be readily
connected to a variety of microcontrollers with a simple
single-wire interface. Operating under the supervision of a
microcontroller, the MAX6691 powers the thermistors only

when a measurement is under course. This minimizes the
power dissipation in the thermistors, virtually eliminating
self-heating. In the intervals between conversions, the
MAX6691 falls into a 10mA (max) sleep mode, where the
voltage reference is disabled and the supply current is at its
minimum. In handheld healthcare systems, where power is
at a premium, it may be an interesting characteristic. These
integrated circuits also have internal voltage reference that
isolates thermistor from power-supply noise, as described in
the functional diagram presented in Fig. 14a.

The AD7711 is an integrated circuit from Analog
Devices with signal conditioning and A/D conversion func-
tions that is well suited for temperature measurement
applications using thermistors (19). This integrated circuit
includes a programable gain amplifier, current sources and
a voltage reference on the chip, allowing thermistors to
be excited in either a constant current or voltage mode
(Fig. 15a). The reference input is also differential, allowing
ratiometric operation on the front end. The component can
achieve >16 bits of peak-to-peak resolution and update
rates of 100 Hz. Filtering is also provided as part of the SD

process. This on-chip filtering may be useful when trans-
ducer excitation frequencies must be removed from the
input signal. In addition, the filter profile also provides
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notches with 120 dB attenuation that can be placed at 50 or
60 Hz, minimizing line frequency components from the
system. An example of the AD7711 use is presented in Fig.
15b. The on-chip 200mA current source acts as the excita-
tion for the thermistor and generates the reference for the
converter. In this case, the circuit is fully ratiometric,
ensuring that changes in the excitation current will not
affect the performance of the circuit. The diagram also
shows a serial interface to a 68HC11 microcontroller,
which may control the A/D converter, take data readings,
and run a linearization algorithm.

Personal Computer Interfacing

Thermistors can be integrated to data acquisition systems
and an IBM PC or compatible computer, in order to imple-

ment a flexible system for application is medical thermo-
metry (6,44). These PC-based DAQ systems requires some
signal conditioning hardware to interface the thermistor to
the measurement device, such as a plug-in DAQ board
(Fig. 16). The DAQ board or module performs the
analog-to-digital conversion. A system to interface the ther-
mistor and its output signal to this stage should include an
excitation current or voltage source, signal amplification,
low pass filtering and isolation signal conditioning hard-
ware, which serves to electrically isolate the thermistor
sensors from the measurement system, protecting the
patient. Concerning the last topic, it is important to point
out that electrical-safety codes and standards in health-
care facilities must always be strictly followed (45). Several
of useful circuits to perform these tasks were discussed
earlier. A typical plug-in DAQ board has eight to 16 analog
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Figure 15. Functional diagram (A)
and typical application circuit (B) of
the AD7711, 24-Bit Sigma-Delta,
Signal Conditioning ADC. Repro-
duced from Ref. (19) with permis-
sion.
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input channels. External multiplexing systems can be
included if it is necessary to expand the number of input
channels that can be connected to a DAQ board. The
multiplexing system sequentially switches multiple chan-
nels to a single-input channel of the DAQ board. Software
choices for controlling the data acquisition system include
a general purpose programming language (e.g., C, Delphi,
or Pascal, under DOS or Windows). Alternatively, the
LabVIEW environment can be used to control the system.
In this case, special routines for implementing the
Steinhart–Hart equation to convert measured voltages
from thermistors into temperatures are available.

EXAMPLES OF COMMERCIALLY AVAILABLE THERMISTORS
AND THERMISTOR PROBES

In the earliest days, thermistors acquired a reputation for
being unpredictable and unstable devices, due to problems in
manufacture and in application. Nowadays, however, with
increased user familiarity with these devices and modern
manufacturing technologies, they can be used with a great
deal of confidence (15). A large number of companies produce
NTC thermistors. Moreover, there is a great variety in the
constructional characteristics and parameters of these com-
ponents, depending on their use. In this section, a survey will
be made concerning NTC thermistors for medical use man-
ufactured by some companies. Detailed information can be
found in available catalogs of the manufacturers or at the
WWW pages listed at the end of this section.

Matched interchangeable thermistors eliminates the
need for individual resistance temperature calibration,
as well as permits the standardization of circuit components
and simplification of design and replacement problems.
Honeywell/Fenwall makes devices with interchangeability
to within 0.2 8C, from 0 to 70 8C (Uni-Curve series, Fig. 17a)
(10). Highly interchangeable thermistors are also manufac-
tured by Alpha Sensors. These devices present tolerances to
0.1 8C over the medical temperature range (21).

The Honeywell/Fenwall LTN (Linear Thermistor Net-
works, Fig. 17b) series are designed to produce a resistance
change or voltage output that varies linearly with tem-

perature (typical maximum linearity deviation of 0.256 8C
from�30 to 50 8C). They consist of one twin thermistor and
two precision resistors, and are also available in probe
assemblies, providing a sensitivity that is hundred folds
greater than that of thermocouples.

The standalone thermistor element is relatively fragile
and cannot be placed in a rugged environment. In order
to overcome this problem in biomedical applications,
thermistor probes, which are thermistor elements
embedded in protective tubes, are widely used. For exam-
ple, Fig. 17c shows a pediatric probe for oral or rectal use
(Ysi 423) with the sensor located at the tip of a semiflexible
nylon tube. These probes can be disposable (Ysi 4400) or
reusable (Ysi 400 ou 700). When disinfections are critical,
autoclavable probes are also available for skin, esopha-
geal, or rectal use in adult or pediatric measurements (Ysi
400AC probes, Fig. 17d).

For research or medical applications requiring small
size and rapid response, as, for example, long-term sub-
cutaneous measurement, thermal dilution, and flow mea-
surement studies, Ysi manufactures catheter probes with
time constant of 0.2 s, electrically isolated and operating in
the temperature range of 0–70 8C. Honeywell/Fenwall
manufactures Small Bead Thermistors, that offer ultrafast
time response (T.C. 1 s maximum) and are highly sensitive
to electric power (d¼ 0.1 mW�8C�1 minimum). They are
suited for usage in low heat capacity applications and their
micro size (0.36 mm outer diameter) makes them adequate
for using in extremely small assemblies, (e.g., catheter and
hypodermic needles). In addition, they are also adequate
for used in self-heat applications. If a standard probe does
not fulfill the needs, custom design is available by several
manufacturers (please, see WWW pages at the end of this
article).

SOME FIELDS OF CLINICAL APPLICATIONS
OF NTC THERMISTORS

As pointed out before, thermistors are probably the most
widely used transducer for medical temperature measure-
ments. Their characteristics have been contributing to
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Figure 16. Block diagram of a PC-based DAQ sys-
tem for temperature measurements with thermistors
(courtesy of National Instruments Corporation, Aus-
tin Texas, USA).



facilitate clinically difficult measurements, that includes
testicular temperature measurements in reproductive
medicine (46), hypothermia (47), transcutaneous mea-
surements during cardiopulmonary bypass (48), conti-

nuous monitoring of preterm infants (49), and personal
heat strain monitoring in occupational medicine (50). How-
ever, beyond their utility in temperature measurements,
these devices have found widespread use in a variety of
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Figure 17. Examples of thermistors commercially available. Highly interchangeability devices
(Uni-Curve1 series) (A), linear thermistor networks (LTN1 series) (B) (courtesy of Honeywell
International Inc. 101, Columbia Road Morristown, NJ 07962, USA). Pediatric probe for oral or
rectal use (C), and autoclavable probes (D) for skin, esophageal or rectal use in adult or pediatric
measurements (courtesy of Ysi, 1700/1725 Brannum Lane, Yellow Springs, Ohio, 45387, USA).



systems for clinical and research applications to measure
flow, thermal conductivity and diffusivity of biomaterials,
and to detect the presence of liquids. Therefore, this section
intends to have a brief discussion about some of these
applications, showing the branches of medicine where
technology based on thermistor is used, and how this
technology can assist each of them.

Cardiovascular Monitoring

Cardiac output, the volume of blood ejected by the heart
each minute, is a key parameter in cardiovascular medi-
cine, which is used to obtain diagnostic information about
the heart and for continuous monitoring of heart function
in critically ill patients. The thermodilution method uses
thermistor type catheters to estimate this parameter.
The tip of a Swan–Ganz catheter is inserted into a large
vein, typically one in the right side of the neck, and advances
through the right heart into the pulmonary artery (Fig. 18).
Other sites can be used for catheter insertion (e.g., the
groin or the arm). A cold saline or a dextrose solution,
whose volume and temperature are known, is injected into
the blood stream through one of the catheter lumens. The
solution mixes with the blood in the right atrium and is
diluted as it is carried downstream to a thermistor located
at the surface of another catheter lumen. At the thermistor
location, the temperature of the blood-injected mixture is
measured over a period of time, and then the cardiac output
(efficiency) is computed from this temperature–time
response data.

At the level of the capillary network, the tissue blood
flow (perfusion) is a primary factor in the local transport of
heat, drugs, oxygen, nutrients, and waste products. This
fundamental parameter holds the key to the diagnosis and
subsequent treatment of numerous medical problems. The
high sensitivity to small changes in temperature shown by

a thermistor can be employed to sense the small amounts of
heat involved in the thermal techniques developed for the
measurement of tissue blood flow (51). Minimally invasive
probes constructed around two thermistors are usually
applied in these techniques. An example of such probes
is presented in Fig. 19. In these probes, one thermistor is
used in the self-heat mode, operating as both a heat source
and a temperature sensor. Changes in perfusion cause
changes in its temperature, which is used as an indirect
index of blood flow. As the baseline body temperature
fluctuates, a second thermistor with the same size and
electrical characteristics is used to measure and compen-
sate for the changes in reference temperature. Systems like
these may help clinicians in several application areas,
providing early warning for ischemic events, targeting
therapy rapidly and accurately, monitoring of patients in
organ transplantations, and evaluating tumor and cerebral
blood flow (51).

Respiratory Measurements

Obstructive and restrictive respiratory diseases present a
huge public health problem. Prevalence rates of asthma
and chronic obstructive pulmonary disease are �4% each.
These diseases are characterized by airflow limitation that
results from modifications in lung parenchyma and air-
ways. Thermal convection flowmeters measures the local
speed of a fluid by measuring the heat loss from a heated
element in the flow path (52,53). These instruments are
used in respiratory medicine for gas flow analysis, and
commonly thermistors are used as the sensing elements.
They are also known as thermistor pneumotachometers
(16). In these instruments, a small thermistor is placed in
the flowing fluid. It operates in the self-heat mode in order
to maintain an average temperature above that of the
surrounding fluid. This is accomplished using a feedback
circuit (16,52,53), as described in Fig. 20. A change in
temperature tends to cause a variation in the thermistor
resistance, which in turn affects the amplifier output vol-
tage and the current through the sensor. Considering the
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Figure 18. Placement of the thermistor-based catheter in the
termodilution method of estimating cardiac output. Overview
(A), and a detail of positioning in the heart (B). This method
involves the passage of a catheter into the right side of the heart
to obtain diagnostic information about the heart and for contin-
uous monitoring of heart function in critically ill patients. From
Medical Encyclopedia (Medline Plus), reprinted by permission.
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Figure 19. Example of thermal diffusion probe. It can be seen an
active, heated thermistor, at the probe tip which produces a
thermal measurement field that is dependent of the tissue thermal
properties and the perfusion. The passive thermistor, mounted
proximal to the probe tip, monitors the baseline temperature
variations. Reproduced from (51) with permission of the IFMBE.



amplifier as presenting infinite constant gain and band-
width, the bridge is always statically maintained balanced,
and hence the thermistor resistance and temperature are
constant. The sensor resistance is maintained constant
equal to R1 under any operating condition. This circuit
operates satisfactory if ambient temperature is constant. If
changes in ambient temperature are expected, a second
unheated thermistor can be included in the circuit to
compensate it (Rt in Fig. 20). One of the main advantages
of this configuration is that the high negative gain feedback
divides the sensor time constant by a factor equal to the
loop gain, improving the frequency response (52). Ther-
mistors loose heat at a rate dependent on the local mass
flow, temperature, specific heat, kinematic viscosity, and
thermal conductivity of the fluid. Thus, when a patient
exhales through an breathing device in which the thermis-
tor is mounted, it is cooled and the circuit needs to provide
more electrical power to keep the thermistor temperature
constant. This power is proportional to the airflow. When
gas flow properties are sufficiently constant, the output
voltage of these circuits is a nonlinear function of mass-flow
rate only. Linear mass–flow relationships may be obtained
using a linearization stage (Fig. 20), based on analog or
digital implementations of piecewise linear or polynomial
approximations (53).

Since the thermistor is cooled equally for both directions
of velocity, the system with a single sensor provides an
output of the same polarity, independent of the flow direc-
tion. This feature limits the use of these sensors to uni-
directional flow, which can be satisfactory in some
applications, as for example, in forced expiratory testes.
Directional sensitivity can be provided by putting multiple
sensors at separate points along the flow.

Speech Therapy

Spoken language is a highly developed skill. It involves the
use of parts of the brain that deal with hearing, under-
standing speech, sound production, and conversion of the
thoughts into speech. Patients suffering from cleft palate or
similar defects exhibit a type of speech that is character-
ized by excessive nasal escape of air and by an abnormal
resonance compared with normal speakers. This may be
treated by plastic surgery, palatial prostheses, speech
therapy, or even a combination of these treatments (54).
Trained listeners and also experienced therapists have
been already used to detect the presence of nasal air
escape. These evaluations are, however, subjective and

hinder objective comparisons with previously made assess-
ments, especially if these were made by another therapist
(55). In order to allow a qualitative and quantitative ana-
lysis of nasal air escape, anemometers based on thermis-
tors were proposed (54–56). Fig. 21 is a cross-section
showing details of the device. The thermistor is positioned
in the longitudinal path of the nasal airflow. The system
uses a Wheatstone bridge; in one arm of the bridge a
thermistor is connected, while in the opposite arm a second
thermistor is used, as temperature-compensation element.
In the practical use of this kind of system, clear differences
were obtained when nonnasal and nasal subjects were
asked to talk a nonnasal word (cheese) and a nasal word
(missing) (54). The system can provide a numerical figure
of merit to indicate the extent of the defect and the effec-
tiveness of a treatment, as, for example, palatal training.

Sleep Medicine

One of the most used methods to sense breathing patterns
is to detect airflow using a nasal thermistor sensor. The
principle here is that of exhaled air (�37 8C) being slightly
warmer than inhaled air (room temperature), resulting in
modifications in the thermistor resistance correlated with
the respiration rate. The small size of the thermistor
contributes to prolonged, minimally intrusive measure-
ments of breathing pattern, which are particularly impor-
tant for respiratory surveillance in newborn intensive care,
biofedeback studies, and cyrcadian rhythm analysis (57).

These characteristics also made thermistors a tradi-
tional device in the diagnostic of sleep-disordered breath-
ing (SDB) (58), which is a widespread disease estimated to
be present in � 2–4% of middle-aged adults. In these
patients, the pharyngeal airway narrows with sleep onset,
initially producing harsh respiratory breathing with some
evidence of inspiratory flow limitation. Then, with further
narrowing snoring is generated, and finally there is a
complete collapse producing a full obstructive sleep apnea
(OSA). Even if upper-airway obstruction is incomplete
(hypopnea), increased upper airway resistance will still
cause clinical symptoms similar to OSA because of respira-
tory effort-related arousals. Although rare compared to
obstructive events, sleep apnea episodes can also be pre-
sent in the absence of upper airway obstruction. In this
case, known as central sleep apnea (CSA), the apnea events
results from a decreasing in central controller output to the
inspiratory pump muscles. The classic daytime manifesta-
tion of SDB is the excessive sleepiness, although other
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Figure 20. Feedback circuit used in thermal con-
vection flowmeters. From Medical Instrumentation:
Application and Design, by J. G. Webster. Reprinted
by permission of John Wiley and Sons, Inc.

Linearizer

R1 R2

RtRu

+

–

υb

υo



symptoms, such as unrefreshing sleep, poor concentration
and fatigue are commonly reported. Automobile and indus-
trial accidents have been associated with a poor quality of
sleep as well as hypertension and intellectual deficits. The
severity of the disease is defined in terms of the apnea/
hypopnea index (AHI). This measurement reflects the
average number of apneas plus hypopneas observed per
hour of sleep, and it is usually derived by identifying and
counting each respiratory disturbance, with subsequent
division of the sum by the number of hours slept. This
way, scientific and diagnostic studies of sleep-disordered
breathing are critically dependent of the performance of
the measuring device used to detect abnormal respiratory
events. Thermistors usually used in SDB diagnosis pre-
sents a long time constant (58). This way, they are not able
to provide a good characterization of fast events like hypop-
neas. The effect of the thermistor high measurement time
constant can be seen in Fig. 22, in which a simultaneous
acquisition of the thermistor and a fast-responding sys-
tem were done in a awake subject during spontaneous
breathing. Fig. 22 shows that ventilatory details were lost
by the thermistor system. This loss can be explained by the
lowpass filter action of the thermistor, in which the higher
order harmonics of the respiration process are discarded.
This characteristic limits the accuracy of the clinical diag-
nosis based in thermistor in sleep studies, because it may
introduce underestimation of hypopneas events. It
happens because, during hypopneas, the respiratory flow
tends to change from a quasisinusoidal (normal breathing)
to an almost square-wave pattern. Similar limitation to
describe dynamic respiratory events was also observed for
thermistors used to monitor air stream temperatures in

exercising asthmatic patients (59). Recently, Togawa
et al. (60) presented a technique that improved the accuracy
of fluctuating temperature measurement by thermistors.
This technique seems to present a great potential to improve
the performance of these devices in the monitoring of fast
events, a field still open to research.

Evaluation of the Thermal Properties of Tissue

The evaluation of thermophysical properties of tissue
assume importance with the increasing use of hyperther-
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mia and therapeutic procedures based on heat delivery,
such as radiofrequency, microwave, laser, and ultrasound
(61). The thermal conductivity and the thermal diffusivity
of biomaterials are measured using thermal probe techni-
ques. Various thermal diffusion probe techniques have
been developed from Chato’s first practical use of the
thermal probe (62). Physically, for all of these techniques,
heat is introduced to the tissue at a specific location and is
dissipated by conduction through the tissue and by con-
vection with the blood perfusion. The similarity of these
techniques is the use of a thermistor bead, either as a heat
source or a temperature sensor. The probes are usually
constructed by placing a miniature thermistor at the tip of
capillary tubes. Fig. 23 shows one example of probe assem-
bly (61). Four probes were used with one heated thermistor
and three sensing thermistors in three different locations.
The distribution of three sensing thermistors orthogonal to
the central heating thermistor permits the determination
of the directional nature of thermal properties. The probe is
positioned invasively within the tissue of interest. Electri-
cal power is delivered to the heating thermistor and the
resulting temperature rise is measured by the sensing
thermistors. An empirical relationship between the power
delivered by the first thermistor and the temperature raise
recorded by the sensing thermistors is used to evaluate the
thermal conductivity along the line joining each of the
thermistors. The delay between the application of a power
pulse in the heated thermistor and the temperature pulse
in the sensing thermistors is calculated by cross-correla-

tion and used to determine the diffusivity of the material
in each direction. This system allowed the authors to
measure the thermal properties of a swine left ventricle
in vivo, as well as to investigate the effect of ablation. The
thermal conductivity and the diffusivity of the tissue
dropped after ablation. These data will help to generate
three-dimensional (3D) thermal models of the ablation
process.

Geriatrics

In the geriatric setting, the urinary incontinence is present
in 7–15% of the elderly. The prevalence in elderly living in
chronic care hospitals and nursing homes is considerably
higher, up to 62% (63). The high sensibility and small
size of the thermistor contribute to its application in the
management of urinary incontinence, allowing for the
development of monitors that can help to reduce elderly
reliance on incontinence pads, both improving their quality
of life, and reducing the cost of the treatment (64). These
monitors are based on the changes in temperature pro-
duced by the urinary incontinence event, being developed
for long-term ambulatory monitoring (63,64) and for home
healthcare (65).
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INTRODUCTION

Accurate temperature measurement is of utmost impor-
tance in many medical, biological, and biomedical appli-
cations. Technological development has increased both
the performance and the range of equipment for tempe-
rature measurement, but at the same time the apatite for
better measurements has increased as well. Opposite to
what might be expected, this in fact increases the
demands on the choice and especially the use of equip-
ment for temperature measurement, as aspects associated
with the particular application becomes relatively more
important.

Despite the large variety of sensors and associated
instrumentation, there is a very limited amount of princi-
ples or ‘‘physics’’ behind the different sensor types, at least
when the most widely used sensors are considered (1);
thermocouples, thermistors, and resistance based sensors
(e.g., Pt-100). A thermocouple is an active sensor meaning
that by itself it can give rise to a detectable signal. Ther-
mistors and resistance-based sensors are passive as they
demand an outer-power source. What all these sensors
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have in common is that they only measure their own
temperature. Thus, they interact thermally with the object
to be measured, which can give significant measurement
errors.

In order to carry out measurements with sufficient
accuracy at a reasonable cost, several demands are put
on the equipment and its use. All sensors and measure-
ment systems have their benefits and limitations, and this
should be taken into account together with the aspects of
the present measurement situation when the measure-
ment equipment is chosen. This process often involves
analysis of accuracy, stability, time dependence, and envir-
onmental factors, for example, exposure to electromagnetic
(EM) and thermal disturbances.

THEORY

Temperature Measurement and the Laws of Thermodynamics

Temperature measurement is based on the zeroth and first
laws of thermodynamics. The zeroth law, as the name
implies, was stated after the first and second laws, but it
was considered to be of such importance that it was denoted
the zeroth law. It states that if two bodies are in thermal
equilibrium with a third body, they are also in thermal
equilibrium with each other. For a further thermodynamic
discussion see Ref. 2. From a temperature measurement
perspective, it is interesting to replace the third body by a
thermometer, for which the zeroth law can be restated as
two bodies are in thermal equilibrium if they have the
same temperature even if they are not in contact. The law
thus tell us what we know from intuition, namely, that
systems of different temperatures and in thermal contact
with each others strive to equalize their temperatures.
This is a very fundamental statement, although in many
situations we must consider other aspects as, for example,
heat transfer inside the considered systems and between
the system(s) and the(ir) surroundings.

The above discussion emphasizes the importance of the
first law of thermodynamics, which states that energy is
conserved. In reality, all bodies are exposed to a thermal
environment at another and often varying temperature
that gives a time-dependent heat flux between the bodies
and their environment. The difference and/or the variation
in temperature and corresponding heat flux may some-
times be small; often, however, they are significant and can
be considered as one of the main sources of measurement
errors, which will be discussed in the next section. The
principle of conservation of energy does not only cause
trouble in the form of measurement errors, it can also
be beneficial to use in the frequently used ‘‘lumped heat-
capacity method’’ (see, e.g., Ref. 3).

Thermocouples

Thermocouple temperature measurement is based on the
electrothermal phenomena known as the Seebeck effect
after its discoverer T.J. Seebeck in 1821. If two dissimilar
metals are connected in a circuit, as in Fig. 1, a tempera-
ture dependent electromotive force (EMF) arises in the
circuit. The magnitude of the EMF is dependent on the
materials and the temperature at the junctions.

Since the junctions are electrically connected and sub-
ject to different electrical potentials, a current will flow in
the circuit; thus, thermal energy is converted into electric
energy (see, e.g., Ref. 4). The current flow makes the
Seebeck effect related to the Peltier and Thomson effects
(see, e.g., Ref. 5). Peltier discovered in 1834 that if a current
flows in a circuit made of two dissimilar conductors as in
Fig. 1, one of the junctions becomes cold and the other
junction hot. Thomson later found that for a circuit subject
to a temperature gradient (heat flux), heat is rejected in
any point where current and heat flows in the same direc-
tion, and is absorbed where the flows are countercurrent.

If a voltmenter is inserted in the circuit, as in Fig. 2b, it
is possible to measure the EMF and relate it to the junction
temperatures, as the voltage is dependent on the difference
between temperatures T1 and T2. Temperature measure-
ment using a thermocouple is in fact measurement of a
temperature difference between the two junctions.

It is important that the voltmeter has a sufficiently high
resistance to keep the current small in order to eliminate
disturbances related to the Peltier and Thomson effects
(see, e.g., Ref. 5). This is normally not a problem, as modern
voltmeters have sufficiently high impedance for these
effects to be completely negligible.

Before modern measurement systems became available,
the thermocouple was normally used by keeping one of the
junctions (the reference junction) at a known temperature;
typically an insulated ice bath that is very close to 0 8C,
whereas the other junction (the sensor) was used for tem-
perature measurement. The measured voltage is propor-
tional to the temperature difference between the junctions,
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Figure 1. (a) Closed and (b) open thermocouple circuits with
conductors A and B and junction temperatures T1 and T2.
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Figure 2. The simplest form of a thermocouple measurement
circuit. The sensor measures temperature T1, whereas the refer-
ence junction temperature Tref is integrated in the measurement
system.



and since the ice bath temperature is known, the tempera-
ture of the other junction can be determined if the thermo-
electric properties of the wires are known.

Today, the reference junction is more or less always
integrated in the measurement system. The determination
of the reference temperature is normally optimized for the
instrument at room temperature (20–25 8C), although tem-
peratures close to this interval can often be used accurately
for most instruments. The circuit corresponding to a stan-
dard connection is given by Fig. 2, where the reference
temperature is measured at the transition between the
thermocouple leads (or extension leads) and the instru-
ment connection. For two conductors A and B, the relation
between the sensor temperature T1, the reference tempera-
ture Tref and the measured EMF (voltage, V) follows the
equation

V ¼
Z T1

Tref

SAðTÞdT �
Z T1

Tref

SBðTÞdT ¼
Z T1

Tref

SABðTÞdT ð1Þ

where SA(T), SB(T) and SAB(T) are the Seebeck coefficients
(also called the thermoelectric power–sensitivity) for the
respective conductors A and B, and the thermocouple AB.
The EMF corresponding to more complex thermoelectric
circuits is discussed in depth in Ref. 6.

If a commercial measurement system is not available or
a designed circuit for inclusion in a larger system or stand
alone is preferred, today there are special-purpose inte-
grated circuits with built-in cold junction compensation
(see, e.g., the example in Fig. 3).

Thermocouple Types

All metallic conductor pairs give rise to an electric poten-
tial, and thus have the potential to be used as a thermo-
couple. It is, however, convenient to use one of the
standardized thermocouple types that has emerged, which
offers obvious advantages, such as compatibility with com-
mercial instruments, predetermined Seebeck coefficients,
and a potential–temperature relationship and Interna-
tional Electrotechnical Commission (IEC)-specified toler-
ance classes.

There are about a dozen types of thermocouples that
complement each other in terms of the measuring signal,

temperature range, and tolerance to different environ-
ments. Type K is the most commonly used and it is a good
compromise of price and performance for many situations,
although other types might be the choice for very high/low
temperatures, hostile environements, and so on. Perhaps
the most important difference between the various types is
the output signal determined by the relative Seebeck coef-
ficient of each material. Types S, B, and R contain platinum
and are therefore more expensive than the others, but they
are also more stable in, for example, e.g., oxidative envir-
onments.

There are organizations/national organizations that
provide standards for thermocouples, but the standards
of the IEC are internationally recognized and should be
followed whenever possible. The IEC 584-1, last revised in
1995, contains reference tables and calculation polyno-
mials for the output signals of the standardized thermo-
couple types as a function of temperature.

THERMOCOUPLE DESIGN

Wire Sensors

In its simplest form, a thermocouple element consists of a
pair of wires that are connected together at a measuring
junction. The junction must be electrically conducting and
can be formed by soldering, crimping, or twisting the wires
together, depending on what the situation requires. Wire
sensors are mainly used to measure low temperatures
in favorable environments. One limitation is imposed by
the insulation material [e.g., poly(vinyl chloride) (PVC),
nylon, Kapton or poly(tetra fluoroethylene) (PTFE).
Another limitation is that the measuring junction is
exposed to the atmosphere. The PVC insulation can with-
stand temperatures up to � 100 8C, whereas certain cera-
mic materials are tolerant of temperatures up to 1000 8C or
more.

Sheathed Thermocouples

In sheathed thermocouples, the wires are normally insu-
lated by densely packed magnesium oxide enclosed in a
metal alloy suitable for the given thermocouple element.
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Figure 3. An example of a circuit for tem-
perature measurement using a thermocou-
ple type K. The thermocouple controller
AD597 (Analog Devices, Norwood, MA)
contains a cold junction compensation cir-
cuit, and the OP-amplifier TS912ID
(ST Microelectronics, Geneva, Switzerland)
amplifies the output ‘‘V OUT’’ so that 0 V
equals 0 8C and 5 V equals 100 8C with the
present impedances. The thermocouple is
connected to the ‘‘þIN’’ and ‘‘�IN’’ connec-
tions, and the low pass filtered voltage
supply is connected at ‘‘Vþ’’. There are
several manufacturers of similar circuits;
for details see the companies product-
specific information.



Disadvantages associated with sheathed thermocouples
are their relatively high prices and the absence of very
thin sensor. Sheathed thermocouples have several advan-
tages, such as (1) The metal sheathing is hermetically
sealed, which makes the sensor useful in hostile environ-
ments. (2) It is tolerant to higher temperatures than wire
sensor of corresponding size. (3) Sheathing can be easily
bent to, and withhold, various shapes. (4) Vibration
resistant.

Sheathing is available in different diameters and with
exposed, grounded, and insulated measurement junctions
(7,8). The exposed junction protrudes from the sheath and
the tube is sealed, for example, by glass. The advantage is
the shortest possible response time for sheathed thermo-
couples. However, several advantages of the fully enclosed
sheathed thermocouple are lost; tolerance to high tempera-
tures is one example. For the grounded junction, the wires
are welded to the bottom of the sheathing tube. This gives a
fairly fast response and good environmental protection, but
sensitivity to ground currents. The insulated junction is
not electrically connected with the sheath, which gives
good protection against EM interference, but a slow tem-
perature response.

MEASUREMENT ERRORS

Reliable temperature measurement is dependent on many
factors that, more or less, inevitably leads to measurement
errors. Consider, for example, a thermal treatment, such
as radio frequency (RF) current ablation. During such a
treatment, the temperature should ultimately be known
in the entire heated area at every instant. However, this
is obviously not possible. In practice, the temperature
measurement is limited to a few single locations. In some
situations, it might not even be possible to measure the
temperature in any location inside the treatment area. In
such cases, temperature information must be extracted
from measurement outside of the treatment area, which
gives space, time, and temperature uncertainties.

Insufficient Contact between Sensor
and Measurement Object

Surface-mounted sensors are not only particularly sensi-
tive to thermal shunting, but also to errors associated with
an insufficient contact between the sensor and the mea-
surement object. Suppose, for example, that a spherical
sensor is placed in contact with a flat surface surrounded
by air. Only a fraction of the circumference of the sensor
will be in contact with the object to be measured, while the
rest of the sensor is exposed to the temperature of the air.
Thus, it is essential that the maximum possible contact
surface be achieved between the sensor and the object to be
measured, and/or that the sensor is thermally insulated
from the surrounding.

Effects from adjacent hot or cold surfaces are especially
treacherous as thermal radiation can effect the sensor
temperature over relatively vast distances. An example
is measurement of (hot) gas temperature in a chamber with
cold walls; the walls will exchange energy with the sensor
resulting in sensor temperature that is too low.

Thermal Shunting

A temperature sensor conducts heat, which gives what is
called thermal shunting. The problem is particularly
marked when the temperature is measured on pipes and
other surfaces. The greater the temperature difference,
the greater quantity of heat is ‘‘drawn out’’ of the body
by the sensor. There is a sharp drop in temperature at
the point where the sensor protrudes from the object to
be measured. This is caused by a load being imposed on
the object to be measured. The temperature drop is
greatest when the object to be measured is a poor conductor
of heat (low thermal conductivity). To overcome this
measurement problem, the point at which the sensor
leaves the body to be measured must be at a suitable
distance from the measuring junction.

Temperature Gradients and Thermal Conduction

Heat losses through the probe occur when a sensor con-
nects a warm zone with a colder one, especially if the sensor
is the easiest path for the transfer of heat. Heat is con-
ducted away from the object being measured to the probe.
The heat flux gives a temperature drop and the sensor
measures a lower temperature than the true value. Such
losses can be effectively countered if we ensure that the
thermal conductivity in the object and across the probe tip
is much higher than it is along the sensor. In other words,
more heat can be transferred to the sensor than conducted
away by the sensor sheath.

Response Time

Since the sensor only measures its own temperature, there
will almost always be a temperature deviation between the
temperature of the sensor and its surrounding. In theory,
the sensor temperature asymptotically approaches, but
never reaches, the surrounding temperature. For practical
purposes, the response time can be regarded as finite, but it
can be both negligibly small and cause severe measure-
ment errors.

The response time is defined as the time needed for the
sensor to reach some fraction of a stepwise temperature
change of the surrounding, often 90% or 1�(1/e)¼ 67%.
However, the response time of a sensor must be accompa-
nied by information about the conditions under which the
response time was obtained. The reason is that heat must
be transferred from the surroundings to the sensor. This
transfer takes some time, and the time needed differs
greatly between different conditions, such as still air and
stirred water. Too often, information of the conditions
associated with a particular response time are left out,
making the information useless. The response time is
connected to the sensor and its surrounding and not the
sensor itself.

Some critical factors affecting the response time of a
sensor in contact with a body or medium include the
following:

The heat capacity of the sensor. The greater heat capa-
city and mass, the longer response time.
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The heat transfer in the materials. Air gaps and insula-
tion, for example, reduce the heat transfer.

The contact surface between the sensor and the body or
medium to be measured.

The response time can change over time; it can become
shorter if for example, the junction of a sheathed probe is
moved closer the sheath, or longer if, for example, a glue
become brittle and porous and thereby gets different heat-
transfer properties.

Self-Heating

Errors due to self-heating can be quite important in med-
ical and biomedical applications depending on the small
sensors often required (9). Resistance-based sensors and
especially thermistors may be substantially affected by this
type of error, but thermocouples are not affected as they are
active sensors. All these types can, however, be affected by
EM interference (see the sections Electromagnetic Inter-
ference and Electromagnetic Aspects).

Material Defects and Ageing

All types of thermocouple are subjected to varying degrees
of wear and ageing depending on the environments in
which they are used. It is therefore essential that all types
of sensors are regularly inspected and calibrated. The type
K thermocouple is the most widely used, and therefore the
best documented (see, e.g., Ref. 7).

Use of Alternative Sensor Materials. Some thermocou-
ples are expensive and it can therefore be tempting to use
other materials as extension leads. As explained earlier,
however, the Seebeck effect is created throughout the
measuring circuit, so the use of other materials having a
different Seebeck coefficient can give rise to a faulty output
signal (7). There are materials, known as compensating
leads, that have the same electrical properties as the
thermocouple within limited temperature ranges, but it
is always better to use thermoelectric material throughout
the circuit. If this is not possible, compensating leads for
the type of thermocouple used must be employed.

Alternative Probe/Junction Materials. Other materials
are sometimes used for the measuring junction. A typical
case is when the thermocouple wires are soldered to a tab,
which is secured by screws at the required measuring
point. This works if the tab has good electrical conductance
and the temperature is the same at both ends of the wire.
The wires must be as close together as possible so that they
get the same temperature that constitutes the measured
value.

Ageing. The ravages of time make their mark on all
types of thermocouples. In general the process is acceler-
ated by high temperatures (0200 8C), vacuum, and various
atmospheres. It is therefore of interest for only a limited
amount of medical applications.

At high temperatures, short-range order (SRO) is a
hysteretic phenomenon that is based on atomic migration
inside the thermocouple, especially type K thermocouples.

Also type S thermocouples, which has wires of platinum–
rhodium and pure platinum, are vulnerable to atomic
migration. At high temperatures, the rhodium vaporizes
and drifts across to the pure platinum wires, which results
in a gradual fall in the output signal (see, e.g., Ref. 7.)

Connection Errors

Circuit Break (Open Circuit). A sensor wire has frac-
tured, come adrift, or is making poor contact with the
instrument. Modern instruments often trigger an alarm,
for example, by Open appearing on the display.

Short Circuit. If the insulation has chafed and a short
circuit occurs, a new measuring junction is created. The
instrument will then display the temperature at the short
circuit point, instead of at the tip of the probe. Sometimes,
it can be very difficult to detect this type of error.

Reversed Polarity of Entire Measuring Circuit. If the
polarity has been reversed, the instrument will also oper-
ate in reverse, that is, a temperature increase will be
recorded as a temperature decrease.

Reversed Polarity within the Measuring Circuit. The
extension lead must have the same polarity as the thermo-
couple wires. If the polarity of the thermocouple element is
reversed, opposing voltages occur. The reading obtained
will then be twice the temperature in the terminal head
minus the temperature at the measuring junction.

Double Reversed Polarity. If the polarity of the exten-
sion lead has been reversed at both ends, the temperature
at the ends will affect the output signal. The reading will be
the temperature at the measuring junction less twice the
temperature difference between the terminal head and the
reference junction.

Electromagnetic Interference

Electromagnetic fields interact with materials inside the
field. Thermocouples and other measurement sensors–
probes are no exception, and the frequent occurrence of EM
fields, especially in the medical–biomecical engineering
sector, has contributed to many measurement errors.

The properties of an EM field change greatly with
frequency. Interaction with the field is highly dependent
on the geometry and the material of objects inside the
field, which together with the great frequency spectrum
of interest, makes evaluation of measurement interference
multifaceted and intricate. Thus it is very difficult to
predict and evaluate.

Measurement errors can arise due to direct effects, for
example, induced current in the thermocouple wires (10).
Remember that 1 8C corresponds to �50mV for some typi-
cal thermocouples. Also, small currents can give significant
measurement errors. Induced currents can also heat the
wires and the measurement junction, leading to a too high
temperature reading. Indirect disturbances can arise, for
example, if the inserted probe disturbs the EM field. Such
indirect effects are not only associated with metallic
probes–material, but plastics as well (11).
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THERMOCOUPLES IN MEDICINE AND BIOMEDICAL
ENGINEERING

Thermal aspects, and thereby temperature measurement,
are important in numerous applications in medicine and
biomedical engineering. Thermocouple thermometry is
still the dominant technique. Recent publications cover
such varying fields as heating of pacemaker leads during
magnetic resonance imaging (MRI) (12), estimation of
brain protection during cardiopulmonary surgery (13),
cryogen spray cooling (14), and thermal treatment using
cryotherapy of breast fibroadenomas (15). Although the
applications vary over a wide range, many of the funda-
mental questions are the same.

The following review discusses some applications in
medicine and medical devices with a focus on temperature
measurement during thermal treatment (treatment of dis-
ease and/or symptoms using heat or cold as one of the
therapeutic agents). This is one of the major areas of
interest for temperature measurement in medicine, and
the application involves most of the interesting aspects,
problems, and sources of errors associated with thermo-
couple thermometry. A more thorough review of the
use and sources of errors of thermocouples in medicine
can be found in Ref. 16, and some practical limitations
are discussed in depth in Ref. 17.

Thermal Aspects

Methods, techniques, and equipments of thermal treat-
ment cover a broad spectrum of applications, and the
underlying medical as well as physical aspects are often
substantially different. Many thermal and temperature
measurement considerations are, however, equivalent,
which is an important conclusion, as thermal aspects are
often the dominant source of measurement errors (see, e.g.,
Ref. 18.

During thermal treatment, as in many other appli-
cations in medicine and elsewhere, it is often difficult
to measure the temperature at the most important–
interesting location(s). Furthermore, it is rarely a single
or even a few temperature values that are solely of interest.
More likely it is an entire temperature distribution:the
temperature field. The temperature distribution is affected
by many factors, and therefore is difficult to predict.
During thermal treatment, time, temperature, and indivi-
dually dependent blood perfusion are the most important
and difficult aspects to consider. This is also the situation
for other applications associated with human–animal tem-
perature measurement at cites with a heterogenous tem-
perature distribution. Regardless of the application used,
the relation between the measured temperature and the
corresponding temperature distribution must always be
taken under consideration.

An obvious example is functional neurosurgery using
RF thermoablation. During such a treatment, the tempera-
ture is increased to 70–90 8C during 60 s in a small volume
(� 100 mm3) surrounding the treatment electrode in order
to destroy a malfunctioning tissue area. It is important to
monitor the temperature in order to control the therapy,
but practical difficulties have so far made intratissue

temperature measurement impossible. The thermocouple
temperature reading is instead carried out inside the
electrode that inevitably leads to both spatial and temporal
temperature errors as both the maximum temperature
and the interesting temperature distribution is located
outside the electrode (19). The only possibility to carry
out the treatment safely and efficiently is to map the
temperature reading with the temperature distribution
surrounding the electrode; experiments in vivo, in vitro,
as well as modeling and computer simulations, can be
useful tools (see, e.g., the review in Ref. 18).

Another major problem from a temperature measure-
ment perspective is large temperature gradients that
can give rise to measurement errors associated with
uncertainty in probe positioning (20). Temperature gradi-
ents of 104 8C�m�1 and even more are common during
thermal treatment. The obvious effect is that an erroneous
positioning of only a few tenths of a millimeter in such a
steep gradient gives a measurement uncertainty of several
degrees. This effect is particularly problematic since it by
definition is an uncertainty and thus difficult to predict
and compensate for.

Large temperature gradients also give multifacetted
thermal conduction effects (21,22) as the probe in general
has a different thermal conductivity compared with the
measurement object (e.g., tissue). If the thermal conduc-
tion is larger in the probe compared with the tissue (as
is the normal case), the probe will locally drain heat from
the (heated) measurement location affecting the tempe-
rature distribution, while the probe itself experiences a
temperature different from the adjacent tissue. Both
these effects are highly time dependent; rapid temperature
disturbances can initially be obtained during, for example,
probe insertion and heating onset, although the probe-
induced change of the temperature distribution can take
much more time. Fortunately, it is possible to reduce the
errors associated with these effects. The thermal conduc-
tion in the probe relative to the measurement object (e.g.,
tissue) can be estimated and compensated for, for example,
by setting up a computer model that simulates the situa-
tion with and without the conduction effects (see the dis-
cussion in Ref. 18). Some theory of thermal conduction
effects together with analytical, numerical, and experi-
mental results, can be found in Ref. 23.

Electromagnetic Aspects

The use of EM energy for tissue heating purposes makes
verification of the EM power deposition important. Since it
is difficult to measure and model the EM distribution in
general heterogeneous tissue and to obtain from this infor-
mation an estimate of the corresponding heating effect, a
more straightforward approach is by direct estimation of
the heating deposition outgoing from the temperature
measurement. This has been carried out using thermocou-
ples in order to obtain information of the specific absorption
rate (SAR), for example, in deep body regional hyperther-
mia (24).

When a probe is inserted in an EM field, a field pertur-
bation followed by a changed power absorption in the
vicinity of the probe might occur. This yields for all EM
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fields, but the significance increases with the field strength
that can cause troubles in, for example, thermal treatment
and MRI. The volume occupied by a metallic material
(probes) has substantially different electromagnetic prop-
erties compared with tissue. This can substantially change
the field locally, and thereby also change the induced
heating followed by an increased temperature.

Although thermocouples are not immune to either
direct or indirect EM interference, the possibility to use
very small sensors (conductor diameter �0.1 mm) may for
some applications keep this effect within reasonable or
even negligible limits. In addition to the size, the shielding
(11), the direction of the wires relative to the EM field (25),
and the strength and frequency of the EM field, are all of
importance to reduce EM interferance. Perhaps the most
serious source of direct EM interference is joule heating of
the sensor–wires due to induced currents, which can cause
heating of the sensor itself, as well as the surrounding
tissue (21). Interference can also be reduced by an appro-
priate design of the measurement electronics and/or sup-
pressed by filters (see, e.g., Refs. 10,16).
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INTRODUCTION

The first documented application of infrared (IR) imaging
in medicine was in 1956 (1), when breast cancer patients
were examined for asymmetric hot spots and vascularity in
IR images of the breasts. Since then, numerous research
findings have been published (2–4) and the 1960s wit-
nessed the first surge of medical application of the IR
technology (5,6), with breast cancer detection as the pri-
mary practice. However, IR imaging has not been widely
recognized in medicine nowadays, largely due to the pre-
mature use of the technology, the superficial understand-
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ing of IR images, and its poorly controlled introduction into
breast cancer detection in the 1970s (7).

Recently, advances in a couple of related areas
have pushed forward series of activities to reappraise
the role of IR imaging in medicine (7–12). These advances,
including the development of the new-generation IR
technology, smart image processing algorithms, and the
pathophysiological-based understanding of IR images, will
provide a cost-effective, noninvasive, nondestructive, and
patient-friendly approach to health monitoring and
examination, as well as to assisting diagnosis. These
new developments are discussed in detail in this article.

Temperature is a long established indicator of health.
The Greek physician, Hippocrates, wrote in 400 bc. ‘‘In
whatever part of the body excess of heat or cold is felt,
the disease is there to be discovered (13).’’ The ancient
Greeks immersed the body in wet mud and the area that
dried more quickly, indicating a warmer region, was con-
sidered the diseased tissue. The use of hands and thermo-
meters to measure heat emanating from the body remained
well into the sixteenth through the eighteenth centuries.
Nowadays, we still rely on thermometers a lot when per-
forming health examination.

All the above-mentioned methods are contact based.
Since the British astronomer, Sir William Herschel, dis-
covered the existence of IR radiation in 1800, major
advances have taken place with IR imaging that do not
need direct contact with the patient.

Infrared radiation occupies the region between visible
and microwaves of the spectrum. All objects in the universe
emit radiations in the IR region as a function of their
temperature. As an object gets hotter, it gives off more
intense IR radiation, and it radiates at a shorter wave-
length (11). The human eye cannot detect IR rays, but they
can be detected by using the IR cameras and detectors.
Figure 1 illustrates the IR spectral band in finer scale. The
boundaries between different IR spectral regions are not
agreed upon and can vary. The boundaries that we adopt
here are based on Refs. (14–18).

In general, IR radiation covers wavelengths that range
from 0.75 to 1000 mm, among which the human body
emissions that are traditionally measured for diagnostic
purposes only occupy a narrow band at wavelengths of 8–
12 mm (19). This region is also referred to as the long-wave

IR (LWIR) or body infrared rays. Another terminology that
is widely used in medical IR imaging is thermal infrared
(TIR), which, as shown in Fig. 1, covers wavelengths
beyond �1.4 mm. Within this region, the IR emission is
primarily heat or thermal radiation, and hence the term
thermography. The image generated by TIR imaging is
referred to as the thermogram. The near infrared (NIR)
region occupies wavelengths between 0.75 and 1.4 mm. The
IR emission that we observe in this region is not thermal
(17). Although the NIR and mid-wave IR (MWIR) regions
are not traditionally used in human body screening, the
new generation detectors have enabled the use of multi-
spectral imaging in medicine, in which both NIR (20) and
MWIR (21) are observed in different diagnostic cases.

In this article, we discuss IR imaging in medicine across
the full IR spectral region with a focus on the thermal IR
region, including the pathophysiological understanding of IR
imaging, the development of new generation of IR imagers,
and the advanced image processing algorithms of IR images.

PATHOPHYSIOLOGICAL-BASED UNDERSTANDING OF
INFRARED IMAGING

Infrared imaging is a physiological test that measures the
subtle physiological changes that might be caused by many
conditions, for example, contusions, fractures, burns, carci-
nomas, lymphomas, melanomas, prostate cancer, dermato-
logical diseases, rheumatoid arthritis, diabetes mellitus and
associated pathology, deep venous thrombosis (DVT), liver
disease, bacterial infections. These conditions are commonly
associated with regional vasodilation, hyperthermia, hyper-
perfusion, hypermetabolism, and hypervascularization
(19,22–27), which generate higher temperature heat source.
Unlike imaging techniques, such as X-ray radiology and
Computed Tomography (CT) that primarily provide infor-
mation on the anatomical structures, IR imaging provides
functional information not easily measured by other meth-
ods. Thus correct use of IR images requires in-depth phy-
siological knowledge for its effective interpretation.

Human Thermal Models

The heat emanating on to the surface from the heat source
and the surrounding blood flow can be quantified using the
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Pennes’ bio-heat equation (28). This equation includes the
heat transfer due to conduction through the tissue, the
volumetric metabolic heat generation of the tissue, and the
volumetric blood perfusion rate whose strength is consid-
ered to be the arteriovenous temperature difference (29).
The equation is given as

kD2T � cbwbðT � TaÞ þ qm ¼ 0 (1)

where k is conductivity, qm is volumetric metabolic rate of
the tissue, cbwb is the product of the specific heat capacity
and the mass flow rate of blood per unit volume of tissue, T
is the unknown tissue temperature, and Ta is the arterial
temperature. In theory, given the heat emanating from the
surface of the body measured by TIR imaging, by solving
the inverse heat transfer problem, we can obtain the heat
pattern of various internal elements of the body. Different
methods of solving the bio-heat transfer equation have
been presented in literature (30,31). Although it is possible
to calculate the thermal radiation from a thermal body by
thermodynamics, the complexity of the boundary condi-
tions associated with the biological body makes this
approach impractical.

One of the biggest hurdles in the diagnosis using to
thermograms is the various thermal environmental con-
ditions that could affect detection and evaluation to a
great extent. A computer model was presented in (32)
that aims to simulate the heat-transfer phenomenon
within the human body and predict the internal tempera-
ture as well as the skin surface temperature, providing a
reference model that thermograms taken under different
thermal conditions can be converted between each other.
Figure 2 illustrates the 16-cylinder-segment model this
work is based on as well as the simulated body tempera-
ture profile.

The Thermal-Electric Analogue

Liu et al. (33,34) presented a new method for analyzing a
thermal system based on an analogy to electric circuit
theory; referred to as thermal-electric analog. This
method does not require a direct solution to the inverse
heat-transfer problem. Figure 3 illustrates the analogy
between thermodynamics systems and the electrical cir-
cuit, where a battery with voltage US is used to simulate
the heat source S inside the human body and the heat loss
inside the heat source can be simulated as the heat loss on a
resistor RS. Hence, we can establish the correspondence
between the temperature of the heat source and the voltage
of the battery, as well as between the heat current and the
circuit current. The set of Ri and Ci values correspond to
the unit heat resistance and heat capacity along each
radiation line. The circuit in Fig. 3 only shows the analogy
for one radiation line. If the medium between the heat
source (S) and the surface is homogeneous, then the radia-
tion pattern sensed by the IR camera at the surface should
have a distribution like Gaussian as shown in Fig. 3. If the
medium is not homogeneous, then the surface radiation
pattern can be represented as a linear combination of
different Gaussain distributions.

This analogy can be used to estimate the depth of the
heat source (34), and furthermore, help understand the
metabolic activities undergoing within the human body,
through a so-called slicing technique. The method has been
used in early breast cancer detection and has achieved high
sensitivity. It has also recently been used for the diagnosis
of severe acute respiratory syndrome (SARS) patients, as
reported in (35).

The Abnormal Thermogram Patterns

As mentioned before, one of the biggest hurdles in IR image
interpretation is the lack of standardized image handling
procedures. The human thermal model used in the section
Human Thermal Models is one attempt in solving this
problem. Fujimas also did some pioneer work (36) in
1998 by proposing eight thermophysiological expressions
to identify abnormal thermogram patterns, referred to as
the thermatomes.

Angiological thermatomes: Abnormal temperature
regions caused by organic vascular abnormalities.
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Figure 2. Simulated human body temperature profile based on
the 16-cyclinder-segment model, after the first 60 min. The air
temperature and mean radian temperature were maintained at
30 8C for 60 min, then changed to 24 8C and maintained at that
temperature for another 60 min. The value in the parentheses
is the temperature at the center of the segment. (Redrawn from
Ref. 32.)
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Functional angiological thermatomes: Abnormal tem-
perature regions caused by vascular disfunctions.

Neurodermatomal thermatomes: Abnormal tempera-
ture bands caused by somatosensory neuronal dis-
orders.

Myotomal thermatomes: Abnormal temperature
regions suspected by abnormal muscular blood flow
rate.

Metabolic thermatomes: Abnormal hot and/or cold spots
caused by excessive and/or lower heat production and
blood flow.

Dynamic thermatomes at environmental temperature
stress: Regions with abnormal reactions when a
patient received an applied thermal load.

Dynamic thermatomes at medication: Regions with
abnormal reactions when a patient is given a med-
ication.

Dynamic thermatomes at various kinds of stress:
Regions with abnormal reactions when a patient
receives a load (various in type).

IR Imaging in Early Breast Cancer Detection

Because IR imaging has been mainly used in breast cancer
detection since its introduction to the medical field, in the
following, we focus on the potential of IR imaging, espe-
cially TIR imaging, in early breast cancer detection.

Cancer cells are resulted from permanent genetic
change in a normal cell triggered by some external physical
agents such as chemical agents, X rays, ultraviolet (UV)
rays, and so on. All types of cancer cells have an imbalanced
metabolic activity that leads to the utilization of a large
amount of blood glucose and the release of large amounts of
lactate into blood. In addition, the high metabolic rate of
cancer cells causes an increase in local temperature as
compared to normal cells. These factors have enabled IR
imaging as a viable technique to visualize the abnormality.
The IR image provides more dynamic information of the
tumor since the tumor can be small in size but can be fast
growing making it appear as a high temperature spot in the
IR image (37,38).

Many imaging modalities can be used for breast screen-
ing, including mammography using X-ray, IR, magnetic
resonance imaging (MRI), CT, ultrasound, and positron
emission tomography (PET) scans. Although mammogra-
phy has been the baseline approach, it depends primarily
on structural distinction and anatomical variation of the
tumor from the surrounding breast tissue (7). Unless the
tumor is beyond certain size, it cannot be imaged as X rays
essentially pass through it unaffected. Other modalities
like MRI and PET scan could provide valuable information
to diagnosis, but they are not popularly adopted for various
reasons including high cost, complexity and accessibility
issues (12). Compared to mammography, MRI, CT, ultra-
sound, and PET scans that are also called the after-the-fact
(a cancerous tumor is already there) detection technolo-
gies, IR imaging is able to detect breast cancers 8–10 years
earlier than mammography (39,40). Keyserlingk reported
in (7) that the average tumor size undetected by IR imaging
is 1.28 cm versus 1.66 cm by mammography.

Samples of Other Advanced Interpretations

We would also like to mention two interesting work con-
ducted recently although their influence on diagnosis is yet
to be investigated. Alexjander and Deamer (41) propose to
study the sound (rhythms and frequencies) made within
the human body through the access of the IR frequencies of
DNA bases. Imagine if we can ‘‘hear’’ the body, would a
pleasing pattern to the ear indicate a healthy subject? Or
would different patterns present a sign of a certain disease?
Through nonlinear heat transfer modeling, Pavlidis and
Levine (42) show that the periorbital blood flow in anxious
states can be used to extract subtle facial temperature
fluctuation patterns and thus assist in traditional poly-
graph examination. Perhaps if we go beyond imagination,
more exciting applications of IR imaging can come into the
light.

NEW GENERATION INFRARED TECHNOLOGIES

Infrared technology owes its origin to military research.
Since IR imaging was first introduced to medical diagnosis
in the 1960s, most of the IR equipment used has not been
specifically designed for the medical market (23). Some of
the problems associated with IR cameras at that time, for
example, narrow field of view (<208) and low spatial reso-
lution (�200 optical lines), although are not issues in
military applications, they have affected the effectiveness
and accuracy of diagnosis to a great extent. Some recent
advances in IR sensor design expect to solve these problems
and make IR sensors adequate for medical applications. In
the following, we focus our discussion on the advances in
the detector technologies, especially the uncooled camera
development.

Cooled versus Uncooled Thermal Detectors

To some extent, the main factor that determines which
wavelengths are included in which IR region is the type of
detector technology used to capture IR radiation (17). The
NIR radiations are observed in very similar way as the
visible light, except that special IR detectors need to be
used. On the other hand, TIR imaging generally requires
the use of a cooling system in the form of a nitrogen or
compressed air cooling bottle, which contains crystals like
germanium whose electrical resistance is very sensitive to
heat. Figure 4 shows the two main assemblies of the EYE-
Z640 cooled FLIR (forward looking IR) camera from
OPGAL Optronic Industries Ltd. (43). The detector is InSb
cryogenically cooled and needs extra gadgets like the cooler
and the dewar to support the cooling system. Compared to
uncooled IR cameras, although cooled systems generally
present better sensitivity, they consume more power, need
a relatively longer cooling down time (e.g., a few minutes),
and are more expensive. In addition, the average time that
cooled IR cameras will function before failing is very lim-
ited (around a few thousand hours). Due to the size, weight,
and complexity, these systems were limited to fixed deploy-
ment like tripod mounting.

The advance in solid state models has made a new class
of sensors possible, the uncooled detector design. In the
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1980s, the Department of Defense (DoD) sponsored com-
panies like Honeywell and Texas Instruments (TI) with
large classified contracts to develop uncooled IR detector
technology (45). Honeywell’s microbolometer and TIs pyro-
electric sensors are both successful deliverables from these
programs. In 1999, the Defense Advanced Research Pro-
jects Agency (DARPA) issued a Broad Agency Announce-
ment (BAA) (46) that solicits proposals for increasing the
performance of the uncooled IR sensors to their theoretical
limit. The objective for the thermal sensitivity is set at
<10 mk with the pixel size less than or equal to 25mm. As
far as the array size, high performance arrays for long-
range systems can be as large as 960� 1280 elements,
while arrays for microsensors may be as small as
240� 320 elements (46).

Compared to other uncooled IR detector technologies,
like ferroelectric and pyroelectric, microbolometer sensors
are less expensive, providing higher dynamic range,
broader spectral range, and lower cross-talk. Therefore,
this type of uncooled sensors are more popularly used,
especially after DoD declassified the microbolometer tech-
nology in 1992.

The microbolometer technology, which is thermalelec-
tric in nature, converts IR energy to a change in resistance.
Each microbolometer detector consists of a silicon nitride
microbridge that lies above a silicon substrate and is
supported by silicon nitride legs, as shown in Fig. 5. A
bolometer is a thermal detector that is deposited on the
bridge. When heated by incoming radiation, the bolometer
detector can result in a temperature rise that is sensed as a
change in the element resistance.

Because the uncooled cameras do not require a cooling
system, they are much lighter, smaller, more reliable and
less expensive compared to the cooled cameras. Currently,
the uncooled cameras are approaching to the thermal
sensitivity of the cooled ones (0.058 or 0.02 8C of uncool
vs. 0.01 8C of cool) and are very popular in breast imaging.
Figure 6 shows the PRISM 2000 Thermal Metabolic Ima-
ging system manufactured by Bioyear, Inc. (47), in which a
FLIR microbolometer detector is installed on the gantry.
The detector consists of 320� 240 pixels with a sensitivity
of 0.05 8C.

Although we have listed quite a few advantages of
cooled IR cameras, the competition between uncooled
and cooled detectors continues, especially with the recent
development of the deeply cooled QWIP (quantum well
photodetector) detectors. Wiecek conducted a brief
comparison (48) between uncooled thermal detectors and
QWIP and discussed the limits in both technologies.

Three Generations of Development

Since its first appearance, the development of thermal
imagers has gone through three generations of evolution.

The first generation thermal imagers were fielded in the
1970s. They use a single detector or small-size linear array
detectors. In order to generate the picture, two scanning
mirrors are used. This generation imagers generally have
the white out problem (or over saturation over high inten-
sity sources). Although mechanical brightness controls are
used later to address the problem, the images still lack
clarity.

Second generation imagers appeared in the 1980s. They
use a relatively larger linear array (�120 elements) or
small two-dimensional (2D) focal plane array (FPA)
(�64� 64 elements) and the scanning mirrors are still
used to generate the picture.

Third generation imagers upgrade the size of the 2D FPA
a great deal, some of which contain as many elements as
1024 � 1024. In addition, the image processing capabilities
are integrated on the FPA, hence the so-called on-chip image
processing. According to Xenics’ definition (49), FPA is a
matrix of detector cells that attached to a semiconductor
chip. Each cell is responsive in IR wavelengths, in which it
absorbs IR radiation, converts it into electrons, and sends a
voltage signal in response to form an image. The FPA can
capture multicolor images and brings great advantages to
image capturing, including emissivity correction, lower
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Figure 4. EYE-Z640 InSb cryogenically cooled FLIR camera from
OPGAL (44) with the electronic card (lower left corner) and
the DDCE (upper right corner: Detector, Dewar, Cooler, and
Electronics).

Silicon nitride coated
with a thin film of bolometer
detector

Silicon substrate

Silicon nitride legs

Heat

Reflective layer

Figure 5. The microbolometer detector layout.

Figure 6. Bioyear’s PRISM 2000 thermal metabolic imaging
system (Left: Gantry that hosts the FLIR camera. Middle: Console.
Right: Bed). (Courtesy of Bioyear, Inc.)



atmosphere influence on the temperature measurement,
and so on. The third generation does not use mirrors that
largely improves the image quality as the less moving part
in the camera, the more reliable the system, and the less
mechanical noise. Currently, the third generation FPA
detectors can capture wavelength from 3 to 5 or 8–12 mm.

One of the most important features that distinguishes
the third generation design is the employment of the time-
delay integration (TDI) technique for image integration
and enhancement. The TDI is a specialized detector read-
out mode. Instead of reading out the entire chip as a single
large image, the image is read out continuously, line by line
from the bottom of the detector chip. If the readout rate of
the detector and the velocity of the object being imaged
matches each other, then there will not be motion blurs.

Smart Image Processing Approaches to IR Images

Computer-aided diagnosis (CAD) has been playing an
important role in the analysis of IR images, as human
examination of images is often influenced by various fac-
tors like fatigue, being careless, and so on. The detection
accuracy is also confined by the limitations of human visual
system. On top of all these factors, a shortage of qualified
radiologists also put an urgent demand on the development
of CAD technologies. Currently, research on smart image
processing algorithms on IR images tends to improve the
detection accuracy from three perspectives: smart image
enhancement and restoration algorithms, asymmetry ana-
lysis of the thermogram including automatic segmentation
approaches, and feature extraction and classification.

Smart Image Enhancement and Restoration Algorithms

One of the problems with thermograms that has put IR
imaging in a somewhat disadvantage situation is its lack of
resolution due to blur compounded by rather high levels of
noise. Snyder et al. (50) developed an algorithm to increase
the effective resolution of thermograms by a 2:1 ratio while
at the same time removing the noise and preserving edges
in the image. This algorithm is based on a minimization
strategy known as mean-field annealing, which takes into
account processes of blur, noise, and image correlations, to
make an optimal estimate of the missing pixels.

MITs researchers attempt to enhance the resolution of
IR images through another route. The Minimally Invasive
Optical Biopsy System developed at MIT (51) uses IR light
in conjunction with an intravenously injected dye and
special computer software to create a clear, high contrast
image that could easily allow physicians to detect breast
masses and determine if they are benign or malignant.

Kaczmarek and Nowakowski (52) proposed the use of
active dynamic thermography (ADT), commonly adopted in
nondestructive testing of materials, to further enhance the
image quality. ADT analyzes thermal transients after the
application of external thermal excitation. Some prelimin-
ary results have shown the promise of this approach.

Asymmetry Analysis

Making comparisons between contralateral images are
routinely done by radiologists. When the images are rela-

tively symmetrical, small asymmetries may indicate a
suspicious region. From the human thermal model
depicted in Fig. 2, the symmetry in temperature distribu-
tion between the left and the right part of the human body
is very obvious. However, these small asymmetries
might not be easy to detect and it is important to design
an automatic approach to eliminate human factors.
Figure 7 shows four case studies on how asymmetric
thermal signatures have indicated different types of dis-
ease. These studies are originally conducted by Meditherm
(53). Figure 7a shows a patient with complex regional pain
syndrome (CRPS) in the right foot, which is developed after
a fractured calcaneum 18 months previously. The thermo-
gram indicates the right foot is 3.7 8C colder than the left
foot. It is reported from the same study that some cases of
CRPS are misdiagnosed as psychological or hysterical pain
states but thermography is able to show characteristic
changes. Figure 7b shows a patient with right knee surgery
followed with a painful effusion in the early post operative
period. In this case, thermography is able to confirm a
significant inflammatory reaction and 30 ml of blood-
stained fluid was aspirated. Figure 7c shows a patient with
the left wrist injured three years ago. Thermogram indi-
cates obvious temperature change in the left wrist and
hand.

Head et al. (54,55) recently analyzed the asymmetric
abnormalities in IR images. In their approach, the image is
segmented first by operator. Then breast quadrants are
derived automatically based on unique point of reference,
that is, the chin, the lowest, rightmost and leftmost points
of the breast.

Qi and Head (56) developed an automatic approach to
asymmetry analysis in IR images. It includes automatic
segmentation and pattern classification. Hough transform
is used to extract the four feature curves that can uniquely
segment the left and right breasts. The feature curves
include the left and the right body boundary curves, and
the two parabolic curves indicating the lower boundaries of
the breasts. Figure 8 shows the segmentation results of two
patient images obtained using the Inframetrics 600M cam-
era, with a thermal sensitivity of 0.05 K. The images are
collected at Elliott Mastology Center. The results include
the intermediate images from edge detection, feature curve
extraction, to segmentation. From the figure, we can see
that Hough transform can derive the parabola at the
accurate location.

Mabuchi et al. (57) designed a computerized thermo-
graphic system, which would produce images of the dis-
tribution of temperature differences between the affected
side and the contralateral healthy side. Because there is no
standard skin surface temperature existed, the system
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measures the body-surface temperature of each pixel in the
affected area and subtract from it the body-surface tem-
perature of the corresponding pixel in the symmetrically
located contralateral healthy area to generate the differ-
ence image.

Feature Extraction and Classification

Upon segmentation, different features can be extracted
from the segments. Asymmetric abnormalities can then
be identified based on mature pattern classification tech-
niques. In this process, feature extraction is crucial to the
success of computer-aided diagnosis (58) shows that the
high order statistics (e.g., variance, skewness, and kurto-
sis) and joint entropy are the most effective features to
measure the asymmetry, while low order statistics (e.g.,
mean) and entropy do not assist asymmetry detection.
Jakubowska et al. (59) also addressed the importance of
using statistical parameters (first and second order) in
extracting thermal signatures for asymmetry analysis.
From the figure, we observe that the high order statistics
are the most effective features to measure the asymmetry,
while low order statistics (mean) and entropy do not assist
asymmetry detection. Figure 9 compares the effectiveness
of the features used to analyze the symmetry of the seg-
ments derived in Fig. 8. The first data point along the x-axis
indicates entropy, the second to the fifth points indicate the
four statistical moments (means, variance, skewness, and
kurtosis). The y axis shows the closeness metric we defined
as the absolute difference between 1 and the ratio between
the feature value from the left segment and that from the
right segment. Hence, the smaller the difference, the more

symmetric the two segments. We observe from the figure
that the high order statistics are more effective features to
measure the asymmetry than low order statistics (mean) or
entropy.

Szu et al. (60) proposed a new paradigm shift that uses
at least two dual-band (mid and long) IR imaging cameras
operating simultaneously on the patient. This system
enables a smart brain-like neural network algorithm,
the Lagrange Constraint Neural Network (LCNN), to
achieve submilimeter scaling of the close-up breast ima-
ging for the vascular and angiogenesis effects as well as
stage-zero detection of ductal carcinoma in situ.

The Dynamic Area Telethermometry Technique

To be able to yield objective clinical diagnosis, Anbar et al.
(61) proposed the dynamic area telethermometry (DAT)
technique. It has been demonstrated to be applicable to any
quantitative patho-physiological assessment. The authors
demonstrated that using classical fast Fourier transform
(FFT) and elementary statistics, the large amount of
sequential observations can be reduced to a single quanti-
tative diagnostic parameter without the participation of
human experts. Other related work also reported in
(62,63).

The above mentioned techniques are just samples of
activities reported in recent conferences, workshops, and
symposia. Another trend of effort that is worth mentioning
is the transition of automatic target recognition (ATR)
algorithms developed for military application to medici-
ne.‘‘From tanks to tumors’’ (64,65) has been the theme of
this transition and the rich collection of ATR algorithms
that the military has sponsored will greatly improve the
state-of-the-art of CAD development.

Concept Validation

Concept validation is an important procedure in the pro-
motion of IR-based breast screening where blind diagnosis
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Figure 8. Segmentation results of two images. (a) results from
cancerous patient. (b) Results from normal patient. From top to
bottom: original image, edge image, four feature curves, segments.
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Figure 9. Performance evaluation of different feature elements.
Solid line: noncancerous image; Dash line: cancerous image. The
five data points along the x axis indicate (from left to right):
entropy, mean, variance, skewness, kurtosis.



and clinical evidence are necessary. Although there have
been a lot of clinical trials conducted so far (66), there has
not been a well-designed, standard database created for the
purpose of concept validation.

The Advanced Concept Analysis, Inc. located at Falls
Church, VA was awarded in 2000 to manage the creation of
such a database. The project is sponsored by the Deputy
Assistant Secretary of the Army for Installations and Envir-
onment (Environmental Safety and Occupational Health),
the Office of the Deputy Undersecretary of Defense for
Science and Technology (ODUSD/S&T), the Air Force
Research Laboratory (AFRL), and the Office of Naval
Research (ONR). An Internet-based Virtual Distributed
Laboratory (VDL) at AFRL will house >8000 images from
>2000 patients provided by E.H.H. Breast Cancer Research
and Treatment Center, Baton Rouge, LA and Ville Marie
Medical Center & Women’s Health Center, Montreal,
Canada. Each center will use the collaboration tools and
evaluation procedures on the VDL to conduct blind diag-
noses of the images provided by the other. Blind test results
will be compared with actual clinical evidence stored with
the imagery. VDL access may be applied for at (67).

INTERNATIONAL IR IMAGING ACTIVITIES IN MEDICINE

Before this article is summarized lets take a quick scan of
activities reported worldwide on the usage of IR imaging in
medicine.

United States of America and Canada: Infrared imaging
is beginning to be reconsidered in the Unites States, largely
due to the factors discussed early, that is new IR technol-
ogy, advanced image processing, in-depth pathophysiolo-
gical understanding of IR images. Currently, there are
several academic institutions with research initiatives in
IR imaging. Some of the most prominent include National
Institute of Health (NIH), Johns Hopkins University
(JHU), University of Houston, and University of Texas.
The NIH has several ongoing programs, such as vascular
disorders (diabetes, DVT), monitoring angiogenesis activ-
ity (Kaposi Sarcoma, pain reflex sympathetic dystrophy
(68), monitoring the efficacy of radiation therapy, organ
transplant) perfusion, multispectral imaging, and so on
(69–71). The JHU does research in microcirculation, mon-
itoring angiogenic activity in Kaposi Sarcoma and breast
screening, laparoscopic IR images for renal disease. Uni-
versity of Houston just created an IR imaging laboratory to
investigate with IR the facial thermal characteristics for
such applications as lie detection and other behavioral
issues (fatigue, anxiety, fear, etc.) (42). There are two
medical centers specializing in breast cancer research
and treatment which use infrared routinely as part of their
first line detection system, which also includes mammo-
graphy and clinical exam. These are: EHH Breast Cancer
and Treatment Center, Baton Rouge, LA. and Ville Marie
Oncology Research Center, Montreal, Canada

China: China has a long-standing interest in IR ima-
ging. More recently, the novel method Thermal Texture
Mapping (TTM) (34,35) has added increased specificity to
static imaging. It is known that this method is widely used
in this country. Introduction of TTM has been made to

NIH. They have been using this method successfully in
detection and treatment in Kaposi Sarcoma (associated
with AIDS patients). There are further possibilities for
high-level research for this method in the United States
and abroad. The TTM technology developed by Bioyear (47)
has also been adopted in the EHH Center and the Ville
Marie Center mentioned above.

Japan: Infrared imaging is widely accepted in Japan by
the government and the medical community. More than
1500 hospitals and clinics use IR imaging routinely (70).
The government sets the standards and reimburses clinical
tests. Their focus is in the following areas: blood perfusion,
breast cancer, dermatology, pain, neurology, surgery
(open-heart, orthopedic, dental, cosmetic), sport medicine,
oriental medicine. The main research is performed at the
following universities: University of Tokyo—organ trans-
plant; Tokyo Medical and Dental University (skin tem-
perature characterization and thermal properties); Toho
University—neurological operation); Cancer Institute
Hospital (breast cancer). In addition, around forty other
medical institutions are using infrared for breast cancer
screening.

Korea: Began involvement in IR imaging during the
early 1990s. More than 450 systems have been used in
hospitals and medical centers. Primary clinical applica-
tions are neurology, back pain/treatment, surgery, oriental
medicine. Yonsei College of Medicine is one of the leading
institutions in medical IR imaging research along with
three others.

United Kingdom: The University of Glamorgan is the
center of IR imaging; the School of Computing has a
thermal physiology laboratory which focuses in the follow-
ing areas: medical IR research, standardization, training
(university diploma),‘‘SPORTI’’ Project funded by the Eur-
opean Union Organization. The objective of this effort is to
develop a reference database of normal, thermal signatures
from healthy subjects. The Royal National Hospital of
Rheumatic Diseases specializes in rheumatic disorders,
occupational health (Raynaud’s Disease, Carpal Tunnel
Syndrome and Sports Medicine). The Royal Free Univer-
sity College Medical School Hospital specializes in vascular
disorders (diabetes, DVT, etc.), optimization of IR imaging
techniques and Raynaud’s Phenomenon).

Germany: University of Leipzig uses IR for open-heart
surgery, perfusion, and microcirculation. There are several
private clinics and other hospitals that use infrared ima-
ging in various applications. EvoBus-Daimler Chrysler
uses IR imaging for screening all their employees for well-
ness/health assessment (occupational health). InfraMedic,
AG, conducts breast cancer screening of women from 20–85
years old for the government under a 2 year grant and IR is
the sole modality used.

Austria: Ludwig Boltzmann Research Institute for Phy-
sical Diagnostics has done research in IR for many years
and it publishes the Thermology International (a quarterly
journal of IR clinical research and instrumentation). The
General Hospital, University of Vienna, does research
mainly in angiology (study of blood and lymph vessels)
diabetic foot (pedobarography).

Poland: There has been a more recent rapid increase in
the use of IR imaging for medicine in Poland since the
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Polish market for IR cameras was opened up. There are
>50 cameras being used in the following medical centers:
Warsaw University, Technical University of Gdansk, Poz-
nan University, Lodz University, Katowice University and
the Military Clinical Hospital. The research activities are
focused on the following areas: Active Infrared Imaging,
open-heart surgery, quantitative assessment of skin burns,
ophthalmology, dentistry, allergic diseases, neurological
disorders, plastic surgery, thermal image database for
healthy and pathological cases and multispectral imaging
(IR, visual, X-ray, ultrasound) (52).

Italy: Much of the clinical use of IR imaging is done
under the public health system, besides private clinics. The
ongoing clinical work is in the following areas: dermatology
(melanoma), neurology, rheumatology, anaesthesiology,
reproductive medicine, and sports medicine (72). The Uni-
versity of G. d’Annunzio, Chieti, has an imaging laboratory
purely for research on infrared applications.

SUMMARY

This article discussed recent research achievements in
medical theomography. The objective is to show that due
to the advances in IR technology, image processing tech-
niques, and the pathophysiological-based understanding of
theromograms, IR imaging is mature to be used as a first
line supplement to both health monitoring and clinical
diagnosis. We have established a website (73) to facilitate
researchers working in the field of medical thermography
to exchange research findings. We welcome contributions
to enrich this list of collections.
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INTRODUCTION

High body temperature has been an indication of illness
since the time of Hippocrates, when only the hand could be
used to detect heat or cold. The development of thermo-
meters as we know them was a slow process; it was not
before the late 19th century that thermometry became an
important tool in clinical practice (1). Medical thermome-
try is routinely used nowadays across the spectrum of
medical specialties and in all environments, ranging from
the home to the critical care unit. New techniques have
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appeared, which allow the measurement not only of the
core body temperature, but also of local temperatures or
regional temperature distributions, which can be used as
health indicators.

Catheterization for thermometry measurements is used in
the thermodilution technique for the assessment of the car-
diac output and in intracoronary thermography for the prog-
nosis of atherosclerotic plaques. Non-contact infrared
thermometry has been used in the screening of travelers
for the severe acute respiratory syndrome (SARS), but also in
rheumatic diseases, vascular disorders, and the detection of
breast cancer. The most extensive use of thermometry, how-
ever, is in thermal therapies (hyperthermia and tissue abla-
tion). The physical method used (RF and microwave
radiation, lasers or ultrasound), the treatment site, the target
volume size, and the anticipated temperature rise determine
the temperature measurement technique. In fact, several
practical requirements in this area have resulted in the
recent technological advancement of medical thermometry.

SPECIFICATIONS OF A TEMPERATURE MEASURING SYSTEM

To achieve a fair comparison among the various temperature
measuring systems and to choose the appropriate one for
each application, a set of parameters has to be considered. In
the following article, these characteristic parameters are
defined as closely as possible to the international vocabulary
of basic and general terms in metrology (2).

Accuracy is the ability of a measuring system to provide
a value of temperature close to its true value. The resolu-
tion of a temperature measuring system is the smallest
change in the value of temperature that causes a percep-
tible change in the corresponding indication, whereas the
resolution of a displaying device is the smallest difference
between indications of a displaying device that can be
meaningfully distinguished. Stability is the ability of a
temperature probe to maintain its metrological character-
istics constant with time.

The concept of time constant has been replaced by the
step-change response time of a measuring system. As a
consequence, the response time of a temperature probe is
the duration between the instant when the temperature at
the input of the system is subjected to a step change between
two values and the instant when the corresponding indica-
tion settles within 63% of the step change. The factors
affecting the response rate of a temperature probe are

1. The mass of the probe surrounding the active tem-
perature sensitive point.

2. The thermal conductivity of materials used in manu-
facturing the probe (e.g., sheathing, protective, or
insulating coating).

3. The mass and conductivity of the measured material.

TYPES OF TEMPERATURE MEASURING SYSTEMS

Liquid-in-Glass Thermometers

Thermal expansion of fluids is a physical phenomenon that
can be used for accurate temperature measurements, as is

manifested by the adoption of gas thermometers in the
lower ranges of the current international temperature
scale, ITS-90 (3). The expansion of solids finds an applica-
tion not only in thermostats but also in bimetallic thermo-
meters, which are used in industry (furnaces, hot water
pipes, vapor chambers). In medicine the liquid-in-glass
thermometer has dominated medical thermometry in the
last few centuries. However, the use of liquid-inmetal
thermometers is not unknown to the chemical industry,
as they can present robust and accurate low-cost solutions
in a hostile environment.

A liquid-in-glass thermometer comprises a capillary
tube sealed at both ends supported in a stem with a suitable
scale. At the basis of the tube, a tiny reservoir (bulb)
contains the liquid, which expands inside the tube and
raises its height, when it gets hot, because glass expands
considerably less compared with it. For the liquid to expand
without difficulty, the remaining space of the tube is either
empty (vacuum) or filled with a compressible gas. The scale
on the stem of the thermometer is calibrated in such a way
that temperature is proportional to the liquid height. This
requirement dictates the use of liquids, for which the
volume increases linearly with temperature. Moreover, it
implies that the capillary bore has to be of the same
diameter. If, due to manufacturing uncertainties, the inner
diameter of the capillary tube changes, inaccuracies can
occur in temperature measurement.

The choice of the liquid depends on the use of the
thermometer and the temperature range of interest. Mer-
cury, alcohol, and some synthetic oils are most commonly
employed. Intended use and safety against breakage (e.g.,
mercury is a toxic liquid) also play a role. The main
advantages of liquid-in-glass thermometers are their
low cost, user-friendliness, and credibility (their accuracy
can be as low as 0.01 8C, or even half of this value for
laboratory thermometers). Their drawbacks can be sum-
marized in their low resolution, which strongly depends
on the operator, their slow response, and their fragility,
which calls for an environment free of vibrations. Another
disadvantage is that they have to be read locally, because
they have to be in good contact with the measured medium
(sometimes even fully immersed in it) and, in some situa-
tions, their size. Medical applications fall within the
temperature range of both mercury (from about �30 to
500 8C) and alcohol thermometers (from about �80 to
70 8C).

Further details on the use of liquid-in-glass thermo-
meters can be found in Reference 4.

Electrical Resistance Thermometers

The change of resistance with temperature in conductors is
related to changes in free electrons’ motion and atomic
lattice vibrations. In fact, any conductor could be used
in principle to build a resistance temperature detector
(RTD). However, manufacturing limitations have led to
the choice of specific metals, like copper, gold, nickel, silver,
and platinum. The increase of resistance with temperature
in metals is often expressed in the form

RT ¼ R0ð1þ aTÞ ð1Þ
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where R0 is the conductor resistance at temperature of
0 8C, TR is the conductor resistance at temperature of T (in
degrees Centigrade) and a(8C�1) is the temperature
coefficient of resistance, which is characteristic for the
metal.

The accuracy of RTDs is very high, especially when
constructed with metals like platinum, for which a high
degree of purity can be achieved. This is why platinum
resistance thermometers are used in defining ITS-90 in the
range between the triple point of hydrogen (13.8033 K) and
the freezing point of silver (1234.93 K), which comprises
the biological temperature range. However, the character-
istic curve of resistance against temperature is usually
modeled as a higher order polynomial for standardization
purposes. Assuming a linear relationship, like above,
results in an error smaller than 0.4 8C at 50 8C in the
temperature range 0 to 100 8C (5).

The temperature sensor of an RTD consists of a wire
wound on a ceramic core or a thick film coated on a ceramic
surface. The sensor is encapsulated within a ceramic casing
to form the temperature probe. The two ends of the wire are
connected to a Wheatstone bridge (Fig. 1). The value of
resistance RV is varied until the indication on the digital
voltmeter is zeroed, i.e., until it matches the unknown
resistance of the temperature sensor. Therefore, the bridge
imbalance, which indicates that resistance changes can be
readily calibrated to reflect temperature changes by assum-
ing a linear relationship. One problem with the circuit of
Fig. 1 is that lead resistance also changes with temperature.
Therefore, other arrangements of the lead wires should be
implemented, which directly measure and subtract this
latter resistance from the sensor resistance. Inaccuracies
in RTDs can occur due to self-heating, because the current,
which must be passed through the sensor to measure its
resistance, causes ohmic heating. This kind of error can be
minimized by reducing the flowing current and ensuring a
good thermal contact between the sensor and the surround-
ing medium. As mentioned, RTDs can be very accurate.
However, they have a large time constant and are relatively
large in size for biological implantation. Moreover, they are
fragile and have a high cost.

Thermistors

The principle of resistance changes with temperature is
also used in thermistors. These were introduced to over-

come the very small temperature coefficients of the cheaper
metals used in RTDs. Thermistors are based on semicon-
ductors, fabricated by mixing metal oxides (usually of
manganese, nickel, chromium, and cobalt). The alteration
of semiconductor resistance with temperature is founded
on a different physical principle as compared with conduc-
tors. The exchange of electrons (and holes) from the bound
valence band to the mobile conduction band depends expo-
nentially on temperature, giving resistance changes of
typically 1 V/0.01 8C, whereas RTDs operate with changes
on the order of 5 mV/8C.

Thermistors can present both reduction and increase of
resistance with temperature. The change of resistance can
be approximated by the relationship

RT ¼ R0e
Bð1T� 1

T0
Þ ð2Þ

where R0 is the resistance at temperature T0 and B is a
constant, which characterizes the thermistor material.
The values of B are in the range of 3000 to 5000 K.
Thermistors are specified by their resistance at 25 8C,
which ranges from several ohms to some kiloohms.

They are manufactured in the shape of beads, disks, or
rods with conducting leads attached to them and encapsulated
in epoxy resin or glass sheaths. Beads are used most of the
time; they are available in very small sizes with a diameter less
than 0.1 mm. They have response times in the range of some
seconds and an accuracy of 0.1 to 0.5 8C.

A noteworthy development in thermistor fabrication
took place in the mid-1970s, when R. Bowman introduced
an elegant design of a temperature probe, which was highly
insensitive to radio-frequency electromagnetic radiation
(6). The probe had an outer diameter of 1 mm, with a
thermistor of 0.5 mm in size, and a response time of
0.2 s. It was based on high-resistance, plastic readout-leads
with resistances of about 160 kV/cm, which secured a
heating error in the lines of less than 0.005 8C for a heating
rate of 1 8C/min.

The use of standard photolithography has made possible
the creation of miniaturized thermistor probes. For example,
the evaporation of amorphous germanium (a-Ge) on a Pyrex
glass substrate has resulted in a temperature sensing area of
50mm� 100mm� 0.25mm with large resistance (4 MV) that
needs only a 20 nA measuring current (7). The accuracy of
this probe is close to 0.05 8C in the temperature range 0 to 60
8C and its response time only 14 ms.

Self-heating is a source on inaccuracy for thermistors,
as it is for RTDs. However, the high resistivity of thermis-
tor materials can allow for reductions in the measuring
current, down to values that ensure the desired resolution.
The high resistivity offers another advantage, namely that
of eliminating the need for complicated circuitry config-
urations, because variation of lead resistance with tem-
perature becomes less important. Thermistors need
frequent calibration and may show a drift in their char-
acteristics due to changes of the semiconductor materials.
Their main drawback is their nonlinearity.

Thermocouples

The operation of thermocouples is based on the Seebeck
effect or thermoelectricity, or the ability of heat energy to

THERMOMETRY 357

DVM

RTD

sheath

insulator connection
leads

RV

R2

R3

Figure 1. Schematic diagram of an RTD measuring circuit.



free electrons from a metal’s surface into the free state.
When a pair of dissimilar metals is connected into the form
of a loop and the junctions are kept at different tempera-
tures, an electromotive force (emf) develops (Fig. 2). If the
two junctions have the same temperature, then no net emf
will appear. Therefore, if one junction is kept at a constant
temperature and the temperature of the other is varied, the
measured emf will be proportional to the temperature
difference of the two junctions.

Many thermocouple material combinations are listed by
Kinzie (8). The combination determines the magnitude and
the polarity of the resulting emf. The criteria for selecting a
thermocouple can include cost, temperature range, chemi-
cal stability, physical properties of the measured medium,
and duration of measurement. The most commonly used
metals for the construction of thermocouples are rhodium,
copper, iron, nickel, chromium, and aluminum, as well as
some of their alloys. Some metal combinations are stan-
dardized and designated by a letter (T, J, E, K, N, B, S, R).

Thermocouples of the T, J, E, and K types operate in
temperature ranges, which include the temperatures of
biological and medical interest. The first three types are
assembled with constantan (an alloy of nickel and copper)
as one of the metals. Although they have lower stability
than other thermocouple types, they are inexpensive and
show good linearity and moderate and sensitivity (30 to 50
mV/8C) in the biological temperature range. Their dimen-
sions can be very small. Two metal wires of some microns
in diameter (70 to 140 mm in practice) are insulated (in
PVC, Teflon, or glass fiber) and connected at their distant
end (Fig. 3) to form the measuring (primary) junction,
which is in the size of the two wires combined. The small

size of the wires and junctions allows for fast response
times, especially when encapsulated in a thin sheath.
Furthermore, it facilitates the introduction of thermocou-
ples inside a hypodermic needle for interstitial tempera-
ture measurements more easily compared with
thermistors and RTDs.

To operate a thermocouple, it is necessary to connect it
to a voltage-measuring instrument. However, the con-
nection to the readout module is usually achieved
through the use of leads, which are made of a metal,
different from the ones that make up the thermocouple.
In the case of a type T thermocouple and copper leads,
there is going to be one junction, namely that of thermo-
couple constantan to copper lead, which will introduce
one more thermocouple junction. The advantage of the
type T thermocouple is clear; for other types of thermo-
couples, for which none of the metals is copper, two new
thermocouple junctions will be created at the connection
of terminals to the readout module, whose emfs will be in
series with the emf of the measuring junction. Therefore,
the temperature of these secondary (Fig. 3) junctions
(also called reference or cold junctions) must be stable
and their emfs known to maintain the calibration of the
primary junction. Historically, this used to be accom-
plished by immersing the reference junctions in an ice
bath of 0 8C, so that the total measured voltage was
adjusted to zero when the probe temperature was also
0 8C. A more convenient solution, however, is to provide
an electronic bridge circuit between the secondary junc-
tion and the voltage measuring equipment. This circuit
incorporates a resistance temperature device, whose
voltage changes with temperature by the same amount
as the reference junction, canceling out any variations of
the latter (the temperature-sensitive device is connected
in such a way that its voltage is subtracted from the emf
appearing at the secondary junction).

Sources of uncertainty in temperature measurements
with thermocouples include the spurious emfs from exter-
nal electric and magnetic fields, temperature measure-
ment of reference junctions, cable specifications, and
drift and uncertainty of the voltage measuring instrument.
Like in the case of RTDs and thermistors, thermal conduc-
tion along the metal readout wires gives another source of
inaccuracy.

Interesting and practical information on thermocouple
thermometry can be found in References 8 and 9.

Fiber-Optic Probes

The use of fiber-optic thermometers is necessary in situa-
tions, where electrical insulation for safety or electromag-
netic immunity of the sensor is of concern. The most
common medical applications for which these require-
ments are of paramount importance are cancer treatment
with microwave or RF hyperthermia, temperature mon-
itoring during Magnetic resonance imaging (MRI) and
cardiac output measurement with the thermodilution tech-
nique. There are mainly three reasons for which conven-
tional thermoelectric devices (RTDs, thermistors or
thermocouples) should not be used inside electromagnetic
fields:
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1. The incident electromagnetic fields will be per-
turbed and scattered by the metal parts of the
thermometer devices.

2. Currents will flow in the metal parts of the devices,
resulting in their ohmic heating.

3. The currents in the devices can lead to spurious
readings.

Fiber-optic sensors work on the principles of light
absorption, reflection, scattering or interference, as well
as with the effect of induced fluorescence. With respect to
the implementation of the physical mechanisms, they
either operate in the time domain or they involve intensity
or wavelength modulation.

The simplest solution to temperature measurement
with a fiber-optic probe is the use of a gallium arsenide
(GaAs) crystal as the sensor. One implementation uses two
optical fibers, a transmitting and a receiving one. The light
transmitted by a light-emitting diode, after having been
partially absorbed in the GaAs sensor at the tip of the
probe, returns to the detecting module in the readout
equipment. It is known that some of the light energy that
gets absorbed in the crystal is used to raise electrons from
the valence band to the conduction band. As the energy gap
between the two bands is a known function of the crystal’s
temperature, the amount of absorbed power can be related
to the temperature of the GaAs sensor. A second imple-
mentation with semiconductor sensors uses the same crys-
tal and a dielectric mirror (Fig. 4) at the end of a single
optical fiber and takes advantage of wavelength, instead of
intensity, modulation due to temperature variations. The
transmission spectrum of the crystal moves to larger wave-
lengths as its temperature rises (Fig. 5). This is known as
the absorption/transmission shift and occurs because the
energy of a photon is inversely proportional to its wave-
length. When the temperature of the GaAs crystal
increases, reducing the energy gap between the semicon-
ductor’s electron state bands, photons with less energy
(longer wavelengths) are absorbed, making the transmis-
sion spectrum shift toward higher wavelengths. The
advantages of this implementation include that the read-
out is independent of light intensity and, consequently,
factors, which usually contribute to the attenuation in
optical fibers, such as length, splices, and bending.

One of the first techniques that have been commercia-
lized for fiber-optic probes is that of induced fluorescence.
This technique makes use of the change in fluorescence
decay time (lifetime) with temperature. At the tip of the
probe, a thermosensitive phosphor sensor is located. This

sensor is stimulated by the red light of a pulsed light-
emitting diode and emits light over a broad spectrum in
the near infrared region. The time needed for this fluor-
escence effect to decay depends on the temperature of the
phosphor sensor; the higher the temperature, the shorter
the decay time. The fluorescent signal continues to be
transmitted for some milliseconds through the same fiber
back to a detector in the readout equipment, even after the
stimulating light from the led is off. The fluorescent decay
time is then measured by a multipoint digital integration of
the decay curve. The use of the decay-time technique
eliminates the need to reference the output light intensity
to that incident on the sensor, a significant problem experi-
enced in intensity modulation schemes.

Another approach to temperature measurement with
fiber-optic probes is Fabry–Perot interferometry, in which
two parallel, partially reflecting surfaces are brought very
close to each other to form an optical reflecting cavity, also
known as etalon. If the distance between these surfaces
(due to different coefficients of thermal expansion of the
materials they are made of) or the refractive index of the
material between them changes, the reflectance spectra
and the interference fringes change accordingly.

Apart from electromagnetic immunity, other advan-
tages of fiber-optic probes include minimal thermal con-
duction along the probe and small size, down to 0.5 mm in
diameter. Their temperature range is very wide, their
accuracy can reach 0.1 8C, and their response time is in
the order of several hundred milliseconds.

MRI Thermometry

The use of minimally invasive surgery is very attractive
due to low costs and high effectiveness. It is usually con-
ducted in the guidance of ultrasound imaging or MRI.
Thermal therapies combined with MRI have gained recog-
nition in the recent years and include laser-induced ther-
motherapy (LITT), RF ablation, hyperthermia, and focused
ultrasound. In these techniques, it is not recommended to
use temperature sensors with metal parts, due to the
reasons described above. Instead, the signals collected to
reconstruct the image in the MRI devices can be used to
create temperature maps inside the patients in three
dimensions.

The effect of temperature on physical parameters mea-
sured by MRI devices has been known for a long time; the
first study on temperature measurement with such a
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device appeared in 1983 (10). This first report was based on
changes of the longitudinal relaxation time (T1). In a space
free of magnetic fields, the magnetic orientations of atomic
nuclei in a biological sample are directed randomly. Once
placed into a magnetic field, these nuclei take two different
preferred orientations, aligned with or against the external
magnetic field, and the sample becomes magnetized. The
transition from the random distribution of the unmagne-
tized sample to a magnetized state requires some exchange
of quantized energy. The process of magnetization is expo-
nential, and the rate at which a sample becomes magne-
tized is characterized by a quantity known as the
longitudinal relaxation time (T1):

Mz

!
¼ M
!

0ð1� e�t=T1Þ ð3Þ

If the availability of the exact energy required to flip the
nuclei between their two energy states is low, then T1 will
be long. The energy for changing the magnetic state of
nuclei is obtained from molecular motion, and thus, it
depends on temperature. At absolute zero, where there
is no molecular motion, T1 approaches an infinite value. In
fact, for the hydrogen protons, which are in abundance in a
biological sample, the spontaneous state change would
take place once every about 1025 years. Smaller molecules,
like water, exhibit a great deal more motion than larger
ones, although one should keep in mind the difference
between the freely moving bulk water in tissues and that
bound at surfaces of proteins and membranes, which is less
mobile. The change in T1 with temperature can be
described by

T1 ¼ T1ð1Þe�Ea=kT ð4Þ

where Ea is the activation energy of the longitudinal
relaxation process, k is the Boltzmann constant, and T is
the temperature (K).

Temperature measurement with T1, using conventional
sequences in MRI, suffers from long acquisition times,
which would render the technique insufficient for most
thermal procedures. Consequently, other sequences are
used, like RF-spoiled gradient echo imaging, where the
changes in T1 can be assessed faster, but with limited
signal-tonoise ratio (SNR). Another major problem of T1

temperature measurements is the errors that occur from
movement, which call for high-quality image registration.

Meanwhile, new measurement techniques have
emerged based on two other parameters known to be
affected by temperature, namely the diffusion coefficient
and the proton resonance frequency (PRF) of tissue water.
It is known that the diffusion coefficient D depends expo-
nentially on temperature, because it relates the random
Brownian motion of molecules with the diffusion process:

D� e�Ea=kT ð5Þ

where Ea is the activation energy for water diffusion in
this case. The problem with diffusion temperature map-
ping is that the motion of water in tissues is strongly
dependent on the existence of biological structures, e.g.,
membranes. The permeability of these structures is
dependent on temperature, making the diffusion process

nonlinear. Moreover, biological structures of larger
dimensions, e.g., muscle fibers or myelin sheaths, lead to
the anisotropic diffusion of water, which leads in a tensor
for the diffusion coefficient, requiring the determination of
its nine elements and long acquisition times.

The most popular technique for MRI temperature mea-
surements is based on the PRF of water. The local magnetic
field Bl, perceived by the hydrogen protons in a biological
sample, relates to the main magnetic field of the MRI
device B0, with the following equation:

Bl ¼ ð1� stÞB0 þ dB0 ð6Þ

where st is the total screening constant of the proton and d

B0 includes all local deviations from B0, which are not
temperature dependent. As the total screening constant
increases linearly with temperature and the phase distri-
bution in an image volume (slice) depends on the local field
distribution, it is possible to obtain temperature informa-
tion by directly subtracting phase images. According to the
Larmor equation, the phase within a volume at tempera-
ture T is given by

’ðTÞ ¼ gTE½ð1� stðTÞÞB0 þ dB0� ð7Þ

where g is the gyromangetic ratio and TE is the echo time of
the gradient echo pulse sequence, which is used for the
acquisition of the phase images. Therefore, the phase
difference between two images at two different tempera-
tures is

D’ ¼ ’ðT0Þ � ’ðTÞ ¼ gTE½stðT0Þ � stðTÞ�B0

¼ gTEaDTB0 ð8Þ

where a is the proportionality constant of linear tempera-
ture dependence of st, the value of which has been mea-
sured at approximately 0.01 ppm/8C (11). The main
advantage of the PRF method is its independence of tissue
composition. A potential artifact may arise from the pre-
sence of lipids, because the PRF of lipid hydrogen protons is
independent of temperature. Nevertheless, lipids can be
suppressed in gradient echo imaging by frequency-
selective slice excitation. It is clear from equations 7 and
8 that the method is sensitive to changes in d B0 between
image acquisitions, due to drift of the external field, move-
ment of the measured object, or change of magnetic sus-
ceptibility.

Comparisons among the three methods of MRI thermo-
metry have shown that the PRF method is the one with
higher precision (12). An accuracy of 0.5 8C with an esti-
mated resolution of 0.3 8C could be reached in a hetero-
geneous human phantom (13).

Radiation Thermometry

The random agitation of electrical loads or dipoles in
matter at a temperature above absolute zero is associated
with the generation of an electromagnetic wideband noise
signal with a spectrum extending from RF waves to
gamma rays. Infrared thermography, i.e., the recording
of the temperature distribution of the body using the IR
radiation emitted from its surface, and some millimeters
beneath it, exploits the wavelengths between 0.8 and
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20 mm. Microwave radiometry uses the microwave energy
emitted at larger wavelengths ranging from 1 mm to 1 m;
this means that temperature is collected from a depth of
some centimeters inside the body, requiring a huge amount
of data to solve the inverse problem formulated (14).

By definition, a black body absorbs all radiation incident
on it. Yet, if it is at an absolute temperature T, it emits
electromagnetic radiation, which is described by the
Planck’s radiation law. According to the latter, the power
P per unit area emitted into solid angle dV within the
frequency bandwidth Df is given by

P ¼ 2h f 3D f dV

c2½expðh f
kTÞ � 1�

ð9Þ

where h is Planck’s constant and c is the speed of light. The
emissivity e of any surface at a given direction and
frequency is then defined as the ratio of the power emitted
through the surface to the emissive power through the
black-body surface at the same frequency.

The major problem, when measuring temperature with
radiation thermometers, is the knowledge of the surface
emissivity, which depends on temperature. The techniques
for measuring this value are complex and expensive. Apart
from the uncertainty in the emissivity value, other sources
of inaccuracy include the attenuation of radiation between
the target and the thermometer (taking into account
humidity and distance), the background radiation present
(some of it will be reflected by the measured object) and
errors in the radiation detectors. The latter can be either
thermal detectors, using the absorbed electromagnetic
energy to increase their temperature and sense a change
in a physical property, such as resistance or dielectric
constant, or photon detectors, which measure the direct
effect of incident photons in matter with the excitation of
electrons. For example, in a quantum well IR photodetector
(QUIP), the incident photons produce electron-hole pairs,
which are carried away by an applied voltage, giving rise to
a pulse of charge.

Commercial IR cameras have a resolution of about
0.1 8C at the biological temperature range and an accuracy
of 2% of the temperature reading (in degrees Centigrade).
With the use of continuous calibration techniques, the
accuracy can reach 0.04 8C (15). The most popular and
controversial class of radiation thermometers are infrared
ear thermometers or infrared tympanic thermometers
(ITTs), which have been in the middle of a debate on both
their accuracy (16) and their calibration (17).

More details on radiation thermometry can be found in
Reference 18.

Electrical Impedance Tomography

The electrical impedivity (impedance of a unit cube) of
tissue decreases by about 1.7% 8C�1 with increasing tem-
perature, due to changes in ionic mobility (19) inside the
intra- and extracellular fluids. Electrical impedance tomo-
graphy (EIT) gives pictures of the conductivity distribution
inside the body. Therefore, it can be used, in principal, to
determine any variations induced to conductivity through
temperature changes. The results in phantoms and in vitro
were encouraging (20), despite poor resolution in central

regions, nonuniform sensitivity, and equipment interfer-
ence.

However, the conductivity change with temperature in
the living tissue is more complicated, because it involves
temperature-induced changes in the interstitial fluid
volume and the cell membrane. As a consequence of ther-
moregulation, vasodiltation can lead to changes in tissue
conductance in the same order of magnitude as the changes
due to ionic mobility of electrolytes (21). Nevertheless, in
vivo, the method correlated with direct temperature mea-
surements within 1.5 8C, although large errors (>5 8C) did
exist (22). The low cost and fast response of EIT are two
reasons for which it seems reasonable to continue the effort
of improving its application in temperature measurement,
in particular for thermotherapy.

Ultrasound

Three methods can be used to estimate with ultrasound
temperature changes inside tissues. The first one
exploits the time shift of received echoes due to changes
in tissue thermal expansion and speed of sound, which
result in actual and apparent displacements of scattering
regions, respectively. These displacements can be related
to changes in temperature DT(z) along the direction of
propagation z according to (23)

DTðzÞ ¼ c0

2ða� bÞ
dtðzÞ
dz

ð10Þ

where t(z) is the estimated time-shift at depth z, c0 is the
speed of sound before heating, a is the linear coefficient of
thermal expansion, and the coefficient b ¼ ð1=c0Þðdc=dTÞ
describes the change in the speed of sound with tempera-
ture. It is assumed that the speed of sound varies linearly
with temperature up to about 45 8C, whereas the term
(a�b) depends on tissue type. It is clear that the limitation
of the above method is the requirement for prior knowledge
of the speed of sound and thermal expansion coefficients.

The second method is based on the changes of ultra-
sound attenuation with temperature, which, however, are
more pronounced at temperatures larger than 50 8C.
Therefore, this technique is a good candidate for tempera-
ture monitoring in thermal ablation. The third method
makes use of the changes on backscattered energy, which
could be as much as 5 dB over the temperature range from
37 to 50 8C for individual scatterers (24).

Although temperature measurements by ultrasound
are a convenient and inexpensive alternative to MRI,
the performance of all of the above methods needs to be
evaluated in vivo, where sophisticated motion tracking
techniques have to be employed to correct for tissue move-
ment.
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INTRODUCTION

Tissue ablation (literal translation ‘‘removal’’) is the
destruction of diseased ( pathologic) body tissue, with the
aim to cure a disease. Tissue destruction is achieved by
thermal methods, or by application of chemical substances
(e.g., ethanol). Thermal methods cause either local heating
or cooling of the tissue to lethal temperatures (typically
below �40 8C, or above 50 8C). A number of different
physical principles are employed for heating and cooling
tissue, such as radio frequency (rf ) electric current, micro-
waves, laser, ultrasound, and cryogenic cooling.

Current clinical applications include treatment of heart
arrhythmia, cancer (liver, lung, brain, kidney, bone, pros-
tate), uterine bleeding, varicose veins, and enlarged pros-
tate (benign prostate hyperplasia), with other emerging
applications (see Table 1 for an overview). Typically,
an applicator is introduced under imaging guidance
[ultrasound imaging, fluoroscopy, computerized tomo-
graphy (CT), magnet resonance imaging (MRI)] into the
body, to the treatment site. Then the tissue region around
the applicator is ablated, destroying the diseased tissue
area.

This article describes physical principles, clinical devices,
and applications of the different ablation modalities.

PHYSICAL PRINCIPLES OF TISSUE ABLATION

Thermal Ablation Methods

All thermal ablation methods rely on thermal conduction to
some extent to heat or cool a region of tissue near the
applicator. The problem of thermal ablation can mathema-
tically be described by following heat-transfer equation:

rc
@T

@ t
¼ r � krT þQA �Qp ð1Þ

Energy QA (W�m�3) is applied to the tissue by the appli-
cator, resulting in heating (or cooling) of the tissue. Some
energy Qp is carried away by blood perfusion; depending on
tissue type, perfusion may be negligible (e.g., heart), or
may have major impact (e.g., liver). The left-hand side of
equation 1 describes how local tissue temperature T
changes, depending on tissue density r and tissue specific
heat c. The first term on the right-hand side describes how
thermal energy is conducted through the tissue, depending
on thermal conductivity k. Different models are available
in the literature that approximate tissue perfusion, the
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most widely used being Pennes’ Bioheat equation (1). In the
Bioheat equation, blood perfusion is modeled as a distrib-
uted heat sink term, according to

Qp ¼ rblcblwblðT � TblÞ ð2Þ

where rbl (kg�m�3), cbl [J (kg�K)�1] and Tbl are density,
specific heat, and temperature of blood, respectively. The
parameter T is the tissue temperature, and wbl is the blood
perfusion (1�s�1).

Figure 1 shows the heat transfer problem on the exam-
ple of cardiac radio frequency (rf ) ablation.

For thermal ablation methods the resulting zone of
tissue death is usually called thermal lesion, or coagulation
zone (for heat-based methods). In cardiac ablation litera-
ture, lesion is the accepted term. The term lesion should be
avoided in tumor ablation applications (though it is used,
especially in earlier literature), since lesion is a general
medical term referring to a pathological part of tissue (e.g.,
often tumors are called lesions).

Following each of the different ablation principles will
be described. A comparison between thermal ablation
methods is given in Table 2.

Radio Frequency Ablation. Radio frequency ablation is
the currently most widely used ablation method. The rf
current in the frequency range of typically 450–500 kHz is
applied to the tissue via the inserted electrode (catheter); a
dispersive electrode (grounding pad) is required to serve as
current return path. Inside the tissue electric current is
carried by ions (mainly sodium, potassium, and chloride),
that is, the ions oscillate due to the alternating electric
field. The ion movement results in resistive heating ( joule
heating) of the tissue due to ionic friction, with most heat
generated at the location of maximum rf current density
(typically closest to the catheter). One parameter that is often
used to characterize electrode performance is the specific
absorption rate (SAR), expressed in units of W�kg�1.
The SAR determines how much mass related power is
deposited at a certain location in the tissue. To determine
the SAR resulting from a specific rf electrode, we first have
to solve the electric field problem to determine the electric
field strength E in the tissue. The SAR can then be calcu-
lated from the local version of Ohm’s law according to

SAR ¼ s

r
jEj2 ¼ 1

s � r jJj
2 ð3Þ

where s is the electrical tissue conductivity, r is the tissue
density, and J is the electric current density.

Figure 2 shows the tissue temperature distribution
around a cardiac rf catheter after 45 s.

Maximum tissue temperature during rf ablation is
limited to �110 8C; above that temperature tissue water
vaporizes, forming an electrically insulating barrier pre-
venting further energy deposition. If too much rf power is
applied, tissue around the electrode can char; this area of
carbonization is electrically insulating and irreversible.
Applied rf power therefore has to be controlled to prevent
tissue charring (carbonization). In cardiac applications,
maximum temperature is further limited to prevent tissue
cavitation from rapidly expanding vapor.

There are three control methods currently used in clin-
ical rf devices:

Power Control. Applied rf power is kept constant
throughout the ablation procedure.

Temperature Control. The ablation catheter has one or
more thermal sensors (thermocouples or thermistors)
embedded in the electrode tip, or at a specified distance
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Table 1. Frequency of Use of Different Ablation Modalities in Clinical Applicationsa

Ablation Modalities rf Cryo Microwave Ultrasound Laser Chemical

Cardiac ablation b c d d N/Ae N/Ae

Tumor ablation (liver, lung, kidney) b c d N/Ae d d

Endometrial c c d N/Ae N/Ae N/Ae

Prostate (cancer, enlarged prostate) d c c d N/Ae N/Ae

Intervertebral disk d N/Ae N/Ae N/Ae d N/Ae

Endovascular c N/Ae N/Ae N/Ae c N/Ae

Cornea c N/Ae N/Ae N/Ae b N/Ae

aAdapted from Jie Zhang, University of Wisconsin-Madison.
bUsed frequently.
cUsed sometimes.
dUsed rarely/under investigation.
enot applicable, not used clinically.
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Figure 1. Heat transfer during cardiac rf ablation. Tissue close to
the electrode is heated by resistive heating from rf current. Heat is
then conducted thermally into the tissue. Heat is lost due to blood
perfusion in the myocardium, due to thermal conduction through
the electrode, and from convective cooling due to blood flow in the
heart chamber. (From Ref. 2.)



from the catheter. Applied rf power is controlled to keep the
measured temperature constant.

Impedance Control. Applied rf power is controlled
depending on tissue impedance, as measured between
the active electrode and the grounding pad. Initially, impe-
dance drops since electrical tissue conductivity increases
with temperature due to higher ion mobility. As tissue
vaporizes, an increase in impedance results. When impe-
dance exceeds a certain threshold, rf power is temporarily
shut down to allow vapor to settle, and then reapplied at a
lower level. Figure 3 shows a typical time course of impe-
dance during an impedance-controlled ablation procedure.

Microwave Ablation. Microwaves (MW) are electro-
magnetic (EM) waves in the frequency spectrum from 300
MHz to 300 GHz. During MW ablation, a MW antenna is
inserted into the tissue, radiating microwaves into the
tissue. These EM waves cause polar water molecules in
the tissue to align with the applied alternating electric
field. The resulting rotating water molecules cause fric-
tional heating of the tissue. For MW ablation, microwaves

at frequencies of 915 MHz or 2.45 GHz are used due to
Federal Communications Commission (FCC) restrictions,
with wavelengths in the centimeter range inside the tissue.
To determine the SAR during MW ablation, first the Max-
well equations have to be solved to determine the electric
field distribution in the tissue. Then the SAR can be
calculated using equation 3; note that the tissue conduc-
tivity s is strongly dependent on frequency. Since the
propagation of microwaves is not hindered by vapor or
charred tissue, much higher tissue temperatures compared
to rf (up to 150 8C) can be obtained (3).

Different antenna types have been proposed. The dipole
antenna has been commonly used (see Fig. 4); other com-
mon antenna types are slot antennas and monopoles (4,5).
Note that the SAR of MW antennas is dependent on
insertion depth of the antenna, and it is significantly
different at smaller insertion depths.

Contrary to other ablation methods, there has not been
use of any advanced control methods to adjust applied
power during MW ablation. So far, constant power (typi-
cally 40–100 W, depending on application) has been used.
For MW ablation, impedance match between antenna and
tissue is important. If there is mismatch in impedance,
significant amounts of power are reflected, resulting in
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Table 2. Comparison of Heat-Based Ablation Modalities

Modality Advantages Disadvantages

Radio frequency Simple applicator design Limited by tissue charring
Dispersive electrode (ground pad) required
Not usable under MRI (rf interference)

Microwave High tissue temperatures
Short application times
Constructive interference of microwaves from multiple applicators

Ultrasound Directional applicators possible
Can be used noninvasively

Laser Simple applicator design Limited by tissue charring
Cryo Iceball visible under ultrasound imaging

Reversible tissue damage (for short application times)

Figure 2. Tissue temperature (computer simulation) after 45 s of
cardiac rf ablation. Catheter is 2.3 mm in diameter, with 5 mm
electrode length, and inserted 2 mm into tissue. Note that location
of maximum temperature is�1 mm distant from the electrode due
to electrode cooling from blood flow in the heart chamber. Outer-
most boundary (508C) marks the thermal lesion boundary.

0

20

40

60

80

100

120

0 100 200 300 400
t (s) 

Impedance threshold 

Figure 3. Typical time course of impedance Z (measured
between electrode and grounding pads) during rf ablation. Initi-
ally, impedance decreases as electrical tissue conductivity
increases from heating. When tissue starts to vaporize around
the electrode (arrows), impedance rises. When impedance exceeds
threshold (dotted line), power is shut down for 15 s, and then
reapplied.



undesirable heating of the antenna shaft and cable. Proper
matching is complicated by the fact that tissue properties
change significantly during heating.

Antenna Arrays. For all thermal ablation methods, the
SAR is only significant very close to the applicator; most of
the tissue heating is caused by thermal conduction. This can
be a disadvantage when large tissue volumes need to be
heated, or tissue close to large blood vessels is heated.
Microwaves have an advantage in that regard; microwaves
from multiple sources can produce constructive interference
when the sources (i.e., antennas) are placed accordingly (6).
Thereby, large SAR at far distances from the antennas can
be achieved. Figure 5 shows the SAR of a square array of
four microwave antennas, both for 915 MHz and 2.45 GHz
microwaves. Depending on distance of the antennas and
wavelength (i.e., frequency), different interference patterns
result. An additional way to adjust the SAR pattern is to
modify the phase angle at which the microwaves are sup-
plied to the antennas in the array (7).

Ultrasound Ablation. Ultrasound as used in medical
applications is typically in the frequency range of 0.5–20

MHz. At high enough intensities, the absorbed mechanical
energy results in tissue heating. There are two fundamen-
tally different ways of delivering ultrasound energy to the
tissue. Ultrasound can be applied noninvasively from the
outside of the body, and focused at the treatment site (High
Intensity Focused Ultrasound, HIFU). In addition cathe-
ters with integrated ultrasound transducers can be
inserted into the tissue, similar to other ablative techni-
ques (Interstitial Ultrasound Thermal Therapy, or Direct
Ultrasound Ablation).

High Intensity Focused Ultrasound. Ultrasound has a
high penetration depth, and can therefore be applied from
outside the body and still reach deep tissue sites. Typically,
an array of ultrasound transducers is placed outside the
body, and the waves are coupled into the tissue by a gel.
The ultrasound waves are focused at the desired location,
resulting in high intensity and heating near the focal spot
(Fig. 6). The location and depth of the focal spot can be
adjusted by modifying the phase difference between the
transducer elements. A large area can be ablated by mov-
ing the focal spot and ‘‘painting’’ the desired area. The
transducer may be attached to a computer controlled
mechanical positioning system (8).

Interstitial Ultrasound Thermal Therapy (Direct Ultrasound
Ablation). One or more transducer elements are placed
inside a catheter. Figure 7 shows the schematics of such a
catheter, and Fig. 8 shows achieved coagulation zones at
different power levels. The catheter is inserted invasively
into the application site, and tissue close to the catheter is
heated by ultrasound. Sector transducers that emit ultra-
sound at angles between 30 and 270 8 (10) can be used,
allowing for directional ablation which is important in
certain applications like prostate treatment; on the other
hand rf, MW, and laser applicators provide typically uni-
form heating (axial symmetric) around the applicator.
Another potential advantage of direct ultrasound ablation
is the use of the transducer elements also for imaging; an
ultrasound image from inside the treatment zone can be
obtained allowing the monitoring of tissue heating.

Laser Ablation (Laser Interstitial Thermal Therapy, LITT).
When high intensity laser light is applied to tissue, the
light is absorbed, resulting in tissue heating. The penetra-
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Figure 4. Cross-section of a dipole antenna
for microwave ablation. Microwaves are
radiated from the gap into the tissue.

Figure 5. Four dipole antennas are placed in an array 2 cm
apart, and driven in-phase at frequencies of 915 MHz (a) and
2.45 GHz (b).. The SAR is shown in linear scale (black¼ maxi-
mum). Note constructive interference at array center (left), and
complex interference pattern with constructive and destructive
interference (right) due to shorter wavelength at 2.45 GHz.
(Images provided courtesy of Deshan Yang, University of Wiscon-
sin-Madison.)



tion depth is dependent on wavelength, where penetration
increases with wavelength. The most widely used laser
type, due to large wavelength and penetration is the
Nd:YAG laser with 1064 nm wavelength (near-infrared,
IR). This laser has a penetration depth of 3–4 mm. A quartz
fiber with diffuser element at the tip is used to introduce
the laser light to the treatment site. The transmission of
the light into tissue changes during tissue heating. After
tissue coagulation occurs, transmission is reduced to 69%
of normal and further decreases to 15% of normal with
onset of carbonization. Control of applied power to avoid
carbonization is therefore essential. Typically, either con-
stant power, or temperature feedback control where
applied power is controlled so that the fiber tip is kept at
constant temperature is used. Unlike most other ablation
modalities, laser ablation has the advantage that the fibers
are MRI compatible, allowing use of MR imaging (11).

Applicator Cooling. In the first heat-based ablation
devices, the size of the achieved coagulation zone was
insufficient for many applications like tumor ablation.
Even today, there is a trend toward larger coagulation

zones to enable treatment of larger volumes. One success-
ful method that has been applied to virtually all heat-based
methods is cooling the applicator (e.g., catheter). In all
catheter-based ablation methods, the highest SAR and
subsequently highest temperature is obtained close to
the catheter. In extreme cases, this can lead to tissue
carbonization, which should be avoided as discussed ear-
lier. Applicator cooling is achieved by circulating cooled
water inside the catheter. Thereby, tissue close to the
catheter is cooled and carbonization is prevented. Further-
more, the location of highest tissue temperature is more
distant from the applicator (see Fig. 9). Since maximum
tissue temperature is limited (e.g., to �110 8C for rf abla-
tion), this shift of maximum temperature results in an
increase of the size of coagulation zone. The radial dimen-
sion of the coagulation zone can be increased by up to a
factor of two when applicator cooling is used. Several
commercial devices employ applicator cooling.

Cryoablation (Cryotherapy, Cryosurgery). Cryoabla-
tion is historically older than other ablative methods,
and was introduced in the early 1960s (12). However, it
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Figure 6. Schematic Diagram
showing the principle of HIFU. An
array of ultrasound transducers
emits ultrasound waves into the
tissue, which are focused and result
in tissue coagulation around the
focal point. The location of the focal
point can be shifted by varying the
phase between the array elements.
(Image provided courtesy of Abhijit
Sathaye, University of Wisconsin-
Madison.)

Figure 7. Catheter for Interstitial
Ultrasound Thermal Therapy. An
array of four transducers is used,
and the catheter is cooled by circu-
lating water. (From Ref. 9.)



did not receive considerable interest until the 1990s, when
the development of interoperative ultrasound imaging
allowed guidance of probe placement and the monitoring
of the procedure.

Cryoablation relies on cooling (freezing) tissue to cause
injury. Contrary to most heat-based methods, cryoablation
relies solely on thermal conduction. A cryoprobe (see
Fig. 10) is introduced into the tissue, and cooled by circu-
lating a cryogen inside. Cryogens used for cryoablation
include liquified gases, such as nitrogen, argon, helium,
and nitrous oxide. Liquid nitrogen has a boiling tempera-
ture of –196 8C. Temperatures reached at the cryoprobe are
down to –160 8C, resulting in formation of an iceball around
the cryo probe. Nitroous oxide has a higher boiling tem-
perature of –88 8C, but has the advantage of being safer in
case of leakage into the body compared to other gases.

Cooling with argon and helium is based on the Joule –
Thompson effect, which involves expansion of a gas

through an orifice. The Joule –Thompson effect can pro-
duce either heating or cooling, depending on the type of
gas, temperature, and pressure before expansion. For
cryoablation, argon is decompressed from � 3000 psi
(21,000 kPa) to � 150 psi (1000 kPa), resulting in cooling
down to –186 8C (the boiling temperature of argon).
Figure 11 shows a typical temperature distribution in
tissue surrounding a cryoprobe.

One advantage of cryoablation over heat based methods
is the visibility of the ice ball using ultrasound imaging
(14). The interface between the ice ball and surrounding
tissue is evident in ultrasound imaging (see Figure 12), and
allows real-time monitoring of the ablation procedure.

Chemical Ablation. During chemical ablation a cyto-
toxic agent is injected into the tissue site to be treated,
and diffuses into the tissue from the injection site. The
most commonly used agents are ethanol and acetic acid.
When ethanol is injected (ethanol ablation or percutaneous
ethanol injection) into tissue, it causes cell death by cell
dehydration, protein denaturation, and thrombosis of
small vessels. Acetic acid has the ability to dissolve lipids
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Figure 8. Thermal lesion sizes obtained with cooled ultrasound
applicator at different power levels. Directional ultrasound arrays
are used, which allows for better control of the coagulation zone.
(From Ref. 9.)
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Figure 9. Tissue temperature (T ) as a function of
distance (D) from applicator. With catheter cooling,
location of maximum tissue temperature is moved
farther away from the applicator, resulting in an
increase in diameter of the coagulation zone. Abla-
tion zone dimensions are indicated by arrows as the
regions with temperatures >50 8C. This image
shows tissue temperature during rf ablation (from
computer model), but the principle of cooling is
applicable to all heat-based ablation methods.

Figure 10. Internal structure of a typical cryoprobe based on
liquid nitrogen (LN2). The probe has vacuum insulation to prevent
freezing of the probe shaft and subsequent destruction of normal
tissue. The LN2 changes phase when it hits the warm metal
surface of the probe tip. Thus, a thin film of gas bubbles is formed
on the metal surface resulting in lowest temperatures and largest
ice ball near the tip. (From Ref. 13.)



(e.g., cell membrane) and possesses a higher toxicity than
ethanol.

PRINCIPLES OF THERMAL TISSUE INJURY

Tissue Injury from Heating

The normal range of human body temperature is between
36 and 38 8C; with fever, body temperature can rise up to

42 8C, which is the maximum temperature a person can
typically sustain. Significant cell damage occurs above
42 8C (hyperthermia) with possible cell death, depending
on time duration for which temperature is increased (15).

There are several different cell responses to elevated
temperature. At low temperatures (42–45 8C), a number of
subtle changes in metabolic activity, pH, blood flow, and
vascular permeability occur. From � 45 8C protein coagu-
lation occurs after 1–2 h of elevated temperature. Above
� 60 8C instantaneous protein coagulation occurs, and
above 100 8C tissue vaporization takes place, with possible
carbonization at even higher temperatures. Table 3 lists
the different temperature ranges and effects on tissue.

Since very high temperatures in excess of 60 8C are
obtained during ablative therapies, cell death (necrosis)
due to coagulation (i.e., coagulative necrosis) is the most
important mechanism of tissue damage; the region of cell
death is practically the region where tissue coagulation
occurs. From Table 3, we see that we can roughly define
the region of cell death (the coagulation zone) as the region
where tissue reaches temperatures > 50 8C, since ablative
therapies have application times of typically between 1 and
30 min. Figure 13 shows a typical coagulation zone in liver
tissue, cut right after rf ablation.

To determine exactly whether cell death results at a
certain location, the time history of temperature has to be
taken into account. It has been shown in many types of
tissue that there is an exponential relationship between
cell death, temperature, and time. Above 43 8C, the time
required to cause cell death is cut in half with each degree
centigrade of temperature increase (18). Even though the
time may vary between different tissue types, this expo-
nential time–temperature relationship is the same for all
tissues. Figure 14 shows the time required for cell death
for different types of tissue, plotted on a double-logarithmic
scale. The exponential time–temperature relationship can
be modeled mathematically by the Arrhenius model. The
time–temperature relationship can then be expressed by
an isoeffect equation:

t1 ¼ t2 � RðT1�T2Þ ð4Þ

where t1 and t2 are the treatment durations at treatment
temperatures T1 and T2, respectively. The parameter R
can be assumed a constant with a value of 0.5 above 43 8C,
and 0.25 below 43 8C. Because the onset of appreciable
tissue damage occurs at � 43 8C, it has been suggested by
Sapareto and Dewey (18) to quantify tissue damage by a
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Figure 11. Tissue temperature next to a cryoprobe after 12 min.
Outer gray boundary represents the border of the ice ball. Dotted
lines are 20 mm apart. (Image provided courtesy of Cheolkyun
Kim, University of Wisconsin-Madison.)

Figure 12. Ice ball forming during cryoablation is visible under
ultrasound imaging (arrows). (From Ref. 14.)

Table 3. At Elevated Tissue Temperatures Different
Effects Take Place Depending on Temperature and Time

Temperature, 8C Tissue Effects

36–38 Normal physiological range
38–42 Fever
>42 Elevated rates of enzyme activity, cell

death possible
45 Protein coagulation (after 1–2 h)
50 Protein coagulation (after 2–3 min)

60–100 Protein coagulation (instantaneous)
>100 Tissue vaporization, carbonization



thermal dose at 43 8C. This thermal dose is expressed as
cumulative equivalent minutes at 43 8C (CEM43); that is, a
certain thermal treatment has the same effect as keeping
the tissue at 43 8C for CEM43 minutes. If we set T1 to 43 8C
in equation 4 and allow temperature to be changing with
time (as it does during ablative treatments), we obtain

CEM43 ¼
ð

R½43�TðtÞ�dt ð5Þ

Once CEM43 exceeds a certain critical value, the tissue can
be considered to be destroyed (i.e., ablated). The critical
value of CEM43 has been measured for many tissues, and is
�340 min for liver; that is, tissue with t43 > 340 min can be
considered to be destroyed. Even though the relationship
stated in equation 5 may show inaccuracies in certain cases
(e.g., long application times), it is an accurate approxima-
tion for the time durations and temperatures that occur
during thermal ablation procedures.

Tissue Injury from Freezing

There are two basic mechanisms of tissue injury due to very
low temperatures, dehydration and intracellular ice for-

mation (19). In general, extracellular water will freeze
before intracellular water. The salinity of the remaining
extracellular water increases, resulting in water transport
from intra- to extracellular space due to difference in
solute concentration. This water transport causes dehydra-
tion of the cells, and may result in cell death. While mainly
dehydration happens at lower cooling rates (<50 8C�min�1),
intracellular ice formation occurs at higher cooling rates.
Formation of ice crystals inside the cells results in damage
of cell membranes, organelles, and ultimately cell death.
Generally, it is assumed that a minimum temperature of
�40 8C is required to ensure cell death.

Other mechanisms assumed to contribute to cell death
are loss of blood supply and bursting of cells due to water
pouring back into the cells during thawing. Multiple
freeze–thaw cycles are typically used during cryoablation
to accentuate these effects. An animal study has shown
that the iceball boundary visible under ultrasound corre-
lates with the boundary of cell death within 1 mm (20).

CLINICAL APPLICATIONS AND DEVICES

In the following section, different applications of tissue
ablation are discussed. The areas where ablative therapies
are used most widely clinically are treatment of cardiac
arrhythmia and cancer. For each application, we will
briefly discuss the clinical background, describe devices,
and review imaging modalities used for guidance and
monitoring.

Cardiac Catheter Ablation

Cardiac ablation is now a standard treatment method for
different types of cardiac arrhythmia (i.e., abnormal heart
beats) (21). Even though other ablative methods have been
investigated, rf ablation is the most widely clinically used
technique. Recently, cryoablation systems have become
commercially available and are clinically used. Microwave
systems have also become available. Other modalities like
laser, ultrasound, and chemical ablation are mainly found
in the research literature with no commercial devices
currently available.

One major difference between cardiac ablation and
ablation at other sites is that the catheter electrode is in
direct contact with the blood pool inside the heart chamber.
High temperatures can result in blood clot formation,
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Figure 13. Gross pathology of a coagulation zone cre-
ated by rf ablation In vivo in porcine liver. Liver was
sliced right after the ablation procedure. The hyperemic
zone contains viable cells.

Figure 14. Time–temperature relationship of cell death for dif-
ferent cell types. Note that all cell types exhibit the same expo-
nential relationship (i.e., parallel lines), even though they have
different sensitivity (i.e., different times to cell death). (From Ref.
17.)



which has to be avoided. Blood flow inside the heart results
in cooling of the electrode (see Fig. 1), resulting in varying
sizes of thermal lesion depending on blood velocity at the
specific location inside the heart.

Clinical Background. Cardiac arrhythmias result
from abnormalities in the conduction pathways in the
cardiac tissue. The types of cardiac arrhythmias treated
by ablative methods can be broadly classified into two
categories.

Regular Tachycardias with a Discrete Mechanism. This
is the condition of the heart (atrium or ventricle) beating too
rapidly, typically at a rate >150 beats�min�1 at rest. In a
normal heart, the excitation (and associated contraction)
starts at the sinoatrial (SA) node, the heart’s pacemaker.
Tachycardia results from excitation originating from loca-
tions other than the SA node, or from circular conduction
involving abnormal pathways. Tachycardia can further be
divided depending on where it originates, into supraventri-
cular [above the ventricle, meaning the atria, the atrioven-
tricular (AV) node and the bundle of His], and ventricular
tachycardia (within the ventricle or purkinje system). These
tachycardias can often be treated successfully with ablation
at a single point or small area of the heart.

Atrial Fibrillation. Atrial fibrillation (AF) is the result
of disorganized excitation of the atria, resulting in irregu-
lar contraction of the ventricles. The blood flow through
the atria is hampered, possibly forming blood pools in the
atria. Eventually, a blood clot may form that could lead to a
stroke or heart attack (myocardial infarct). Atrial fibril-
lation is the most common type of arrhytmia, with
�2.2 million people affected in the United States, and
160,000 new cases diagnosed each year. Atrial fibrillation
appears to often originate with abnormal excitations
from the entry points of the heart, most commonly the
pulmonary (lung) veins and less often the systemic veins
from the body. Continuation of AF may depend on large
areas of the atria. Because of the complexity of both the
initiation and maintenance of AF, ablation typically
requires a much broader treatment area than that for
regular tachycardias. Since its introduction in the 1980s,
cardiac catheter ablation has become a standard treatment
for many of these types of arrhythmias.

Procedure. The ablation and associated electrophysiol-
ogy study are performed in a specially equipped laboratory.
The patient is either anesthetized or awake with sedation
to reduce discomfort and facilitate relaxation. Electrodes
and sensors attached to the patient report blood pressure,
blood oxygen saturation, and electrocardiogram (ECG).
Next, the locations where multiple diagnostic catheters
and the ablation catheter will be inserted (typically groin
and/or neck) are locally anesthetized. The catheters are
inserted into a blood vessel, and guided into the heart (see
Fig. 15). The physician performs mapping as described
below to determine the mechanism of the arrhythmia, and
site of ablation. The primary imaging modality used for
guidance is fluoroscopy, but other techniques are now used
to assist in both guidance and mapping, as described below.
The patient is typically discharged a few hours after the
procedure, but may be monitored in the hospital overnight.

Devices
Radio Frequency Ablation. Figure 16 shows a typical rf

ablation catheter tip with ablation electrode, and mapping
electrodes for measurement of biopotentials from the heart.
Most rf devices use temperature control, where power is
controlled to keep the temperature measured by a thermo-
couple or thermistor embedded in the catheter tip constant
(typically 60–80 8C). Typical application times are 45–60 s.

For treatment of atrial fibrillation, linear (i.e., elongated)
thermal lesions are required. Linear lesions can be created
by dragging or sequentially moving a standard catheter
(Fig. 16), but some special multielectrode catheters can be
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Figure 15. Overview of rf ablation system for treat-
ment of cardiac arrhytmia. An ablation catheter is
inserted through a leg vein, and steered into the heart
to the treatment site. The procedure is guided by X-ray
fluoroscopy. (From Ref. 22.)

RF generator

Handle

Reference patch electrode
on the dorsal side

Catheter body

Ablation electrode

Figure 16. Cardiac rf ablation catheter (7F¼2.3 mm diameter)
with ablation electrode (large arrow), and mapping electrodes
(small arrows).



more effective (Fig. 17). To keep all electrodes in the array
at ideal temperatures, each electrode is controlled sepa-
rately with multiple thermocouples placed at the edges of
the electrodes.

Cryoablation. Cryoablation has the advantage of poten-
tial reversibility over heat based methods like rf ablation.
For moderate hypothermic temperatures, tissue function
can be restored after thawing. Thus, the correct location of
a catheter can be confirmed by freezing at moderate tem-
peratures (cryomapping). If the correct site is found (i.e.,
the arrhythmia stops or conduction is blocked), a longer
freezing cycle with lower temperature is performed to
destroy the tissue at that location. Once the tissue starts
to freeze, the catheter sticks to the tissue (cryoadhesion),
whereas with heat-based methods there is a risk of cathe-
ter movement. Other advantages include reduced compli-
cation rates compared to rf ablation. There should be
minimal risk of tissue perforation, neighboring vessels like
the coronary arteries seem to be preserved, and there is
minimal risk of thrombus formation. Cryothermal lesion
sizes are typically smaller than rf, and application times
are longer (�4 min).

Microwave Ablation. Recently, microwave ablation
catheters have become available for creating linear lesions
(Microwave Ablation System Flex, Guidant, Indianapolis,
IN), and are currently in clinical trials for treatment of
atrial fibrillation. Microwave ablation has the potential
benefits of directional heating, and deeper penetration
compared to rf heating.

Cardiac Mapping and Imaging. Before ablation can be
attempted, the treatment site in the heart has to be located,
which is done by a procedure termed cardiac mapping.
During the mapping procedure, local biopotentials known
as electrograms are recorded typically from multiple cathe-
ters placed at different sites within the heart (Fig. 18). The
ablation catheter itself has multiple mapping electrodes to
record the electrograms (Fig. 16). This mapping procedure
is performed under fluoroscopy to visualize the location of
each catheter in the heart. These catheters can also be used
for pacing the atria and/or the ventricles. From the tem-
poral relationship between the electrograms, and from the
relationship between these potentials and the ECG, the
physician determines the mechanism of the arrhythmia.

During the mapping procedure, the mapping–ablation
catheter is moved to locate the exact site that causes the
arrhythmia, where ablation is then performed.

Multiple Electrode Mapping. Mapping using the above
procedure can be long and cumbersome. Mapping with
multielectrode catheters can speed up the mapping proce-
dure by acquiring simultaneous electrograms, and en-
abling pacing from multiple locations. Fig. 19 shows the
Constellation catheter (Boston Scientific), a basket-type
catheter that is expanded within the heart, and can pace
or record signals from 64 electrodes.

Another multielectrode catheter, the Ensite Array (St.
Jude Medical), also employs 64 electrodes, but by using an
inverse solution it estimates �3000 signals on the interior
(endocardial) surface of the heart chamber. It is deployed in
without direct contact with the heart tissue (Figure 20).
This has the advantage of not disturbing the beating heart
and providing a highly detailed map, but is prone to errors
since signals are extrapolated without direct tissue con-
tact. Since fluoroscopy is not required during mapping, the
radiation dose for the patient is highly reduced.
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Figure 17. Cardiac multielectrode catheter for creation of elongated (linear) thermal lesions. Each
electrode has two temperature sensors located near the edges for independent control. (From
Ref. 23.)

Figure 18. Mapping procedure using multiple catheters. This is
an X-ray image of the heart showing the ablation cathater (ABL),
and additional catheters for recording electrograms inside the
heart. From the relationship between the electrograms at the
different sites, the physician can determine the mechanism of
the arrhythmia, and site of ablation. (Image provided courtesy
of J. Phil Saul, Medical University of South Carolina.)



Electroanatomic Mapping System. The CARTO system
(Biosense-Webster) uses electromagnetic methods to deter-
mine the exact location of a specially designed catheter (25).
A magnetic emitter employing three orthogonal coils is
placed under the operating table, below the patient’s chest.
The reference catheter has a set of antennas located at the
tip, which picks up the three magnetic fields. From the
strength of the magnetic fields, the distance of the catheter
from the magnetic emitter, the exact orientation of the tip
(and subsequently the location in the heart) is determined.
At each location, the reference catheter measures electro-
grams within the heart. By moving the catheter within the
heart, a three-dimensional (3D) surface depicting the spread
of activation through the heart (activation map) is created.
From the activation map, the physician can determine the
mechanism of the cardiac arrhythmia, and design a treat-
ment plan. As with the Ensite Array, fluoroscopy dose can be
markedly reduced with the CARTO system.

Impedance Mapping. The impedance signal between
each catheter electrode and a set of reference electrodes
can also be used to localize catheter positions. However,
the accuracy of the location will depend somewhat on the
variations in the impedance of the tissues through which
the signal traverses. Two commercial systems, LocaLisa
(Medtronic) and NAVEX (St. Jude Medical) use this tech-
nique to track catheter locations in real time, reducing
mapping complexity and fluoroscopy time.

Tumor Ablation

After cardiac catheter ablation became clinically accepted,
ablative methods were investigated for cancer treatment
starting in the early 1990s. An estimated 70,000 clinical
tumor ablation procedures had been carried out in 2004,
with numbers still rising.

Clinical Background. The cancer type where tumor
ablation was applied first is liver cancer. There was a need
for a new treatment modality for liver cancer because
surgery, the standard treatment, is only possible in
�15–20% of the cases, and chemotherapy does not work
well for liver cancer.

As for many patients there was no viable treatment
option, tumor ablation quickly became a standard treat-
ment for unresectable (i.e., not treatable by surgery) liver
cancer. More recently, tumor ablation techniques have
been applied to other sites such as kidney, lung, and bone.

Tumor ablation can be performed during open surgery,
using laparoscopy, or through a small incision in the skin
(percutaneously). The treating physician is either a sur-
geon (open surgery, or laparoscopically) (26), or a radiol-
ogist (percutaneous approach) (27). Figure 21 shows a
typical patient setup. The patient is either under conscious
sedation, or light general anesthesia. The applicator is
inserted under imaging guidance [typically ultrasound
or computed tomography (CT)] into the tumor (in this case
liver). Progress of ablation is monitored usually by ultra-
sound. Successful ablation is typically confirmed by CT. If
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Figure 19. Constellation catheter has a total of 64 electrodes for
cardiac mapping. The catheter is expanded inside the heart cham-
ber. (From Ref. 24.)

Figure 20. Ensite array catheter has 64 electrodes located on the
surface of an expandable balloon catheter. The catheter records
signals while floating inside the heart without contact. (Image
provided courtesy of Endocardial Solutions.)

Figure 21. Patient setup for liver tumor ablation. The ablation
catheter is inserted into the liver tumor through a small incision in
the skin. Ultrasound imaging is used for guiding the electrode into
the tumor, and monitoring the ablation. The white region in the
overlaid ultrasound image represents areas of gas bubbles due to
high temperatures. (From Ref. 28.)



the procedure is performed minimally invasively, the
patient can leave the hospital the same or the next day.

To successfully treat a tumor, the whole tumor includ-
ing a 1 cm surrounding zone of normal tissue has to be
ablated. It has been shown that the chance of recurrence
(i.e., regrowth of the tumor due to incomplete treatment)
increases when <1 cm of surrounding tissue is ablated. A
single ablation can only treat a limited volume of tissue.
Therefore, for larger tumors, multiple overlapping abla-
tions have to be performed (see Fig. 22). This can be done
with multiple applicators, but for devices that only support
a single applicator (like most rf devices), multiple sequen-
tial ablations have to be performed.

Currently, long-term results are only available for liver
cancer. For small (<3 cm) primary liver tumors (hepato-
cellular carcinoma), complete tumor necrosis is achieved in
typically 80–90% of the cases, with 3 year survival rates of
�75%. Results are less favorable for metastatic cancer,
where complete necrosis in 52–67% of small tumors is
achieved, with 3 year survival of 40% (28). Treatment
results are significantly worse with tumors >3 cm, where
multiple sequential ablations are required.

Devices. Cryoablation was historically the first abla-
tion method applied to cancer treatment. However, cryoa-

blation has been so far mainly limited to use during open
surgery. Bleeding from the insertion site could result in
internal bleeding if cryoablation were done minimally
invasively. The fist thermal ablation method that was
applied minimally invasively through a small incision in
the skin (percutaneously) was rf ablation (Chemical abla-
tion was used even earlier). Today, rf ablation is the most
widely used tumor ablation method, with competing device
technologies, like MW ablation, emerging on the market.

Radio Frequency Ablation. There are currently three rf
devices for tumor ablation commercially available on the U.S.
market (29). They use applied power between 200 and 250 W,
application times of 12–45 min, and create coagulation zones
of 3–6 cm in diameter. All manufacturers employ different
electrodes and power control algorithms. Figure 23 shows the
different electrode types. Grounding pads (2–4) for rf current
dissipation are typically located on the patient’s thighs,
equidistant from the rf electrode. One disadvantage of most
current rf devices compared to other methods (MW, cryo,
laser) is that only one electrode can be used at a time. This
prolongs treatment of larger tumors (>3 cm diameter), with
up to several hours procedural time. Below we compare the
three most widely used systems.

RITA Medical. This system employs a tree shaped
multiprong electrode (Fig. 23a). The prongs are stepwise
expanded during the ablation procedure. Five of the prongs
have thermocouples located at the prong tips that monitor
tissue temperature. The rf power is regulated to keep tip
temperatures �100 8C. Different electrodes are available
depending on tumor size. In one electrode design, saline is
infused into the tissue during the ablation procedure. Local
cooling and increase in thermal and electrical conductivity
from the saline results in increased coagulation zones, up
to 6 cm in diameter with 45 mins application time.

Boston Scientific. This system employs an umbrella shaped
multiprong electrode (Fig. 23b). The prongs are completely
expanded once the catheter is placed in the tumor. Power is
controlled depending on impedance, which is measured
between the electrode and the ground pad. If impedance
exceeds a certain threshold resulting from tissue vaporiza-
tion near the electrode, power is turned off for 15 s, and
then applied at 70% of previous power level.
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Figure 22. Multiple overlapping ablation zones are required for
large tumors to ablate tumor and a 1 cm rim of surrounding tissue.
(From Ref. 28.)

Figure 23. The rf electrodes of three manufacturers currently commercially available in the United
States, and in clinical use. Multiprong electrodes by RITA medical (a), and Boston Scientific (b).
Cooled needle electrode (single and triple cluster) by ValleyLab (c).



Valleylab. This system uses needle electrodes, which are
cooled internally by circulating chilled water. Two types of
electrodes are available (Fig. 23c): a single needle elec-
trode and a triple-cluster electrode that achieve 3 and 4 cm
coagulation zone diameters, respectively. This system
employs impedance control, similarly to the Boston Scien-
tific system. Treatment time is 12 min. Another recently
introduced system originally developed at the University of
Wisconsin, allows the use of up to three electrodes simul-
taneously, allowing rapid treatment of large tumors (30).

Cryoablation. Different cryoablation systems that
employ either argon or liquid nitrogen cooling are clinically
available. Cryoprobes in different sizes are available,
though the general shape is often similar (Fig. 10). Cryoa-
blation is mainly carried out during open surgery, though
recently, small cryoprobes (17 gauge¼ 1.2 mm diameter)
for minimally invasive treatment have become commer-
cially available. Cryoablation has the advantage that the
iceball is visible under ultrasound imaging, allowing real-
time monitoring of the procedure (20).

Microwave Ablation. Microwave (MW) ablation has
been used for small tumors with generic antennas in the
Asian region for several years. Only recently has a MW
ablation device for ablation of larger tumors become com-
mercially available in the US (Vivant Medical, Mountain
View, CA). Potential advantages over rf ablation are
shorter treatment times and higher tissue temperatures
in addition the possibility of use of multiple antennas takes
advantage of constructive interference. Preliminary stu-
dies have indicated that MW ablation may show superior
performance close to large vessels compared to rf ablation.

Imaging. Imaging serves different purposes during
ablative treatment. Initially, the presence of a tumor is
identified, typically by CT or MRI (though frequently
additional tumors are found during interoperative ultra-
sound imaging, requiring change of the treatment plan).
Figure 24 shows a contrast-enhance CT image of a patient
with a liver tumor. Placement of the ablation applicator is
typically guided by ultrasound imaging, and often con-
firmed by CT. Figure 25a shows an ultrasound image of

a tumor with inserted rf electrode. Real-time monitoring of
the ablation procedure is done by ultrasound imaging.
Figure 25b shows the bright (hyperechoic) region resulting
from microbubbles due to tissue heating during rf ablation;
however, this bright area does not correspond to the zone of
tissue destruction. Figure 12 shows the dark region (hypoe-
choic) depicting the boundary between frozen and unfrozen
tissue during cryoablation. This boundary corresponds
well with the boundary of cell death (20), which is one of
the advantages over heat-based methods. After the abla-
tion procedure, destruction of tumor and sufficient margin
of normal tissue is confirmed by another CT scan or MRI.

Contrast agents for ultrasound imaging have recently
become available in Europe (31), and should be available in
the United States within the next years. These contrast
agents employ microbubbles that are visible under ultra-
sound to visualize vasculature. Tumors are typically
hypervascular, and show up using these contrast agents.
As the tissue coagulates during ablation and blood
perfusion stops, the contrast agent cannot penetrate the
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Figure 24. Tumor (arrow) can be identified from this contrast-
enhanced CT image. Tumors are visible because they are typically
hypervascular (i.e., have higher density of blood vessels than
normal), and take up more of the contrast agent. (Image provided
courtesy of Bradford J. Wood, NIH.)

Figure 25. Ultrasound imaging is
typically used to guide and monitor
the ablation procedure. (a) Shows
the rf needle electrode (large arrow)
inserted into the tumor (small
arrow). (b) Shows bright area
(arrow) due to formation of micro-
bubbles as a result of tissue heating.
(Images provided courtesy of Brad-
ford J. Wood, NIH.)



coagulated areas anymore. Ultrasound imaging using con-
trast agents allows real-time monitoring of the ablation
procedure contrary to CT and MRI, which can typically
only be performed after the procedure.

Future Directions. A continuing trend in tumor abla-
tion is toward larger coagulation zones and shorter treat-
ment times. High tumor recurrence rates close to large
vessels are still problematic, with improved applicators
attempting to address this issue. Adjuvant therapies
(e.g., radiation, chemotherapy agents) can kill cells at
lower elevated temperatures (above �45 8C) than heat
alone (above �50 8C). Thereby, the zone of cell death may
beextended(cf.Fig.13),whichmaybebeneficialclosetolarge
vessels where it is difficult to achieve sufficient heating.

Unavailability of adequate monitoring of the extent of
the coagulation zone is a major problem for all heat-based
methods, especially when damage to nearby structures is
to be avoided. This problem is partially addressed by
ultrasound contrast agents as discussed above. Other
potential imaging solutions include thermometry, using
MRI or ultrasound imaging, and ultrasound elastography,
which allows imaging of the coagulation zone due to change
in elasticity after coagulation. Some companies are work-
ing on computer-assisted treatment planning systems that
guide the physician in optimal applicator placement, and
estimate coagulation zones.

Endometrial Ablation

Clinical Background. Ablation has become a standard
procedure for women with dysfunctional uterine bleeding,
with �30,000 annual procedures. Endometrial Ablation
(endometrium¼ lining of the uterus) is indicated for
patients that do not respond to standard treatments like
drugs and curettage (scraping tissue from the endome-
trium with a spoon-shaped instrument). Initially either
laser or rf energy applied by a rollerball electrode was used;
the physician had to manually direct the catheter to ablate
the whole endometrium, which was time consuming. A
number of newer U.S. Food and Drug Administration
(FDA) approved devices that are more effective with
shorter treatment times are now available (32). These
second generation devices treat the whole lining at once,
and provide success rates of 67–80%.

Devices. There are currently five second generation
devices available on the U.S. market. Two devices use
heated fluid to ablate the endometrium. In one device,
heated saline (80–90 8C) is circulated within the uterine
cavity for 8 min (Hydro Thermablator, Boston Scientific).
Another device employs a balloon catheter, inside which
heated Dextrose solution (5%) at 87 8C is circulated for
10 min (Thermachoice UBT, Gynecare). One device uses
cryoablation with a freeze–thaw cycle (10 min freezing) at
two locations in the uterine cavity (Her Choice, AMS). The
shortest treatment time is achieved by a device that uses
bipolar rf ablation employing mesh electrodes (Novasure,
Cytyc Corp.; see Fig. 26). The rf energy is applied for
90–120 s, and controlled by tissue impedance. The last
device uses microwave ablation at 9.2 GHz, and 42 W
power for 3 min (MEA, Microsulis).

Prostate

Clinical Background. Two types of prostate diseases
are prevalent in men. Prostate enlargement (Benign
prostate hyperplasia) is common in men >50 years of
age. The enlarged prostate imparts pressure on the urethra
resulting in restriction, at which point it has to be treated
to reduce prostate size. Cancer is the second common
disease affecting the prostate, and is the most common
form of cancer affecting men.

Current standard treatment options for enlarged pros-
tate include medication, surgery where part of the prostate
is removed, and minimally invasive ablative methods. For
prostate cancer, treatment options are surgical removal
(radical prostatectomy) and external radiotheraphy. Abla-
tive methods are currently only used in cases when con-
ventional treatment fails, or in cases with advanced
disease to reduce tumor volume. Ablative treatment of
prostate cancer requires more precise control of the abla-
tion zone than for enlarged prostate, since the cancer is
usually located in the periphery of the prostate (away from
the urethra) making treatment from inside the urethra
more difficult (33).

Commercial devices are available that employ cryo, rf,
microwave, and ultrasound. Depending on the device, the
prostate is treated by inserting the ablation catheter into
the urethra, rectum, or through the skin in the region
between the scrotum and anus (perineum). Urethra and
rectum have to be protected from damage by cooling when
heat-based devices are used, and by heating when cryoa-
blation is used.

Devices for Enlarged Prostate Treatment
Microwave Ablation. Several devices are available that

use microwave antennas inserted through the urethra.
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Figure 26. NovaSure catheter used for endometrial ablation.
This catheter has an electrode consisting of multiple electrically
isolated meshes, with rf energy applied bipolar between different
meshes. Image provided courtesy of Cytyc Corporation and affili-
ates.



Two devices (Targis and Prostatron, Urologix) use cooled
antennas to avoid damage to the urethra. Figure 27 shows
the Targis device. The balloon is inflated inside the bladder
to facilitate proper positioning. The Thermatrx device
(AMS) uses low energy and does not required cooling.
The CoreTherm device (ACMI) employs temperature sen-
sors to monitor tissue damage and control applied power.
Treatment time is typically 30–60 min, and tissue tem-
peratures are in the range of 45–50 8C.

Radio Frequency Ablation. The transurethral needle
ablation device (TUNA, Medtronic) uses a catheter, from
which two needle electrodes project from the urethra into
the prostate. Maximum power of 30 W is applied for 4 min,
so that tissue temperature as measured by sensors located
within the needles tips reaches 100 8C. Since each needle
ablates only a small tissue volume, multiple insertions are
required.

Devices for Prostate Cancer Treatment
Cryoablation. While the rf and MW devices described

above are used for treatment of enlarged prostate, cryoa-
blation is used for treatment of prostate cancer. The probes
are typically inserted into the prostate through the skin
(percutaneously) in the region between the scrotum and
anus (perineum). The diameters of current probes are
between 1.22 (SeedNet, Galil Medical) and 3 mm (Cryocare
CS, Endocare) for the two systems currently available in
the United States. A warming catheter perfused with 40–
42 8C saline is placed in the urethra to protect it from
damage.

Ultrasound Ablation. Two devices that employ high
intensity focused ultrasound are commercially available
in Europe and Asia, though not yet FDA approved in the
United States. Both systems (Ablatherm, EDAP; Sonablate,
Focus Surgery) use catheters inserted into the rectum, and
catheters have both imaging and treatment transducers.
When the treatment transducer is activated, it creates a

single cylindrical thermal lesion �20 mm long and 1–2 mm
in diameter. The focal point is gradually moved according to
a treatment plan to ablate the treatment region.

Radio Frequency Ablation. The same devices described
under ‘‘Devices section for Tumor Ablation’’ are also under
investigation for treatment of prostate cancer.

Endovascular Ablation

Clinical Background. Varicose veins are visibly
dilated and twisted veins near the skin surface, most often
affecting legs and thighs. Insufficiencies of the venous
valves result in blood pooling and enlargement of the veins.
Varicose veins affect �10% of the population, mostly
between ages 30 and 60.

Several treatment options are available, all aiming to
close the affected veins. Veins can be treated using surgical
stripping, sclerotherapy (injection of an agent that causes
vein swelling, and closure), and ablation. During treat-
ment, a catheter is introduced into the vein and the vessel
wall is heated. The heat results in shrinkage of the collagen
in the wall, eventually closing off the vessel.

Devices
Radio Frequency Ablation. A bipolar, multielectrode

device (ClosurePlus, VNUS Medical) is commercially avail-
able (see Fig. 28) in two sizes (2 and 2.7 mm diameter). The
catheter is inserted into a vein and advanced to the treat-
ment location. The rf energy is applied between two sets of
electrodes (2.7 mm catheter), or between outer electrodes
and inner ball electrode (2 mm catheter). Power is con-
trolled so that vein wall temperature, as measured by a
thermocouple (located in the outer electrodes tips), reaches
85 8C. Heparinized saline is infused through the central
lumen of the catheter to prevent blood coagulation. Once
the target temperature is reached, the operator moves
the catheter at a rate of 2–3 cm per minute while keeping
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Figure 27. Targis catheter for treatment of enlarged prostate.
The different ports are used for inflating the balloon (arrow) inside
the bladder, and for perfusing the catheter with cooling water.
(Image provided courtesy of Urologix.)

Figure 28. ClosurePLUS endovascular rf catheters for treatment
of varicose veins in two sizes. The catheter is introduced with
retracted prongs, and expanded at the treatment site. The rf
current is passed between the center electrode, and surrounding
prongs (left, smaller 2 mm catheter), or between two sets of prongs
(right, larger 2.7 mm catheter), while catheter is pulled along the
vein to shrink and close of a section of the vein. (Image provided
courtesy of VNUS Medical Technologies, Inc.)
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Table 4. List of Manufacturers of Ablation Devices

Application Company Device Name (type)

Cardiac Biosense-Webster (Diamond Bar, CA)
www.biosensewebster.com Tel. 800-729-9010

Stockert 70 (rf ablation) Carto XP
(cardiac mapping system)

Boston Scientific (Natick, MA)
www.bsci.com Tel. 888-272-1001

Cobra (rf ablation) Chilli (rf ablation) EPT-1000XP
(rf ablation) RPM (cardiac mapping system)

Cardima (Fremont, CA)
www.cardima.com Tel. 800-354-0102

Revelation (rf ablation)

Cryocath (Montreal, Canada)
www.cryocath.com Tel. 877-694-1212

Freezor (Cryoablation) SurgiFrost
(Cryoablation)-FrostByte (Cryoablation)

Cryocor (San Diego, CA)
www.cryocor.com Tel. 858-909-2200

CryoBlator (Cryoablation)

Medtronic (Minneapolis, MN)
www.medtronic.com Tel. 763-514-4000

Atakr (rf ablation) LocaLisa
(cardiac mapping system)

St. Jude Medical (St. Paul, MN)
www.sjm.com Tel. 800-328-9634

Livewire (rf ablation) Ensite Array
(cardiac mapping system) NAVEX
(cardiac mapping system)

Tumor Boston Scientific (Natick, MA)
www.bsci.com Tel. 888-272-1001

RF 3000 (rf ablation)

Celon (Teltow, Germany)
www.celon.com Tel. þ 49-3328-3519-0

CelonSurgical (Bipolar rf ablation)

Endocare (Irvine, CA) www.endocare.com
Tel. 800-418-4677

Accuprobe (Cryoablation)

Galil Medical (Westbury, NY)
www.galilmedical.com Tel. 516-794-7020

Seednet (Cryoablation) CryoHit
(Cryoablation)

Rita Medical (Mountain View, CA)
www.ritamedical.com Tel. 650-314-3400

Model 1500X (rf ablation)

Valleylab (Boulder, CO)
www.valleylab.com Tel. 800-255-8522

Cool-Tip (rf ablation)

Vivant (Mountain View, CA)
www.vivantmedical.com Tel. 650-694-2900

VivaWave (Microwave ablation)

Endometrial AMS (Minnetonka, MN)
www.americanmedicalsystems.com
Tel: 800-328-3881

Her Choice (Cryoablation)

Boston Scientific (Natick, MA) www.bsci.com
Tel. 888-272-1001

Hydro Thermablator (heated saline)

Cytyc (Marlborough, MA) www.cytyc.com
Tel. 800-442-9892

Novasure (Bipolar rf ablation)

Gynecare (Somerville, NJ) www.gynecare.com
Tel. 888-496-2273

ThermaChoice UBT (Balloon ablation,
heated fluid)

Microsulis Medical (Hants, UK)
www.microsulis.co.uk Tel. þ44-23-9224-0011

MEA (Microwave ablation)

Prostate ACMI (Southborough, MA) www.acmicorp.com
Tel. 888-524-7266

CoreTherm (Microwave ablation)

AMS (Minnetonka, MN)
www.americanmedicalsystems.com
Tel: 800-328-3881

Thermatrx (Microwave ablation)

EDAP TMS (Lyon, France) www.edap-tms.com
Tel. þ33-472-1531-50

Ablatherm (Focused ultrasound)

Endocare (Irvine, CA) www.endocare.com
Tel. 800-418-4677

Cryocare CS (Cryoablation)

Ethicon Endo-Surgery (Cincinnati, OH)
www.ethiconendo.com 800-873-3636

Indigo Laser System (Laser ablation)

Focus Surgery (Indianapolis, IN)
www.focus-surgery.com Tel. 317-541-1580

Sonablate (Focused ultrasound)

Galil Medical (Westbury, NY)
www.galilmedical.com Tel. 516-794-7020

SeedNet (Cryoablation)

Medtronic (Minneapolis, MN) www.medtronic.com
Tel. 800-328-2518

TUNA (rf ablation)

Urologix (Minneapolis, MN) www.urologix.com
Tel. 800-475-1403

Targis and Prostatron Systems
(Microwave ablation)

Endovascular Diomed (Andover, MA) www.diomedinc.com
Tel. 987-475-7771

EVLT (Laser ablation)

VNUS Medical Technologies (Sam dose, CA)
www.vnus.com Tel. 888-797-8346

ClosurePlus (Bipolar rf ablation)



the temperature within 3 8C of the 85 8C target. Treatment
success is confirmed via ultrasound imaging, where no flow
should be present.

Laser Ablation. The second commercially available
device (EVLT, Diomed) uses laser to produce heating,
shrinkage of the vein. A laser fiber is inserted into a vein
and advanced to the treatment location. Laser light of
810 nm wavelength at 14 W power is applied, while pres-
sure on the vein ensures contact between fiber and vein.
The fiber is advanced at a rate of 2–3 mm per second.

A study comparing the ClosurePlus and EVLT devices
showed much higher temperatures when the laser device
was used, resulting in vein perforations and reduced
performance compared to the rf device (34).

Cornea Ablation

Clinical Background. Many vision disorders are a
result of imperfections in the shape of the cornea. Condi-
tions treated include astigmatism (cornea has oblong
shape), myopia (nearsightedness), hyperopia (farsighted-
ness), and presbyotia (blurred vision at close range, due to
age-related loss of elasticity).

Treatment options are surgical treatment (part of the
cornea is surgically removed), and ablative methods.

Devices
Laser Ablation (Laser Refractive Surgery). Laser is the

most widely used ablative treatment method for corneal
ablation. For most applications the excimer laser is used,
which is an Argon laser operating in the ultraviolet (UV)
range (193 nm wavelength); the laser is used in pulsed
mode with 10–60 pulses (each a few ns) per second. The
excimer laser does not cause tissue damage as described in
the ‘‘Tissue injury from Heating’’ section, but causes the
corneal tissue to vaporize. Part of the cornea is thereby
removed, resulting in the desired change of shape.

In some applications, the Holmium:YAG laser is used,
which operates in the IR region (2100 nm wavelength).
This laser causes heating, and shrinkage of the collagen
in the cornea, resulting in change of shape.

Radio Frequency Ablation (Conductive Keratoplasty). More
recently, rf devices have become available for the treat-
ment of hyperopia and presbyotia. RF energy is applied by
fine electrode (90mm diameter, 450mm long) in pulsed
fashion (exponentially damped rf pulses, pulse rate � 8
kHz), with power levels of �1 W, and application times in
second range. The rf heating results in collagen shrinkage,
and change of cornea shape.

Intervertebral Disk Ablation

Degenerative diseases of the intervertebral disks are a
major cause of lower back pain. Ablative techniques have
been introduced in the late 1990s, and are now used in
certain patient populations (35). Even though exact
mechanisms of pain alleviation are not known, it is assumed
that two mechanisms are responsible: shrinkage of the disk
reduces pressure on nerve fibers, and destruction of sensi-
tive nerve fibers. Currently, two devices are commercially
available, both of which use rf ablation to heat tissue.

Other Applications

Ablative techniques are investigated for a number of other
applications. Treatment of different types of cancer other
than the ones discussed above such as in the breast and
esophagus, are being investigated. In the brain, treatment
of deep-seated tumors and other disorders, like Parkinson’s
disease and Epilepsy, is examined. Ablation is investigated
for treatment of chronic pain by ablating responsible nerve
fibers. In dentistry, laser ablation is investigated as a
potential replacement for mechanical drills.

DEVICE MANUFACTURERS

See Table 4.
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INTRODUCTION (1–4)

Definition

Tissue engineering represents a unique convergence of
work from the worlds of clinical medicine, engineering,
and basic science. The most commonly cited definition of
tissue engineering originates from an influential 1993
paper by Langer and Vacanti (1): ‘‘Tissue engineering is
an interdisciplinary field that applies the principles of
engineering and the life sciences toward the development
of biological substitutes that restore, maintain, or improve
tissue function.’’

Although the term tissue engineering had existed for
several years prior to this 1993 publication, and the concept
of tissue engineering had existed for several decades, it is
Langer and Vacanti’s paper that is ultimately credited with
stimulating broad awareness and acceptance of this
description. This definition also served to unify seemingly
diverse lines of research, as it encompasses three general
strategies for the creation of new tissue, namely, the use of
isolated cells or cell substitutes; tissue-inducing sub-
stances; or cells placed on or within matrices.
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Thus, tissue engineering includes a wide variety of
therapies, including cell transplantation, the implantation
of biomaterials alone as scaffolds for in situ cell growth, and
the in vitro or in vivo development of cell-seeded materials;
these strategies are depicted in Fig. 1. The choice of tissue
engineering approach is dependent on the specific type
of tissue to be repaired; factors, such as cell availability,
tissue regeneration potential, and mechanical stresses
in the tissue environment, are all important considerations
in the selection of a tissue engineering strategy. Ulti-
mately, the goal of tissue engineering is the formation of
neotissues that are mechanically and biologically inte-
grated in the patient’s body.

Motivation

Therapeutic options for patients with diseased or dysfunc-
tional tissues or organs are currently limited. While organ
transplantation has become a successful means of repla-
cing diseased organs, this option continues to be seriously

limited by problems with immune rejection and organ
availability. Historically, the number of organs available
for transplantation has been exceeded by the number of
patients requiring an organ transplant, and this gap con-
tinues to widen. The number of needed organs continues to
grow at an annual rate that is over twice the rate of
increase of donated organs. Over 4000 people die each year
while on the UNOS (United Network for Organ Sharing)
transplantation waitlist, while 100,000 others die from
organ failure without even qualifying for the waitlist.

Certain structural elements of the body (e.g., bone, blood
vessels, and skin) may also be replaced via autologous tissue
grafts. Such grafting procedures transfer the patient’s own
healthy tissue to a location that requires assistance with
repair, thus circumventing immunogenicity problems asso-
ciated with receiving tissues from other sources. However,
tissue grafting is also accompanied by significant drawbacks
and challenges, including limited availability of healthy
donor tissue, donor site morbidity, and the need for multiple
surgical sites. Grafted or reconstructed tissues are often
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Figure 1. Depiction of three main tissue engineering strategies. In (a) cell transplantation, cells
are obtained from a donor (1), who is either the patient themselves, another person, or an animal,
then expanded in vitro (2), and reimplanted into the diseased/injured site (3), Regeneration via
scaffold alone is represented by (b), where a degradable, and possibly bioactive scaffold (1) may be
combined with inductive agents (2), and then implanted (3). Lastly, (c) depicts the implantation of
cell-seeded scaffolds, as cells are isolated from a donor (1), expanded in vitro (2), and combined with a
biomaterial scaffold (3), followed by either immediate implantation (4a) or further culture in an
in vitro bioreactor (4b) prior to implantation (5).



functionally inferior and less durable than the natural
organs that they replace. Moreover, tissue grafting is appro-
priate for only select types of tissue.

Lastly, artificial prostheses and permanent implants
have been developed to take the place of diseased or
defective tissues, particularly in the areas of orthopedics
and cardiovascular medicine. While these implants are
capable of improving both the patient’s lifespan and quality
of life, tissue replacement with a permanent, artificial
structure results in the loss of that tissue’s natural biolo-
gical functions. Most notably, artificial prostheses are
unable to grow or remodel, meaning that they are often
unsuitable for pediatric patients and are incapable of
responding to changes in the body’s needs or environment.
Furthermore, significant issues arise from the permanent
implantation of synthetic structures, and the types of
tissues that can be mimicked by current prosthesis tech-
nology are very limited.

The field of tissue engineering holds the potential to
overcome the aforementioned challenges associated with
organ and tissue availability, immunogenicity, and reten-
tion of tissue function. Tissue engineering promises to
provide a means of regenerating or replacing diseased or
dysfunctional tissues and organs while leaving no perma-
nent implant. While organ regeneration may be the most
explicable motivation for the creation of engineered tis-
sues, the objectives of tissue engineering as a field can be
quite broad, as tissue engineering can be used to offer an
alternative to drug therapy, gene therapy, and whole-
organ transplantation; inspire or control the normal pro-
cesses of tissue repair and healing; replace cells that are
missing within an otherwise functional tissue or organ; use
cellular control mechanisms to enhance drug delivery; lead
to new models of human physiology.

The principal variables in the process of tissue engineer-
ing are (1) cell source; (2) scaffold type and properties; (3)
method of tissue development (bioreactor design); (4) inclu-
sion of inductive factors (i.e., cytokine delivery, gene ther-
apy). This article will introduce and provide background on
these key components of tissue engineering, and then
discuss how tissue engineers have manipulated these vari-
ables in the development of two different types of engi-
neered tissue: bone and cardiovascular tissue.

History

The National Science Foundation (NSF) (2) defines 1987 as
the year that tissue engineering became formalized as a
field; it is in this year that the NSF became consciously
involved in tissue engineering. Although a defined label did
not exist to describe their work, several pioneering
researchers did perform tissue engineering research in
the decades preceding the field’s ‘‘official’’ emergence. In
the vascular area, the concept of a resorbable vascular graft
was introduced in the 1960s, with the first fully resorbable
graft reported in 1979. In 1978, researchers observed
improved healing after seeding synthetic vascular grafts
with endothelial cells, and the first attempt to tissue
engineer a vascular structure in vitro using collagen and
cultured vascular cells was described by Burkel et al. in
1982 (see Ref. 3 for details). The origins of dermal tissue

engineering reach into the 1950s, when Billingham and
Reynolds demonstrated that cultured epidermal cells could
be applied to a graft bed to reconstitute an epidermis. By
the 1970s, the ability to culture cells in vitro had signifi-
cantly advanced, enabling the formation of multilayered
epidermal sheets that could be transferred intact to a
wound bed. The first living skin equivalent (LSE) was
created using fibroblasts seeded on a collagen matrix
and described in 1981 in a notable paper by Bell et al.
(see Ref. 2 for details). In the area of orthopedics, the
development of nondegradable biomaterial implants and
the discovery of osteo- and chondrogenic cytokines and
growth factors constituted the majority of pre-1987 tissue
engineering work. Lastly, early (and current) tissue engi-
neering of organs (e.g., the kidney, pancreas, and liver) was
(and continues to be) hindered by the functional complexity
of these structures and the difficulty of cellular expansion
in vitro. Several types of cell-seeded, nonimplantable bior-
eactors were first developed during the 1970s to replace
critical metabolic functions provided by these organs; how-
ever, there remains debate regarding whether such bioar-
tificial devices fall under the definition of tissue
engineering, as they are never incorporated into the body’s
reparative and homeostatic mechanisms.

In the years since these early forays into tissue engi-
neering, the field has expanded substantially and has
experienced some clinical and commercial successes. In
1988, Langer and Vacanti described a method of seeding
cells on a resorbable polymer matrix for cell transplanta-
tion, which ultimately became the most important enabling
technology for advancement, expansion, and recognition of
the field of tissue engineering. This specific technique of
seeding cells on a three-dimensional (3D), porous, biode-
gradable scaffold catalyzed an explosion of tissue engineer-
ing research in the late-1980s–mid-1990s. While the
exploration of fundamental concepts underlying tissue
engineering’s viability generally took a backseat to the
practice of tinkering with various combinations of cells
plus materials, these investigations did significantly
advance tissue engineering by enabling identification
and a better understanding of the obstacles facing tissue
engineers. By the year 2000, mainstream media outlets
were touting the promise of this new field, with Time
magazine proclaiming Tissue Engineer as the number
one projected career in the twenty-first century.

Today’s tissue engineering research sees the collabora-
tion of engineers with clinicians, biologists, chemists, and
many other scientists to effect the creation of numerous
types of engineered tissues. Present tissue engineering
ventures have addressed the regeneration or replacement
of components found in every system of the body (cardio-
vascular, musculoskeletal, neural, endocrine, digestive,
reproductive, and respiratory). While significant progress
has been made toward the recreation of many complex
tissues, the clinical and commercial success stories of
tissue engineering represent less complicated structures
(e.g., skin, cartilage, and the bladder). Yet, through the
incorporation of emerging technologies, (e.g., the use of
embryonic stem cells) the field of tissue engineering con-
tinues to evolve and progress in order to meet its promise of
revolutionizing regenerative medicine.
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COMPONENTS OF TISSUE ENGINEERING

Cell Sources (1,2,4–7)

As discussed in earlier sections, tissue engineering strate-
gies may include the transplantation of cells alone or the
seeding of cells upon implantable scaffolds. Cell sourcing is
a formidable challenge in current tissue engineering tech-
niques, as it is essential to select cells of appropriate origin
and maturity for each tissue engineering application. In
this section, cell sources for tissue engineering are
arranged and discussed with respect to cell maturity, as
the regeneration potential of a cell source is a crucial
consideration in designing a tissue engineering strategy.

Mature Cell Sources. Mature cells are differentiated
cells that are committed to performing given cell type-
specific functions. These cells are generally obtained via
primary cultures originating from small pieces of donor
tissue. For example, a small skin biopsy may be performed
in order to isolate keratinocytes and dermal fibroblasts, the
two main cell types in skin. Once isolated, these cells may
be cultured and expanded in vitro to yield the number of
cells required for creation of tissue-engineered skin. How-
ever, the expansion potential of these cells is not without
limit; over time, mature primary cells drift from their
original phenotype, and will either die or become geneti-
cally unstable after a certain number of population dou-
blings. One advantage of using mature cells in tissue
engineering strategies is that it enables tissue–organ
regeneration using the patient’s own cells, thus eliminat-
ing concerns of immunogenicity. Additionally, decades of
research have concentrated on characterizing many
mature cell types and their responses to various biological
factors, thus facilitating the tissue engineer’s ability to
predict and control cell behavior and tissue formation.
Thus, in situations where a tissue sample of proliferative
cells can be obtained using minimally invasive means, the
use of primary cell lines as a component of the tissue
engineering platform represents a viable strategy. The
regeneration of cartilage via Carticel (Genzyme, Inc.) is
an excellent example of the successful use of mature auto-
logous cells in tissue engineering. In the Carticel process,
healthy, mature chondrocytes are isolated from a patient
with large articular cartilage lesions, propagated in vitro,
and then reimplanted into the patient. Carticel is approved
by the U.S. Food and Drug Administration (FDA) and has
been clinically used on > 10,000 patients. Note, however,
that isolation via primary culture and subsequent subcul-
turing–expansion is not a feasible option for all cell types.
For example, while cells from the liver (hepatocytes) read-
ily regenerate in vivo, their in vitro growth is difficult and
results in rapid loss of hepatocyte-specific functions.
Furthermore, not all mature cell types are capable of
regeneration. The cells of the adult myocardium (cardio-
myocytes) are terminally differentiated and incapable of
proliferation, even in the in vivo environment.

Immature Cell Sources. Historically, successful tissue
engineering schemes have used mature, adult cells isolated
from a specified tissue type as tools to produce their tissue

of origin. A common example, described above, involves use
of dermal fibroblasts and keratinocytes to engineer skin
tissue. This general strategy has gained a measure of
success in cases where cells are accessible and expandable
with minimal patient trauma, as in the case of skin and
cartilage regeneration. However, many tissues do not con-
tain readily accessible mature cells that can grow outside
the body and remain capable of generating their corre-
sponding tissue type. This limitation has led investigators
to search for other cell types that are capable of generating
functional tissues.

Various ‘‘stem cell’’ types have emerged as a potentially
important cell source in tissue engineering (5). These cell
types possess several properties that are ideal for regen-
erative applications, including: (1) an ability to make copies
of themselves, or self-renew, which may allow for creation
of an endless cell source; (2) the ability to differentiate into
multiple mature cell types; and (3) the ability to differenti-
ate in response to environmental cues. These capabilities,
in principle, could allow for production of highly complex
tissues and organs from a renewable stem cell source.
However, the capabilities of stem cells are largely based
on observation of natural stem cell activities in vivo, and
recreation of these activities in engineered systems has
been a significant challenge. The following paragraphs
delineate the stem cell types in current use in tissue
engineering and highlight important challenges in stem
cell-based tissue engineering.

Adult Stem Cells. Several investigators are working
toward generation of functional tissues using stem cells
isolated from a multitude of adult tissues, including skin,
skeletal muscle, retina, adipose tissue, dental pulp, blood
vessels, and bone marrow. These cell types are often
termed tissue-specific stem cells, to distinguish them from
the more primitive and pluripotent embryonic stem cells
(described in the next section). The bone marrow has been a
particularly fruitful cell source, yielding two multipotent
cell types: hematopoietic stem cells (HSCs), and bone mar-
row stromal cells. HSCs were initially defined by their
ability to generate all of the mature blood cell types. How-
ever, recent studies indicate that these cells can also be
coaxed to differentiate into nerve cells or liver cells when
delivered to the central nervous system or the liver, respec-
tively. Therefore, HSCs appear to have applications in
engineering of several key tissue types. The marrow stro-
mal tissue has also been an intriguing source of stem cell
types. Cells from this source have been termed mesench-
ymal stem cells, bone marrow stromal cells, or marrow-
derived mesenchymal stem cells, depending on their iso-
lation and selection procedures. Marrow-derived cells have
been used to generate bone, skeletal muscle, cartilage,
adipose, and vascular tissues. It is important to note that
similar mesenchymal stem cells have also recently been
isolated from synovial joints, adipose tissue, and umbilical
cord tissue, and have been driven to differentiate into
mature cell types, including bone and cartilage cells. A
subpopulation of the bone marrow-derived mesenchymal
stem cells, which are termed multipotent adult progenitor
cells (MAPCs), have recently demonstrated an ability to
differentiate into an even more extended range of adult cell

382 TISSUE ENGINEERING



types, including liver, nerve, blood, and lung cells. The
identification of these cell types suggests that tissue-spe-
cific stem cells, which have historically been considered
limited in their differentiation potential, may be capable of
transforming into a wider range of mature cell types than
anticipated. However, no adult stem cell type has been
shown to be pluripotent, and therefore able to give rise to
all types of specialized adult cells, and adult cells are more
limited in their ability to self-renew in culture (< 60 popu-
lation doublings) when compared with the more primitive
embryonic stem cells (hundreds of population doublings),
described in the next section.

Embryonic Stem Cells. Another stem cell type, the
human embryonic stem cell (ESC), has also generated a
great deal of excitement due to its potential use in tissue
engineering applications. Human ESCs are pluripotent
cells derived from the inner-cell mass of blastocysts gen-
erated via in vitro fertilization. These ESCs have also been
isolated from embryos created in vitro via somatic cell
nuclear transfer, which is often termed therapeutic clon-
ing. In addition, similar cell types called embryonic germ
cells have been isolated from the fetal gonadal ridge. Each
of these cell sources produces cells that are capable of self-
renewing for extended periods in culture without differ-
entiating, and they are considered capable of generating all
of the mature cell types in the body. It is therefore possible,
in principle, to use ESCs as a renewable cell source to
engineer any human tissue. Although this potential is
intriguing, the use of ESCs in tissue engineering applica-
tions has not been extensive. These cells are primitive and
often require complex signaling environments to direct
them to become a specified mature cell type. Furthermore,
the complex signals required to generate specified cell
types are incompletely understood. These challenges,
along with the social and ethical questions associated with
ESC isolation and use, present significant roadblocks to
ESC-based tissue engineering. However, recent studies
have successfully utilized human ESCs combined with
material carriers to generate a variety of adult tissue types.
In addition, direct injection of human ESC-derived cell
types into pathological sites is an active area of study.
These efforts and others suggest that ESCs may be an
important component of emerging tissue regeneration
approaches.

Challenges. Each of the stem cell types described are being
explored for stem cell based tissue engineering approaches,
which have included (1) direct transplantation of the cells
into a pathological location; (2) transplantation of cells
upon or within a biomaterial carrier; or (3) differentiation
of the cells in a cell culture bioreactor prior to implantation
with or without a biomaterial carrier (Fig. 2) (6). A parti-
cular challenge in these stem cell based approaches is
delivery of signals to stem cells to direct their differentia-
tion and, in turn, new tissue formation. Stem cells are
primitive by nature, and they therefore require instruc-
tions, which are provided in the natural stem cell micro-
environment (or niche) (7). Many of the emerging
approaches to stem cell based tissue regeneration attempt
to adopt aspects of the natural stem cell niche to imitate
natural tissue development. Design of new biomaterials
and new inductive approaches, coupled with new insights
about the signals that direct stem cell based tissue forma-
tion, may allow for a higher level of control over tissue
regeneration in the future.

Biomaterials (8–12)

Tissue engineering strategies include the implantation of
material scaffolds alone or in combination with cells. A
material that can be used for tissue engineering applica-
tions must meet a number of requirements; namely, mate-
rials should be biocompatible; biodegradable to nontoxic
products within appropriate time frame for application;
easily processed to form complex shapes with appropriate
porosity; able to support cell growth and proliferation;
mechanically suited to an application. There exist numer-
ous classes of biocompatible materials, and design and
synthesis of new materials remain active areas of investi-
gation. Several considerations and concerns are common to
the design of all biomaterials, regardless of whether the
material is derived from natural or synthetic sources.

Naturally Derived Biomaterials (8,10,11). Natural extra-
cellular matrices (ECMs), which are protein-based
matrices that surround most cell types in the body, can
be considered the quintessential biomaterials. During nat-
ural tissue development and repair processes these natural
ECMs serve many of the functions that are important for
successful tissue engineering, including (1) provision of a
space-filling scaffold for infiltration of cells and synthesis of
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Figure 2. Schematic representation of
current approaches to stem cell based tis-
sue engineering. Stem cells are isolated
from a variety of tissues, expanded in cul-
ture, and implanted into a tissue defect
with or without a biomaterial carrier. In
some cases, the cells are induced in culture
to differentiate into a particular mature
cell type prior to implantation.



a new tissue; (2) delivery of signals that influence cell
activity during new tissue formation; and (3) the ability
to degrade and remodel while a new tissue forms. It is
therefore not surprising that a large fraction of biomater-
ials used in tissue engineering are derived directly from the
natural ECM (8). Most of the natural biomaterials used
currently are derived from connective tissues, including
ligaments, tendons, blood vessels, skin, and bone. More
specifically, the most common natural materials in general
clinical and scientific practice include collagen (both native
and chemically modified), fibrin, hyaluronic acid, and algi-
nate. The following paragraphs provide a brief description
of each of these biomaterials.

Collagen. Collagens are a class of vertebrate proteins
(with >25 variations) that fold into a characteristic triple
helical structure. In skin, tendon, and bone tissues the
predominant type of collagen is Type I, and it is this type
that is used extensively in tissue engineering applications.
Type I collagen can be formed into a cross-linked hydrogel
network, a fiber mesh, or a porous sponge, depending on
the processing method. Therefore, it is a tremendously
flexible base material, and applications have included skin,
bone, cartilage, nerve, and liver tissue engineering. Col-
lagen-based materials can also be readily mixed with cells,
proteins, or plasmid DNA during processing, which has led
to the use of collagen scaffolds in cell-based and inductive
tissue engineering strategies.

Fibrin. Fibrin is an integral protein component of clots
that form during blood coagulation. It is in this context that
fibrin provides a temporary matrix during natural wound
healing. Therefore, the natural function of fibrin demon-
strates its potential use in wound healing and tissue
engineering applications. Fibrin is capable of forming a
hydrogel upon protein cross-linking, and these hydrogels
adhere strongly to connective tissues, promote cell attach-
ment and wound healing, and degrade in response to
protease activity. Therefore, fibrin-based hydrogels serve
as excellent matrices for blood vessel ingrowth and healing
of connective tissues (e.g., skin, bone). In addition, syn-
thetic biomaterials have been designed to mimic the bio-
logical properties of fibrin, including cross-linking, cell
adhesion, and protease degradation. These biomimetic
approaches highlight the importance of natural biomater-
ials as templates for design of synthetic biomaterials.

Hyaluronic Acid. A critical component of the extracel-
lular matrix in many tissues, hyaluronic acid (HA) (10) is a
relatively simple, yet unusual, high molecular weight poly-
saccharide. Hyaluronic acid is present in all mammals,
playing a vital role in embryonic development, extracellu-
lar matrix homeostasis, wound healing, and tissue regen-
eration. This acid possesses unique biological and
mechanical properties due to its hydrophilic, polyanionic
composition, and the influence of HA on cell function is
highly dependent on its molecular weight. Degradation of
HA may occur via several cell-secreted enzymes, or none-
nzymatically via free radicals or other various treatments.
The intrinsic physicochemical and biological properties of
HA have generated widespread use of this molecule in

clinical therapies, and many HA-based products have been
approved by the FDA for clinical use in osteoarthritis,
ophthalmology, wound healing, gastrourology, and preven-
tion of postsurgical adhesions. Due to the integral involve-
ment of HA in tissue regeneration and the ease of
chemically modifying HA to form numerous derivatives,
the use of HA has also been extensively investigated in a
wide array of tissue engineering applications. Moreover, as
HA plays a crucial role during the morphogenesis of many
organs, it may be capable of providing specific signals to
cells to initiate tissue or organ regeneration. Derivatiza-
tion or chemical cross-linking of HA yields HA-based mate-
rials with a wide range of mechanical, chemical, and
biological properties. These scaffolds can take numerous
physical forms including fibrous meshes, sponges, micro-
spheres, and hydrogels.

Alginate. Alginate is a natural polysaccharide isolated
from seaweed. In the presence of divalent cations (e.g.,
calcium) or multivalent polymers (e.g., polylysine) alginate
chains become cross-linked into a network hydrogel with
intriguing properties. The utility of alginate hydrogels in
biomaterials and tissue engineering applications is largely
a result of their ability to repel proteins. Proteins do not
intrinsically interact with alginate hydrogels and, in turn,
cells do not bind to these gels. Therefore, alginate hydro-
gels provide useful platforms for presentation of specific
molecules to cells, allowing these gels to be used as con-
trollable synthetic matrices. In addition, alginate hydro-
gels do not bring about a substantial immune response, so
they are useful in applications designed to shield cells or
tissues from the immune system (e.g., pancreatic islet
delivery). Another attractive property of these hydrogels
is their ability to gel in situ without the use of harsh cross-
linking agents. This allows for minimally invasive implan-
tation of a material, and may enable minimally invasive
cell, protein, and gene delivery. Alginate hydrogels have
been used in applications ranging from cell encapsulation
to bone tissue engineering.

Other Naturally Derived Materials. Numerous other
naturally derived materials have demonstrated promise
for tissue engineering applications, including chondroitin
sulfate, gelatin, agarose, chitosan, and dextran. A more
detailed discussion of the role of naturally derived materi-
als in tissue engineering is available in several reviews
(8,10–12).

Limitations. Clearly, natural polymers can be used in a
wide variety of tissue engineering applications, as they are
generally biocompatible, biodegradable, and easy to pro-
cess. However, there are limitations to the use of these
materials. There is often substantial batch-to-batch varia-
tion in the properties of these polymers, which can be
dependent on the species and tissue of origin or the har-
vesting procedure. In addition, because these materials are
protein or polysaccharide based they are typically not
amenable to standard polymer processing schemes that
involve high temperatures or harsh organic solvents. In
addition, the nature of protein-based natural materials
makes them vulnerable to immune responses in vivo,
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particularly in cases where the proteins are implanted into
a host species that differs from their source. These concerns
and others provide an impetus to develop synthetic bioma-
terials that exploit the advantages of natural materials and
limit their disadvantages.

Synthetic Materials (9,11,12). Although synthetic mate-
rials lack the inherent bioactivity and biologic recognition
possessed by natural substances, their advantages are
numerous. In a broad sense, the primary advantage asso-
ciated with synthetic materials is the researcher’s ability to
accurately control material characteristics. Controlled
alterations in material chemistry, polymerization, or
method of scaffold formation can produce changes in the
type and time of material degradation, porosity, stiffness–
elasticity, texture, shape, hydrophilicity, and bioactive
ligand presentation. The ability to construct synthetic mate-
rials from scratch enables researchers to tailor material
properties to the desired specifications required for a specific
application. While many such manipulations are also pos-
sible with natural materials, it is widely accepted that
synthetic materials are more amenable to modification. This
section will discuss several of the most prevalent synthetic
materials used in tissue engineering applications.

Poly(a-esters). Poly(glycolic acid) (PGA) and poly(lactic
acid) (PLA) remain the most widely used synthetic materi-
als for tissue engineering. These polymers are produced via
a ring-opening polymerization of glycolide (R¼H) or lac-
tide (R¼CH3), respectively (Fig. 3).

Poly(glycolic acid) is a highly crystalline, hydrophilic
poly(a-ester) that was used as early as the 1960s as the first
biodegradable suture material. Simple, random hydrolysis
of the ester bonds leads to bulk degradation of PGA, with
the degradation rate dependent on the degree of PGA
crystallinity. The degradation product of PGA is glycolic
acid, which is processed through normal metabolic path-
ways in the body and ultimately eliminated via the respira-
tory system as carbon dioxide. Because the degradation
products of PGA act as components of the body’s natural
metabolic pathways, this polymer may be classified as a
bioresorbable material. For tissue engineering applica-
tions, PGA is most often processed via extrusion to form
a 3D, porous mesh structure composed of uniform PGA
strands or fibers. Cells seeded on these scaffolds readily
adhere to the PGA fibers, then spread, proliferate, and
produce extracellular matrix proteins. The PGA has pro-
ven to be an excellent carrier for numerous cell types and
other biological agents. Due to its rapid degradation and
poor mechanical properties, however, use of PGA alone is
not suitable for many applications.

Similar to PGA, PLA is a resorbable poly(a-ester) that
degrades via hydrolysis to generate a product (lactic acid)
that is readily metabolized by the body. However, PLA is
more crystalline and hydrophobic than PGA, resulting in
significantly slower degradation characteristics. The PLA
is exceptionally strong for a biodegradable material and its
superior strength makes it particularly well suited for
regenerationof load-bearing tissues (e.g., bone and cartilage).

The synthesis of PLA–PGA copolymers (PLGA, Fig. 4)
has yielded tissue engineering scaffolds with a wide range
of mechanical and degradation characteristics. Because of
their excellent biocompatibility and versatility, PLGA scaf-
folds have been widely used in tissue engineering applica-
tions with much success. The polymers PGA, PLA, and
PLGA are all highly processable; scaffolds may be fabri-
cated via extrusion, injection molding, compression mold-
ing, or solvent casting. They can be formed into complex
structures, and there exist numerous methods for introdu-
cing pores. Nanofibrous scaffolds have also been fabricated
from PLGA and PLA. These scaffolds mark an interesting
advancement in the design of matrices for tissue engi-
neering, as their physical structure (an array of fibers
50–500 nm in diameter) mimics the structure of fibrillar
collagen, a component of the native extracellular matrix. A
further reason that PGA and PLA remain the materials of
choice for tissue engineers is that they are among the few
synthetic scaffold materials approved by the FDA. The
primary drawbacks of the poly(a-ester) family of polymers
are their brittleness and tendency to crumble, lack of
chemical functionalities other than end-groups, and pro-
duction of acidic degradation products that often cause
inflammation.

Poly(Anhydrides). Polyanhydrides are notable as a scaf-
fold material for tissue engineering in that they undergo
surface degradation via hydrolysis of the anhydride group,
as opposed to the bulk degradation experienced by poly(a-
esters). Polyanhydrides are also the first new synthetic
degradable material approved by the FDA in >20 years.
Poly(sebacic acid) (SA) and poly(p-carboxyphenoxyhexane)
(CPH) are two commonly synthesized polyanhydrides for
tissue engineering and drug delivery applications (Fig. 5).

Because homopolymers of SA degrade over a period of
days, while polymers based upon CPH degrade over per-
iods of months to years, copolymerization of SA with CPH
offers a means of creating polyanhydride materials with a
wide range of controlled surface-erosion characteristics.
Surface-degrading materials have better retention of
mechanical strength than those that degrade via bulk
mechanisms; scaffold structural integrity is compromised
early in the bulk degradation process, and the majority of
mass loss occurs toward the end of the degradation process,
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Figure 3. Ring-opening reaction of glycolide (R¼H) or lactide
(R¼CH3) to form PGA or PLA, respectively.

Figure 4. Copolymers of PGA with PLA can be synthesized to
form poly(lactic-co-glycolicacid) (PLGA), whose characteristics
represent a combination of the two original polymers.



often resulting in inflammation following the sudden burst
of acidic degradation products. Such drawbacks make sur-
face-eroding polyanhydrides advantageous for several tis-
sue engineering related applications. Polyanhydrides have
proven to be excellent vehicles for drug delivery, and are
therefore particularly appropriate for the scaffold-only
approach to tissue engineering, where these materials
provide a structural platform that elicits in situ tissue
ingrowth and regeneration through the release of bioactive
and tissue-inductive agents. The tissue engineering poten-
tial of this class of materials was recently enhanced
through the modification of SA and CPH to contain photo-
polymerizable moieties, meaning that the starting mono-
mers are cross-linked to form scaffolds via exposure to a
certain wavelength of light. As discussed in following sec-
tions, formation of scaffolds via photopolymerization
affords several advantages over many other polymer pro-
cessing techniques.

Poly(Ethylene Glycol) and Poly(Vinyl Alcohol). Hydrogels
synthesized from poly(ethylene glycol) (PEG) or poly(vinyl
alcohol) (PVA) represent yet another major class of bioma-
terials used in tissue engineering applications. An inter-
esting feature of both PEG and PVA is that they are
relatively biologically inert, meaning that they are resis-
tant to protein and cell adhesion. While it may appear
counterintuitive that nonadhesivity makes these materials
attractive for tissue engineering purposes, the reason that
tissue engineers value this property of PEG and PVA comes
back to the need to control the biomaterial environment.
Both PEG and PVA ultimately provide tissue engineers
with a ‘‘blank’’ template that can be systematically mod-
ified in a controlled manner to possess a wide range of
defined chemical, mechanical, and biological properties.

Unlike the polyesters and polyanhydrides described
earlier in this section, PEG and PVA are not inherently
degradable. However, PEG and PVA can be easily modified
to contain either enzymatic or hydrolytic degradation
sequences, or both. Thus, not only can the tissue engineer
tailor the hydrolytic degradation time for a PEG scaffold,
but they may also incorporate moieties that are sensitive to
cell-secreted enzymes in order to facilitate creation of a
system where scaffold degradation coincides with tissue
growth.

Fabrication of PEG and PVA scaffolds is commonly
performed via photopolymerization. The end groups of
these polymers are modified to contain vinyl groups
(Fig. 6) that enable light-induced polymer crosslinking
and hydrogel formation under specified conditions. Unlike
other processing methods, the conditions of photopolymer-
ization are very mild and can be executed in the presence of
cells and sensitive bioactive agents. Photopolymerization
may be performed in situ, thus offering a minimally inva-
sive method of implanting biomaterials into the site of
desired tissue repair. Moreover, the photopolymerized
material can assume complex shapes, as it can fill irregu-
larly sized defects in situ without complicated molding or
shaping techniques. The hydrogel structures that result
from photopolymerization are transparent in appearance
and possess varying mechanical properties that are depen-
dent on polymer molecular weight and concentration.
These materials may also be covalently modified to present
various bioactive agents that stimulate cell adhesion to the
scaffolds, as discussed in later sections. The PEG and PVA
hydrogels possess excellent biocompatibility and are very
successful in supporting cell viability, growth, and func-
tion. Disadvantages of these materials include their poor
tensile strength and relatively small pore size.

Other Synthetic Materials. Numerous other syn-
thetic materials have demonstrated promise for tissue
engineering applications, including poly(acrylamides),
poly(urethanes), poly(orthoesters), poly(lactones), poly(-
propylene fumarates), and poly(phosphazenes). A more
detailed discussion of the role of synthetic materials in
tissue engineering is available in several reviews (9,11,12).

Limitations. Synthetic materials alone cannot provide
biological cues to influence cell behavior and tissue forma-
tion; these materials serve as only structural supports for
cell growth. Thus, it is difficult to recreate a cell’s natural
biological environment using only synthetic materials.
Moreover, issues with material biocompatibility persist.
Biocompatibility of scaffolds and their degradation pro-
ducts remains a significant obstacle in the development
of new synthetic materials. Furthermore, biocompatibility
does not necessarily imply hemocompatibility (blood com-
patibility), creating further challenges in the creation of
materials for blood-contacting applications. Finally,
because most synthetic materials degrade via hydrolysis,
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Figure 5. Polyanhydrides, such as SA (a) and CPH (b) are
commonly used in tissue engineering and drug delivery
applications.

Figure 6. (a)Poly(ethylene glycol) may be chemically modified
with vinyl groups (b) to form a material that is polymerized into
hydrogel structures via exposure to light (photopolymerized PEG).
(c) Bioactive molecules may also be covalently incorporated into
these structures by modifying one end group of photoactive PEG
with a biological ligand.



tissue engineers continue to struggle with the problem of
tailoring material degradation to tissue regeneration such
that the material remains for a sufficient period of time to
support tissue growth, but not so long as to inhibit tissue
formation.

Bioreactors

The previous sections highlighted the importance of
isolating cells that are capable of generating new
tissues and creating materials that can support new tissue
growth. Once the appropriate cell types are procured and
material scaffolds are constructed, what is the optimal
manner in which to combine these components to generate
new tissues? Furthermore, what is the appropriate
environment for cultivation of a new tissue as it develops?
These are critical questions in tissue engineering
approaches, and a variety of bioreactor (13,14) systems
have been built to control and optimize cell engraftment
cell survival, and proper cell function within biomaterial
scaffolds.

Cell Seeding. An initial challenge posed in cell-based
tissue engineering schemes involves simply placing cells
within a biomaterial construct, a process termed cell seed-
ing. In most strategies, it is important to encourage as
many cells as possible to engraft within a biomaterial
scaffold to promote generation of new tissues and to avoid
squandering valuable cellular components. More efficient
cell seeding limits the size of a biopsy needed for cell
sourcing and may also reduce the extent of cell expansion
necessary to produce adequate cellular components. In
addition, studies aiming to generate cartilage, bone, and
cardiac tissues have demonstrated that cell seeding den-
sity and homogeneity directly influence the growth of new
tissues. Higher cell densities lead to enhanced tissue for-
mation, while more homogeneous cell seeding distributions
result in more uniform tissue formation. In view of these
previous results, investigators have developed a variety of
strategies to encourage efficient and homogeneous cell
seeding.

The simplest method of cell seeding, termed static seed-
ing, involves simply adding a cell suspension onto a scaffold
construct and passively allowing the suspension to perme-
ate the material. This method often leads to inefficient cell
seeding and heterogeneous cell distribution. In fact, static
seeding approaches often result in growth of only thin
�100mm layers of tissue due to limitations in cell seeding
density and homogeneity as well as limited nutrient diffu-
sion. The limitations of this static approach have led to
development of more active cell seeding approaches, which
include stirred bioreactor systems, direct perfusion bior-
eactors, and rotating wall bioreactors. In a stirred bior-
eactor, a dilute suspension of cells is continuously stirred
around a stationary, porous scaffold construct, allowing for
convective flow. Similarly, direct perfusion bioreactors
encourage infitration of cells by directly flowing a cell
suspension through a stationary porous scaffold. Rotating
wall bioreactors encourage mixing of cells with scaffolds by
rotating the entire bioreactor casing around a central axis.
Each of these strategies has enhanced the efficiency and

homogeneity of cell seeding, resulting in more copious and
uniform new tissue development.

Mass Transport. Encouragement of mass transport to
and from a developing tissue is among the most formidable
challenges in tissue engineering. This challenge is parti-
cularly daunting in vitro, where a developing tissue cannot
be exposed to a functional vascular network. Mass trans-
port is vital in tissue engineering approaches, as it provides
a means for delivery of oxygen and nutrients to cells within
a developing tissue. Tissues that are grown in the absence
of facilitated mass transport typically contain a shell of
viable tissue surrounding an inner core of necrotic tissue.
The thickness of healthy tissue is commonly <1 mm, which
is not an appropriate scale for a majority of intended tissue
engineering applications. To address this limitation sev-
eral investigators have developed bioreactor systems that
encourage mass transport throughout a developing tissue.
These systems use mechanisms that are similar to the
aforementioned cell seeding bioreactors, and in this case
convective flow is used to transport oxygen, nutrients, and
wastes during new tissue development. The result is a
significant increase in the total amount of tissue grown,
both in vitro and in vivo. Bioreactor systems that enhance
mass transport have become important in bone, liver, and
skeletal muscle tissue engineering approaches, and the
clear benefit of mass transport during tissue development
in vitro has motivated strategies aimed at increasing mass
transport in vivo (e.g., by promoting vascular tissue in
growth).

Inductive Signaling. Efficient and homogeneous cell
seeding and optimal cell survival have a substantial impact
on the success of a tissue engineering approach. However,
it is also important to expose growing tissues to signals that
direct their development into functional tissues. This is
particularly crucial in emerging stem cell-based tissue
engineering schemes, in which cells must be exposed to
signals that direct differentiation and induce formation of
the tissue of interest by cells capable of generating multiple
mature tissue types. Therefore, there is a need to develop
bioreactor systems that provide a range of signals to cells to
encourage functional tissue growth ex vivo. To that end,
investigators have developed bioreactor systems that are
capable of delivering both biochemical signals (e.g., protein
growth factors) and mechanical forces (e.g., fluid shear
forces, compressive forces). As a result, new bioreactor
systems allow for growth of tissues that more effectively
mimic natural tissue structure and function. Illustrative
examples include cartilage, bone, skeletal muscle, liga-
ment, and cardiovascular tissues.

Of course, in many cases the most effective bioreactor
system for new tissue development is actually the in vivo
implantation site. Therefore, an important consideration
in tissue engineering is how long, if at all, a cell-scaffold
construct should be cultured ex vivo prior to implantation.
For example, several recent approaches have focused on
encouraging vascular tissue infiltration in vivo to address
the challenge of mass transport to and from a developing
tissue. For tissues that are particularly dependent on high
oxygen tension (e.g., liver tissue) inducing vascular tissue
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ingrowth in vivo may be a more effective strategy when
compared with convective fluid transport in a bioreactor
ex vivo. However, for poorly vascularized tissues (e.g., carti-
lage) that rely heavily on the local mechanical environment
during their development, the mechanically and biochemi-
cally controlled environments of a bioreactor system may
allow for optimization of tissue development ex vivo. Other
tissue types may benefit from an initial culture period
in vitro for cell expansion and early tissue development,
followed by implantation into a supportive in vivo site.
The amount of in vitro culture time that is appropriate
prior to implantation of a tissue engineered construct is an
important open question in several approaches.

Mechanical Signaling. The mechanical environment is
a key factor during development of several tissue types,
and mechanical forces become important as early as the
eight-cell stage of embryonic development. Similarly,
mechanical forces are important parameters during
development of several engineered tissue types. Numer-
ous physical factors have been shown to influence growth
of engineered cartilage tissue, including hydrodynamic
forces and cyclic mechanical compression and tension. In
addition, systems for application of tensile stresses to
growing skeletal muscle influence the ultimate contractile
properties of the engineered muscle tissue. Mechanical
forces also have a clear effect on bone development, repair,
and regeneration, and investigators have taken advan-
tage of these effects to build bioreactors that provide
mechanical stimulation (see the section Case Studies in
Tissue Engineering). To address the importance of
mechanics, several investigators have generated instru-
mentation for application of biomechanical forces to devel-
oping tissues. Bioreactors can be designed to include
screws to apply static strain or motorized load cells for
dynamic actuation, and the biomechanical components
are engineered to interface with other bioreactor compo-
nents, including stirring tools for mass transport and
media containing inductive agents. Biomechanical forces
have played a particularly prominent role in emerging
functional tissue engineering approaches, which often
aim to provide factors that directly mimic the character-
istics of the corresponding in vivo environment and
improve the properties of the engineered tissue.

Emerging Designs. Although they are beyond the scope
of this article, it is important to note that new concepts
are emerging in bioreactor design at the cellular and
subcellular scale. Several investigators are actively
developing microfluidic systems that are capable of cul-
turing multiple cell types simultaneously in highly con-
trolled environments. These systems are being
customized for coculture of multiple cell and tissue types
(often termed organ-on-a-chip approaches), as well as
highly controlled drug delivery. Microfluidic systems can
also be interfaced with biomaterials to provide a power-
ful platform for highly controlled tissue development ex
vivo. These approaches and others are enhancing the
level of complexity that is possible in bioreactor design,
and may allow for more direct mimicry of natural micro-
environments.

INDUCTIVE APPROACHES

A variety of investigators have designed 3D matrices to
interface directly with mammalian cells, and these mate-
rials were described in the biomaterials section above.
Both natural (e.g., collagen gels) and synthetic [e.g.,
poly(L-lactic acid)] materials have been used for decades
as scaffolding to support tissue formation from cells in vitro
or in vivo. These materials have historically been passive,
in that they have not exerted a high level of control over the
signals presented to resident cells. In the past decade,
matrices have been designed to interact with cells via
specific cell attachment ligands, or designed to deliver
soluble signals, so that characteristics of the cell’s micro-
environment can be tightly controlled (Fig. 7). Bioactive
matrices have been used to delineate the effects of specific
cell attachment ligands, material properties (e.g.,
mechanics), and soluble signals on attachment, prolifera-
tion, migration, and differentiation of a wide variety of
mature cell types. These strategies are often termed
inductive approaches, as they are designed to induce a
particular cell activity (e.g., tissue formation). The following
paragraphs describe inductive schemes that have been used
to add a bioactive component to biomaterial matrices.

Covalent Modification of Biomaterials

One widespread approach used to confer bioactivity
involves covalently linking biologically active molecules
to a biomaterial (15). In this general approach, a biological
molecule is engineered to include a chemically reactive
group, which is then reacted with a functional group within
a biomaterial. The result is a material that has physical
properties defined by the original material, and with bio-
logical properties defined by the linked biological molecule.
This approach has been primarily used to link peptide
sequences that promote cell attachment, including RGDS,
RGDY, YIGSR, and IKVAV. For example, synthetic PEG
hydrogels and natural alginate hydrogels, which do not
intrinsically interact with cell surface receptors, can now
be readily modified with peptides that promote cell attach-
ment and desired function. In addition to these methods
that deliver signals to cells, investigators have also devel-
oped materials that respond to cell activity. One example of
this general approach is materials that are held together,
or cross-linked, by biochemically labile chemistries. These

388 TISSUE ENGINEERING

Figure 7. Schematic representation of inductive tissue engineer-
ing approaches. Cells are exposed to 3D environments that are
engineered to contain covalently linked or soluble agents. The
agents are chosen to influence cell activity, ultimately leading to
induced growth of a desired tissue.



materials are designed so that their labile linkages are
degraded in response to enzymes that are produced by
resident cells. Thus, by creatively designing these linkages
investigators have been able to generate materials that
respond to cell migration and differentiation, resulting in
materials that can effectively ‘‘listen’’ to cells. Taken
together, the inductive biomaterials created by covalent
modification can be considered truly cell interactive, as
they are able to deliver signals (e.g., cell adhesion ligands)
to cells, and respond to cell activity (e.g., by degrading).

Delivery of Soluble Factors

Another important focus of recent tissue engineering
approaches has been delivery of proteins, called growth
factors, which can directly modulate cell activity (16).
Traditional growth factor delivery approaches have
focused on embedding proteins in plastic micron-scale
spheres or suspending proteins in highly hydrated gels.
In each case, the protein is released via diffusion as the
carrier materials degrade, resulting in a high local con-
centration of the protein. The advent of these technologies
has had a revolutionary effect on medicine, and the world-
wide market for drug delivery technologies is expected to
exceed $100 billion by 2005. Although these technologies
have been useful in a wide variety of biomedical applica-
tions, their application to tissue engineering is pragmati-
cally limited. Plastic microspheres do not provide a
structural matrix for tissue ingrowth and are difficult to
process into structural matrices while maintaining the
biological activity of the embedded protein.

Hydrated gels are also nonideal carriers, as growth
factors typically diffuse out of the gel matrix rapidly, result-
ing in limited signaling. Investigators have recently devel-
oped innovative approaches to address the limitations of
these systems and allow for longer term protein release
within structural matrices that support tissue development.
For example, plastic microspheres have been engineered to
form aggregates with cells or to form a matrix with inter-
connected pores, and these new strategies allow for inclu-
sion of biologically active proteins. The proteins are then
released into the cell population in a sustained manner as
the material degrades. These methods are flexible in the
type of growth factors that can be included, and have
recently been extended to delivery of multiple active growth
factors simultaneously. Another recent approach involves
covalent immobilization of active growth factors within a
hydrogel matrix to locally contain growth factors and limit
diffusion out of the hydrogel. This approach has been
applied to delivery of vascular and neural growth factors,
and could potentially be applied to other proteins, provided
they maintain biological activity when covalently immobi-
lized. Taken together, these approaches have been quite
successful in actively influencing cell activity within struc-
tural matrices during new tissue development. The next
generation of protein delivery approaches is likely to exert a
higher level of control over where and when cells are
exposed to inductive signals. Spatial patterning and tightly
regulated timing of protein delivery are routine in natural
tissue development, and may be similarly important in
complex tissue engineering applications.

Gene Delivery

Another set of inductive approaches does not rely on deliv-
ery of peptides or proteins to cells from a synthetic system,
but instead focuses on genetic manipulation of cell activity
(17). Investigators have developed a variety of strategies to
deliver genes to cells, and the genes are typically designed
to induce cells to secrete inductive proteins. The gene
delivery approaches often utilize the same core technolo-
gies that have been used for protein delivery, including
sustained release from polymer scaffolds and release from
hydrogel matrices, but they substitute plasmid DNA for
proteins. Plasmids are circular strands of DNA, which
typically contain a single gene under the control of a
promoter, which is chosen to enable production of an
encoded protein in the target cell type. The encoded pro-
tein, often a protein growth factor, is chosen to influence
cell activity. Therefore, this approach generates cells that
act as bioreactors to produce an inductive protein, and the
protein, in turn, encourages new tissue development. This
gene delivery approach has been successfully applied to
engineering of bone, skeletal muscle and vascular tissues,
and the general concept could find broad applicability in
engineering of essentially any tissue type.

CASE STUDIES IN TISSUE ENGINEERING

Bone Tissue Engineering Strategies

Vertebrate bone tissue is a dynamic organ with a range of
vital functions. Bone serves as a storage depot for mineral
ions, a protective barrier for internal organs, and a solid
support for muscle actuation. Perhaps the most unique and
intriguing property of bone is its ability to continuously
regenerate its structure, thereby maintaining consistent
structural and mechanical properties. A coordinated set of
cell and molecular activities mediates this dynamic remo-
deling process, and these activities are orchestrated by
biochemical, mechanical, cellular influences. The dynamic
nature of natural bone tissue makes it perhaps the ulti-
mate ‘‘smart material’’, and the characteristics of natural
bone have served as an inspiration to chemists and mate-
rials scientists who aim to develop stimulus-responsive and
self-healing materials. Furthermore, the constant genera-
tion of new bone tissue in natural systems serves as an
excellent model for tissue engineering, a field that similarly
strives to regenerate natural tissue structure and function.
Therefore, bone can be considered an exemplary system for
a variety of tissue engineering approaches, including con-
ductive, inductive, and cell-based strategies.

It is perhaps surprising that there is any need for
engineered bone tissue at all in view of the efficiency of
bone regeneration in vertebrates. However, there are sev-
eral pathological conditions that result in permanent bone
loss or damage. Costs of musculoskeletal conditions repre-
sent an average of 3% of the gross domestic product of
developed countries (an estimated $254 billion annually in
the United States) and >600,000 inpatient fracture reduc-
tion procedures are performed in the United States
annually. Furthermore, bone and joint diseases account
for one-half of all chronic conditions in people over the age
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of 50. The predicted doubling of this age group’s population
by 2020 suggests that the tremendous need for novel bone
repair and replacement therapies will continue to grow
rapidly. Regeneration of natural tissue represents a pro-
mising approach to replace bone, and could both supplant
many of the current metallic hardware-based bone repla-
cement methods and expand the range of bone loss condi-
tions that can be effectively treated. Filling of bone voids in
non-union fractures or maxillofacial deformities, bridging
of gaps in spine fusion surgeries, and stabilization of
vertebral compression fractures provide illustrative poten-
tial targets for new bone tissue engineering approaches.
Current clinical strategies aimed at repairing or replacing
natural bone tissue are typically passive, relying on
mechanically sound hardware (e.g., titanium, polyethy-
lene) to replace the structural properties of natural bone.
These approaches do not exert a high level of control over
the process of new bone formation in a defect site. Limita-
tions in these approaches invoke new therapies for bone
replacement, including bone tissue engineering (18–20).
The following paragraphs give a brief description of repre-
sentative tissue engineering approaches that have been
developed to repair or replace bone tissue. A more focused
and detailed treatment of this topic is given in several
outstanding review papers (18–20).

Cell Sources. Osteoblasts are the chief bone-forming
cells in natural bone tissue. Based on the regenerative
capacity of natural bone tissue it seems obvious that
mature osteoblasts would be an excellent candidate as a
cell source for bone tissue engineering. These cells can be
isolated from the patient (autologous transplantation) or
from a donor (allogeneic transplantation), and the typical
donor sites are the calvaria or the iliac crest. Investigators
have used osteoblasts seeded within various biomaterial
scaffolds to engineer bone tissue. However, there are sig-
nificant limitations to the use of these differentiated cell
types. Isolation procedures result in a limited number of
autologous or allogeneic osteoblasts, and these cells are
difficult to expand in culture. In addition, allogeneic cells
harbor the potential to bring about unwanted immune
responses. These limitations have led rapidly to the iden-
tification and use of alternative cell sources in bone tissue
engineering.

The best characterized cell sources in common use in
current bone tissue engineering approaches are bone mar-
row derived fibroblasts. These cells include the aforemen-
tioned mesenchymal stem cells, as well as other more
committed osteoblast precursors, called preosteoblasts,
isolated from bone marrow. These cell types, which are
typically distinguished from other cells that reside in the
marrow based on their ability to attach and form colonies
on standard cell culture substrates, have a long history of
use in bone biology and orthopedic regeneration. Between
1968 and 1974, Friedenstein and co-workers (see Ref. 5 for
details) undertook a series of studies on the bone-forming
capacity of bone marrow derived cells. The studies resulted
in isolation of a specific cell type, termed the colony-form-
ing unit fibroblast, which was characterized by its ability to
attach to standard cell culture substrates and form isolated
colonies in culture. It was not until two decades later that

these cells were further characterized by Caplan and co-
workers (see Ref. 5 for details) and called mesenchymal
stem cells (MSCs). The pioneering work of Caplan’s labora-
tory in skeletal tissue engineering using MSC sources,
coupled with a high profile publication by Pittenger et
al. (see Ref. 5 for details) describing the tremendous multi-
potential of these stem cells, has facilitated use of these
cells in bone tissue engineering applications. Recent stu-
dies have also identified other adult precursor cells that are
capable of forming bone tissue, including skin-, adipose-,
and dental pulp-derived mesenchymal stem cells. Investi-
gators are now using each of these cell types as integral
components in bone tissue engineering schemes.

Biomaterials. Natural long bones (e.g., the femur)
develop upon a cartilage template matrix during a process
termed endochondral ossification. In many ways, this nat-
ural cartilage template serves as an ideal support for
development of new bone tissue. The cartilage matrix:
(1) is porous and therefore allows for infiltration of bone-
forming cells and vascular tissue; (2) is capable of with-
standing the mechanical environment in an orthotopic
location; (3) provides a substrate that is conducive to
new bone formation; (4) is biodegradable and can be remo-
deled by infiltrating bone cells; and (5) contains signals
that induce new bone formation. These natural character-
istics mirror the parameters that are important for design
of natural and synthetic scaffolds for bone tissue engineer-
ing, including pore structure, mechanical properties,
degradability, osteoconductivity, and osteoinductivity.
Osteoconductivity is generally defined as the ability of a
material to support formation of bone by bone-forming cells
(e.g., in a bone defect), while osteoinductivity is defined as
the ability of a material to induce formation of bone tissue
in conditions that are not otherwise conducive to bone
formation (e.g., in a nonorthotopic location). Investigators
have developed several classes of biomaterials to address
these parameters and to successfully engineer functional
bone tissue.

A broad range of natural and synthetic materials have
been explored in bone tissue engineering, including poly
(anhydrides), poly(fumarates), self-assembling peptide
amphiphiles, and alginate hydrogels. Although these
materials are well characterized in the context of bone
engineering, the most commonly used bone tissue engi-
neering scaffolds have been poly (a-hydroxy esters), type I
collagen-based materials, and calcium phosphate based
minerals. Each of these base materials can be processed
into porous scaffolds that degrade into nontoxic bypro-
ducts, allowing for formation of new bone tissue in concert
with material degradation. In addition, the mechanical
properties of these matrices are dictated by their structure
and composition, allowing for significant mechanical tai-
loring. A particular advantage of calcium phosphate based
materials is a property known as bioactivity, which is the
ability of these materials to serve as an excellent template
for synthesis of mineralized tissue by bone cells and bone
precursor cells in vitro and in vivo. For example, mesench-
ymal stem cells differentiate and form bone tissue more
readily on calcium phosphate materials when compared
with other types of scaffold, including polyesters and
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protein-based hydrogels, and this phenomenon is attribu-
ted to calcium phosphate bioactivity. Many bone tissue
engineering approaches exploit this bioactivity by proces-
sing or synthesizing new types of calcium phosphate based
materials, including both natural (e.g., coralline hydroxya-
patite) and synthetic (e.g., sintered hydroxyapatite) scaf-
folds. Recent approaches have also combined natural and
synthetic polymers with calcium phosphate minerals to
create hybrid materials for bone tissue engineering. These
materials directly mimic the organic–inorganic composite
structure of the natural bone extracellular matrix, and
they have shown substantial promise as supportive scaf-
folds for new bone formation.

Bioreactors. In vitro engineering of bone tissue has
been an active area of study for over a decade. However,
early attempts at bone tissue engineering demonstrated
limitations that highlight the importance of bioreactor
design. Previous studies indicate that growth of bone tissue
within 3D scaffolds in static culture conditions is limited to
the outer 200–800mm of a scaffold construct. The poor
tissue growth and cell death observed at locations deeper
within these scaffolds was likely caused by poor nutrient
transport into the developing tissue. These studies and
others have provided an impetus to create new bioreactor
systems that enhance mass transport and allow for devel-
opment of more homogeneous bone tissue in vitro. Spinner
flasks and rotating wall bioreactors have been shown to
substantially enhance bone synthesis by mesenchymal
stem cells cultured within 3D polyester scaffolds. In addi-
tion, perfusion culture systems successfully enhanced gen-
eration of bone tissue by osteoblasts and bone marrow-
derived precursor cells in vitro. In each case, the success of
these approaches is attributed to improved nutrient trans-
port within the developing tissue, which is generated by
fluid flow.

Other in vitro bioreactors have been designed to under-
stand and manipulate the effect of mechanics on engi-
neered bone tissue growth. Mechanical forces have a
well-known influence on remodeling of adult bone tissue
and, in turn, regulation of bone strength over time.
Mechanical stimulation is also vital to proper early devel-
opment of cartilage and bone, and the mechanical proper-
ties of developed bone tissue can be correlated to the load
applied during development. In view of these mechanical
effects on bone maintenance and development, it is not
surprising that mechanical forces have a pronounced effect
on bone formation by osteoblasts and osteoblast precursor
cells in cell and tissue culture. Culture systems that apply
compressive or shear forces to bone-forming cells have
shown that the cells respond to mechanical stress by
enhancing synthesis of bone matrix.

Inductive Approaches. It is clear that protein growth
factors are a vital component of natural bone development
and repair processes, due to their effects on bone forming
cells and blood vessel ingrowth. Based on these observa-
tions, investigators are developing several novel delivery
systems that allow for controlled delivery of protein growth
factors to bone defect sites to improve or accelerate bone
healing. The most potent known growth factors related to

bone regeneration are the class of molecules known as bone
morphogenetic proteins (BMPs). Discovery of the unique
ability of demineralized bone matrix to induce bone tissue
formation in extraskeletal sites led to the isolation and
discovery of BMPs as inductive factors. Since their discov-
ery, BMPs have been delivered from several materials to
induce formation of new bone tissue in a variety of skeletal
and extraskeletal sites. The BMP delivery vehicles exam-
ined thus far include demineralized bone matrix, polyester
scaffolds, b-tricalcium phosphate, and hydroxyapatite. In
each case, BMPs in conjunction with a natural or synthetic
carrier material in vivo induced dramatic increases in the
quantity and functionality of regenerated bone tissue when
compared with the carrier materials alone.

Recent inductive approaches have also addressed the
importance of angiogenesis in natural bone growth, devel-
opment, and repair. Bone does not grow, develop, or heal
properly when angiogenesis is artificially blocked. How-
ever, until recently there had been little interest in speci-
fically inducing ingrowth of a functional vascular supply to
support developing bone tissue. Studies have recently
demonstrated that delivery of growth factors that induce
blood vessel ingrowth (e.g., vascular endothelial growth
factor) can substantially increase bone repair and regen-
eration. These studies provide a new mechanism for
actively inducing bone regeneration.

Inductive gene delivery strategies have also been
explored in bone tissue engineering. Investigators have
delivered plasmid deoxyribonucleic acid (DNA) encoding
bone morphogenetic protein-4 (BMP-4) and parathyroid
hormone from collagen-based scaffolds. Localized delivery
of these plasmids led to the formation of local bone foci
similar to natural bone. In addition, multiple studies have
achieved transfection of fibroblasts with a gene encoding
for bone morphogenetic proteins, resulting in more exten-
sive bone formation. These genetic approaches will likely
gain more significance and acceptance with the emergence
of more efficient methods for gene transfer, and they could be
used in conjunction with novel stem cell based approaches.

Combination Approaches. In this section, bone tissue
engineering components are separated into distinct cate-
gories to facilitate the readers understanding of the field.
However, it is important to note that the vast majority of
strategies for bone tissue engineering involve a combina-
tion of multiple components, including materials, cells, and
biological molecules. In fact, emerging tissue engineering
schemes almost exclusively utilize combinations of two or
more of the categorized components in this section, and it
has become more common for investigators to unite mate-
rials, molecules, cells, and highly controlled bioreactor
environments to direct bone tissue development. Develop-
ment of combined approaches requires a more complete
understanding of the interdependence of distinct compo-
nents. For example, the combination of BMPs with a
carrier material is critical, and the identity of the carrier
material can significantly influence BMP activity. In addi-
tion, surface characteristics and geometry of the scaffold
material significantly influence induction by BMPs. The
complex interplay between substrates and growth factors
in synthetic tissue engineering scaffolds emulates the
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cross-talk between extracellular matrix signals and soluble
signals in natural tissue development and regeneration.
Indeed, as the complexity of bone tissue engineering sys-
tems increases, researchers may approach the intricacy
and control demonstrated during natural bone develop-
ment and regeneration.

Cardiovascular Tissue Engineering Strategies (21–23)

Cardiovascular disease is a significant cause of morbidity
and mortality in the United States and developed coun-
tries. Successful treatment has often been limited by the
poor performance of synthetic materials utilized for tissue
replacement, as hemocompatibility remains a significant
challenge in biomaterial design. A lofty goal for cardiovas-
cular tissue engineering is the development of a completely
tissue engineered heart. Progress toward this goal will
likely be made through the parallel development of effec-
tive tissue engineered components of the cardiovascular
system. These individual components include blood ves-
sels, heart valves, and cardiac muscle. Each of these struc-
tures will be briefly discussed with respect to the cell
source, biomaterial, and bioreactor considerations.

Heart Valves. The human heart contains four valves,
each with slightly different characteristics and each
experiencing a different hemodynamic environment. While
heart valves are relatively small, thin structures (on the
order of a few hundred microns thick), their composition is
surprisingly complex. Valve dysfunction may occur via a
variety of mechanisms, and the current treatment for
diseased valves is predominantly valve replacement. Over
290,000 people received heart valve replacements in 2003;
this number has been steadily rising over the last decade
and is expected to reach 850,000 by 2050. Currently avail-
able valve substitutes have enabled these patients to
experience an enhanced quality of life and have extended
patient survival. Yet, in 50–60% of patients with substitute
valves, complications associated with these valve replace-
ments necessitate reoperation or cause death within 10
years postoperatively. Present heart valve substitutes con-
sist of either mechanical prosthetic valves or tissue valves
that are derived from either human or animal tissue.
Perhaps the greatest shortcoming of current valve substi-
tutes is their inability to grow or remodel in response to the
physiological environment. Valve replacement is particu-
larly challenging for pediatric patients, who not only out-
grow mechanical valves quickly, but also experience rapid
calcification (pathological hardening) of transplanted tis-
sue valves. Valve replacement in the elderly has also
become more complex; as the average life span increases,
but the age at which heart valve disease occurs does not,
patients > 65 now need valves that will last 20 years, not
just 10. Fabrication of a tissue engineered valve using a
biodegradable scaffold may enable the creation of func-
tional valve tissue capable of growth and remodeling in
response to changes in its physiological environment. Sig-
nificant advances have recently been made toward the
creation of a functional tissue engineered heart valve via
the immobilization of cells within a variety of natural and
synthetic matrices, as will be briefly discussed here. A

durable, nonobstructive, nonthrombotic, self-repairing tis-
sue valve that would grow with the patient and remodel in
response to in vivo stimuli is the current goal for tissue
engineered heart valves.

Cell Sources. The source of cells to use in valve regen-
eration remains a significant concern. Valvular interstitial
cells (VICs) comprise the majority of the cell population in
heart valves, with a thin layer of endothelial cells (ECs)
providing the valve with a nonthrombogenic surface. The
adaptive, complex, and dynamic structure of heart valves
can be primarily attributed to the VICs, which are respon-
sible for valve extracellular matrix production as they
constantly remodel and repair the valve. The organization
and relative proportions of the valve matrix are paramount
to valve function, thus emphasizing the importance of
these interstitial cells. Although these cells readily prolif-
erate and function in in vitro culture, they are very difficult
to obtain from a patient or living donor. Other mature cell
types, such as smooth muscle cells, dermal fibroblasts, and
myofibroblasts, can perform some of the functions of
VICs, but ultimately do not exactly mimic all of the proper-
ties of VICs. Recent studies suggest that marrow stromal
cells may be a viable immature cell source for valve
tissue engineering. Embryonic stem cells also hold
promise as a cell source for VICs, although the method
of inducing their differentiation to VICs has not yet been
identified.

Construction of fully functional heart valves will also
require endothelialization of the valve surface. The ECs
play a critical role in both the maintenance of valve home-
ostasis and the pathogenesis of valvular disease. Mature
cell sources for ECs include dermal microvascular endothe-
lial cells (HDMECs), which are isolated from human fore-
skin, and endothelial cells isolated from human umbilical
veins (HUVECs). However, neither of these sources pro-
vide autologous cells for a patient in need of valve replace-
ment. Mesenchymal stem cells have recently been shown to
differentiate into ECs, indicating that MSCs are a promis-
ing source for autologous ECs. Researchers have also
identified techniques to induce the differentiation of ECs
from embryonic stem cells.

Biomaterials. Construction of a tissue engineered heart
valve requires a material that is readily processed into a
complex shape, can withstand harsh hemodynamic stres-
ses, and yet is flexible enough to allow for valve opening
and closure. To this end, synthetic scaffolds have been
constructed using PGA, PLGA, polyhydroxyalkanoate
(PHA), or poly-4-hydroxybutyrate (P4HB). Studies using
PGA/P4HB in particular have been very successful in large
animal models. Much work has also focused upon using
decellularized native valves as a scaffold material; in this
approach, immunogenicity of a donor valve is lessened by
removing the cells, leaving only the extracellular matrix
structure. The primary advantage of this strategy is that
the appropriate matrix composition of the valve is already
present and does not have to be reconstructed. These valve
scaffolds can then be recellularized with autologous (non-
immogenic) cells, with the goal of restoring the valve’s
regenerative capacity. Finally, hydrogels made from
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several naturally derived materials, such as collagen or
hyaluronic acid (HA), have also been used for heart valve
tissue engineering. Although HA-based valve scaffolds
have not yet progressed to in vivo studies, the use of HA
is particularly exciting, as this polysaccharide is required
for cardiac morphogenesis and native heart valve forma-
tion.

Bioreactors. Because it is difficult to survive with only a
partially formed or semifunctional heart valve, tissue engi-
neered matrices must first be cultured in a bioreactor
environment prior to implantation. Culture of tissue engi-
neered valves in bioreactors aims to create mechanically
stable and reliable valve tissue with significant (or com-
plete) degradation of the material scaffold prior to implan-
tation. In addition to providing appropriate nutrients to
the cell-seeded scaffolds, such bioreactors are intended to
provide physiologically relevant flow and shear stresses in
order to condition the tissue for in vivo implantation and
function. Furthermore, tissue engineered heart valves
exposed to pulsatile fluid shear stresses in vitro display
improved function over constructs cultured in bioreactors
without a mechanical signal. Investigators working on
tissue engineered heart valves have made significant
advances in bioreactor design, and these bioreactors may
have utility for the culture of other tissues that require
pulsatile stresses.

Cardiac Muscle. Because adult cardiac muscle cells
(cardiomyocytes) cannot regenerate, myocardial damage
induced by a myocardial infarction (heart attack) or other
injury results in loss of cardiac function and progressive
deterioration leading to congestive heart failure. Necrotic
cardiomyocytes in infarcted ventricular tissue are replaced
by fibroblasts, leading to the formation of scar tissue and
creating regional contractile dysfunction. Current treat-
ments consist of mechanical support using left ventricular
assist devices and, ultimately, heart transplantation. The
incidence of heart failure at 1 year postheart attack is
>20%, and the 1 year postheart attack mortality rate
(�30%) did not change from 1975–1995, highlighting
the lack of effective treatments to combat this problem.
Multiple tissue engineering strategies, including cell-only
transplantation, inductive approaches, and implantation
of cell-seeded scaffolds have been investigated in order to
generate a viable method of repairing damaged heart
tissue.

Cell Sources. Cardiomyocytes (CMs) are highly differ-
entiated cells that comprise 70–80% of the heart’s mass, yet
only 20–30% of the total cardiac cell number. The remain-
ing cell population consists of cardiac fibroblasts and
endothelial cells, although CMs are primarily responsible
for the contractile activity of the heart. Electromechanical
coupling between CMs enables the transduction of electri-
cal signals into muscular contractions. Use of mature
autologous cells is feasible for some tissue repair applica-
tions, but is likely not possible for myocardial repair,
primarily because adult CMs do not proliferate, and
removal of any cardiac tissue to obtain CM progenitor cells
could impair the function of the already-injured heart.

Cellular cardiomyoplasty (CCM) is a promising therapy
that has recently emerged for the repair of damaged cardiac
muscle and involves the injection of a suspension of cardiac-
related cells into the injured heart (cell transplantation).
The therapeutic goal of CCM is the replacement of dead
heart muscle with functionally competent and contractile
myocardium. Sources for these injected cells have included
skeletal myoblasts, fetal cardiomyocytes, hematopoietic
stem cells, mesenchymal stem cells, embryonic stem cells,
and endothelial progenitor cells, yet the functional fate of
these cells following transplantation remains unresolved,
and normal electromechanical coupling between implanted
cells and host myocardium has been absent. While CCM has
been shown to augment myocardial function, there exists
debate about whether the transplanted cells are actually
functioning as cardiomyocytes. Strategies that do not
involve regeneration of cardiomyocytes are limited to rescu-
ing injured tissue and are unable to contribute directly to
the restoration of contractile function or increase systolic
function. Hence, if the transplanted cells are not differen-
tiating into cardiomyocytes, then contractile, electrically
coupled, fully integrated cardiac tissue is not being regen-
erated, leading to suboptimal improvement of cardiac func-
tion. Furthermore, because only 20% of the heart’s cells are
CMs, stem cells injected into the heart simultaneously
receive developmental cues from many different cell types,
making it difficult to predict the differentiation pathway
that the transplanted cells will follow. Because researchers
currently cannot regulate the differentiation factors to
which cells are exposed in vivo, transplantation of stem
cells that are committed to the cardiomyocyte lineage
may be a more effective method of regenerating CMs in
vivo. These cell sourcing issues observed with cellular car-
diomyoplasty also extend to the tissue engineering strategy
of implanting cell-seeded biomaterial constructs.

Biomaterials. While cellular cardiomyoplasty has been
successful in augmenting cardiac function, it has still not
been proven to reliably regenerate cardiac muscle. Thus,
many researchers are combining cardiac-related cells with
biomaterials in order to develop an approach that enables
greater control over tissue formation. Numerous synthetic,
natural, and biomimetic materials have demonstrated
promise for cardiac tissue engineering applications. Seed-
ing of cardiomyocytes on PGA- or PLGA-based materials
has produced cardiac grafts whose in vitro structural and
electrophysiological properties approach those of native
heart muscle. However, the acidic degradation products
and brittleness of these materials have hindered their in
vivo success. Several collagen-based matrices have been
used to create small myocardial structures that morpho-
logically resemble and possess many of the properties of
native myocardium, while alginate matrices also show
good promise as scaffold materials for cardiac repair.
Bioactive or inductive materials may also be used in a
scaffold-only approach for cardiac tissue regeneration;
recent studies have demonstrated the existence of a small
number of cardiac progenitor cells within heart muscle,
and implantation of a bioactive material containing appro-
priate agents may recruit these myocardial progenitors to
the site of injury. While the number of polymers that have
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been used to develop cardiac muscle is small at this point
compared to the number used for other tissues, (e.g., bone,
skin, and blood vessel) this number is likely to increase
over the next decade as the push to develop a completely
tissue engineered heart increases.

Bioreactors. In vitro development of cardiac muscle
requires the use of appropriate nutrient delivery systems.
Cell-seeded constructs cultured in perfusion bioreactors
contain more uniformly distributed cells with enhanced
differentiation. While direct perfusion of cell-scaffold con-
structs has been shown to be beneficial, culturing the
constructs under laminar flow rather than turbulent flow
has also been found to enhance engineered cardiac muscle.
Laminar flow conditions can be provided by using a rotat-
ing bioreactor rather than a spinner flask. Another
approach for in vitro culture of cardiac muscle is to subject
cell-scaffold constructs to mechanical stimuli, such as pul-
satile flow and cyclic stretch, as would be experienced in
vivo. Bioreactors that combine perfusion mechanisms with
mechanical signals, such as compression or stretching,
significantly improve cardiac tissue formation and function
over perfusion-only systems. The nutrient requirements
for cardiac tissue are quite high, and this tissue is parti-
cularly sensitive to ischemic conditions. The thickness of a
tissue engineered myocardial construct that can be devel-
oped using current techniques is limited to 100mm, con-
trasting the 1 cm thickness of native heart muscle. Recent
developments in the design of bioreactors for heart valves,
which employ adjustable pulsatile flow and varying levels
of pressure, may be applicable to the culture of engineered
myocardium.

Large Diameter Blood Vessels (>6 mm). Vascular disease
is a prominent problem in the United States, with approxi-
mately 500,000 coronary artery bypass surgeries performed
each year. Natural tissues, primarily saphenous veins or
internal mammary arteries, are generally used for coronary
artery replacement. In general, the results have been quite
favorable for these procedures. Unfortunately, as discussed
earlier, the availability of donor vessels and issues with donor
site morbidity often preclude the use of natural tissue grafts.
Moreover, grafted vessels are often unable to adjust to the
increased pressure and wall shear stress in the grafted
position, resulting in inadequate vessel performance. Blood
vessel replacements composed of entirely synthetic materials
were first developed in the 1950s using polymers, such as
polyesters, polyethylene terephthalate (PET, Dacron), and
expanded polytetrafluoroethylene (ePTFE, Gore-Tex). How-
ever, implantation of these materials is permanent, with no
regeneration of the biological blood vessel. Furthermore,
several problems such as platelet adhesion and activation,
and decreased mechanical compliance compared with adja-
cent arterial tissue, are also frequently associated with syn-
thetic grafts. These problems have motivated investigations
of tissue engineered alternatives.

Cell Sources. Blood vessels consist of three cell types:
fibroblasts, smooth muscle cells, and endothelial cells.
Most tissue engineering endeavors focus upon the smooth
muscle and endothelial cells, which are generally obtained

from harvested autologous blood vessels. However, issues,
such as donor site morbidity, vessel availability, and per-
formance of an invasive surgery complicate the use of these
mature, autologous cells. A solution to these problems may
lie in the use of mesenchymal stem cells, which are capable
of differentiating into vascular smooth muscle cells and
endothelial cells, and may therefore represent an excellent
cell source for vascular tissue engineering.

Biomaterials. Attempts to tissue engineer blood vessels
date back to the 1970s, and the number of different mate-
rials that have since been used in these endeavors is
numerous. Construction of a tissue engineered blood vessel
requires a material that is resistant to platelet adhesion
(nonthrombogenic), can withstand transmural pressure
acting normal to the vessel wall and tangential
shear stresses, and has similar mechanical properties to
that of the adjoining native vessel. Much research has
focused upon the use of collagen gels for vascular tissue
engineering. Although collagen gels have poor mechanical
properties, proper alignment and function of vascular cells
in these gels has been observed. The PGA Polymer has
been used alone and in combination with other synthetic
materials (polyhydroxyalkanoate) to form tissue engineered
vessels that remained functional for several months follow-
ing implantation in an animal model. Recent research has
focused upon the use of PEG hydrogels as vascular tissue
engineering scaffolds, as the physical and biological prop-
erties of these materials are well suited for vascular appli-
cations. Finally, a unique vascular tissue engineering
approach used no material, but instead rolled sheets of
vascular cells into tubular shapes and observed excellent
mechanical and functional properties of the tissue.

Bioreactors. With respect to shear stresses, flow, and
application of appropriate mechanical signals, the bioreactor
culture of tissue engineered vascular grafts possesses many
similarities to the other cardiovascular applications dis-
cussed above. Application of fluid shear stresses is necessary
in order to generate the cellular alignment found in native
vessels and to stimulate proper function of vascular cell types.
Because ex vivo studies of native intact vessels often have
similar culture requirements as tissue engineered vascular
grafts, a diverse range of researchers has been involved in the
development of such bioreactors, yielding numerous config-
urations and approaches. Variables in the design of vascular
bioreactors include constant or pulsatile flow through the
vessel lumen, application of longitudinal strain, and perfu-
sion of exterior surface of the vessel.
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INTRODUCTION

Tomotherapy is intensity-modulated rotational radiother-
apy utilizing a photon fan beam (1). The term tomotherapy
derives from tomographic radiotherapy, literally meaning
‘‘slice’’ radiotherapy. Tomotherapy treatment delivery is
conceptually similar to computerized tomographic (CT)
imaging where a three-dimensional (3D) image volume
is acquired as a stack of two-dimensional (2D) cross-
sectional images. By analogy, a tumor volume can be
subdivided into a stack of slices that are independently
irradiated to achieve a 3D conformal dose distribution.
Dose conformation is achieved by modulating the intensity
pattern of the incident X-ray beam during rotation of the
X-ray source using a fan-beam multileaf (MLC) collimator
whose leaves are pneumatically driven to achieve near
instantaneous leaf transitions between open and closed
states. As shown in Fig. 1, the table motion can be incre-
mentally stepped the width of the fan beam after each
completed arc (serial tomotherapy) (2,3) or it can be
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a) Serial Method: sequential gantry rotation
followed by couch translation

b) Helical Method: simultaneous gantry rotation and
couch translation  

Figure 1. Tomotherapy methods: (a) serial tomotherapy, (b) heli-
cal tomotherapy.



translated simultaneously with continuous source rotation
(helical tomotherapy) (4).

Two types of tomotherapy, serial and helical, have been
developed and implemented clinically. Serial tomotherapy,
embodied in the NOMOS Peacock System (North American
Scientific - NOMOS Radiation Oncology Division, Cran-
berry Township, PA) is an add-on component for conven-
tional C-arm medical linac gantries (Fig. 2a). It is feasible
to deliver non-coplanar serial tomotherapy treatments
using this implementation. Alternatively, the Hi-ART II
helical tomotherapy system (TomoTherapy, Inc., Madison,
WI) is a dedicated radiotherapy treatment unit built upon a
helical CT ring gantry. The constraint of a ring gantry is
minimal since few patients are treated with noncoplanar
radiation fields and IMRT diminishes the need for these
types of field arrangements. Most importantly, a ring
gantry is a very stable platform for CT scanning and is
used in all diagnostic CT scanners.

Both tomotherapy implementations have a high level of
system integration with common components being (1) an
inverse treatment planning system, and (2) computer con-
trolled beam modulation using a pneumatically driven
multileaf collimator (Fig. 3). One major difference between
the two implementations is the integration of MVCT image
guidance into the treatment delivery process of the Hi-ART
II (5). The MVCT imaging is primarily used for daily target
location to improve precision and accuracy of IMRT treat-
ments. In addition, the detector can be used for machine
quality assurance, and for reconstructing daily estimates
of delivered dose using measured profiles of X-ray fluence

transmitted through the patient during treatment delivery
(6). This latter capability, called dose reconstruction is
useful to the process of adaptive radiotherapy wherein a
daily discrepancy between planned and delivered dose due
to errors in patient setup or changes in gross tumor volume
can be corrected in future treatments.

HISTORICAL BACKGROUND ON THE DEVELOPMENT
OF TOMOTHERAPY

Rotational treatment techniques were very popular in the
era of orthovoltage (250 kVp) X rays prior to the develop-
ment of megavoltage photon sources. Rotational delivery
allowed improved dose at the tumor relative to the surface
compared to treatments using a few fixed-beams portals.
This was a consequence of the peak dose for orthovoltage
X rays occurring at the skin surface, which for nonrota-
tional deliveries was the dose-limiting feature of the treat-
ment. The development of high energy photon beams from
Co-60 and medical linear accelerators reduced the need for
rotational treatments since the peak dose was shifted
below the skin surface resulting in improved skin sparing
when few field techniques were used. As a consequence,
treatment techniques shifted almost exclusively to simpler
few field beam arrangements, typically of opposed beams,
that were easy to verify using planar radiography. This in
turn eventually led to the development of dual energy
medical linear accelerators, or linacs, with two X-ray ener-
gies: a low X-ray energy (4, 6 MV) for treatments in the
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Figure 2. Components of the NOMOS
Peacock System: (a) gantry mounted
MIMiC binary MLC and controller, and
(b) table mounted precision positioner for
accurately stepping the table between gan-
try rotations. (Photos courtesy Jim Hevzi,
PhD, Cancer Treatment and Research
Center, San Antonio, TX.)

 

 

 

(a) (b)

Figure 3. Tomotherapy binary MLCs: (a)
the NOMOS MIMiC design has 20 pairs of
opposed leaves that allow two slices to be
treated per rotation. (Photo courtesy Jim
Hevzi, PhD, Cancer Treatment and
Research Center, San Antonio, TX). (b)
The TomoTherapy binary MLC design con-
sists of 64 interdigitating leaves that are
used to treat a single slice per rotation.
(Photo courtesy TomoTherapy, Inc, Madi-
son, WI.) (a) (b)                       



head–neck region, and a high X-ray energy (10 MV or
greater) for treating deep seated lesions in the trunk
and pelvis. In situations where a single low energy
machine was the only treatment unit available, rotational
techniques were often used for deep-seated lesions, owing
to the fact that the relative shape of the rotational dose
distribution is insensitive to the X-ray energy used.

In 1988, Anders Brahme of the Karolinska Institute
published an article that described the advantages of using
nonuniform beam profiles to achieve conformal dose distri-
butions of arbitrary shape (7). A key feature of this work
was the application of a mathematical optimization method
to determine the nonuniform profiles for few-field delivery.
Subsequent efforts by Bortfeld et al. (8), Webb (9), and
Holmes etal. (10) applied iterative tomographic image recon-
struction methods to inverse planning of intensity modu-
lated beams with the latter two investigations providing
methods applicable to rotational IMRT. Webb’s application
of the simulated annealing algorithm for planning rota-
tional IMRT (9) was implemented in the first commercial
inverse treatment planning system, PeacockPlan (NOMOS
Corp., Sewickley, PA), to support serial tomotherapy. The
work of Holmes et al. (10,11) and Swerdloff et al. (12) under
the direction of Dr. T. R. Mackie at the University of
Wisconsin Department of Medical Physics began the for-
mulation of a dedicated helical tomotherapy unit (1).

SERIAL TOMOTHERAPY: NOMOS PEACOCK SYSTEM

The Peacock System was developed during the early 1990s
by the NOMOS Corporation under the leadership of Mark
Carol, a neurosurgeon who became interested in the
radiation therapy problem during his medical training
(2,3). This system was designed as an add-on device to
existing medical linear accelerators, many of which in the
early 1990s lacked the features of a computer controlled
MLC and a record and verify system needed to perform
IMRT delivery. The first serial tomotherapy treatments
were performed at the Methodist Hospital, Baylor College
of Medicine, in March of 1994 under an Investigational
Device Exemption with clearance from the Food and Drug
Administration (FDA) coming in 1996. Since then, >100
systems have been installed clinically with over 10 thou-
sand IMRT treatments completed successfully.

The Peacock System consists of four components:
(1) CORVUS: an inverse treatment planning system;
(2) MIMiC: a computer controlled multileaf collimator;
(3) the controller: a dual computer system for control
and continuous checking of the MIMiC; and (4) the Auto-
Crane: a computer controlled table positioner. The latter
three components are shown in Fig. 2.

CORVUS was the first commercial implementation of
inverse treatment planning for IMRT. The planning sys-
tem consists of (1) tools for import and fusion of CT and
MRI images for subsequent contouring of treatment and
avoidance regions including organs at risk; (2) a finite-size
pencil beam 3D dose computation model; (3) an optimiza-
tion engine based on simulated annealing and gradient-
based optimization algorithms; (4) algorithms to convert
optimized X-ray intensity maps to multileaf collimator field

shapes and their associated treatment times; and (5) tools
to map patient treatments onto dosimetry phantoms for
treatment plan delivery verification.

The MIMiC is a binary multileaf collimator. It consists
of 20 pairs of opposed tungsten leaves that are 8 cm tall and
project to nominally 1 cm wide at 100 cm from the radiation
source. The leaves move quickly in and out of a fan beam to
provide the intensity modulation. The motive power for the
leaves was compressed air pushing and pulling on pistons.
The binary collimator was licensed from the University of
Wisconsin patent invented by Swerdloff. et al. (12). The
opposed leaf design allows two adjacent treatment slices to
be treated simultaneously during a single arc producing a
more efficient delivery. The treatment slice width can be
set to 1 or 2 cm using mechanical stops, or to 0.4 cm using a
tertiary collimator called the BEAK. The maximum size of
the ‘‘modulated’’ volume is a 20 cm diameter cylinder whose
length is determined by the longitudinal motion of the
treatment table.

Tomotherapy treatments typically require an order of
magnitude greater number of monitor units than conven-
tional 3D conformal radiotherapy, consequently the leak-
age characteristics of the collimation system and the
treatment unit are of concern as they influence the whole
body dose equivalent received by the patient and the risk of
a second malignancy that might occur as a consequence of
treatment (13,14). Leakage transmission through a MIMiC
leaf and through the gap between leaves is <1%; the
leakage transmission outside of the defined slice is deter-
mined by the leakage characteristics of the treatment unit
jaws and head shielding, which is typically 0.1%. These
leakage characteristics were improved upon in the devel-
opment of the dedicated helical tomotherapy unit described
in the next section.

Attached to the MIMiC housing is a pc-controller. This
device is a dedicated record and verification system used to
monitor the (1) the angular position of the treatment
gantry using onboard inclinometers, and (2) the open
and closed state and transition times (<140 ms maximum)
of the MIMiC leaves during treatment delivery. During
treatment delivery, the gantry angle defines the open–close
state of each leaf as defined by the treatment plan, which is
created assuming constant dose rate and gantry rotation
speed. Unacceptable changes in gantry speed will be
detected by the controller causing treatment interruption
by tripping the interlock circuit of the treatment room door
thereby terminating the radiation beam. The controller
also verifies the integrity of the plan data, which is stored
on a 3.5 in. password protected floppy disk that is originally
created by CORVUS as a means of transferring the plan to
the controller. Data integrity is ensured using CRC check
sums of the data files on the floppy disk. Modification of a
plan requires the user to decommission the floppy disk
using a password while inserted in the CORVUS planning
station.

A continuous gantry rotation is modeled as a set of fixed
beams spaced at 108 intervals from �1608 from the
vertical gantry position. A 10–158 interval is required at
startup to allow the gantry speed and beam output to
stabilize before leaves are opened to modulate the beam.
Intensity modulation is achieved by opening a leaf for a
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fraction of the interval with opening and closing occurring
at angles symmetrical to the center of the interval. For
example, a 50% modulation is achieved by opening the leaf
at �2.58 and closing it at þ2.58 about the center of a 108
interval. Typically, 10 intensity levels are used to approx-
imate an intensity profile so leaf transitions occur at 18
boundaries within the 108 interval.

Serial tomotherapy requires precise positioning of adja-
cent treatment slices at the submillimeter level to avoid
unacceptable dosimetry errors in the abutment region
between slices (15). In recognition of this issue, the initial
implementation of the Peacock System used a manual table
positioner called the Crane that was a professional grade
photography studio stand (Cambo BV, Kampen, The Neth-
erlands) modified to attach to the treatment table side rails
with table position determined by high precision digital
linear scales. This device was subsequently replaced by a
computer-controlled positioning device called the Auto-
Crane, that was originally developed as the Xlator by
the University of Texas Health Sciences Center, San Anto-
nio, TX (16).

HELICAL TOMOTHERAPY: TOMOTHERAPY, INC. HI-ART II

Figure 4 shows a TomoTherapy Hi-ART II tomotherapy
unit (TomoTherapy, Inc., Madison, WI) with its covers off
and its various subsystems labeled. The linac is a 30 cm
long, 6 MV, S-band (nominal 3 GHz) magnetron-powered
device with a gridded-gun and a solid-state modulator. The
linac is used for both CT imaging and treatment delivery,
with imaging carried out using a lower beam current to
reduce patient dose, and lower X-ray energy to improve
image contrast. Given its compact size, the linac is aligned
parallel to the beam axis with the flattening filter removed
to increase output to 8–10 Gy/min at the gantry rotation
axis located 85 cm from the fixed target. Elimination of the
field-flattening filter improves the energy spectrum of the

beam and reduces scatter outside the field boundary,
thereby simplifying treatment beam modeling and CT
image reconstruction.

In recognition of the increased number of monitor units
required for tomotherapy delivery, the treatment head
shielding was designed to limit the primary leakage to
0.01% of the primary beam, or one-tenth the limit (0.1%)
used for conventional radiotherapy treatments. The shield-
ing includes integrated primary collimators that are used
to define field widths from 5 to 50 mm (nominal). Below the
primary collimators resides the binary multileaf collimator
module, consisting of 64 leaves made from 10 cm high
tungsten with leakage <0.5%. A 13 cm thick lead counter
weight is attached to the ring gantry opposite the treat-
ment head that acts as a rotating primary barrier or beam
stop.

Each binary MLC leaf completely blocks a portion of the
fanbeam with a projected shadow of 6.25 mm (nominal) at
the gantry rotation axis. The 64 leaves define a 40 cm
diameter treatment field of view, which combined with up
to 160 cm (nominal) couch travel enables very large treat-
ment volumes to receive IMRT. Intensity modulation is
achieved using pneumatic control of the binary MLC leaves
by rapidly (�20 ms) switching the open–closed state of
leaves during gantry rotation. As in the MIMiC collimator,
the intensity level is proportional to the time a leaf is open
and effectively there are �50 intensity levels that that can
be delivered.

The linac and gantry systems of the tomotherapy sys-
tem are highly favorable for CT imaging where mechanical
stability of the source-detector positions during rotation
and a small source size are desirable. The gantry sag of the
tomotherapy system is �0.1 mm so no sag corrections are
required in the CT reconstruction algorithm. The size of
the electron beam on the target is �1 mm so that the
resolution is �1.2–1.6 mm, which is comparable to a con-
ventional CT scanner for high contrast objects. Operating
at an average dose to the patient of 1–3 cGy, the images
produced have soft tissue contrast of 2–3%, which is poorer
than a modern CT scanner, yet are of sufficient quality for
adaptive radiotherapy processes. The tomotherapy unit’s
xenon gas detector elements have tungsten septa separat-
ing ionization cavities. In addition to the ionization collec-
tors, the tungsten plates are embedded photon converters
intercepting the megavoltage photons and yet are thin
enough to let an appreciable fraction of the electrons set
in motion to deposit energy in the xenon gas. The inter-
ception of the beam by the tungsten means that the quan-
tum efficiency of the system is �25%, which is much more
than the few percent collection efficiency of modern portal
imaging systems.

Modeling the treatment delivery process requires dis-
cretization of the continuous motions of the gantry and
table as well as the continuous intensities of the modulated
beams. Proper sampling reduces the chance for computa-
tional aliasing that can produce ‘‘streak’’ or ‘‘thread’’ arti-
facts in the dose distribution (17). Consequently, each 3608
gantry rotation is modeled as 51 beams spaced at 7.068
apart: a number chosen to allow a 40 cm diameter target
volume to be homogeneously treated with a 2.5 cm com-
pletely blocked central avoidance structure (18). Following
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Figure 4. Helical tomotherapy unit in a factory test cell. The
major components are: (a) linac, (b) binary MLC, (c) couch,
(d) detector, (e) RF system, (f) modulator, (g) gantry
control, and (h) RF power.



optimization, the intensity levels are discretized for treat-
ment delivery, with 50 levels chosen to reduce the uncer-
tainty in the target dose due to intensity discretization to
<0.1%. Discretization of couch travel is determined by the
pitch ratio: the ratio of the couch travel distance per
rotation to the field width defined at the axis. In helical
tomotherapy delivery, the pitch is usually set to be less
than one-half to avoid thread-like dose artifacts developing
near the edge of the field becoming clinically significant
(17). Given a typical pitch of 0.3 for a 25 mm field width, the
table motion is modeled by offsetting adjacent beams by
0.147 mm (e.g., 0.3� 25 mm/51) increments parallel to the
direction of table motion.

A Hi-ART II treatment delivery typically takes <5 min
for small target volumes like a prostate and <10 min for
larger volumes such as head and neck. Mackie et al. (19)
provided an expression for estimating the irradiation time
given the target length L, the beam width W, the prescribed
dose D, the average dose rate at the target R, and the
modulation factor M:

T ¼MDðLþWÞ=WR ð1Þ

The modulation factor is a user selectable planning
parameter along with the beam width and pitch. It is
defined as the ratio of the maximum leaf open time of
any leaf to the average leaf opening time of all the nonzero
values, and is typically selected in the range of 1.5–3.0. As
an example, a 7 cm prostate volume irradiated at an
average dose rate at the target volume of 4 Gy/min by a
2.5 cm wide fan beam with a modulation factor of 2.5 would
yield a beam-on time of �4.75 min.

THE HI-ART II CT IMAGING SYSTEM

The detector resolution of the Hi-ART II unit projected to
the axis of rotation is �0.6 mm in the transverse direction
and equal to the slice width in the longitudinal direction.
The rotation period of the Hi-ART II helical tomotherapy
unit is 10 s (6 rpm) and the typical slice thickness used is
4 mm, however, a small slice width (e.g., 2 mm) could be
used for the fine resolution needed for small target
volumes. The unit takes �800 projections (or views) per
rotation. For each rotation, two CT slices can be obtained.
Pitches of 1, 1.5, and 2 are available, which means that up
to 0.8 cm length can be scanned in 10 s. A typical tumor of
8–10 cm length would take as little as 2 min to acquire 25
CT slices. Longer lengths and smaller pitches take more
time proportionately. Acquisition occurs on the fly so there
is little delay following acquisition for the images to be
analyzed. Pixel resolution at the center of the image is
dominated by the detector resolution and at the edge of the
circle of reconstruction by the number of projections. The
reconstructed images shown in Fig. 5 indicate that the Hi-
ART II is capable of resolving 1.2–1.6 mm objects near the
edge of a 30 cm diameter phantom.

The verification CT uses an �3.5 MV beam, which
means that the photons interact almost exclusively by
Compton interactions so that the linear attenuation coeffi-
cient is linear with the electron density of the medium (20).
Metal artifacts arise in conventional CT scanners because
the attenuation of the metal is greatly enhanced due to the
photoelectric effect. In helical CT, the beam is penetrating
enough to eliminate artifacts arising from metal objects
like hip prostheses and dental filings. This means that the
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Figure 5. Verification CT at megavoltage (MV) energies of a RMI Solid Water CT phantom. The 3%
contrast plug is clearly seen as are the 1.2 mm and 1.6 mm air holes in the solid water phantom. The
dose was estimated at 3 cGy at the center of the phantom.



representation supplied by a verification CT is a more
reliable CT system for patients with metal implanted
appliances. Figure 6 illustrates that bone has less contrast
than a conventional CT scan, but it is still clearly discern-
able on the Hi-ART II unit. The boundary of lung with
internal major airways and vascular structures are evi-
dent. The boundary between fat and muscle is clearly
distinguished, which means that the breast and prostate
are discernable. Other organs such as the kidney and

bladder are visible. Unlike the highest quality conven-
tional CT scanners, the contrast between white and gray
matter in brain is not visible.

The CT imaging is performed prior to each treatment to
reduce the possibility of a geometrical miss of the target
and sensitive structures. An automated comparison of
verification and planning image sets is carried out imme-
diately following image acquisition to guide the adjustment
of the patient setup. The patient is assumed to be a rigid
object requiring translations and rotations to bring the
target anatomy and important sensitive structures into
alignment with the treatment plan. The patient is posi-
tioned by aligning the patient’s skin marks with lasers
located outside of the bore of the unit. A sagittal represen-
tation of the patient’s planning CT is shown on the operator
console to aid in selecting the slices to be scanned. A
verification scan is taken and reconstructed during the
acquisition. The patient is then transported to the same
position outside of the gantry bore while the verification
image set is fused onto the planning image set and the
translation and rotation offsets are reported. Typically the
image fusion is first done automatically using a mutual
information algorithm (21). Following automated registra-
tion, the patient registration can be fine-tuned manually.
This allows the operator to take into account, as best as
possible, the nonrigid nature of the transformation. Once
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Tumor

Figure 6. Verification CT of a lung patient. The panel on the left
is a soft-tissue window and the panel on the right is a lung window.
The difference between muscle and fat and bone and soft tissue is
clearly distinguishable. Some of the vascular structures are visible
in the lung. The tumor boundary in the lung is discernable, but its
extension into the mediastinum is not visible. The dose to the
patient was �3 cGy.

Figure 7. The registration window for a prostate patient. The gray squares are from the planning
CT. The verification CT is shown in the upper left and the planning CT is in the lower left. The yellow
squares in the large panel are from the tomotherapy verification CT. The rectal boundary and the fat
pad surrounding the prostate are clearly aligned on these transverse images. Note that the skin
boundary and the leg bones are not as well aligned as the prostate. Regions of interest and the dose
distribution obtained from the planning system can be superimposed on the images, but these
capabilities have been turned off in this presentation. The translational alignments suggested were
0.0 mm lateral, �0.6 mm longitudinal, and �1.5 mm vertical.



the image registration is completed, the offsets also
describe how the patient must be adjusted. Figure 7 shows
an example of the graphical user interface for the registra-
tion utility being used to register a prostate patient.

If the patient requires adjustment the patient can be
translated accordingly. The Hi-ART II CT couch has auto-
mated vertical (elevation) and longitudinal translations,
and automated gantry start angle adjustments to account
for patient roll. The couch top can be manually adjusted in
the lateral direction (x direction). Yaw and pitch rotations
can be accommodated using angularly calibrated immobi-
lization and positioning aids, which are especially useful
for the head and neck. The Hi-ART II includes a set of
moveable CT-simulator lasers so that the modified position
of the patient can be confirmed.

IMAGE GUIDANCE AND ADAPTIVE RADIOTHERAPY

Adaptation of future treatments from information gleaned
from past treatments is a further refinement based on daily
CT verification. The daily CT image set forms a model of
the patient that can be used to compute an estimate of the
dose delivered for that treatment. Dose reconstruction is a
determination of the dose delivered superimposed on the
CT at the time of treatment (6). The CT detector runs at the
time of treatment recording the treatment beam exiting
through the patient and couch. Using the CT image set
acquired just before treatment, the energy fluence incident
on the patient can be computed and used to estimate the
dose distribution in the patient using the same convolution–
superposition method used for helical tomotherapy treat-
ment planning. The total dose delivered up to the current
treatment is analyzed for regions of under- and over-
dosage and these regions reoptimized to bring them inline
with the original plan with the corrections applied in one or
more future treatments: a process called adaptive radio-
therapy.

The CT imaging capability of the Hi-ART II has proven
extremely useful for reducing daily geometrical misses,
which are the most important errors that can compromise
treatment efficacy. The increased confidence provided by
daily CT setup verification has allowed clinicians to reduce
geometrical margins that account for setup uncertainty,
and to explore accelerated treatment protocols using a
larger dose per fraction than conventional treatments
(22). It is expected that CT image guidance technology will
facilitate further changes in radiotherapy practice in the
coming decade as more facilities adopt this capability.
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TONOMETRY, ARTERIAL
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INTRODUCTION

The arterial tonometer is an instrument for measuring
arterial blood pressure. It differs from the familiar sphyg-
momanometer in that, rather than measuring the pressure
only at greatest contraction and greatest heart dilation
(systolic and diastolic), it provides continuous measure-
ment throughout the heart’s pumping cycle. Typically, the
instrument sensor is placed over a superficial artery;
the radial artery pulse point at the wrist is one convenient
site for tonometer measurements. Figure 1 shows how a
tonometer sensor would be placed for measurements at
this site.

A catheter can be used for accurate, continuous mea-
surement of blood pressure, but the instrument is invasive
and numerous risks are associated with its use. In contrast,
the noninvasive tonometer can provide an accurate, con-
tinuous blood pressure measurement with negligible risk.

Sphygmomanometric instruments of several types are
available for noninvasive blood pressure measurements.
However, these instruments are generally not capable of
continuous blood pressure measurement, nor is their long-
term use feasible. The familiar blood pressure cuff hinders
venous return and results in peripheral edema. In contrast
to sphygmomanometric instruments, the tonometer can be
used for beat-by-beat blood pressure measurement over
long periods of time with minimal edema. Important dis-
advantages of the tonometer include its sensitivity to
sensor placement and movement artifacts, effects of ana-
tomical variations, and the greater complexity and cost
relative to a conventional sphygmomanometer.

In what follows, the physical principles that form the
theoretical basis for tonometric blood pressure measure-
ment are first presented; these include techniques for
identifying the location of an artery beneath a tonometer
sensor and for adjusting the force with which the sensor is

pressed against the skin. Next, the technical evolution of
tonometer transducers is discussed, leading to a descrip-
tion of modern, multiple-element transducers. This is fol-
lowed by discussion of several considerations that are
unique to tonometric measurements, and may influence
the usefulness of the technique for certain applications.
Various applications of tonometry, particularly surgical
monitoring and cardiovascular evaluation, are discussed
next. Finally, the measurement accuracy of tonometry is
addressed.

PRINCIPLES OF OPERATION

General Principles

The fundamental principles underlying arterial tonometry
are similar to those for ocular tonometry (1,2). Figure 2
shows an idealized model that helps illustrate these prin-
ciples. In Figure 2, P represents the blood pressure in a
superficial artery and F is the force measured by a ton-
ometer transducer. The membrane is the artery wall.
Figure 2b is a ‘‘free body diagram’’ showing all the forces
and moments acting on the frictionless piston of Fig. 2a. As
shown in Fig. 2b, an ideal membrane transmits only a
tensile force, T, and does not transmit any bending
moment. The tension vector shown, T, is perpendicular
to the pressure vector, so the force, F, is independent of T
and depends only on the blood pressure and the area of the
frictionless piston, A. Following common practice, the inte-
grated effect of arterial pressure acting on the segment of
arterial wall is represented by a vector of magnitude PA,
oriented perpendicular to the wall. Thus, measurement of
the force, F, permits one to directly infer the intraarterial
pressure.

Figure 3 shows a superficial artery and a tonometer
sensor in cross-section. The tonometer sensor is repre-
sented schematically, and is modeled as an assemblage
of springs with spring constants, K, as shown. By careful
design of the tonometer sensor and selection of an appro-
priate superficial artery, it is possible to satisfy several
conditions:
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Figure 1. Arterial tonometer sensor on radial artery. Figure 2. Idealized model for a tonometer.



1. The artery is supported from below by bone (e.g., the
radius).

2. The hold-down force, F1, flattens a portion of the
artery wall, but does not occlude the artery.

3. The thickness of the skin over the artery is insig-
nificant, compared to the artery diameter.

4. The artery wall behaves essentially like an ideal
membrane.

5. The arterial rider is smaller than the flattened area
of the artery, and is centered over the flattened area.

6. The spring constant of the force transducer, KT, is
large compared to the effective spring constant of
the artery.

When all these conditions are satisfied, Pressman and
Newgard (3) showed theoretically that the conditions of
Fig. 2 apply where the arterial rider of Fig. 3 corresponds to
the frictionless piston of Fig. 2. Thus, the electrical output
signal of the force transducer is directly proportional to the
intraarterial blood pressure.

The arterial tonometric measurement depends on the
membranelike behavior of the artery wall. Drzewiecki et
al. (4) have shown analytically and by experiments with an
excised canine femoral artery (5) that the desired behavior
can be obtained, provided that the artery is flattened
sufficiently. This work provides an important theoretical
foundation for the arterial tonometer and helps to explain
the observations of several prior in vivo studies.

Multiple-Element Sensors

A major practical problem with the simple arterial ton-
ometer of Fig. 3 is the requirement that the arterial rider be
precisely placed over the superficial artery. Reliable mea-
surements can be obtained only after painstaking adjust-
ment of the sensor location by a trained operator (6).
Apparently, there are differences of opinion concerning
the severity of this positioning problem and these are
discussed in greater detail below.

To ameliorate this problem, multiple-element ton-
ometer sensors, shown schematically in Fig. 4, have been
developed (7–9). The sensor worn by the patient actually
consists of a multiplicity of individual sensors. Typically,
the sensors are arranged to form a linear array of force
transducers and arterial riders. The array need only be

positioned with enough precision so that some element of
the array is centered over the artery. A computer then
automatically selects the sensor element that is correctly
positioned over the artery.

One algorithm for selection of the correct element from
the multiple-element sensor array exploits two character-
istics of the pressure distribution in the vicinity of the
artery (8). The first is that the pulse amplitude (i.e., the
pressure difference between the systolic and diastolic
points on the transducer output waveforms) exhibits a
broad maximum over the artery. The algorithm searches
for the largest pulse amplitude; the corresponding sensor
element will then be within about one artery diameter of
the center of the artery. However, this element will, in
general, not be precisely centered over the artery.

To identify the centered sensor element more precisely,
the algorithm then exploits a second phenomenon, illu-
strated in Fig. 5. This figure shows a multiple-element
tonometer sensor and the underlying, partly compressed
artery. For purposes of illustration, assume that the dia-
stolic pressure in the artery is 80 mmHg (10.7 kPa). At the
instant of diastole, the pressure measured by each element
of the sensor is shown plotted at the top of the figure.
Elements 4–6, which all lie over the flattened part of the
artery wall, measure the intraarterial pressure [80 mmHg
(10.7 kPa)] with good accuracy. However, the pressures
measured by elements 2, 3, 7, and 8 are all significantly
greater than the intraarterial pressure. This higher pres-
sure can be explained by noting that the artery wall is bent
to a very small radius in the regions below the latter
elements. As a result, large bending moments are trans-
mitted by the artery wall and are manifested as increased
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Figure 3. Schematic diagram of a tonometer sensor and a
superficial artery.

Figure 4. Multiple-element arterial tonometer.



pressure on the adjacent sensor elements. A more detailed
treatment of this phenomenon can be found in Drzewiecki
et al. (4). The element-selection algorithm exploits this
phenomenon by searching for a (spatial) local minimum
in diastolic pressure (e.g., element 5 of Fig. 5) in a region
near the maximum pulse amplitude. The term ‘‘local mini-
mum’’ has a precise meaning in mathematics: When mov-
ing in either direction from a local minimum, the value of
the function increases. The sensor element corresponding
to the local minimum is then assumed to be centered over
the artery and blood pressure is measured with this ele-
ment (10).

Recently, there have been several efforts (11–13) to
improve the basic algorithm described above. One algo-
rithm or another might be most effective depending on
numerous factors, such as the application, the patient
population, and the precision of the sensor and associated
amplifiers.

To further ameliorate the positioning problem, Shinoda
and others (14,15) have developed motor-driven mechan-
isms to move a multiple-element sensor laterally within a
larger housing strapped to the wrist.

Hold-Down Force

Adjusting the tonometer sensor’s transverse location with
respect to the artery is not enough; the degree of arterial
flattening is also important for accurate tonometric pres-
sure measurement. Arterial flattening depends on the
interaction of anatomical factors with the value of the
hold-down force, F1, in Fig. 3. The appropriate value of
the hold-down force must be determined for each subject
before accurate tonometric measurements can be made.
The procedure commonly employed involves increasing
(or decreasing) the hold-down force gradually while record-
ing the signal from the tonometer sensor. Figure 6 is an
example of such a recording (16). In Fig. 6, hold-down force
decreases with time through regions A, B, and C. Region B,
where the pulse amplitude is greatest, is considered
(3,16,17) to be the region where the most accurate blood
pressure measurements are made. This region corresponds
to flattening of the artery (as shown in Fig. 5) that is
insufficient to cause its occlusion.

Drzewiecki et al. (5) discuss the effects of hold-down
force from a theoretical perspective. Eckerle (18) developed
algorithms for automatic identification of the center of
region B (Fig. 6) and for recognition of difficult subjects
(see below) based on various parameters that define this
region. Briefly, the algorithm fits a third-order polynomial
to the data of Fig. 6. The locations of the regions of Fig. 6
can then be directly computed from the polynomial coeffi-
cients. Recently, alternative algorithms (19,20) to control
hold-down force have been developed. Again, the optimum
algorithm may depend on factors such as application,
population, and equipment precision.

TONOMETER SENSOR DESIGN

The size and precision requirements for tonometric blood
pressure sensors are severe. Eckerle et al. (21) conclude
that, ideally, the arterial rider should be less than�0.2 mm
wide and the associated transducer should be accurate to
better than 2 mmHg (270 Pa). For multiple-element
sensors, at least 25 elements with interelement spacings
of �0.2 mm are desirable. As of 1984, these design goals
had been approached but not met (21). Then, in 1990, an
integrated circuit (IC) based tonometer sensor array was
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Figure 5. Illustration of pressure distribution near a superficial
artery.

Figure 6. Effect of hold-down force on a tonometer output signal.



reported (9) that substantially achieved these goals. The
silicon-and-glass sensor die included 31 tonometer sensor
elements in a linear array �6 mm long.

The first single-element tonometer sensors were con-
structed of aluminum. Strain gages were attached to min-
iature beams supporting the arterial rider (3). This
approach made effective sensors, but they suffered from
the positioning problems previously discussed. Subse-
quently, various workers devised alternative single-ele-
ment tonometric sensors. Bigliano et al. (22) reported a
pressure sensor with a thin membrane that controlled air
flow through a narrow passage. Stein and Blick (23) used a
modified myographic force transducer to record blood pres-
sure waveforms from the radial artery. Bahr and Petzke
(17,24) used a semiconductor pressure transducer placed
over the radial artery. Kelly et al. (6) used a pressure
sensor intended for insertion via a catheter. This sensor
was mounted in the tip of a pencil-shaped probe, which was
then applied to the skin. Borkat et al. (25) placed a pressure
capsule, consisting of a rubber bladder attached to a pres-
sure transducer, over the radial artery. Borkat’s device
is probably the most inexpensive and simple of these
alternatives, but it fails to meet the size and stiffness
requirements that apply for accurate tonometric measure-
ments.

Multiple-element tonometer sensors have been fabri-
cated from a monolithic silicon substrate using anisotropic
etching to define pressure-sensing diaphragms about 10
mm thick in the silicon (26). The IC processing techniques
are then used to create piezoresistive strain gages in the
diaphragms. External circuitry measures the resistance of
the strain gages to determine the pressure exerted on each
sensor element. Figure 7 is a photomicrograph of an eight-
element sensor fabricated in this way. The diaphragms are
square and are arranged in two staggered rows of four
each. Note the scale in the figure. The arterial riders in this
device are 0.75 � 0.75 mm. Figure 8 is a further magnified
view of one element of the Figure 7 sensor. Two radial and
two tangential piezoresistive strain gages can be seen
together with aluminum metallization used for connection
to external circuitry. The performance of these sensors is
representative of the best that had been achieved (for
tonometers) as of 1984 (21) and is summarized in Table 1.

Achieving the size and accuracy requirements for multi-
ple-element tonometer sensors noted above (21) is difficult,
even using the latest advances in IC sensor fabrication.
One fundamental problem involves the difficulty of placing
independent pressure sensors side by side while minimiz-
ing interaction between them. In 1990, Terry et al. (9)
reported a clever configuration to address this problem.
Briefly, a multiplicity of independent pressure transducers
shared a single, long, narrow silicon diaphragm. Some
performance parameters of this sensor are also shown in
Table 1. This sensor was the first to substantially achieve
the size and precision requirements proposed by Eckerle
et al. (21).

While the single-diaphragm sensor of Terry et al. (9) has
superior performance, relative to the Fig. 7 device, it
requires a more complex manufacturing process, and is
therefore more expensive. For cost-sensitive applications, a
sensor such as Fig. 7 may be preferred. Other groups are

investigating fiber-optic transducers (27) and capacitive
transducers (28,29) for use in multiple-element tonometer
sensors.

Proper mounting of an IC tonometer sensor is very
important. The mounting arrangement must protect the
fragile sensor while faithfully transmitting the pressure of
the patient’s skin to the sensor. Consideration should be
given to measurement drift caused by thermal effects or
material creep. Finally, the shape of the mounted sensor
can be chosen to conform to the local anatomy (e.g., the
nearby radius in the case of a radial artery tonometer).
Fujikawa and Harada (30) and others (31,32) developed
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Figure 7. Eight-element tonometer sensor.

Figure 8. Pressure-sensitive diaphragm of tonometer sensor.



methods for mounting IC sensors for tonometry in clinical
environments.

A clinical tonometer instrument, incorporating many of
the features described above, is shown in Fig. 9. Compar-
able instruments may be obtained from suppliers such as
Colin Medical Technology Corp., Komaki, Japan; Hyper-
tension Diagnostics, Inc., Eagan, Minnesota; and AtCor
Medical, Sydney, Australia.

MISCELLANEOUS CONSIDERATIONS

One significant advantage of the arterial tonometer is its
ability to make noninvasive, nonpainful, continuous mea-
surements for long periods of time. There are several
reasons for this superiority over the sphygmomanometer:

1. The sensor is adjusted to partly flatten, but not
occlude the radial artery. In contrast, sphygmoma-
nometric systems typically occlude the artery in
order to determine systolic pressure.

2. The part of the tonometer sensor representing the
arterial riders and side plates of Fig. 3 is �20 mm in
diameter. There may be occlusion of some veins
beneath this part of the sensor, but numerous par-
allel venous paths in the remainder of the wrist allow
return venous flow. [The reader may wish to try
the following experiment: Place a dime (a U.S. coin
�18 mm in diameter) over your radial artery pulse.
Holding your wrist with your free hand, press down
on the dime with the thumb to occlude the radial
artery. You are now experiencing greater venous
occlusion than a tonometer sensor would cause.]

3. There are several venous paths through the wrist.
Some of these pass between bones that apparently
help protect them from pressure that may be
applied externally to the wrist by the mounting
strap and other parts of the tonometer sensor.

These factors all help to minimize development of edema
distal to a tonometer sensor. Discomfort and development
of edema will depend on factors, such as subject-to-subject
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Table 1. Typical Performance of Silicon Tonometer Sensors

Typical Valuea

Parameter Ref. 26 Ref. 9 Units

Number of elements 8 31 Each
Element spacing 0.75 0.2 mm
Sensitivity 25 25–50 mV/V mmHg
Nonlinearity 3 n.r. mmHg
Temperature coefficient of sensitivity �0.25 n.r. %�8C�1

Temperature coefficient of offset (uncompensated) 1 n.r. mmHg�8C�1

Offset error due to temperature (with temperature compensation) 1 (estimate) n.r. mmHg
Frequency response (flat to <1.0 dB) >50 n.r. Hz
Noise <0.5 n.r. mmHg

an.r.¼not reported.

Figure 9. Clinical tonometer instrument.



variations in wrist anatomy, measurement duration, and
the hold-down force used. In a study involving 20 con-
scious, healthy subjects (33) the blood pressure waveform
was monitored continuously by tonometry for more than 30
min. The subjects reported no significant discomfort due to
the tonometer sensor.

The tonometer’s ability to measure blood pressure con-
tinuously with minimal distraction to the subject makes it
attractive for ambulatory blood pressure monitoring. This
application should be feasible in the future, but present
instruments do not have sufficient artifact-rejection cap-
ability for reliable measurements on ambulatory subjects
(21). This is not to say that the arterial tonometer is
unusually sensitive to movement artifacts. In a study
involving 20 subjects (34), the tonometer was found to be
less sensitive to subject movement than photoplethysmo-
graphic, quadrapolar impedance plethysmographic, and
sphygmomanometric sensors.

Eckerle et al. (35) have taken the first step toward an
ambulatory tonometer for blood pressure by developing an
ambulatory pulse rate sensor using tonometry. By use of a
curved spring, the sensor can be mounted unobtrusively in
a watchband <8 mm thick.

Taking an analog signal-processing viewpoint, the blood
pressure can be described as the sum of an alternating
current (ac) component and a direct current (dc) compo-
nent. Briefly, the ac component is more easily measured by
tonometry than the dc component. More specifically, under
clinical conditions, the six conditions listed above may not
always be satisfied. When this happens, the tonometer
sensor often continues to measure the ac component with
good fidelity, while the measurement accuracy of the dc
component (on which the familiar systolic and diastolic
depend) becomes degraded. Shinoda and others (36–38)
have used sphygmomanometric measurements of blood
pressure to correct errors in the dc component and thereby
produce an output with good waveform fidelity (ac compo-
nent) and accurate measurement of systolic and diastolic
(dc component).

The radial artery is not the only site at which a ton-
ometer may be applied, but most research to date has used
this site. Other sites suitable for tonometric measurements
include the brachial artery at the inner elbow (the ante-
cubital fossa), the temporal artery in front of the ear, the
carotid, and the dorsalis pedis artery on the upper foot.

Anatomical variations of the wrist can make the location
and support of the radial artery unsuitable for tonometric

pressure measurement. Unsuitability occurs in only a
small fraction of the population and such difficult subjects
can be recognized by the computer used with multiple-
element sensors. In one study involving 6 subjects (7,8)
there was one difficult subject, while in another involving
20 subjects (33) there were none.

As described above, a single-element tonometer sen-
sor, such as Fig. 3, can be used for tonometric blood
pressure measurement if six conditions are met. The
multiple-element tonometer was developed to help sim-
plify tonometric measurements for the clinician (relative
to a single-element instrument). Many clinicians (39–45)
have reported using multiple-element instruments.
Many other clinicians (6,46–54) have used single-element
instruments. Chen et al. (44) have used both types. They
observe that ‘‘Although [the hand-held, single-element
tonometer]. . .was probably adequate for brief steady-
state data, manual recording was too unstable for accu-
rate pressure tracking during hemodynamic transients,
and it introduced an element of user dependence and thus
potential bias to the data. The automated [multiple-ele-
ment tonometer] system circumvented these limita-
tions.’’ We may also observe that the two groups are
generally pursuing different applications, suggesting
that the choice of optimum sensor type is application
dependent.

APPLICATIONS

Perhaps the first clinical application of tonometry was for
blood pressure monitoring in surgery and other proce-
dures. Stein and Blick (23) used radial artery tonometry
during a catheterization procedure. Kemmotsu et al. (39)
used a multiple-element tonometer for surgical monitor-
ing. Several others (40–43,55) have also evaluated the
instrument under various surgical and postsurgical situa-
tions.

Figure 10 shows a typical blood pressure waveform,
obtained with an arterial tonometer from the radial artery
of an adult male. Note that systolic and diastolic pressures,
as well as pulse rate and dicrotic notch information, can be
obtained from the waveform. The subject performed a
Valsalva maneuver at the time indicated. The attendant
changes in blood pressure and pulse rate are quite clearly
indicated. Of course the tonometer measures only the
pressure in the underlying artery, not central arterial

TONOMETRY, ARTERIAL 407

Figure 10. Intraarterial blood pressure waveform.



(aortic) pressure. Central aortic pressure is useful for
clinical applications, so there has arisen a desire to calcu-
late central aortic pressure based on a radial pressure
obtained with a tonometer.

A brief discussion of circulation dynamics may now help
reveal the motivation for some other tonometer applica-
tions. Physiologists have long struggled to devise a useful
physical model for the circulatory system. Briefly, two
complementary models have arisen, a windkessel model
and a pulse wave velocity (PWV) model (56,57). In the
windkessel model, the circulatory system is represented
(often using an electronic analogy) as a small number of
lumped elements such as capacitors, inductors, and
resistors. In the PWV model, the circulatory system is
represented as one or more pipes in which a pulse wave,
generated by the heart, travels at a certain velocity.
Physiologists and clinicians seek to determine the
values of the lumped elements and the magnitude of the
PWV by means of noninvasive measurements. Various
aspects of the ac component of the pressure waveform of
Fig. 10 can be used to estimate the windkessel parameters
and PWV.

Focusing on the windkessel model, one can devise a
transfer function that relates the pressure at a peripheral
site (e.g., the radial) to an input pressure waveform in the
aorta (58,44). It is then straightforward (in theory) to
compute the inverse of this transfer function. Using this
inverse transfer function, one may then calculate the
pressure waveform in the aorta based on the peripheral
waveform. This technique is potentially very powerful
because it allows making a previously invasive measure-
ment (the aortic pressure waveform) by using a noninva-
sive instrument: a radial artery tonometer.

Several investigators (44,46,58) have evaluated the
above technique to determine aortic pressure by mathe-
matical manipulation of a radial artery pressure deter-
mined by tonometry. Others (47,59) have evaluated a
similar technique to determine aortic pressure from a
tonometric carotid pressure measurement.

Numerous investigators (48–51) have used tonometry to
estimate windkessel parameters, particularly arterial elas-
ticity. Other investigators (45,52–54) have used it to esti-
mate PWV.

For certain applications, it is sufficient to measure
relative, rather than absolute, blood pressure. These
include polygraph (lie detector) tests and studies of the
physiological effects of various cognitive and physical stres-
sors (e.g., weightlessness and high -g aircraft maneuvers).
A multiple-element tonometer designed specifically for
relative blood pressure measurement has been developed
by Eckerle et al. (33) and tested extensively on 20 subjects
of both sexes. Subjects were subjected to stressors such as
mental arithmetic and cold pressor, and their blood pres-
sures were recorded continuously for periods in excess
of 30 min.

MEASUREMENT ACCURACY

Because the accuracy of tonometric blood pressure
measurements depends on the size and positioning of

the sensor, the value of hold-down force, and the accu-
racy of the sensor itself, some variability in reported
tonometer accuracy can be expected when these factors
are not well controlled. In nearly all of the measure-
ments reported prior to 1987 hold-down force was
adjusted manually, and in many the tonometer was
manually positioned as well. Some improvement in
tonometer accuracy and repeatability can be expected
from automatic sensor positioning and hold-down force
adjustment.

An early validation of the principles of tonometry (60)
involved comparison of pressures measured in an exposed
canine femoral artery by both a tonometer and an intraar-
terial catheter. One series of tests involved 15 animals with
blood pressure changes being induced by drug injection
and vagal stimulation. For this entire series of tests, the
difference between pressures measured by the two instru-
ments was never > 5%.

Stein and Blick (23) compared tonometric measure-
ments with direct arterial blood pressures on 20 patients
undergoing cardiac catheterization. They found that the
tonometer reproduced both the intraarterial waveform and
any abrupt changes in pressure caused by various inter-
ventions with remarkable fidelity. Specifically, during
interventions that increased or decreased systolic pres-
sures by as much as 30%, the tonometric pressure mea-
surement followed the direct arterial pressure within 10%
in 92% of the observations.

Weaver et al. (8) compared sphygmomanometric blood
pressures with those obtained with a multiple-element
tonometer sensor on five subjects of both sexes ranging
in weight from 135 to 225 lb (61–102 kg). The standard
deviation between the two measurements of systolic and
diastolic pressures was 6.5 mmHg (870 Pa), indicating that
the tonometer was at least as accurate as the sphygmo-
manometer.

In 1989, Kemmotsu et al. (39) reported the accuracy of
an automated, multiple-element tonometer instrument
used for monitoring during surgery. The tonometric mea-
surements showed good correlation (r¼ 0.94, P<0.001 for
systolic) with invasive measurements on the contralateral
radial artery. Kemmotsu subsequently performed addi-
tional studies (40,41) involving surgical monitoring.
In the later study (41), involving 60 patients, the mean
absolute value of error ranged from 3.6 to 6.6 mmHg (480 to
880 Pa). Standard deviations ranged from 4.5 to 6.2 mmHg
(600 to 830 Pa).

Other investigators (42,43,55) have evaluated multiple-
element tonometers for surgical and postsurgical monitor-
ing. They found standard deviations ranging from 1.7 (for a
single patient) to 14.2 mmHg (230 to 1960 Pa).

Sato et al. (61) evaluated the accuracy of a multiple-
element tonometer instrument on conscious subjects sub-
jected to a Valsalva maneuver and a tilting test. This study
is of particular interest because they directly addressed the
question of frequency response of the tonometer/tissue/
artery system. Good frequency response is important for
computation of windkessel parameters or PWV as
described above. Sato et al. found the frequency response
of the tonometer/patient system to be essentially flat from
0 to 5 Hz.
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INTRODUCTION

The relations among forces, motion, and deformation are
studied in the field of mechanics. Biomechanics seeks to
understand the mechanics of living systems (1). The teeth
and jaw perform the critical function of initiating the
digestion by breaking the food into smaller sizes. This
increases the surface area of the food and improves the
effectiveness of the enzymes involved in digestion. Masti-
cation is defined as the action of chewing foods. The mas-
ticatory system is composed of

1. The dention

2. The bones (the maxilla the mandible, and the
temporal bone),

3. The ligaments

4. The muscles

5. The temporomandibular joint (TMJ):

The periodontal ligament (PDL), which attaches the teeth to
the bones, the articular disk, and the cartilage, which are
located on the articulating surfaces of the TMJ, and the other
soft tissues such as the blood vessels and the nerves are also
parts of this complex. The three main functions of the m-
asticatory system are chewing, swallowing, and speech. This
system also helps in expression of emotions and respiration.
The temporomandibular system is controlled by the nervous
system, and its successful function requires a harmonious
relation of these components. Biomechanical investigations
of the mastication system aim to understand the fundamental
relations between anatomy and function and thus either aid
the available treatment modes or help design new ones.

During function (mastication) or rest, various compo-
nents of the temporomandibular complex work together.
Explanation of the complex interrelations between the
components of the masticatory system, requires knowledge
of the functions of each component. A comprehensive
review of the biomechanics of tooth and jaw was given in
Reference 2 up to 1988. The aim of the current article is to
review the recent developments in this field. In the last few
years, the cost and the speed of performing analysis using
computational techniques has improved dramatically (3).
Thus, many new investigations were enabled particularly
by, but not limited to, using the finite element method. This
article reflects some of these new analyses. In general, this
article is divided into three sections related to the biome-
chanics aspects of the anatomy, function, and treatments of
the masticatory system.

The article starts with an overview of the functional
anatomy of the mastication system. Brief anatomical
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descriptions of the dentition, the skeletal components, the
musculature, the temporomandibular joint/disk, and the
connective tissues, such as the ligaments, are given. The
monographs given in References 4 and 5 can be consulted
for more detailed information.

Next, the biomechanical models of mastication are intro-
duced. This involves investigating the relations between the
forces applied by the muscles, and the reaction forces that
develop on the teeth, the TMJ, and the ligaments, as well as
the deformations of the mandible. In-depth understanding
of these relations help treatment of TMJ disorders (such as
bruxism), design of endosseous implants, reconstructive
prosthetics, and various tooth replacement modalities. Defi-
nitions of key engineering concepts such as external and
internal forces, internal stresses and strains, and elastic
material (stress-strain) behavior are provided. The material
properties of all components of the masticatory system are
briefly reviewed. The biomechanical fundamentals of mas-
tication are introduced by using force balance relationships,
where the mandible is treated as a rigid body. In addition,
investigating the deformations of the mandible is briefly
covered. The monographs given in References 3,4 and (6–11)
are only some of the many references that review these
topics in more detail.

Many treatment modalities involving the masticatory
system benefit significantly from the studies performed in
the fields of biomechanics and biomaterials. These include,

but are not limited to, prosthodontic and orthodontic treat-
ments, reconstructive surgery, and reconstructive prosthe-
tics. In this article, the biomechanical considerations in
prosthetic dentistry, including dental implant treatments,
intracoronal and extracoronal restorations, and fixed and
partial dentures, are reviewed.

DENTITION AND SUPPORTIVE STRUCTURES

Human dentition is composed of a total of 32 teeth (Figs. 1
and 2). Each tooth has a part that is visible, called the
crown, and a part located inside the bone called the root as
shown in Fig. 3. The teeth are attached to the bone by a soft
tissue called the PDL, which serves to connect the tooth to
the surrounding bone and distributes the occlusal loads to
the bony tissue. On the superior aspect (top portion) of the
masticatory system, 16 teeth are attached to the maxillary
arch. Likewise, on the inferior aspect (bottom portion), 16
teeth are attached to the mandibular arch. As the sizes of
the maxillary teeth are larger, the teeth in the maxilla are
situated on a larger arch.

The teeth on each jaw can be classified in four groups,
according to their function as shown in Fig. 2. The incisors
are used to cut the food into smaller pieces. They are
located on the anterior (frontal) section of the mouth.
The incisors have a relatively small cross-section; there-
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Figure 1. Lateral view of the skull
showing the skeletal components
of the masticatory system. (From
Sobotta Atlas of Human Anatomy,
Vol. 1, 13th ed.).
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Figure 2. (a) The mandibular dental arch and (b) the maxillary dental arch. (From Sobotta Atlas of
Human Anatomy Vol. 1, 13th ed.).



fore, they can apply large pressures on the food to provide
effective cutting. Four incisors are located on the maxilla
and the mandible, each. The canines are the long teeth
whose function is to tear the food. In humans they mostly
function as the incisors and cut the food. There are two
incisors on the mandible and two on the maxilla. The
premolars crush the food to smaller sizes during rhythmic,
repetitive phases of mastication. Six maxillary and six
mandibular molars are located at the ends of lower and
upper dental arches. Molar and premolar teeth have multi-
ple cusps and groves, which provide a relatively large
surface area, enabling more effective crushing of the food.

The Teeth

Each tooth has two main sections, a crown and a root or roots
as shown in Fig. 3. Each section is further subdivided to
crown, cervix (neck), root, and apex. The tooth is solid except
for the pulp cavity centered within it. The major portion of
the tooth is made of dentin. A layer of enamel covers the
crown portion of the tooth mostly above the gum line. A thin
layer of cementum covers the root set in the bony tissue. The
cementum is true bone. The pulp cavity may be divided into

two portions; the pulp chamber, which is mostly in the
crown, and the pulp canal traversing the interior of the
root, ending in a constricted opening at the root apex. The
pulp cavity contains the dental pulp, a soft tissue containing
connective tissue, blood vessels, and nerves (12).

Both the dentin and the enamel contain collagen, hydro-
xyapatite (HAP) (an inorganic molecule), and water. How-
ever, the distributions of these constituents are different in
these structures: The dentin contains 47% HAP, 30%
collagen, and 23% water; and; the enamel contains; 92%
HAP, 2% organic material, and 6% water, by volume. The
microstructure of the enamel is characterized by parallel
rods of HAP. In the dentin the tubules are connected by
organic material. Because of the difference of HAP content
and the microstructure, the modulus of the enamel can be
as much as four to six times as high as that of dentin (4).
See Table 1 for a summary of the elastic properties of the
tooth and the periodentum.

The PDL

The general name given to the attachment mechanism
of the teeth is the periodontum, which consists of the
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Figure 3. Schematic representa-
tion of an incisor tooth showing
tooth socket and periodentum.
(From Sobotta Atlas of Human
Anatomy, Vol. 1, 13th ed.).



cementum, the PDL, the alveolar bone, and a portion of the
gingiva (Fig. 3) (4). The PDL is a connective tissue present
between the root of the tooth and the alveolar bone, whose
function is (1) to provide support for the teeth and (2) to
control the distribution of the occlusal loads on the bony
tissue (5). Its thickness varies between 0.15 and 0.38 mm,
in humans. Perhaps a good indication of its function can be
observed when it is realized that the magnitude of occlusal
loads affects the thickness of the PDL, where increased
load results in thickening of the PDL.

Among other cellular components of the PDL are the
osteoblast and osteoclast cells associated with the alveolar
bone; cementoblast and cemontclast cells that associated
with the cementum; and fibroblast cells that are respon-
sible for collagen generation. The extracellular components
of the of the PDL are the collagen fibers, oxytalan fibers,
nerves, vessels, and the ground substance, which is com-
posed of hyaluranic acid, glycoproteins, proteoglycans, and
water (4).

Approximately 65% of the PDL’s volume is occupied by
dentoalveolar fiber bundles. The collagen molecules (type-I
and III) of PDL are wrapped into collagen fibrils (55 nm
diameter), which are wrapped into fibers. The fiber bundles
are arranged into networks having a complex three-
dimensional overlapping arrangement (4). These fiber
bundles provide the load-bearing capacity to the PDL.

It has been mentioned that one of the primary functions
of the PDL is to distribute the forces acting on the teeth to
the bony tissue. The force–displacement relationship of the
PDL is nonlinear. When a tooth is subjected to an external
force, its initial displacements are caused by relatively
small forces until the force magnitude reaches 1 N. There-
after, increasingly higher forces are required to displace
the PDL. The PDL is stiffer under axial loads acting on the
tooth as compared with tangential loads. The same level of
load applied tangentially causes a larger displacement of
the PDL, as compared with the axial load. Like similar
connective tissues, the PDL also shows viscoelastic mate-
rial behavior.

THE SKELATAL COMPONENTS

The major bones of the human skull that are involved in
mastication are the mandible, the maxilla, and the tem-
poral bone. The maxilla is composed of two parts that are
connected at the midpalatal suture, as shown in Fig. 2b. A
large portion of the facial bone is composed of the maxillary
bones. On the frontal plane, the maxilla is connected to the

zygomatic bone and the nasal bone, and on the sides of
the skull, it is connected to the temporal bone as shown in
Fig. 1. The teeth on the maxillary arch are connected to the
maxilla on the alveolar ridges. These teeth are considered
to be the fixed part of the masticatory system, as the
maxilla is fixed to the skull.

The mandible is the arch-shaped bone that forms the
lower part of the facial skeleton and the masticatory sys-
tem as shown in Fig. 2a. On the posterior (back) sides, the
mandible extends vertically. This vertical (ascending)
extension of the mandible is the ramus. The mandibular
angle located at the posterior (back) part of the ramus is
shown in Fig. 1. The superior (top) extension of ramus
forms two processes: The anterior (frontal) one is the
coronoid process, and the posterior (back) one is the con-
dyle. These two processes make critical attachments to the
rest of the masticatory system. The mandible is connected
to the temporal bone at the condyle through the TMJ. The
TMJ allows pivoting and sliding of the mandible with
respect to the fixed part of the masticatory system, and
it consists of various ligaments, the articular disk, the
synovial capsules, and the synovial fluid. The articulating
surfaces of the bones in the TMJ, namely, the condyle and
the fossa, are covered with a fibrous tissue called the
articular cartilage. The coronoid process serves as one of
the endpoints of the temporal muscle. Various muscles and
ligaments are attached to the mandible, enabling the
mastication function. On the front part of the mandible,
the teeth are connected through the alveolar ridges.

Two temporal bones are located on each lateral side of
the human skull as shown in Fig. 1. The temporal muscles
are connected to the wide area called the squamus part of
the temporal bone. The mandible articulates in the concave
part of the temporal bone called the mandibular fossa,
located below the squamus part and near the zygomatic
process as shown in Fig. 1. The mandibular fossa is also
called the articular fossa; or the glenoid fossa. The articu-
lar eminence is located immediately in front of the man-
dibular fossa. The condyle of the mandible articulates on
the maxilla through the TMJ. In the initial phases, of the
opening of the jaw, the condyle rotates in the mandibular
fossa; however, in the later phases; it moves forward and
slides along the articular eminence. The thickness of the
bone in the posterior part of the mandibullar fossa is
relatively thin, whereas thicker bone is found in the ante-
rior part and in the articular eminence. This is an indica-
tion of the load-bearing nature of these surfaces, where
bone thickness is larger in sections subjected to larger
stresses.
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Table 1. Elastic Properties of the Enamel, Dentin Layers of a Tooth and the PDL

Elastic Modulus E [GPa] Poisson’s ratio v

Tensile Strength
[MPa]

Compressive Strength
[MPa]

Shear Strength
[MPa]

Enamel 80b,c 0.3b 10a 288–400a 8a

Dentin 14d, 15b, 18a, 20b 0.15d, 0.31b,c 48a 232–297a 20a

PDL 0.002c, 0.003a 0.05b, 10d 0.45c, 0.49b,d

aFrom Toparli et al.(13)
bRees and Jacobsen (14)
cArola et al.(15)
dImanishi et al.(16)



THE MUSCULATURE OF THE MASTICATION SYSTEM

The masticatory muscles are divided into depressor and
elevator groups (6). The depressors are the digastric,
suprahyoid, and infrahyoid muscles, and the elevators
are the temporal, the masseter, the medial pterygoid,
and the lateral pterygoid muscles (5).

The depressor muscles are located in the floor of the
mouth. The supra- and infrahyoid muscles connect the
hyoid bone to the mandible. The digastric muscle connects
the mastoid process of the skull with the mandible, and it is
attached to the hyoid bone through a tendon. These mus-
cles are primarily involved during jaw opening and swal-
lowing.

The three muscles, which form the fan-shaped muscle,
shown in Fig. 4a, are collectively called the temporal
muscle. The anterior (front) temporal muscle is composed
of vertically oriented muscle fibers. The fibers orientation
turns gradually toward the horizontal direction in the
middle temporal muscle and the posterior (back) temporal
muscle. The muscle fibers are attached to the temporal
bone on the open part called the squamus of the temporal
bone. These fibers come together as they descend down-
ward through the zygomatic arch and form a tendon. This
tendon attaches to the coronoid process and anterior border
of the ascending ramus of the mandible.

The temporal muscle is both an elevator and a
positioner. It can function unilaterally, bilaterally, or in
sections to position and elevate the mandible. In bilateral
closure, this muscle moves the condyle into the mandibular
fossa. In unilateral action, the posterior temporal muscle
moves the mandible toward the active side.

The masseter is located on the distal (outer) lateral sides
of the ramus of the mandible, as shown in Fig. 4b. This
muscle extends from the angle of the mandible upward and
attaches to the zygomatic arch. The masseter is the most
powerful elevator muscle in the masticatory system, and it
is responsible for the high loads in the molar area. The
crushing forces on the molar area could become high when
the masseter acts together with the internal pterygoid and
the anterior temporal muscles.

The medial (internal) pterygoid muscle is the internal
counterpart of the masseter as shown in Fig. 4c. The fibers
of this muscle originate from the ptyregoid fossa of the
sphenoid bone, located internally in the mouth, extend
downward, internally, and connect to the internal face of
the mandibular angle, as shown in Fig. 4c. The medial
pterygoid and the masseter function in a coordinated man-
ner, and together they can generate high loads. Although
the primary function of the medial pterygoid is to elevate
the mandible, it can also move the mandible medially
(toward the center).

The lateral pterygoid muscle: is the collective name of
the two muscles: the upper (superior) and lower (inferior)
lateral ptyrogoid, as shown in Fig. 4d. The upper lateral
pterygoid muscle originates from the sphenoid bone located
internally in the mouth, extends horizontally, and attaches
to the condylar neck, the capsular ligament, and the
articular disk. This muscle is active along with the elevator
muscles during closing the teeth together for chewing or
clenching. The upper lateral pterygoid muscle is a weaker
muscle as compared with the lower.

The lower lateral pterygoid muscle originates at the
pterygoid plate (Fig. 4d). It extends backward and upward
connecting to the neck of the condyle. Bilateral contraction
of the right and left lower pterygoids pulls the condyles
down, out of the articular eminences, and the mandible
moves forward, as shown in Fig. 4d. Unilateral contraction
causes movement of the mandible to the opposite side.

THE TMJ

The relative motion of the mandible with respect to the
temporal bone takes place at the TMJ, as shown in Fig. 5a.
This is where the condyle of the mandible sits against the
temporal articulating surfaces of mandibular fossa and the
articular eminence. The TMJ is composed of the condyle of
the mandible, the articulating surfaces of the temporal
bone, the articular cartilage and disk, the ligaments,
and the muscles. The articullar disk is considered to act
as a non-ossified bone, between the mandibular fossa and
the condyle; hence, the TMJ is considered a compound joint
of the human body.

The articular disk deserves special attention, as it facil-
itates the relative motion to take place without direct bone-
to-bone contact. The disk is located between the condyle
and the temporal fossa. This is a fibrous tissue, which does
not have blood vessels and nerves for the most part. The
articular disk is mainly a mesh of collagen fibers whose
interstices are filled with proteoglycans. In the TMJ disk,
the collagen fibers help maintain its shape during loading,
whereas the elastin fibers function to recover the form after
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Figure 4. The elevator muscles of mastication: (a) the temporalis,
(b) the masseter, (c) the medial pterygoid, and (d) the lateral
pterygoid. (Modified from Temporomandibular Disorders and
Occlusion by Okeson JP, 5th ed., Mosby, 2003.)



unloading. The mechanical properties of the articular disk
strongly depend on the collagen fiber and the proteoglycan
composition and organization (17). Experimental evidence
suggests that the elastic modulus of the articular disk
increases with age (18). The load-displacement (stress-
strain) behavior of the articular disk is nonlinear and

viscoelastic. A poroelastic material behavior model where
the solid matrix behavior was hyperelastic showed several
similarties with dynamic indentation tests of articular
disks (19).

The articular disk is mainly supported by ligaments, as
shown in Fig. 5a. In the posterior (back) region of the TMJ,
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Figure 5. Schematic representa-
tion of the articular disk and the
ligaments of the masticatory system:
(a) the articular disk and its connect-
ing tissues, including the collateral
ligaments; (b) the capsular ligament;
(c) the tempo-romandibular ligament;
and (d) stylomandibular and spheno-
man-dibular ligaments. (Modified
from Temporomandibular Disorders
and Occlusion by Okeson JP, 5th
ed., Mosby, 2003.)



the articular disk is attached to a loose connective tissue
named the retrodiscal tissue (RT). The superior (top) por-
tion of the RT is attached to the tympanic plate by the
superior retodiscal lamina, and its inferior (bottom) part is
attached to the condyle by the inferior retrodiscal lamina.
The medial, lateral, anterior, and posterior surfaces of the
articular disk are attached to the capsular ligament, which
surrounds most of the surfaces of the condyle and the
articular surface of the temporal bone. In the front, the
articular disk is also attached to the superior (upper)
lateral pterygoid muscle (5).

The capsular ligaments divide the joint into the upper
and lower cavities. The internal surfaces of the cavities
are covered with endothelial cells. The cavities are filled
with synovial fluid produced by these cells. The synovial
fluid serves as a lubricant in the TMJ and reduces the
frictional forces between articulating surfaces. Depending
on the joint speed and load, different lubrication regimes
are thought to be responsible for this effect (7). These
include boundary lubrication, elastohydrodynamic lubri-
cation, and hydrodynamic lubrication modes (20).
Another effect, which possibly contributes to joint lubri-
cation, is the weeping lubrication, which takes place as
the synovial fluid, retained in the articular cartilage, is
forced out of the cartilage into the synovial cavity, under
sufficient normal pressure. The weeping lubrication is
thought to be more prevalent during elevation and clench-
ing (5).

Two- (21) and three- (22,23) dimensional finite element
models of the quasi-static opening of the jaw that included
the contact relations among the articular disk, the con-
dyle, and the articullar eminence showed that the disk
moves together with the condyle. These models predicted
that the superior lateral pterygoid muscle and the liga-
ments attached to the disk do not play a significant role in
the disk movement during jaw opening (21,23). The bicon-
cave shape of the disk is sufficient to move the disk with
the condyle. These studies also showed that the articular
disk is primarily loaded in its intermediary (central)
region.

THE LIGAMENTS

Ligaments are the connective tissues between the bones.
The main function of the ligaments of the masticatory
system is to prevent the mandible from undergoing
extreme relative motion. Ligaments also protect the nerves
and the vessels that connect to the mandible. In the mas-
ticatory complex, there are five main ligaments as shown in
Fig. 5: the collateral (discal) ligament, capsular ligament,
the temporomandibular ligament, the sphenomandibular
ligament, and the stylomandibular ligament.

The collateral ligaments attach the medial (inner) and
distal (outer) surfaces of the articular disk to the condyle of
the mandible. These attachments along with the anterior
(front) and posterior (back) attachments of the articular
disk to the capsular ligament create the synovial cavities.
The attachment of these ligaments permit the motion of the
articular disk front-to-back, or in the anterior–posterior
direction. Therefore, this ligament allows the disk to travel
with the condyle.

The capsular ligament encloses the entire TMJ, as
shown in Fig. 5b, and thus it provides a sealing function
for the synovial fluid. The entire circumference of the
articular disk is also attached to this ligament. The cap-
sular ligament is attached superiorly (top) to the temporal
bone and inferiorly (bottom) to the neck of the condyle.
This ligament resists lateral or inferior (downward)
forces.

The temporomandibular (TM) ligament consists of an
inner horizontal and an outer oblique part, as shown in Fig.
5c. The TM ligament plays an important role in the pivot-
ing action of the TMJ. Both parts of the TM ligament
originate from the zygomatic arch. The inner horizontal
part extends from the zygomatic arch horizontally and
attaches to the anterior (frontal) neck of the condyle.
The outer oblique part extends from the zygomatic arch
and attaches to the posterior (back) part of the neck of the
condyle, as shown in Fig. 5c. The outer oblique part of this
ligament resists excessive dropping of the mandible. Dur-
ing the initial phase of the mouth opening, the condyle can
pivot around a fixed point, while this ligament is becoming
stretched. When the stretching of this ligament reaches its
limit, then the condyle moves downward and forward
across the articular eminence to continue opening. It is
believed that the inner horizontal part of this ligament
limits the backward (posterior) movement of the condyle
and the articular disk.

The full effect of this ligament in limiting the motion
of the articular disk has been debated (9); biomechani-
cal models of the disk movement during mandibular
opening and closing have shown that the disk could
move in the anterior and posterior directions due to
the favorable contact conditions provided by its bicuspal
shape (21,24).

The sphenomandibular ligament extends from the sphe-
noid bone and attaches to the lingula on the inner (medial)
surface of the ramus as shown in Fig. 5d. The function of
this ligament is not well understood. However, its main
function could be protection of nerves and blood vessels
from dislocation and trauma, and it can prevent extreme
anterior and lateral dislocations (4).

The stylomandibular ligament is another accessory
ligament. It is located between the styloid process and
the back of the ramus as shown in Fig. 5d. It limits
excessive protrusive movements of the mandible (4).

MASTICATION AND ITS BIOMECHANICAL MODELS

Mastication is the action of chewing foods. Mastication
involves rhythmic and repetitive motion of the mandible
with respect to maxilla. The mastication cycle starts with
the opening phase, followed by the crushing phase and
grinding phase, which occur during closure, as shown in
Fig. 6a. The motion of the mandible during mastication is a
three-dimensional, complex motion, which has been
described as having the shape of a teardrop or a pear.
When the motion of the incisors in an idealized mastication
cycle is viewed from the frontal plane (Fig. 6a), this analogy
becomes clear. During the opening phase, the mandible
drops vertically for about 15–18 mm; thereafter, it moves
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laterally and the closure phase begins. During the initial
phase of closure, the incisors move 4–5 mm laterally while
crushing the food. This phase lasts until incisors are
located 3–4 mm laterally and 3 mm vertically with respect
to their initial (intercuspal) condition. During the grinding
phase, which follows, the food is sheared between the cusps
of the incisors. The view of the motion of the incisors from
the side (sagittal) plane on the working side, shown in Fig.
6b, shows that during the opening phase, the incisors move
slightly in the frontal (anterior) direction, followed by a
posterior motion during closing. The TMJ and the premo-
lars also follow a path similar to that of the incisors in the
sagittal (side) plane on the working side.

The amplitude of the anterior and the lateral movement
of the mandible depend on the stage of mastication. During
the initial phases, the incisors are used to cut the bolus
(food) and the anterior and lateral movement are relatively
large. During the later phases, the posterior teeth are used
more, and the lateral movement of the teeth is reduced. The
consistency of the food also affects the lateral movement,
where harder foods require larger lateral movements and
more chewing cycles, as shown in Fig. 7.

In biomechanical analysis of mastication, static analysis
are carried out to determine maximum clenching forces that
can be applied by the muscles; dynamic analysis, on the other
hand, provides information about the muscle TMJ interac-
tions during the open and close cycles, as well as laterodevia-
tions. In these analyses, the mandible is modeled as a rigid
body, and the muscle forces are modeled as concentrated
forces, as shown in Fig. 8. The attachment points and the
three-dimensional vectorial orientations of the muscles are
typically, carefully, measured from cadaver specimens. The
biomechanical analysis of mastication also considers the
deformations of the mandible due to external forces.
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Figure 6. The mastication cycle viewed
from (a) the frontal plane; and (b) the
sagittal plane. (Modified from Temporo-
mandibular Disorders and Occlusion by
Okeson JP, 5th ed., Mosby, 2003.)

Figure 7. Frontal view of the chewing stroke from a 31-year-old
man with good occlusion, for soft food, hard food, and chewing gum.
(From Advances in Occlusion, by Lundeen HC, Gibbs CH, Boston,
1982).

Figure 8. The locations and directions of the muscle force vectors,
the bite force vector, and the condoylar reaction force vectors are
shown schematically. The x-, y-, and z-coordinate system indicates
the coordinate system in which the forces are measured. The 1-, 2-,
and 3- coordinate system indicates the transversely isotropy direc-
tions for material properties of the mandible. The small stress cube
indicates the internal stresses generated at a point inside the
mandible in response to external loading. (Modified from Faulkner
et al., ‘‘A three dimensional investigation of temporomandibular
joint loading,’’ Journal of Biomechanics 1987;20:997–1002.)



In the next section, a classification of the internal and
external forces acting on a deformable body will be
described. The material property definitions and deforma-
tion behavior of the tissues involved in the masticatory
system is described next. Finally, some static, dynamic,
and elastic models of mastication developed in the last 20
years will be described.

In general, the forces acting on a structure can be
classified as external forces and internal forces. The exter-
nal forces can be further classified as surface tractions
(external pressure), concentrated forces, and body forces.

External Forces

Surface tractions are external forces distributed over a
finite area, on the surface of the structure. For example,
the contact pressure between the condyle of the mandible
and the articular disk takes place over a relatively large
area. This contact pressure is a normal traction acting on
the mandible (and the disk). Note that distribution of this
traction can vary from point-to-point. In the metric system,
the unit of traction is Pascal (Pa), where 1 Pa = 1 N/m2.

Concentrated force is a term used for an idealized trac-
tion acting over an infinitesimally small area. In the metric
system, the unit of the concentrated force is Newton (N),
where 1 N¼ 1 kg�m/s2. Use of concentrated forces is com-
mon in mechanics as they simplify the analysis in many
instances. For example, in many mechanical models of the
mandible, the forces exerted by the muscles, the forces
experienced by the teeth during clenching or mastication,
and the reactions on the condyle are idealized as concen-
trated forces as shown in Fig. 8. While idealizing the
muscle forces, investigators spend a great deal of effort
to ensure that the idealized forces represent the (actual)
tractions in a mechanically equivalent manner.

Both surface tractions and concentrated forces are
transferred from one body onto another through physical
contact. Forces exerted by muscles on the bones are in this
category. On the other hand, a body force, such as that due
to gravity, is a force that acts over a distance, without
requiring direct physical contact. For example, if it was not
for the slight state of contraction of the clenching muscles,
the mandible would stay open due to the effect of gravity.

Internal Forces and Internal Stresses

The internal forces develop inside a structure in response
to external forces and enable the structure to stay together.
The internal forces can only be ‘‘visualized’’ by taking a
virtual cross-section of the structure. Depending on the
location and orientation of the cross-section, the internal
forces will vary in magnitude and direction. The resultant
of the internal forces acting on an infinitesimally small
cross-sectional area (dA) of the structure can be decom-
posed into a normal force (dFn) acting perpendicular to the
cross-section and a shear force (dFs) acting in the plane of
the cross-section. Stress at a point inside the structure
can then be defined as the limit of the internal forces acting
on the area dA as it becomes infinitesimally small. In
general, the internal stress state of a structure can be
expressed by six independent stress components sxx, syy,
szz, sxy, sxz, syz as shown in Fig. 8. (Note that six indepen-

dent stress components assume that no internal twisting
moments exits in the structure. In case these exist, then
nine stresses are necessary for this description) Note that
in this representation, the first subscript refers to the
direction of the normal of the plane on which the stress
is acting, and the second subscript refers to the direction of
action of the internal force. Thus, sxx, syy, and szz are the
normal stress components, and sxy, sxz, and syz are the
shear stress components. It is important to remember that
internal stresses are defined at a point inside the structure,
and in general, they can vary from point-to-point. Whether
they do vary depends on many factors such as the shape of
the structure, external force distribution, and material
properties. In the metric system, like the tractions, the
unit of stress is Pascal.

Deformation and Strain

In general, a structure that is properly fixed on its bound-
ary will deform in response to external forces. The defor-
mation of a point on the structure can be characterized by
its displacements. In general, a point P! before deforma-
tion will be displaced to a new location P! 0 after deforma-
tion. For small displacements, the displacement vector d!

can be expressed in a Cartesian coordinate system. The
components of d! along the x-, y-, and z-axes are u, v, and
w, respectively.

Relations governing the mechanics of deformable bodies
are expressed in terms of strain, rather than the displace-
ments. In general, strain is a nondimensional measure of
deformation at a point. The normal strains ex, ey, and ez

represent the change in length per unit of initial length,
along the x-, y-, and z- axes, respectively. The shear strains
gxy, gxz, and gyz represent the decrease in the right angle
initially formed by the sides parallel to the x-y, x-z, and y-z
axes, respectively (26).

Material Properties

The load-displacement behavior of a structure depends on
the type of material involved. In general, the material
properties of a structure are determined by uniaxial ten-
sion test, shear test, and hardness test. A uniaxial tension
test and a pure-torsion test establish the relations between,
for example, sxx and ex and sxy and gxy by Hooke’s law:

sxx ¼ Eex and sxy ¼ Ggxy (1)

where the proportionality constants are the elastic (or
Young’s) modulus E and the shear modulus G. In general,
the three-dimensional stress-strain relations are
expressed with the generalized Hooke’s law, which can
be given in matrix form as

fsg ¼ ½E�feg or feg ¼ ½C�fsg (2)

where the stress vector is {s}¼ {sxx syy szz sxy syz szx}
T, the

strain vector is {e}¼ {ex ey ez gxy gyz gzx}
T, the elasticity

matrix is [E], and the compliance matrix is [C] (¼ [E]�1).
The elasticity matrix of an anisotropic material has
21 independent components. In case the material has three
orthogonal planes of symmetry, the material is said to be
orthotropic. The compliance matrix for an orthotropic
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material is defined by nine independent material proper-
ties (27):

½C� ¼

1=E1 �v21=E2 �v31=E3 0 0 0

�v12=E1 1=E2 �v32=E3 0 0 0

�v13=E1 �v23=E2 1=E3 0 0 0

0 0 0 1=G23 0 0

0 0 0 0 1=G31 0

0 0 0 0 0 1=G12

2
666666666664

3
777777777775

ð3Þ

where Ei are the Young’s modulii, Gij are the shear modulii,
and vij are the Poisson’s ratios in the respective directions,
with the restriction that v12/E1¼ v21/E2, v13/E1¼ v31/E3,
and v32/E3¼ v23/E2. The number of independent elastic
constants is reduced to five for a transversely isotropic
material, such as the bone, where each plane through a
longitudinal axis is a plane of elastic symmetry. For fully
isotropic materials, the material properties are the same in
all directions, and two independent properties (E, v) are
sufficient to describe the stress-strain relationship.

Mechanical Properties of Bone

Bone is composed of collagen, water, hydroxyapatite
mineral, and small amounts of proteoglycans and noncol-
lagenous proteins. Collagen is the structural protein that
gives the flexibility and tensile strength, also found in
ligaments and the articular disk. Hydroxyapatite,
Ca10(PO4)(OH)2, is a crystal with hexagonal symmetry
located within and between collagen fibers, found in the
form of needles, plates, and rods. The internal structure of
bone is porous. Two distinct porosity ranges give rise to the
cortical (compact) bone with low porosity (5–10%) and the
trabecular bone with 75–95% porosity. The interstices are
filled with marrow, a tissue composed of blood vessels,
nerves and various types of cells (28).

Among these cells are the osteoclasts, which are respon-
sible for formation of new bone, and osteoblasts, which are
responsible for resorption of bone. Remodeling of bone
involves repair of internal cracks, and so on, due to coupled
activity of osteoclasts and osteoblasts. In addition to self-
healing, the bone also has the ability to adapt to variations
in imposed stresses (Wolff’s law). It has been hypothesized
that the strain in the bone tissue stimulates the biological
response resulting in adaptation (28). The physiologic
loading zone has been reported to be in the 1000–
3000 microstrain range (28). Bone adaptation has signifi-
cant biomechanical consequences, in design of endosseous
implants, and prosthetics. The loading conditions created
in the bone by these should be carefully considered to
prevent excessive or insufficient loading.

The cortical bone is a transversely isotropic material, as
two of its principal material directions have similar
mechanical constants. The stiffest direction of the mandib-
ular cortical bone is along a tangent to the parabolic curve
of the mandible, i.e., direction -3 in Fig. 8 (29). The mechan-
ical properties of the cortical bone depend on several fac-

tors, including the porosity of the bone, mineralization
level, bone density, collagen fiber organization, and rate
of deformation (28). The ultimate stress of the cortical bone
has been reported to be higher in compression (170 MPa)
than in tension (100 MPa) (28).

The mechanical properties of the trabecular (cancellous)
bone depend on the porosity, the orientation of the trabe-
cular architecture, and the material properties of the tissue
in the individual trabeculae (28). The strength of the
trabecular bone has been reported to be the same in tension
and compression, and it is approximately 2–5 MPa (28).

Experimental data for the transversely isotropic mate-
rial properties of the cortical bone of the mandible were
obtained by Carter as reported by Hart et al. (30). These
values are reported in Table 2. This table also contains the
trabecular bone properties measured for human tibia. In
other studies, many investigators assumed that the jaw
bone deforms in an isotropic manner. The elastic modulus
values used in these finite element analysis models ranged
between 11 and 20 GPa for the cortical bone and between
0.2 and 7.9 GPa for the trabecular bone. The Poisson ratio
was typically taken in the range of 0.3–0.33 (31–35).

Mechanical Properties of the Cartilaginous Tissue of the
Masticatory System

The cartilagenous tissue of the masticatory system is the
articular cartilage on the articular surfaces of the TMJ and
the articular disk. In general, this type of tissue is com-
posed of cells (chondrocytes) imbedded in intercellular
matrix, permeated by a system of fibers (1). Depending
on the function of the cartilage tissue in the body, the
appearance and the nature of the intercellular matrix
can be different. For example, the yellow elastic fibrocar-
tilage is found in external ears and larynx; the hyaline
cartilage is found in nasal, tracheo-bronchial, and articular
surfaces; and the white fibrocartilage is found in interver-
tebral and articular disks (1).

In indentation experiments, the cartilage tissue shows
an instantaneous recovery, followed by a time-dependent
creep deformation, when it is released after compression.
Full recovery to the initial state takes place in a
finite amount of time. Such material behavior is termed
viscoelastic. The cartilage tissue is porous, and the synovial
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Table 2. Elastic Properties of Cortical and Trabecular
Bones Measured for a Transversely Isotropic Material
Model

Transversely Isotropic

Cortical Bonea

[GPa] (30)
Trabecular Boneb

[Gpa] (30)

E1¼E2 13.0 0.27
E3 19.0 0.82
G12 5.3 0.12
G23¼G31 5.9 0.12
v12¼ v21 0.22 0.19
v31¼ v32 0.42 0.34
v13¼ v23 0.29 0.11

aMeasured for mandible using ultrasonic techniques.
bMeasured for human tibia.



fluid fills the interstices of the tissue. Under compressive
stress, the fluid can move out of the tissue, and upon
relaxation, it will return to interstitial openings. This fluid
flow provides lubrication to the joints as well as nutrients
to the cartilage cells (1). The viscoelastic behavior is due to
(1) the inherent viscoelastic nature of the solid matrix and
(2) the velocity differences between the solid matrix and
the liquid (11).

The mechanical response, biomechanical function, and
biological integrity of the cartilaginous tissue are governed
by the movement of the interstitial fluid (1) within carti-
lage and (2) across the articular surface. The synovial fluid
is transported through the porous membrane due to a
pressure gradient across the tissue. Flow also occurs due
to the deformation of the cartilage matrix; the pressure of
the fluid internal to the matrix rises in response to defor-
mation. The resulting pressure gradient with respect to the
articular surface causes the fluid flow. The biphasic model
for the mechanical behavior of the articular cartilage was
formulated by Mow et al. (36). In this model, the tissues are
modeled as consisting of a soft, permeable, elastic solid,
mixed with water. The fluid and the solid phases are
coupled through the pressure. Experimentally observed
viscoelastic behavior of the articular cartilage can be
explained by this biphasic model (36).

Although the articular cartilage behaves as a viscoelas-
tic material due to its poroelastic nature, it can undergo
large deformations. Experimental evidence further sug-
gests that the material properties are nonhomogeneous
and anisotropic. The experimental measurements of the
load-displacement behavior of the articular cartilage of the
rabbit TMJ have indicated that the elastic modulus (E)
depends on the location with respect to the joint, varying
between 0.95 and 2.34 MPa (37). These values are on the
same order of magnitude as that reported by Woo et al.
obtained for bovine humeral articular cartilage (11).
The elastic modulus and Poisson’s ratio of the articular
cartilage of the temporal joint from these references are
given in Table 3.

The articular cartilage is a connective tissue that pro-
vides very small frictional resistance to the sliding motions
of the joints, in general. Experimental studies to determine
the coefficient of friction (COF) show that the presence of
the synovial fluid plays a significant role in its low level.
Although it has been found that the COF can be as low as
0.005, it has also been shown that it depends on the level of
the normal stress and the motion of the joint. In general,
under large normal stress values, the COF is found to
increase. Moreover, the static friction coefficient is larger

than the dynamic friction coefficient (1,18,38). This beha-
vior is in contrast to the behavior of the COF between most
other materials (20).

Tension and compression tests of human articular disk
show nonlinear stress-strain behavior (14,39). Chin et al.
measured the viscoelastic properties of human TMJ disks
(40). Chen et al. (39) assumed that the solid matrix of the
articular disk can be modeled as a hyperelastic material of
the Mooney–Rivlin type (41), where the strain energy of an
incompressible rubber-like material is expressed as

U ¼ c1ðI1 � 3Þ þ c2ðI2 � 3Þ ð4Þ

where I1 and I2 are the first and second invariants of the
Cauchy–Green deformation tensor and c1 and c2 are
empirically determined constants (41). Chen et al. used
c1¼ 27.91 MPa and c2¼ -20.81 MPa, based on experimental
data obtained from dog articular disks (39).

More recently, Tanaka et al. obtained experimental
results for human articular disks (18). Although their data
show the same trend predicted by the Mooney–Rivlin type
of hyperelastic behavior, they approximated the curve by a
single elastic modulus calculated at 2% strain level, and
used a linear FEA. Chen and Xu (42) and Hu et al. (37) used
a linear piecewise continuous material model. Other inves-
tigators assumed that the articular disk behaves strictly in
a linear-elastic manner (19,21,43). The data for elastic
modulus (E) used in these work are reported in Table 4.

Mechanical Properties of the Ligaments

The physiological function of a joint ligament is to provide
stability to joints and to limit their range of motion (45).
Ligaments can resist only tensile forces. The structural
component responsible for the tensile strength of ligaments
is the protein, collagen. Other components of this tissue are
elastin, proteoglycans, and glycoproteins. The basic mole-
cular collagen unit is a left-handed molecule. Collagen
molecules are wound into super-helices, microfibrils, and
fibrils in a hierarchical manner. At each level, the orienta-
tion of the helix is reversed. This alternating helix direction
is useful in converting the axial tension to circumferential
compression, and it is a contributing factor to the strength
of the ligaments (45).

The load-displacement curve of the ligament under
tensile loading initially displays nonlinear behavior with
tangent modulus increasing with increasing strain.
Increasing the strain even further, eventually a linear
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Table 3. Elastic Properties of the Articular Cartilage

Reference Location
Elastic Modulus

E[MPa]
Poisson’s

Ratio v

Hu (37) Anterior 2.34a 0.46
Central 1.48a 0.39
Posterior 1.51a 0.41
Medial 1.11a 0.38
Lateral 0.95a 0.31

Woo (11) – 0.79 0.4

aMeasured from rabbit mandibular condyle.

Table 4. Elastic Properties Used for the Articular Disk
Assuming That It Behaves in a Linear Elastic Manner,
Used in the FEA of the TM

Reference Elastic modulus E[MPa] Poisson’s Ratio v

DeVocht (21) 1.8 0.4
Beek (1) 6.0 0.4
Beek (1) 6.8 0.4
Tanaka (18) 47.1a

Hu (44), Chen(42) 44.1b and 92.4b 0.4

aThis value is measured at 2% strain, and it is the average of seven human

specimens.
bE¼ 44.1 MPa if s<1.5 MPa and E¼92.4 MPa if s> 1.5 MPa. These data

are based on specimens obtained from dogs.



portion is reached. The post-yielding region shows a
decreasing tangent modulus with increasing strain. The
elastic modulus (E) of the nuchal (neck) ligament is
7.5 MPa, the ultimate strength, and the ultimate strain
are 2.4 and 1.25 MPa, respectively (45). Chen and Xu used
nonlinear springs, which can only carry tension, to model
the upper, and lower posterior ligaments and the anterior
ligament (42). They used data from the talofibular ligament
of human ankle and assumed that the stiffness of the
ligament would be proportional to its cross-sectional area.
Thus, they calculated spring stiffness values that are on
the order of 10.9–16.35 kN/m.

Static Models of Mastication

Static models of mastication aim to develop an understand-
ing of the maximum forces applied by muscles of mastica-
tion. These models typically treat the mandible as a rigid
body. The motion of a rigid body is fully described by the
displacements and rotations of its center of mass. During
occlusion, the external loads acting on the masticatory
system are the forces on the TMJ, the ligaments, the teeth,
and the muscles, as shown in Fig. 8.

The static equilibrium, for example, in clenching,
requires that the sum of the external force and moment
vectors be in balance. Considering the subdivisions of the
muscles of mastication (i.e., anterior, medial, posterior
temporalis; superficial and deep masseter; superior and
inferior lateral pterygoid; and, the medial pterygoid), it
can be observed that there will be Nm¼ 16 muscle force
vectors (~FF

ðmÞ
i ) acting on the mandible, where Nm is the total

number of muscles. Note that the subscript i (1� i�Nm) is
an integer counter used to identify each muscle. Similarly,
the reaction force vectors due to the ligaments, due to the
contacting teeth, and at the joints of the TMJ are indicated
by ~FF

ðlÞ
i , ~FF i

ðtÞ, and ~FF i
ð jÞ, respectively. Note that these forces

can only attain positive values; muscles only apply tensile
forces; the ligaments provide no appreciable resistance
when they are compressed; and when the TMJ and the
teeth are in contact, the reaction forces are considered to be
positive. The static equilibrium of external forces is
ensured by the following vector equation:

XNm

i¼1

F
!ðmÞ

i ¼
XNl

i¼1

F
!ðlÞ

i þ
XNt

i¼1

F
!ðtÞ

i þ
XNj

i¼1

F
!ð jÞ

i ¼ 0 ð5Þ

where Nl, Nt, and Nj are the total number of force vectors
related to the ligaments, teeth, and joint reaction forces.
The location of each force vector is represented by a
location vector ~rr

ðÞ
i . Each force vector causes a moment

with respect to the origin of the location vector repre-
sented by the vector cross-product ~rr� ~FF. The moment
balance with respect to the origin is expressed by the
moment equilibrium equation:

XNm

i¼1

r
!ðmÞ

i � F
!ðmÞ

i þ
XNl

i¼1

r
!ðlÞ

i � F
!ðlÞ

i þ
XNt

i¼1

r
!ðtÞ

i � F
!ðtÞ

i

þ
XNj

i¼1

r
!ð jÞ

i � F
! ðjÞ

i ¼ 0

ð6Þ

Equations 5 and 6 are a compact representation of the force
and moment vectors. In a Cartesian coordinate system,
each vector is represented as the vector sum of its com-
ponents acting along the x-, y-, and z-axes. Thus, equations
5 and 6 each represent three equations of equilibrium
along these axes, resulting in a total of six equations.

As mentioned, there are four elevator muscles on each
side of the skull. Some investigators consider only these
eight muscles during function; therefore, they use Nm¼ 8
(46). In other studies, depending on the level of detail, the
total number of muscle forces used can vary up to Nm¼ 26
(47). Similar comments apply for the number of forces on
the ligaments, teeth, and joints. Thus, it can be easily
recognized that the six equations of equilibrium, repre-
sented by equations 5 and 6, are not sufficient in solving for
the magnitudes of the numerous unknown forces. Such
systems are statically indeterminate.

To find a solution for a statically indeterminate system,
additional equations and assumptions are necessary.
Osborn and Baragar (47) assumed that the strain sensors
in the muscle tissue and pressure sensors in the TMJ are
activated at a rate proportional to the magnitude of the
muscle tension and joint reaction forces. The total output f
of these sensors then becomes

f ¼
XNm

i¼1

c
ðmÞ
i jF

!ðmÞ
i j þ

XNj

i¼1

c
i
ð jÞjF
!ð jÞ

i j ð7Þ7

where and c
ðmÞ
i and c

ð jÞ
i are the sensor output rates specific

to the muscles and joints, respectively. They further
postulated that the central nervous system minimizes the
output of the (cost) function f. Thus, the problem of finding
the reaction forces in mastication is transformed into a
problem where the cost function in equation 7 is
minimized subject to satisfaction of equations 5 and 6
and conditions jF

!

i
ðmÞj � 0 and jF

!

i
ð jÞj � 0. This defines a

linear programming problem, typically encountered in
economics, and it can be handled with various available
approaches (48). Osborn and Baragar investigated the
effects of minimizing only the joint forces (c

ð jÞ
i ¼ 1, c

ðmÞ
i ¼ 0)

or only the muscle forces (c
i
ðmÞ¼ 1, c

ð jÞ
i ¼ 0).

The following muscle groups were considered in their
study: the masseter (superficial, deep, anterior, and poster-
ior), the medial pterygoid (anterior and posterior), the
temporalis (anterior, medial, and posterior), the lateral
pterygoid (superior, upper, inferior), and the digastric.
Thus, they had Nm¼ 23. They neglected the effect of liga-
ments (Nl¼ 0), and assumed a single reaction force (Nj¼ 1)
acts on each TMJ. The bite force on different teeth were
treated as known external forces. They showed that the
model where the cost function involves only the minimiza-
tion of muscle forces results in more realistic mastication
force scenarios. Their model predicted that muscle ele-
ments with longer moment arms relative to the joint are
activated first. As the bite force increases, a ripple activity
spreads into muscles with shorter moment arms.

Hatcher et al. investigated the muscle forces involved in
unilateral clenching by using a model that is symmetrical
around the mid-saggital plane, including six muscles: the
posterior and anterior temporalis, the deep and superficial
masseter, the medial pterygoid, and the lateral pterygoid (49).
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Due to the assumption of symmetry, Nm¼ 6. They assumed
that the left and right TMJ forces were identical (Nj¼ 1).
They compared the mathematical results with the results
obtained from an in vitro model of a skull. The muscle
action in the in vitro model was simulated by applying
external forces, and occlusal and TMJ forces were mea-
sured. The study concluded that more realistic results are
obtained in the case where the applied force magnitudes
are based on the cross-sectional area of the muscles and the
electromyogram (EMG) data, in contrast to when they are
solely based on the cross-sectional area of the individual
muscles. In a different study, the same authors predicted
that the balancing side condylar reaction force is larger
than the working side, when occlusion occurs on either one
of the molars (25). They also showed that the ipsilateral
(same side) condylar reaction force varies considerably as
the occlusion direction varies in the parasagittal plane.

Smith et al. used a total of six muscles: the right and left
lateral pterygoid, the right and left temporalis, and the
right and left masseter/medial pteryoid muscle complex
(46). They considered the TMJ load and one bite force. They
used a minimization technique in which their cost function
was the root-mean-square of the TMJ reaction force. This
analysis predicted that the TMJ is loaded over the normal
functional range of bite force positions and angles. The
magnitudes of the reaction forces on the TMJ were found to
vary between 5% and 60% of the occlusal force depending
on which teeth the occlusion takes place.

Koolstra et al. (50) considered the effects of the eight
clenching muscles: the deep and superficial masseter; the
medial pterygoid; the anterior, posterior, and deep tempor-
alis; and the superior and inferior lateral pterygoid. They
treated the left and the right sides as being independent;
hence, a total of 16 muscles were included. The magnitudes
of the TMJ reaction forces and the muscle forces were
unknown, but their directions of application were
measured from the skull. The bite force, on the other hand,
was treated as a known quantity. The total number of
unknowns were 18, and the linear programming technique
was used. The cost function f was based on the postulation
that the relative activity of the most active muscle among
all muscles should be as small as possible. The relative
activity j~FFðmÞi j of a given muscle i was defined as

j~FFðmÞi j �mj~FFðmÞi jMax ð8Þ

where j~FFðmÞi jMax is the maximum possible for of the muscle
and m is a coefficient defined below. The maximum muscle
force of a muscle element is assumed to be proportional to
its physiological cross-section, and it is a known quantity.
The objective function was given as

f ðj~FFðmÞi jÞ ¼ m ð9Þ

subject to N constraints defined by equation 8. Using this
model, the maximum possible bite forces, for which the
masticatory system can remain stable, were predicted.
Thus, biteforce and joint-force envelopes for mastication
at different teeth were evaluated. In vivo validation of
these results were carried out by Koolstra and van Eijden
(51). An overall good agreement between measured and
predicted values was observed.

Dynamic Modeling of Jaw Opening and Closing

Biomechanical analysis of the jaw opening and closing was
modeled by Koolstra and van Eijden (24,52–54). The
dynamic modeling of the jaw opening and closing involves
equations of dynamic equilibrium, where the jaw is con-
sidered rigid. Thus, the motion of the mandible can be
determined by six degrees of freedom of its center of mass;
the three rigid-body displacements {u}¼ {ux uy uz}

T in the x-
, y-, and z- directions, and the three rotations {u}¼ {ux uy uz}

T

about the x-, y-, and z-axes. The six equations of motion are
given in the general matrix form as follows:

½M�f€uug þ ½Cu�fu̇g ¼
X

F
!

ð10Þ

½I¯ �fu¨g þ ½Cu�fu˙g ¼
X

M
!

G ð11Þ

where [M] is the mass-matrix, [Cu] is the damping matrix
for the displacements, { _uu} is the velocity vector, {€uu} is the
acceleration vector, [I ] is the rotational inertia matrix
calculated with respect to the center of gravity of the
mandible, [Cu is the damping matrix for the rotations, { _uu}
is the angular speed vector, and {€uü} is the angular
acceleration vector. The sum of the external forces (

P ~FF)
and the sum of the moments (

P ~FFG) with respect to the
center of mass are calculated using the same relations
given in equations 5 and 6 (55).

In Reference 52 the muscle forces are treated as known
external forces. This restriction is removed in later studies.
The forces on the TMJs and the teeth were calculated based
on contact constraints. This aspect of the model makes it
nonlinear. The condyle was approximated as a sphere, and
the shape of the articular fossa and articular eminence
were approximated by a third-order polynomial, based on
the dimensions measured from a skull. The cartilage was
modeled as a nonlinear spring. Damping of the jaw motion
due to friction, which originates from surrounding soft
tissues, was included in the model. The forces on the
ligaments were neglected.

Using this model, Koolstra and van Eijens performed
simulations of jaw-closing as a result of isotonic forces
(10 N) generated by various pairs of masticatory muscles
(52). This model demonstrated that the normally observed
swing-slide condylar movement along the articular eminence
can be generated by various masticatory muscles. However,
different parts of the masseter and the medial pterygoid
muscle seemed to be most suitable for this motion (52).

The mastication forces are controlled by the central
nervous system, and they are modulated by the physical
limitations of the sarcomeres, the force generating units of
the muscles (53). The force generated by the sarcomeres
depends on the length and contraction velocity of the
sarcomeres. In addition, a passive elastic force is generated
depending on the amount of stretching. These are deter-
mined empirically and expressed as the force-length (FL),
force-velocity (Fv), and stretching (Fp) factors (53). The
magnitude of the instantaneous muscle force F(t) can then
be formulated as (54):

FðtÞ ¼ Fmax½AðtÞFLðtÞFvðtÞ þ F pðpÞ� ð12Þ

where A(t) is the acitivation level of the muscle.
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The jaw-opening and closing simulations were per-
formed by Koolstra and van Eijens using equation 12 in
their dynamic model (54). In this work, they included the
jawopening muscles, in addition to the closing muscles. The
activation level A(t) was kept constant, and all muscles
were activated simultaneously. It was found that the level
of activation of the temporalis muscle parts was critical in
jaw-closing movements. The amount of jaw opening was
limited by the passive forces of the jaw-closing muscles.
However, the amount of jaw closing was not significantly
influenced by the passive forces of the jaw opening (54). The
TMJ remained loaded throughout the jaw movements.
They also concluded that the average moments generated
by the jaw-closing muscles, with respect to the center of
mass of the mandible, are responsible for stable operation
of the TMJ (52,54).

The lateral deviation of the jaw from the closed position
was also modeled by Koolstra and van Eijens (24). They
found that laterodeviations that conform to the naturally
observed ones could be generated by unilateral muscle
contractions. Their analysis concluded that movements
of the jaw predominantly depend on the orientation of
the contributing muscles with respect to the center of mass,
and not on the TMJ ligaments or passive elastic muscle
properties (24).

Deformations of the Mandible

Forces applied to the mandible cause internal stress
response within the mandible. Highest masticatory loads
are experienced when the maxillary and mandibular teeth
are in contact. During typical chewing, such high load
contacts last on the order of 0.1 s for chewing strokes and
longer for swallowing. At the end of the day, 15–30 min of
high loads are experienced by the masticatory system.
persons with parafunctional habits, such as bruxism, may
experience longer durations of high levels of loading (4).

The stress and strain distribution in the mandible
change in response to the loss of teeth (30), mandibular
reconstruction (56,57) TMJ reconstruction, presence of
dental implants (58), or prosthesis (59); consequently,
the mandible changes its geometry and material property
distribution (30). Analysis of the internal stresses in the
mandible has, therefore, a potential to aid treatment. The
deformations and internal stresses of the masticatory
system could be evaluated by modeling the mandible as
a curved beam (60), using the photoelastic method (4) or by
strain measurements. The nonuniformity of the cross-
sectional area and that of the trabeculae of the mandibular
bone, and the presence of the teeth, prevent the beam
theory from being an accurate tool of analysis. On the
other hand, the photoelastic method provides a good visua-
lization of the internal stress distribution (4). But the
trabecular architecture is generally not included in the
photelastic models. The strain measurements in vivo or in
vitro can only be performed on the surface of the bone.

The finite element method offers a suitable alternative
to model the geometric and material variations of the
mandible. Detailed analysis using FEA comes at a high
computational expense. However, combined with experi-
mental strain measurements and the photoelastic method,

for verification purposes, the FEA can be a useful tool; and,
it has been used to analyze the internal stress distribution
in the mandible (30,61–63). The FEA of a partially eden-
tulous mandible, by Hart et al., showed that the strain
distribution in the mandible is extremely complex (30).
This work showed that an asymmetrically edentulous
mandible could experience different condylar reactions
even in bilateral loading. The anterior portion of the
ramus, the coronoid process, and the attachment locations
of the muscles experience relatively high tensile stresses
under various loading conditions. The condyle experiences
relatively high compressive stresses. In general, these
results were found to be in agreement with photoelastic
stress analysis (4,30).

BIOMECHANICAL PROPERTIES OF TOOTH REPLACEMENT
MODALITIES

The treatment objectives of prosthodontic services include
maintaining and enhancing quality of life by providing the
function, comfort, and aesthetics that is compromised or
lost due to oral disease. Amount of damage to oral struc-
tures and properties of materials are two important factors
that dictate treatment techniques. Restoration is a broad
term applied to any material or prosthesis that restores or
replaces lost tooth structure, teeth, or oral tissues (17).
Patient desires and expectations aside, depending on the
extent of damage or loss, treatment options may be classi-
fied as (1) intracoronal restorations, (2) extracoronal
restorations, (3) fixed partial dentures, and (4) removable
partial dentures. Each of these treatment modalities has
several different choices that can be used by the clinician.
In addition to these treatment options, dental implants
offer an anchoring function for single tooth replacement or
support for various denture scenarios.

To meet functional, biological, and esthetic require-
ments, a ‘‘fixed’’ restoration (filling, crown, bridge) must
remain firmly attached to the tooth. In general, retention
form indicates the feature of a tooth preparation that
resists dislodgement of a crown in a vertical direction or
along the path of placement, whereas resistance form is the
feature to resist dislodgement in all other directions. Tooth
preparation also involves removal of sufficient tooth mate-
rial (reduction) so that the ‘‘replacement material’’ can
have enough bulk for structural durability.

Intracoronal Restorations

Absence of tooth structure due to caries (decayed tissue),
trauma, or developmental defects is the main indication for
intracoronal restorations. Before placement of such a
restoration, a damaged tooth is ‘‘prepared’’ by the dentist
to a certain geometric form to remove all caries, to protect
the remaining tooth structure, and to minimize the
chances of dislodgement of the restorative material during
function (i.e., eating and swallowing) and parafunction
(i.e., tooth grinding and clenching).

Metal direct filling materials are gold foil and silver
amalgam, which are supplied in many different composi-
tions. Esthetic direct filling materials, composite resins,
are BISGMA acrylic resins filled with inorganic materials.
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The preparation of the teeth for metal direct filling
restorations is different than for composite resins. Mechan-
ical locks and undercuts provide retention and resistance
to gold foil and amalgam restorations. Preparations are
usually extended into the dentin layer to have at least 1–
1.5 mm thickness of the material and to take advantage of
the elasticity difference between dentin and enamel. Com-
posite restorations, on the other hand, require less invasive
preparations. Analyses of preparation designs for various
clinical scenarios via photoelastic or finite element studies,
as well as bench tests on extracted teeth, have been con-
ducted to provide insight to the optimum preparation form
for a specific material to protect the tooth from further
damage. Strength (15), wear characteristics (64,65), and
reaction to temperature changes are examples of important
factors that have been investigated.

Inlays are alternatives to direct filling materials. Pre-
parations for this type of restoration require occlusally
diverging walls because these restorations are made indir-
ect and require a path of insertion. Gold alloys, composite
resins, or porcelain can be used as inlay materials. This
type of restoration is indicated in non-stress-bearing, two-
surface preparations (mesio-occlusal, disto-occlusal). Their
use in stress-bearing, three-surface (mesio-occluso-distal)
situations has been associated with a ‘‘wedging’’ effect,
risking cusp fractures.

Increased tooth loss or extensive caries necessitates
modification of preparations from ideal forms. At this
point, the clinician has to either employ auxilliary reten-
tion methods for direct fillings via retentive pins or
choose cuspal coverage with indirect restorations (onlay,
crown).

Extracoronal Restorations

As the damage to a tooth gets more extensive, an extra-
coronal type restoration (crown and dowel) is indicated.
Major factors that affect retention of a crown include, but
are not limited to, the degree of taper of the walls of the
prepared tooth, total surface area of the luting cement,
area of the cement under shear forces, and roughness of the
tooth surface. The resistance form of a crown includes
consideration of length of the preparation, tooth width,
and taper. Crowns can be made of gold alloys, porcelain, or
a combination of both(porcelain fused to metal).

Very often an endodontically treated tooth has a very
limited amount of coronal dentin. This is in part due to the
required access opening to perform the root canal, and in
part to previous tooth loss, i.e., existing fillings. In such
situations, foundation restorations are indicated. Fre-
quently, these restorations require utilization of dowels
(posts). A dowel is fitted into a prepared root canal of a
natural tooth. When combined with an artificial crown or
core, it provides retention and resistance for the restora-
tion. Many different geometric configurations (e.g., custom
cast, prefabricated tapered, parallel sided, threaded),
materials of different strength and fatigue characteristics,
and corrosion resistance properties (gold alloy, stainless
steel, titanium alloy, carbon, ceramic, fiber) have been
manufactured for this purpose. The effects of post length
and diameter on retention have been widely studied.

Fixed Partial Dentures (Bridges)

Fixed partial dentures (FPDs) can be used to replace
missing teeth. Whether these FPDs are supported by
natural teeth or dental implants presents different biome-
chanical issues. On natural teeth, variables such as perice-
mental support of the abutments (teeth that support the
FPD), crown-to-root ratio, configuration of the roots (i.e.,
single vs. multiple and converging vs. diverging) are
among the biomechanical factors to be considered. Avail-
able space could become an issue, as the span of the
restoration, which is dictated by dimensions of the missing
tooth/teeth, is inversely proportional to the strength of the
restoration. Similarly, height of the abutment teeth influ-
ence height of the connector (part of the bridge where
missing tooth replacement, pontic(s), connect(s) to the
retainers) and its strength. Hence, material selection is
very important. Difference in mobility of abutment teeth
may affect seating of the restoration. Another clinical
scenario involves the presence of an intermediate abut-
ment when a natural tooth located between terminal abut-
ments serves to support a fixed prosthesis. Under occlusal
loads, this ‘‘pier’’ abutment acts as an undesired fulcrum,
and the abutment with the least retention fails. To over-
come this issue, segmental bridges have been used.

Horizontal components of bite forces are transmitted in
part from posterior to anterior directions, because of prox-
imal contact of teeth within the same arch. These forces are
well tolerated by the bridge system. However, forces that
create movement toward buccal or lingual side (cheek or
tongue side) may be detrimental.

When implants are used to support and retain a fixed
prosthesis, the difference in mobility of implants is less of a
concern, because successful osseointegration is assumed
and mobility is more likely related to deformation of bone.
However, passive fit of the restoration is a difficult task to
achieve due to limitations of materials and techniques.
Misfit of restorations is reported to cause more mainte-
nance problems, rather than jeopardizing osteointegration.
Unlike natural teeth-supported FPDs, the dentist has the
control over the number, size, and location of implant
placement when an implant-supported FPD is planned
(Fig. 9).

Removable Dentures

Removable dentures are used in complete and partial
edentulism. Indications for removable partial dentures
include, but are not limited to, situations where the eden-
tulous span is very long, periodontal support is reduced,
posterior abutments are absent, and tissue loss is exces-
sive. Typically, a removable partial denture has a cast
metal framework, which extends from one side of the
dental arch to the other, regardless of the location of the
missing teeth. This ‘‘cross arch stabilization’’ by the rigid
framework helps reduce detrimental horizontal forces on
the abutment teeth.

Components of a removable partial denture (RPD) fra-
mework include major connectors, rests, direct and indirect
retainers, and minor connectors. One of the most impor-
tant aspects of removable partial denture fabrication
involves design of the framework to achieve retention,
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support, stability, comfort, function, and aesthetics. Remo-
vable partial dentures are subject to a combination of forces
arising from three different fulcrums on horizontal, sagit-
tal, and vertical planes. As described for other treatment
modalities, planning is aimed at directing forces along the
long axes of the teeth as much as possible. Factors that
influence the amount of stress transmitted to abutment
teeth include length of the edentulous span, quality of the
ridge support, clasp design flexibility and material, and
occlusal harmony.

Tooth loss in an arch varies significantly in number and
location; therefore, removable partial dentures are often
designed based on available support (tooth supported, or
tooth–tissue supported). When the tooth loss pattern
allows a tooth-supported RPD, design issues are less com-
plex. However, posterior ‘‘free end’’ scenarios present spe-
cific problems because the denture will be supported both
by teeth and tissues. Under function, healthy teeth may be
displaced as much as 0.2 mm, whereas tissue may be
displaced 1.0 mm or more. Thus, prevention of moments
on the terminal abutment teeth (teeth that are next to the
edentulous space) has been a major concern for tooth–
tissue-supported prosthesis. To minimize moments,
various clasp assembly designs, resilient precision attach-
ments, and ‘‘stress breaking’’ mechanisms have been pro-
posed.

Recently dental implants have been used to assist RPDs
in retention and support.

Complete dentures are indicated in total edentulism.
For patients that cannot adapt to complete dentures, use of
dental implants is indicated. Retentive mechanisms for
implant-assisted dentures vary from individual attach-
ments to bar systems, joining multiple implants. There
are many variations to individual attachments as well as to

bar systems. These result in different levels of retention,
support and freedom, and lack of movement in a specific
plane.

Dental Implants

A dental implant is a prosthetic device of alloplastic mate-
rial implanted into the oral tissues beneath the mucosa and
periosteal tissues and into the jaw bone to support a fixed or
removable prosthesis. A dental implant system serves as
the anchor for the prosthetic reconstruction of missing
teeth by supporting a fixed or removable prosthesis. The
system mainly consists of an implant and an abutment. A
prosthetic attachment is typically fixed on the abutment by
one of the following methods: cementation, use of an occlu-
sal screw, or a socket arrangement that allows retention of
a removable prosthesis.

The implant is the component implanted into the bone
tissue and serves the function of the root. Upon surgical
placement of the implant, a healing period of 2–6 months is
allowed during which osseointegration takes place. From
the patient’s point of view, ‘‘a fixture is considered osseoin-
tegrated if it provides a stable and apparently immobile
support of a prosthesis under functional loads, without
pain, inflammation or loosening’’ (66). During osseointe-
gration, new bone forms in contact with the implant and a
direct structural and functional connection is established,
without initiating an immune response (rejection). Miner-
alized tissue is found to be in contact with the implant
surface over most of the surface within nanometers (66).
Relative movement (micromotion) between the implant
and the bone at the time of placement is more likely to
favor development of an fibroosseous interface (28). The
presence of the implant modifies the mechanical environ-
ment in its surrounding, by altering the normal physiology,
distribution of the fluids, and force transmission (28).
Nevertheless, dental implants have high long-term success
rates (67,68) due to careful bioengineering of the choice of
materials (69), surface topography and coatings, overall
size and shape of the implant body, and thread shape.

The abutment is the component that supports and/or
retains the prosthesis (70). The abutment is secured to
the implant with a mechanical attachment method, and
ideally, it should stay fixed with respect to the implant
throughout the life of the implant. Currently, three meth-
ods are used to attach an abutment onto an implant. In the
most common mechanical attachment method, an abut-
ment retaining-screw is used to fix the abutment with
respect to the implant (70). The mechanics of this type of
screwattachment are analyzed by classic methods (71) and
the FEA (72). Another approach is to use a screw with a
relatively large tapered end (73). Finally, in some implant
systems, a tapered interference fit between the abutment
and the implant is also used to provide the connection
(74,75).

From a bioengineering perspective, an important issue
is to design the implant with a geometry that will minimize
the peak bone stress caused by standard loading (76). The
complex geometry of the implants prevents the use of
closed-form solutions in stress analysis, where simple for-
mulas relate the effect of external loads to internal stresses
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Figure 9. Schematic representation of an osseointegrated,
endosseous implant with the abutment and the restorative crown.
(From ‘‘Single tooth implants,’’ by Misch CE, in Implant Dentistry,
2nd ed., Mosby, 1999).



and deformation. The FE method has been applied to the
dental implant field to predict stress distribution patterns
in the implant–bone interface not only by comparison of
various root-form implant designs (76–80), but also by
modeling various clinical scenarios (1,58,81,82) and pros-
thesis designs (32,83–85). This method offers the advan-
tage of solving complex structural problems by dividing
them into smaller and simpler interrelated sections by
using mathematical techniques (41).

FEAs, which investigate the relation between implant
design and stress distribution, have addressed the overall
shape and size of the implant body, implant neck geometry,
and thread geometry for threaded implants. Rieger et al.
showed that a tapered design made of a material with high
elastic modulus would be most suitable to serve as a free-
standing implant (78). Holmgren et al. suggested consider-
ing application of oblique load to FEAs, indicating that these
were more realistic occlusion directions capable of causing
the highest localized stress in the cortical bone (77). These
authors found the stepped implant design to exhibit a more
even stress pattern than a straight cylindrical design.

Threaded implants exhibit geometric variations in terms of
thread pitch, shape, and depth. Threads are used to increase
the surface area of the implant (86). Use of different thread
configurations for different bone qualities has been proposed
as thread geometry may play an important role in the type of
force transmitted (70,87–89). Chun et al. showed that the
maximum stress in compact bone is higher for the plateau
design compared with the triangular or square designs and
their variations. According to these authors, screw pitch had a
significant impact on the stress distribution (90).

The transosteal region of the implant body has been
defined as the ‘‘crest module’’ (86). For most systems, this
neck portion of the implant is smooth. Different designs
include parallel, converging, and diverging sides. One
particular implant investigated by Hansson using the
FE method included both taper and retention elements
up to the crest of the implant and was found to have much
lower interfacial shear stresses compared with a smooth
neck design (76).
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13. Toparli M, Gõkay N, Aksoy T. Analysis of a restored max-
illary second premolar tooth by using three-dimensional
finite element method. J Oral Rehabil 26:157–164.

14. Rees JS, Jacobsen PH. The effect of cuspal flexure on a buccal
Class V restoration: A finite element study. J Dentistry 1998;
26:361–367.

15. Arola D, Galles LA, Sarubin MF. A comparison of the
mechanical behavior of posterior teeth with amalgam and
composite MOD restorations. J Dentistry 2001;29:63–73.

16. Imanishi A, Nakamura T, Ohyama T, Nakamura T. 3-D finite
element analysis of all-ceramic posterior crowns. J Oral
Rehabil 2003;30:818–822.

17. Anonymous. The glossary of prosthodontic terms. J Prosthet
Dent. 1999;81:39–110.

18. Tanaka E, Sasaki A, Tahmina K, Yamaguchi K, Mori Y,
Tanne K. Mechanical properties of human articular disk
and its influence on temporomandibular joint loading studied
with finite element method. J Oral Rehabil 2001;28:273–279.

19. Beek M, Koolstra JH, van Eijden TMGJ. Human temporo-
mandibular joint disk cartilage as a poroelastic material. Clin
Biomech 2002;18:69–76.

20. Williams JA. Engineering Tribology. Oxford: Oxford Univer-
sity Press; 2000.

21. DeVocht JW, Goel VK, Zeitler DH, Lew D. A study of the
control of disk movement within the temporomandibular
joint using the finite element technique. J Oral Maxillofacial
Surg 1996;54:1431–1437.

22. Akca K. H. Iplikcioglu H. Finite element stress analysis of the
influence of staggered versus straight placement of dental
implants. Int J Oral Maxillofacial Implants 2001;16:722–730.

23. Tanaka E, Rodrigo dP, Tanaka M, Kawaguchi A, Shibazaki T,
Tanne K. Stress analysis in the TMJ during jaw opening by
use of a three-dimensional finite element model based on
magnetic resonance images. Int J Oral Maxillofacial Surg
2001;30:421–430.

24. Koolstra JH, van Eijden TMGJ. Three dimensional dynami-
cal capabilities of the human masticatory muscles. J Biomech
1999;32:145–152.

25. Faulkner MG, Hatcher DC, Hay H. A three-dimensional
investigation of temporomandibular joint loading. J Biomech
1987;20:997–1002.

26. Malvern LE. Introduction to the Mechanics of a Continuous
Medium. Englewood Cliggs, NJ: Prentice-Hall; 1969.

27. van Rietbergen B, Huiskes R. Elastic constants of cancellous
bone. In: Cowin SC, editor. Bone Mechanics Handbook. 2001.

28. Martin RB, Burr DB, Sharkey NA. Skelatal Tissue
Mechanics. New York: Springer; 1998.

29. Rigsby DF, Bidez MW, Misch CE. Bone response to mechan-
ical loads. In: Misch CE, editor. Contemporary Implant Den-
tistry. 2nd ed. St. Louis: Mosby; 1999. 317–328.

30. Hart RT, Henebbel V, Thongpreda N, van Buskirk WC,
Anderson RC. Modeling the biomechanics of the mandible:
A three dimensional finite element study. J Biomech
1992;25:261–286.

31. Baimonte T, Abbate MF, Pizzarello F, Lozada J, James R. The
experimental verification of the efficacy of finite element
modeling to dental implant systems. J Oral Implantol
1996;12:104–110.

TOOTH AND JAW, BIOMECHANICS OF 427



32. Papavasiliou G, Kamposiora P, Bayne SC, Felton DA. Three-
dimensional finite element analysis of stress-distribution
around single tooth implants as a function of bony support,
prosthesis type, and loading during function. J Prosthet Dent
1996;76:633–640.

33. Sakaguchi RL, Borgersen SE. Nonlinear finite element con-
tact analysis of dental implant components. Int J Oral Max-
illo Facial Implant 1993;8:655–661.

34. Teixeria ER, Sato Y, Akagawa Y, Shindo N. A comparative
evaluation of mandibular finite element models with differ-
ent lengths and elements for implant biomechanics. J Oral
Rehab 1998;25:299–303.

35. Van Oosterwyck H, Duyck J, Vander Sloten J, Van Der Perre
G, De Cooman M, Lievens S, Puers R, Naert I. The influence
of bone mechanical properties and implant fixation upon bone
loading around oral implants. Clin Oral Impl Res 1998;9:407–
418.

36. Mow V, Kuei SC, Lai WM, Armstrong CG. Biphasic creep and
stress relaxation of articular cartilage in compression: The-
ory and experiments. J Biomech Eng 1980;102:73–84.

37. Hu K, Radhakrishnan P, Patel RV, Mao JJ. Nanomechanical
and topographic properties of the articular fibrocartillage of
the rabbit mandibular condyle. J Struct Biol 2001;136:281–
288.

38. Linn FC. Lubrication of animal joints. I, The arthrotrips-
ometer. J Bone Joint Surg 1967;49A:1079.

39. Chen J, Akyuz U, Xu L, Pidaparti RMV. Stress analysis of the
human temporomandibular joint. Med Eng Phys 1998;20:
565–572.

40. Chin LPY, Aker FD, Zarrinnia K. The viscoelastic properties
of the human temporomandibular joint disk. J Oral Maxillo-
facial Surg 1996;54:315–318.

41. Belytschko T, Liu WK, Moran B. Nonlinear Finite Elements
for Continua and Structures. Chichester: Wiley; 2004.

42. Chen J, Xu L. A finite element analysis of the human
temporomandibular joint. J Biomech Eng 1994;116:401–
407.

43. Tanaka E, Kazuo T, Sakuda M. A three-dimensional finite
element model of the mandible including the TMJ and its
application to stress analysis in the TMJ during clenching.
Med Eng Phys 1994;16:316–322.

44. Hu K, Qiguo R, Fang J, Mao JJ. Effects of condoylar fibro-
cartillage on the biomechanical loading of the human tem-
poromandibular joint in a three-dimensional, non-linear
finite element model. Med Eng Phys 2003;25:107–113.

45. Viidik A. Properties of tendons and ligaments. In: Skalak R,
Chien S, editors. Handbook of Bioengineering. New York:
McGraw-Hill; 1988. 1–19.

46. Smith DM, McLachlan KR, McCall WD. A numerical model of
temporomandibular joint loading. J Dent Res 1986;65:1046–
1052.

47. Osborn JW, Baragar FA. Predicted pattern of human muscle
activity during clenching derived from a computer assisted
model: Symmetric vertical bite forces. J Biomech
1985;18:599–612.

48. Strang G. Introduction to Linear Algebra. Cambridge, MA:
Wellesley-Cambridge Press; 1998.

49. Hatcher DC, Faulkner MG, Hay H. Development of mechan-
ical and mathematic models to study temporomandibular
joint loading. J Prosthetic Dentistry 1986;55:377–384.

50. Koolstra JH, van Eijden TMGJ, Weijs WA, Naeije M. A three-
dimensional mathematical model of the human masticatory
system predicting maximum possible bite forces. J Biomech
1988;21:563–576.

51. Koolstra JH, van Eijden TMGJ. Application and validation of
a three-dimensional mathematical model of the human mas-
ticatory system in vivo. J Biomech 1992;25:175–187.

52. Koolstra JH, van Eijden TMGJ. Biomechanical analysis of
jaw-closing movements. J Dental Res 1995;74:1564–1570.

53. Koolstra JH, van Eijden. Dynamics of the human masticatory
muscles during a jaw open-close movement. J Biomech 1997;
30:883–889.

54. Koolstra JH, van Eijden TMGJ. The jaw open-close move-
ments predicted by biomechanical modeling. J Biomech 1997;
30:943–950.

55. Tongue BH, Shepard SD. Dynamics. New York: Wiley;
56. Cox T, Kohn MW, Impelluso T. Computerized analysis of

resorbable polymer plates and screws for the rigid fixation of
mandibular angle fractures. J Oral Maxillofacial Surg 2003;
61:481–487.

57. Fernandez JR, Gallas M, Burguera M, Viano JM. A three-
dimensional numerical simulation of mandible fracture
reduction with screwed miniplates. J Biomech
2003;36:329–337.

58. Ishigaki S, Nakano T, Yamada S, Nakamura T, Takashima F.
Biomechanical stress in bone surrounding an implant under
simulated chewing. Clin Oral Impl Res 2003;14:97–102.

59. Zarone F, Apicella A, Nicolais L, Aversa R, Sorrentino R.
Mandibular flexure and stress build-up in mandibular full-
arch fixed prostheses supported by osseointegrated implants.
Clin Oral Impl Res 2003;14:103–114.

60. Hylander WL. Stress and strain in the mandibular sympha-
sis of primates: A test of competeing hypothesis. Am J Phys
Anthro 1984;64:1–46.

61. T.Korioth WP, Hannam AG. Mandibular forces during
simulated tooth clenching. J Orofacial Pain 1994;8:178–189.

62. Hirayabashi M, Motoyoshi M, Ishimaru T, Kasai K, Namura
S. Stress in mandibular cortical bone during mastication:
Biomechanical considerations using a three dimensional
finite element method. J Oral Sci 2002;44 1–6.

63. Vollmer D, Meyer U, Joos U, Vegh A, Piffko J. Experimental
and finite element study of a human mandible. J Cranio-
Maxillofacial Surg 2000;28:91–96.

64. Wassell RW, McCabe JF, Walls AW. A two-body frictional
wear test. J Dent Res 1994;73:1546–1553.

65. Wassell RW, McCabe JF, Walls AW. Wear characteristics in a
two-body wear test. Dent Mater 1994;10 269–274.

66. Skalak R, Branemark P-I. Definition of osseointegration. In:
Branemark P-I, Rydevik BL, Skalak R, editors. Osseointe-
gration in Skelatal Reconstruction and Joint Replacement.
Chicago, IL: Quintessenece Books; 1994.

67. Behneke A, Behneke N, d’Hoedt B. The longitudinal clinical
effectiveness of ITI solid-screw implants in partially edentu-
lous patients: A 5-year follow-up report. Int J Oral Maxillo-
facial Implants 2002;15:633–645.

68. Haas R, Polak C, Furhauser R, Mailath-Pokorny G, Dortbu-
dak O, Watzek G. A long-term follow-up of 76 Branemark
single-tooth implants. Clin Oral Implants Res 2002;13 38–43.

69. Lemons JE, Dietsh-Misch F. Biomaterials for dental
implants. In: Misch CE, editor. Contemporary Implant Den-
tistry. 2nd ed., St. Louis: Mosby; 1999. 271–302.

70. Misch CE, Hoar J, Beck G, Hazen R, Misch CM. A bone
quality-based implant system: A preliminary report of stage I
& stage II. Implant Dent 1998;7:35–42.

71. Shigley JE, Mischke CR. Mechanical Engineering Design.
5th ed. Cambridge, MA: McGraw Hill; 1989. 450–457.

72. Lang LA, Kang B, Wang RF, Lang BR. Finite element
analysis to determine implant preload. J Prosthet Dent
90:539–546. 2003.
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INTRODUCTION

Tracer kinetics refers to the changing distribution of a
tracer that provides information regarding a biological
system. The tracer may be introduced by injection into
the bloodstream, or inhaled, or in some cases be native. By
definition, the tracer is present in relatively small (trace)
amounts so that it has little or no effect on the system being
studied.

A large variety of tracers, along with methods for their
measurement, are employed daily in numerous medical
applications. Imaging function with tracers can provide
complementary or more relevant information than anato-
mical imaging. For example, positron emission tomography
(PET) and single photon emission computed tomography
(SPECT) imaging can track radiolabeled tracers to detect
and stage cancer, to assess neural function, to follow
response to therapy, and to detect heart disease. Magnetic
resonance imaging (MRI) with paramagnetic contrast act-
ing as a tracer is a rapidly growing area, as is ultrasound
with tracer-like microbubbles. Over 1 million patients are
imaged annually in the United States for oncology applica-
tions. Over 7 million/year have a cardiac SPECT scan,
mostly for the diagnosis of coronary artery disease.

How do these tracers work? Two brief examples will help
to illustrate the process. The first example is of tracer
applications that are suitable for analysis at equilibrium.
That is, the kinetics portion of Tracer Kinetics is not used
directly, but rather serves only to bring the tracer to some
equilibrium state. The second example is of a radiolabeled
glucose analogue, which is most often analyzed as if it were
at equilibrium, but offers more information when its chan-
ging distribution over time is considered as well. This will
provide a feel for the field of tracer kinetics and for the
controversy sometimes surrounding the use of tracer
kinetics with quantitative modeling methods, compared
to visualization of static images of tracer distribution.

‘‘Static’’ Tracers

By far, the bulk of clinical radionuclide studies use static
images acquired while the tracer distribution is changing
slowly or is fixed. Microsphere-type tracers are the sim-
plest case of this type of tracer. These tracers provide a
static distribution after their first pass and may be, for
example, 99mTc-labeled albumin, or in studies with animals
that will be sacrificed, 10–15 mm diameter carbonized
microspheres tagged with radioactive or fluorescent labels.
Such tracers lodge in capillaries in proportion to flow. The
microspheres must be infused into the left atrium or left
ventricle or will all be trapped in the lungs. Absolute flow
values in milliliters per minute per gram (mL/min/g) can be
computed using these tracers. However, the amount of
tracer in the region of interest must be known. For animal
studies with microspheres, this is done by excising the
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regions of interest after sacrifice. The small tissue regions
are counted in a type of well counter if radiolabeled micro-
spheres were used, or digested and read in a fluorimeter if
fluorescent microspheres were used.

Absolute flow calculation with microspheres also
requires knowledge of the flow to a ‘‘virtual’’ organ. This
virtual organ can be at the aortic valve at the output of the
left ventricle, in which case it is known that the full amount
of tracer enters the virtual organ at a flow rate equal to the
cardiac output. Thus if cardiac output is known and the
number of microspheres is known, then flow to any region
of interest can be computed as cardiac output x (number of
microspheres in region)/(number of microspheres injected).
The units will be milliliters per minute (mL/min), which
can be made into mL/min/g after dividing by the weight of
the region of interest.

The virtual organ could instead, for example, be in the
femoral artery if a catheter was inserted into the artery
and a blood sample withdrawn at a known flow rate during
the first pass of the microsphere injection. This knowledge
of number of microspheres in the virtual organ given a
known flow rate allows computation of the flow rates in
other regions.

Other tracers that lodge in position in proportion to flow
can provide relative flow measures though it is difficult to
provide absolute flow measures. One example of a widely
used study is 99mTc-sestamibi SPECT. Sestamibi is
injected after exercise or pharmacological vasodilation,
and rapidly equilibrates with deposition in proportion to
flow. The distribution then changes very slowly, as it is
‘‘stuck’’ in the myocardium. The timing of the SPECT scan
is then not critical. The half-life of radioactive decay of
99mTc is�6 h, so decay is not a central issue in the imaging.
These myocardial perfusion SPECT scans are done at
exercise or with a vasodilator in order to be sensitive to
stenosed coronary vessels. An excellent reference for the
use of tracers in Nuclear Cardiology, including a chapter on
tracer kinetics, is found in Ref. 1.

Dynamic Tracers

In general, a thorough understanding of the kinetics of the
particular tracer of interest leads to the best method for
processing the measurements of the tracer. Consider
fluoro-deoxyglucose (18FDG); 18FDG is a positron emitting
tracer of glucose. However, 18FDG is trapped at a certain
stage in the glycolysis cycle (Fig. 1). As with glucose,
hexokinase catalyzes its conversion from 18FDG to phos-
phorylated 18FDG, 18FDG-6-PO4. However, 18FDG-6-PO4

does not continue along the glycolysis pathway as does
glucose-6-PO4, and very little of it leaks back into the
interstitial space and vasculature. The changes in
18FDG concentration over time in an area can be repre-
sented with a physiological three compartment model as
seen in Fig. 1. Compartment models are defined in detail in
the next section. The use of dynamic (time series) images of
18FDG acquired with PET requires the application of
tracer kinetic principles to provide semiquantitative or
quantitative absolute measurements of regional metabolic
rate of glucose usage. A mathematical model that can
predict or fit the PET data and provides estimates of

meaningful physiological parameters is needed. Such
models require the arterial input function (AIF), which
is the time–activity function the tissue of interest sees as
supplying itself.

Yet, in typical clinical 18FDG PET scans, one tomographic
volume image is acquired over �5–30 min, at a time point
when the distribution of FDG is changing only slowly. Thus
the dynamic data is not used. The images are simply analyzed
visually by an experienced reader. Thus at least to date, the
complexities of acquiring the data dynamically and measur-
ing an accurate input function and performing the required
processing seemingly outweigh the gain of having a quanti-
tative measure of the metabolic rate of glucose usage. This is
not the case with some other dynamic tracers such as radi-
olabeled water, where visual analysis is not useful and kinetic
analysis is nearly essential.

Nomenclature

The study of tracer kinetics began prior to 1950, and, due to
its myriad applications in a breadth of fields, has had a
number of different terms used to describe the same things.
Some unified nomenclature was proposed for use with
tracer kinetics for biomedical research in 1990 (2). The
paper includes a 170 term glossary, but has not prevented
the field from having a rich array of discrepant notation
and terminology.

Tracer kinetics have been rapidly growing in use with
MRI applications. Sufficient research has been published
using dynamic contrast enhanced (DCE) MRI with confus-
ing terminology to motivate a paper by MRI researchers
regarding terminology for the popular two compartment
Kety–Schmidt model. The paper proposes using Ktrans and
kep for the washin and washout rate constants in the two
compartment model (see Fig. 2 and the section on two
compartment models below).

Pharmacokinetics is a large related field of study that
uses tracer kinetic techniques, sometimes with different
nomenclature. The pharmacokinetics field generally seeks
to understand drug and biochemical delivery patterns.
Drugs of interest may be radiolabeled or tagged with
fluorescent or other substances so that they can be tracked
and their spatiotemporal behavior identified.
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Figure 1. Three-compartment model. For FDG, k1 represents
uptake into a free compartment outside the vasculature. The
parameter k2 is the washout of free FDG back into the vasculature;
k3 represents the rate constant of phosphorylation of FDG to FDG-
6-PO4; and k4 represents the rate constant of dephosphorylation
and is relatively small. Note the concentration measured in the
tissue, Ct(t) in the text, is Ct(t)¼C2(t)þC3(t) (illustrated by the
largest box).



COMPARTMENT MODELING

By kinetic modeling we refer to using any of a number of
quantitative approaches to extracting information from a
time series of data. All of these approaches invoke some
sort of mathematical model in order to parameterize the
data. The idea is that the parameters can provide more
information than processing without models or simple
visual examination of the data can provide.

Depending on the type of tracer or contrast agent used,
and on the fidelity and resolution of the signal, appropriate
models can be selected. That is, the models should not
include detail that cannot be discriminated by the mea-
sured data, even if it is known to exist physiologically. In
practice, almost all models will be required to be simplified
versions. The models also need to have useful parameters
for the task at hand. Compartment models are widely used
for a number of applications due to their relative simplicity
and physiological relevance.

A compartment refers to a well-mixed volume in a
system of interest that can be considered to have a homo-
geneous concentration of the tracer. A widely used com-
partment model of interest is the two compartment model
(Fig. 2). This case is often an extremely useful approxima-
tion to the system of interest. For example, one compart-
ment is considered to be the vasculature, and one
compartment is the tissue of interest. The washin and
washout rate constants k1 and k2 (or Ktrans and kep) govern
the concentration in the tissue compartment. The driving
compartment, the arterial input function, is usually con-
sidered to be measured or otherwise known. For this
reason, some authors call this a one compartment model.

Note that a compartment model is often used even in the
analysis of multiple heterogeneous regions. Typically, it is
assumed that all are driven by the same input function.
That is, the blood ‘‘compartment’’ is the same for all of the
regions, but the tissue kinetic parameters of uptake and
washout of each region may vary. The model remains the
same, but the parameters are different for each region.

Kety Model

The roots of compartment modeling approaches are found
in Kety’s seminal work in the 1940s (3,4). Kety and

Schmidt were the first to successfully determine the cere-
bral blood flow (CBF) and oxygen consumption in a rela-
tively noninvasive way. They had normal volunteers
breathe air with a �5–10% concentration of nitrous oxide.
The nitrous oxide that was used as a tracer is an inert gas
that is soluble in the brain tissue. They then applied the
Fick principle to determine CBF. The Fick principle is
simply mass balance for convective systems. Use of the
Fick principle gives

QbðtÞ ¼ CBF

Z t

0
CaðtÞ � CvðtÞdt (1)

where Qb is the mass quantity of tracer per 100 g in the
brain, CBF is the flow of the tracer (and of the blood) in mL/
(min�100 g), Ca is the concentration of the tracer in g/mL,
and Cv is the concentration of the tracer in the venous
blood. Alternatively, for experiments with radiolabeled
tracers, Q could instead be in terms of activity in Bequerels
and concentration in terms of activity/milliliters.

Rearranging and evaluating at a time t�15 min when
the system is at equilibrium gives the equation Kety used
for global CBF:

CBF ¼ QbR t
0 CaðtÞ � CvðtÞdt

¼ lCvðtÞR t
0 CaðtÞ � CvðtÞdt

(2)

Here the venous concentration times l, which is the solu-
bility constant or partition coefficient for nitrous oxide, is
used as a measure of the amount of tracer in the brain at
equilibrium. The partition coefficient refers to the concen-
tration of the tracer in the tissue divided by the concentra-
tion in the blood at equilibrium (at equilibrium arterial and
venous blood ideally have the same concentration).
Another way to consider the partition coefficient is as a
virtual volume, relative to the volume the tracer distri-
butes in a unit of blood. Thus l is also called the distribu-
tion volume. For water, l¼ 1. For nitrous oxide l¼ 0.48
mL/mL. The parameter l is also sometimes given in units
of g/g or mL/g when the density of blood is �1.06 g/mL or
the specific gravity of gray or white matter �1.05 are used.

For an extracellular tracer such as gadolinium-diethy-
lenetriamine penta-acetic acid (DTPA), l� 0.3. Figure 2
shows a graphic interpretation of the distribution volume
for gadolinium.

In practice, venous measurements of nitrous oxide con-
centration are taken from an internal jugular vein, and
arterial concentrations from a peripheral arterial line. This
gives an accurate measure of whole brain CBF, �50 mL/
(min�100 g) in normal humans.

PET H2
15O Compartment Model

Interestingly, at first glance Kety’s use of the Fick principle
does not appear to link to most of today’s compartment
models. The approach today is often to write a system of
differential equations to describe the behavior of the tracer,
and then solve the equations to get a form such as:

CtðtÞ ¼ CaðtÞ� k1e�k2t (3)

where � denotes convolution, and the arterial input func-
tion Ca(t) convolved with one or more exponential terms is
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Figure 2. A compartment model type view of a section of capillary
(lower two segments) and a section of tissue. The arrows represent
the exchange that would occur with an extracellular tracer such as
gadolinium. Water would distribute throughout all four regions
shown.



fit to the measured image data Ct(t). Though the Kety form
has no derivatives or convolutions, Kety’s Eq. 2 can be
rearranged in a similar form. This rearrangement is illu-
strated by describing the use of a two compartment model
for PET H2

15O. Water rapidly diffuses across capillary and
cellular membranes, so one can postulate based on Fig. 2
that the rate of change of concentration in the tissue
compartment is equal to the input to the compartment
(the rate constant k1 times the arterial concentration)
minus the output from the compartment (Ct times the rate
constant k2).

dCt

dt
¼ k1Ca � k2Ct (4)

For the tracer water, k2¼ k1 since the capillary membrane
appears symmetrical to this tracer and the distribution
volume is 1. Solving this first-order differential equation
gives Eq. 3. Note that integrating both sides of Eq. 4 gives
the form seen in Kety’s Eqs. 1 and 2.

The model can be made more general for tracers that are
not freely diffusible everywhere (as water is) by including
the partition coefficient. That is, for the more general case
of diffusible tracers, k1¼F and k2¼F/l. This formulation
allows estimation of both flow to the region of interest
(perfusion) and the volume of distribution of the tracer.
Both of these measures can be useful clinically.

Tracer Kinetics of Gadolinium Measured with MRI

Less straightforward tracers, such as the paramagnetic
moiety Gd-DTPA used in dynamic contrast MRI, can also
be approximated with the two compartment model. Gado-
linium diffuses out of the vasculature into the interstitial
space, but does not enter cells. Thus the distribution
volume reflects the size of the interstitial space. This lack
of distribution into cells also creates complications when
water exchange is considered. That is, Gd-DTPA is not
detected directly with MRI as is the case with radionuclide
detection. It is detected by how it changes the relaxation
rates of hydrogen in its local microenvironment by inter-
action of its electrons and the hydrogen protons in blood or
tissue (5). So, if water (hydrogen) is moving between where
the Gd-DTPA is in the interstitial space and the intracel-
lular space free of gadolinium, it experiences different
microenvironments and thus different relaxation rates.
Assuming the rate of exchange of water molecules across
the cell membrane is rapid, one can neglect this effect on
the image signal intensity. Otherwise, more complicated
modeling including the water exchange is needed.

Another interesting example of tracer kinetics is the use
of gadolinium contrast enhanced MRI for determining if an
area of cardiac muscle is dead or alive. A static scan �15
min after contrast injection can show that gadolinium is
present at a higher concentration in infarcted tissue com-
pared to normal tissue. This delayed enhancement is most
easily understood through a tracer kinetics approach.
Figure 3 shows the time curves from a normal and abnor-
mal region and one can see the abnormal region washes in
more slowly, but the washout is a slower process. Another
way of interpreting this is the distribution volume is larger.
This corresponds intuitively to the agent having more

volume to distribute in within regions where cell mem-
branes have been destroyed, since gadolinium is an extra-
cellular tracer.

The volume/g of tissue that is occupied by cells in the
heart muscle is estimated as �70%. The interstitial space,
or distribution volume for Gd-DTPA, has been reported as
ve � 0.3 mL/g in healthy tissue, where ve stands for volume
of extracellular extravascular space and is used in place of
the symbol l. This distribution volume increases if cell
membranes are disrupted as in acute myocardial infarction
(heart attack). Scar tissue, composed of a collagen matrix,
will still accumulate gadolinium if it is still perfused. This
is likely because the collagen matrix has more interstitial
space, but is still not completely understood (6).

Another issue for most tracers is that tissue regions of
interest contain on the order of 10% of their volume as
vasculature. Thus the time curve Ct(t) is biased by a
contribution from something similar to Ca(t). [Due to hema-
tocrit changes in smaller vessels and delay and dispersion,
it may not be exactly Ca(t).] One method of accounting for
this is to include another parameter in the fit to estimate
the blood volume in the region of interest:

CtðtÞ ¼ CaðtÞ�k1e�k2t þ vbCaðtÞ (5)

The vb parameter can also be used to model blood signal in
tissue that arises from partial volume effects. Figure 4
illustrates the use of vb to account for blood spillover into
the tissue in a dynamic cardiac MRI study.

Intravascular tracers that do not leave the vasculature
may be used to obtain measures of blood volume and to
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Figure 3. (a) Time curves from measured uptake in region cor-
responding to arrow in the middle image, distribution volume
ve¼ 0.58 mL/g. The blood input is from a region of interest drawn
on the left ventricle cavity. The fit is from a two compartment
model for gadolinium-DTPA. (b) ‘‘Delayed’’ image of a short axis
slice of the heart(right ventricle on left, left ventricle the large
doughnut structure with its endocardial wall traced in green) from
MRI acquired �15 min after contrast injection, showing subendo-
cardial inferior infarct (arrow). (c) Curve from a remote normal
region, ve¼0.37. The magnitude and spatial distribution of ve may
help characterize the infarct better than delayed enhancement
alone.



measure flow and can be analyzed as

CtðtÞ ¼ CaðtÞ�hðtÞ (6)

where in this case h(t) is not parameterized and the peak
value of h(t) can be shown to reflect flow (7).

Impulse Response

The response of a system to the input of an impulse, or a
delta function d( ), completely characterizes the system if it
is a linear time-invariant system. Equation 3 shows that
the impulse response for a two compartment model with
rate constants k1 and k2 is k1 � expð�k2tÞ.

While many physiological systems are not linear time
invariant, linear time-invariant systems often serve as a
good approximation. Examples of nonlinear systems
include enzyme kinetics, saturable receptors, or any pro-
cess that saturates (as the input continues to double the
output does not). Too much of any tracer may force a
system to nonlinearity, or at least to some abnormal phy-
siological state. For example, at some point there could be
so much FDG in the blood stream that doubling the amount
only changes the uptake in the tissue by a small amount.
More complicated nonlinear and time-varying models are
needed for processes such as insulin kinetics (8).

Three or More Compartments

More complex systems, for example, when a tracer diffuses
out of the vasculature and may either diffuse back, or

remain freely available in the interstitial space, or under-
goes a chemical trapping such as phosphorylation, requires
a more complex model. The two compartment model may
not be sufficient since the tissue now has two different pools
of nonuniform concentrations. Note that these pools gen-
erally are not measured separately (Fig. 1). The two com-
partment model can still be used as an approximation, but
a three-compartment model (Fig. 1) is likely more appro-
priate. A more complex model with four compartments has
also been proposed for the case of FDG uptake in skeletal
muscle (9).

Order of Model

How does one determine if the lower order model or the
higher order model is best to use? This is certainly very
task dependent, and is an open question. One approach is
the Akaike Information Criteria, or AIC (10). This measure
is based on the intuitive notion that as the number of
parameters increases, the fit to the data should improve
in proportion (AIC¼ residual sum of squares þ2�P, where
P is the number of parameters being fit).

If the tracer kinetics are not well understood and the
order of model to use is unclear, more exploratory methods
such as spectral analysis are appropriate. Spectral analysis
models the impulse response as a summation of a number
of exponentials (11). That is, spectral analysis is a type of
generalized compartment model where the impulse
response is a linear combination of N decaying exponen-
tials: hðtÞ ¼

PN
i¼1ai expð�bitÞ. For example, if the data

truly is from a two compartment model, then only one of
the exponential terms will have a nonzero coefficient. The
drawback, or advantage, depending on one’s viewpoint for
a particular problem, is that the coefficients are fixed so
that the problem becomes linear as only ’s need be esti-
mated. The selection of the spectrum of exponentional
decay rates can thus be quite important. A logarithmic
distribution of has been used in PET (11).

Even if the model is well-known, spectral analysis may
be a desirable approach since the linearized fitting can be
more rapid than standard nonlinear compartment model-
ing. Several published studies in PET and SPECT have
found high correlations between compartment modeling
and spectral analysis methods. Such studies are reviewed
in Ref. 12.

A higher level of realism can be obtained by using a
distributed model of multiple parallel pathways of capil-
laries feeding the tissue region of interest. XSIM is freely
available software useful for modeling such distributed
systems where blood–tissue exchange units form basic
building blocks that can have differing delays or flows or
permeability (13). Most often the measurement system,
particularly medical imaging, does not have the spatial and
temporal resolution and is too noisy to robustly use such a
complex model. Such models are, however, of great impor-
tance in understanding the underlying physiology (8,13).

Model-Free Methods

It is not required to use a specific model. Some ‘‘model-free’’
methods are easier to use or have the advantage of making
fewer assumptions regarding the tracer distributions. The
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Figure 4. Short axis dynamic cardiac MRI time series study. (a)
MRI image precontrast. Epicardial (light blue) and endocardial
(orange) regions that give the tissue curves in (b) and (c) are
marked. Parts (b) and (c) use the same blood input function and
should have similar flows as implied by the Ktrans (Ktrans¼k1)
values given. The point here is that due to partial volume effects,
typical upslope or percent enhancement semiquantitative mea-
sures would incorrectly give very different flow indices for the two
regions. The model used Eq. 5 to obtain blood volume vb values to
compensate for partial volume effects.



downside is that the parameters may not offer as much
insight into physiological mechanisms underlying the ima-
ging results.

The mean transit time is a measure of how long the
tracer requires to pass through the capillary bed from the
arterial to the venous side. One can consider the impulse
response as a histogram of transit times through the
region. The expected value of the impulse response pro-
vides the mean transit time if there is no recirculation
½t ¼

R
thðtÞdt�. Or, for a short bolus, the area divided by the

height at time zero of the tissue uptake time curve gives t.

t ¼
Z1

0

CtðtÞdt=Ctð0Þ

The mean transit time is on the order of 5 s for nondiffu-
sible intravascular tracers in the brain, and on the order of
minutes for diffusible tracers (14). Or one can define the
mean transit time as the inverse of the washin rate con-
stant, 1/k1(14).

Other easily computable parameters such as maximum
upslope, percent signal enhancement, area under the
curve, or the time until peak signal have been suggested
and used as model-free approaches.

ESTIMATING KINETIC PARAMETERS

Weighted Least Squares

The estimation of kinetic parameters from noisy data is a
well-studied problem. The errors in the parameters can be
estimated based on the variance in the data. The model can
be written as:

CtðtÞ ¼ hðtÞ�CaðtÞ þ e (7)

where e is an additive noise process. The impulse response
can be cast in a toeplitz matrix H and the equations
expressed

y ¼ Hbþ e (8)

where y¼Ct(t), possibly for multiple regions, and
b¼Ca(t), and the unknowns are the parameters p that
form H. The weighted least-squares fitting process mini-
mizes y�Hb, weighted by the data covariance matrix
F¼ cov(y):

min
p
ðy�HbÞTF�1ðy�HbÞ (9)

If the measured data y have uniform Gaussian noise then
F�1will be a diagonal matrix with on the diagonal and will
not be any different from an unweighted fit. Technically, F
should be the covariance matrix of the residuals y�Hb,
since b is typically a measured quantity with noise. Hues-
man and Mazoyer compared the results with the use of
cov(y) and cov(y�Hb) as the weighting function in the
fitting of dynamic PET data with a noisy arterial input
function (15).

One can consider the system of equations (Eq. 8) in the
more ‘‘standard’’ form of y¼Ap, where p are the unknown
parameters. If we assume the model is linear in the para-

meters (i.e., dy/dp¼A) then the best linear unbiased esti-
mate, the estimate with minimum variance (16), is given by

p ¼ ðATF�1AÞ�1ATF�1y (10)

This gives the parameters that minimize the cov(p) matrix
E½ðp� p̂Þðp� p̂ÞT�. The point is that given this form, one can
show that the resulting cov matrix of the parameter esti-
mates is the Fisher information matrix

covðpÞ ¼ ðATF�1AÞ (11)

where A are the partial derivatives with respect to the
parameters of the model, also called the senstivity matrix.

More commonly, and for the case of a compartment
model, the matrix A will be a function of the parameters.
So the model will be nonlinear in the parameters. Equation
11 still holds if A is evaluated at the true parameters p, and
the measured data are Gaussian (17).

The cov(p) is the combination of the sensitivity matrix A
and the data covariance matrix F. In addition to providing
a way to estimate the error in the fitted parameters, one
can also compare data acquisition strategies in this man-
ner. Mazoyer and Huesman compared input function
shapes and temporal sampling strategies by comparing
the determinants of their information matrices (17).

Note that Eq. 8 need not only represent a single mea-
sured region. The measured curves y and impulse
responses can be stacked to form a larger system of equa-
tions using the same AIF b and different parameters for
each region. (see, e.g., Ref. 18).

Bayesian Approaches

Two quite different Bayesian approaches have been pub-
lished. One class of methods combines tomographic recon-
struction with compartment models (19,20). The method in
(19) assumes the AIF is known a priori and then
encourages the reconstructed time courses of each voxel
to fit a two compartment model. The reconstruction is
performed simultaneously to satisfy the tomographic
reconstruction criteria that the projections of the estimated
image match the measured projections. The method was
applied to dynamic teboroxime SPECT data and resulted in
improved washin estimates.

Another type of Bayesian approach is to use multiple
(normal) regions to estimate the kinetic parameters using a
two step process (21). The first iteration calculates the
parameters for the regions independently. These are then
averaged and their covariance matrix computed and used
in the second step in a penalized least squares, or Bayesian,
formulation:

min
p
ðy�HbÞTF�1ðy�HbÞ þ ðp� mÞTV�1ðp� mÞ (12)

where p are the parameters to be estimated, is the average
of the parameters estimated in the standard fashion, and

V¼1=M
XM

m¼1

ðpm�mÞðpm�mÞþ1=M
XM

m¼1

ðAmFm�1

AmT Þ�1 (13)

That is, V is the standard deviation of the parameters
estimated in the first step and the estimated uncertainty
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of the parameter estimates. The parameter M is the num-
ber of regions (assumed homogeneous) and m is used to
index the M regions. This approach is equivalent to a
specific case of ridge regression (22). These Bayesian meth-
ods represent a new class of analysis techniques for tracer
kinetics.

IMPROVING AND AUTOMATING ANALYSIS OF THE
KINETIC TRACER CURVES

While some applications have sufficient signal-to-noise ratio
(SNR) to perform pixelwise analysis of the kinetic tracer
curves, other applications can benefit greatly from spatial
averages of the data. Methods such as factor analysis and
clustering can be useful for automatically identifying blood
and tissue curves from the image series data (23). This
approach may give better kinetic parameter estimates
and be more automated than manual delineation of regions.

Factor Analysis

Factor analysis, also termed FADS, which stands for Fac-
tor Analysis of Dynamic Structures, has been somewhat
widely used in nuclear medicine applications (24–27). The
FADS is essentially principal components analysis fol-
lowed by a ‘‘rotation’’ to satisfy nonnegativity conditions.
While this does not provide a unique solution, several
different FADS methods have been validated as clinically
useful for certain tasks. As well, a number of modifications
to the basic method to incorporate additional information
have been proposed, for example, (27).

Clustering

Clustering is becoming a popular method for a data-driven
approach to choosing the regions. K-means clustering, also
termed c-means clustering, groups alike time–activity
curves (or time-concentration curves) by computing a dis-
tance between each pair of curves and grouping curves into
the cluster that they are closest to. The cluster centers are
updated (continuously or at discrete intervals). Most often
a Euclidean distance is used to determine to which cluster a
voxel belongs.

It is still an open issue to make factor analysis, cluster-
ing, and automated approaches robust and clinically prac-
tical. Quantitative imaging finds particular importance for
longitudinal studies. These studies also need robust regis-
tration and processing methods to perform well.

Since a number of the analysis methods are nonlinear, it
is typically left to empirical task-specific studies to deter-
mine if specific image processing methods can significantly
impact the accuracy or robustness of the results.

ISSUES WITH THE ARTERIAL INPUT FUNCTION, AIF

Importance of an Accurate AIF

In order to obtain accurate absolute measures of kinetic
parameters, it is important to use an accurate arterial
input function. This is critical for any of the models or
model-free approaches that use the AIF. Accurate input

functions, or at least some measure of what the tissue
‘‘sees’’ is essential for obtaining quantitative parameters
and is intrinsic to model-based methods. Many ‘‘model-
free’’ methods also rely on measures of input and output to
obtain the mean transit time from the images. As other
issues key to acquiring good quality dynamic data (scan-
ners, computer speed, and memory) are surmounted, more
effort is being focused on estimating the AIF more accu-
rately and automatically.

In many situations, it is difficult to obtain an accurate
AIF. If the tracer of interest binds to red blood cells or
plasma proteins, then the AIF obtained from the images
does not reflect the concentration of the tracer that is
available for uptake by the tissues. Or the contrast agent
in MRI may be saturated and not provide a true measure of
gadolinium concentration when the concentration is high,
or there may be flow effects that change the MRI signal.
Arterial blood samples and subsequent processing are
required to obtain accurate AIFs in these settings.

Methods for Improving the AIF Measurement

A number of techniques for improving the AIF have been
proposed. For example, in contrast MRI studies of the
brain, either a cluster or a single voxel that meets certain
criteria can be automatically obtained and used as the AIF.
In MRI cardiac studies, either a small bolus given before
the main bolus to give the shape of the AIF curve without
saturation, or a pulse sequence modification to obtain a
nonsaturated AIF are current methods to improve AIF
estimation.

Blind Deconvolution—Methods for Estimating
an Unmeasured AIF

There have recently been efforts to estimate the arterial
input function jointly with the parameters of interest. That
is, given the measured data y, estimate both H and b in the
equation:

y ¼ Hbþ e (14)

In the field of telecommunications, this is termed blind
estimation or blind deconvolution, since the input is not
known (28). While this is not possible given a single region
of interest, multiple regions with differing kinetic para-
meters, driven by the same input, can provide a system of
equations with sufficient measurements to estimate the
AIF within a global scale factor. Then, Eq. 14 is composed of
a number of stacked matrices (18). Another way to see this
is to consider two regions without using the matrix for-
mulation:

y1ðtÞ
y2ðtÞ

¼
¼

bðtÞ�h1ðtÞ
bðtÞ�h2ðtÞ

(15)

Then convolving both sides of Eq. 16 with h2(t) and sub-
stituting from Eq. 12 gives the ‘‘cross-relation’’ expression
(29):

h2ðtÞ�y1ðtÞ ¼ h2 ðtÞ�b|{z} ðtÞ�h1ðtÞ

y1ðtÞ�h2ðtÞ ¼ y2ðtÞ�h1ðtÞ
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This last expression can be solved for p (recall h is a function
of p) with no knowledge of the AIF! The solution is unique
with a two compartment model and the use of two different
regions, to within a global scale factor (18). A three-
compartment model requires more than two regions (or
the use of other constraints) to obtain a unique solution (30).

The blind deconvolution method is sensitive to noise
(18). Future hybrid approaches incorporating some mea-
surements and other a priori information such as popula-
tion expectations with the blind deconvolution technique
will likely result in less sensitivity to noise and artifact.

FUTURE ISSUES

The last few topics—the Bayesian fitting approaches, fac-
tor analysis, clustering, and blind deconvolution represent
cutting-edge directions for analysis of tracer kinetics data.
These techniques need more research and validation before
being widely used in clinical applications.

More and more dynamic studies of tracer kinetics will be
performed as the equipment (in particular computer speed
and disk space) allows dynamic acquisition and processing
with smaller penalties. While the analysis of the studies
will be task dependent, insight into the fundamentals of
acquiring and analyzing tracer kinetics will be applicable
to all fields.

Tracer development is perhaps in its highest gear ever
since the largest advances, particularly in molecular ima-
ging, are likely to result from new, more specific, and more
physiologically relevant tracers. A hot area is the design of
tracers to follow genes of interest, reporter genes, and to
track stem cells and disease processes (31).

While the ideal tracer may go in proportion to the site of
interest and be stuck there so that static imaging provides
full information, it is much more likely that tracers will
continue to exhibit complex properties. Thus research into
optimal acquisition and analysis of the temporal and spa-
tial distributions of the tracer will remain an important
field and will likely even grow in significance. Analysis of
dynamic data can offer quantitative and possibly even
absolute measures of many clinically important para-
meters. The use of tracer kinetic principles and image time
series from modalities such as optical, MRI, ultrasound,
PET, and SPECT will continue to have very important
application to cardiac, brain, renal, liver, and other
dynamic systems.
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INTRODUCTION

The field of pain management is a rapidly expanding one,
and new treatment modalities are being discovered or
rediscovered. Electroanalgesia has a long and sometimes
dubious history, dating back to the ancient Egyptians.
However, the publishing of ‘‘the gate control theory’’ of
pain transmission in 1965 by Melzack and Wall trans-
formed our understanding of pain, its transmission, and
how it is modulated. With this discovery, electroanalgesia
underwent a revolution, and transcutaneous electrical
nerve stimulation (TENS) was developed and is continu-
ally being refined. Today, our understanding of the
mechanism by which TENS produces analgesia continues
to expand does its potential applications.

This article provides a review of pain, its definition,
types, and physiology. It provides background information
and theories surrounding the mechanism of analgesic
action of TENS and the development of electroanalgesia.
It discusses the usage, design, applications, and warnings
surrounding TENS.

WHAT IS PAIN?

Pain is an unpleasant sensory and emotional experience
associated with actual or potential damage, or described in
terms of such damage. Pain serves as an essential defense
mechanism to protect one’s body from potential damage.
Indeed, the disastrous consequences of diminished or

absent pain signaling become readily apparent in diseases
and conditions that result in partial or complete damage of
the nerves that innervate the extremities (e.g., diabetic
neuropathy, tables dorsalis, tuberculoid leprosy, and many
others). While serving an essential function, pain can often
present for physiologically inappropriate reasons, continue
far past the removal of noxious stimuli, remain long after
wound healing, or even present for purely psychological
reasons. This maladaptive and uncontrolled pain cycle
afflicts an estimated 40 million Americans (1), and
research into the causes and cures of pain is a rapidly
expanding branch of medical science and forms the basis
for a multibillion dollar a year, multidisciplinary industry.

Pain can be categorized either temporally as in acute
or chronic pain or by the mechanism. Nocioceptive–
inflammatory pain is produced after an appropriately
perceived tissue injury. Neuropathic pain, however, is
produced by nerve injury that is inappropriately perceived
due to neuroplasticity. Often described as a burning or
electric sensation, neuropathic pain can persist long after
an injury or for completely idiopathic reasons. Even simple
light touch or changes in temperature are enough to trigger
severe bouts of extreme pain, lasting seconds to hours or
longer (i.e., trigeminal neuralgia).

Phantom limb pain is another incompletely under-
stood neuropathic phenomenon and occurs in 50–67% of
postsurgical amputation patients (2). It is often described
as a minor-to-severe cramping or, less commonly, as a
burning sensation (3). While this commonly subsides with
time, in �10% of patients, this pain persists and is often
refractory to NSAID or opiate therapy, traditional first and
second line agents in the treatment of pain.

THE PHYSIOLOGY OF PAIN

The process of nocioception is complicated, but can be
divided into four distinct physiological processes transduc-
tion, transmission, modulation, and perception. Transduc-
tion, the translation of noxious stimuli into electrical
activity at the sensory endings of nerves, occurs at unspe-
cialized mechano-, thermo-, or polymodal (thermal and
chemical) nociceptors, as well as at unspecialized nerve
endings.

Polymodal nociceptors respond to a variety (i.e., che-
mical, mechanical, and temperature extremes) of intense
noxious stimuli. Thermonociceptors are distinct from
thermoreceptors that transmit non-noxious temperature
information. This class of nocioreceptors functions from
temperature ranges of roughly <5 to >45 8C. Mechan-
onociceptors are activated when intense pressure stimu-
lates them; as with thermonociceptors, the mechanon-
ociceptors are distinct from the receptors that transmit
non-noxious light and strong touch, vibratory in-
formation, and so on. Additionally, visceral ‘‘silent’’ noci-
ceptors exist in a default dormant state and are usually
activated only in the presence of inflammatory mediators.
These silent nociceptors likely are involved in hyperalgesia
as discussed below.

In the peripheral nervous system, small unmyelinated
C polymodal nocioceptive fibers, as well as the larger,
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lightly myelinated Ad mechano- and thermonocioceptive
fibers transmit noxious stimuli to the dorsal horn of the
spinal column. The small C fibers are responsible for what
is termed slow pain and transmit data at under 2.5 m�s�1.
These small fibers outnumber the larger, lightly myeli-
nated Ad fibers, responsible for fast pain, which conduct at
a rate of 4–30 m�s�1, by a ratio of �7 : 1 in the epithelium.
The concept of slow and fast pain is easily conceptualized
by a hypothetical injury of one stepping on a nail. The
initial sharp sensation, or fast pain, is transmitted by the
larger Ad fibers, while the nagging dull ache, or slow pain,
is transmitted by the smaller, unmyelinated C fibers
(Fig. 1).

The Ad fibers synapse with projecting neurons in lamina
1 of the dorsal horn of the spinal cord. In addition to this

direct, afferent input, these projecting neurons receive
indirect input from the stalk cell neurons in lamina II.
These stalk cell interneurons of lamina II receive their
afferent input from the C fibers that synapse with them.
The projecting neurons of lamina V receive afferent input
from the large myelinated Ab, non-noxious, sensory fibers
via dendtritic synapse in lamina IV, from synapse with Ad

fibers in lamina V, and project both to lamina III as well as
higher cortical centers (5,6) (Fig. 2).

In the dorsal horn of the spinal cord at the synapse level,
the afferent pain signal can be modulated to either lessen
or amplify the body’s response to the pain signal. Serotonin
as well as norepinephrine act either directly presynapticly
to inhibit the propagation of the pain signal or via activat-
ing inhibitory interneurons. The enkephalins, endogenous
d and m opiate receptor agonists, function at this level to
serve a similar inhibitory function. The neuromodulator
peptide, substance P is released, along with glutamate
from the C fibers, and both work alostericly to amplify
the pain signal transmission to higher levels.

Once in the dorsal horn of the spinal cord and after
synapse, the afferent pain signal is transmitted to higher
cortical centers via either the spinothalamic, spinoreticu-
lar, spinomesencephalic, cervicothalamic, or spinohypo-
thalamic pathways. Perception is the final process where
all above processes as well as prior physical and psycho-
logical experiences interact and create the final subjective
and emotional experience of pain. The opioids, both endo-
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Figure 1. Propagation of action potentials in sensory fibers
results in the perception of pain. (Modified from Ref. 4). (a) This
electricle recording from a whole nerve shows a compound action
potential representing the summated action potentials of all the
component axons in the nerve. Even though the nerve contains
mostly nonmyelinated axons, the major voltage deflections are
produced by the relatively small number of myelinated axons. This
is because action potentials in the population of more slowly
conducting axons are dispersed in time, and the extracellular
current generated by an action potential in a nonmyelinated axon
is smaller than the current generated in myelinated axons. (b)
First and second pain are carried by two different primary afferent
axons. First pain is abolished by selective blockade of Ad myeli-
nated axons (middle) and second pain by blocking C fibers (bot-
tom).
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Figure 2. Nociceptive afferent fibers terminate on projection neu-
rons in the dorsal horn of the spinal cord. Projection neurons in
lamina I receive direct input from myelinated (Ad) nociceptive
afferent fibers and indirect input from unmyelinated (C) nocicep-
tive afferent fibers via stalk cell interneurons in lamina II. Lamina
V neurons are predominately of the wide dynamic-range type. They
receive low threshold input from the large-diameter myelinated
fibers (Ab) of mechanoreceptors, as well as both direct and indirect
input from nociceptive afferent fibers (Ad and C). In this figure the
lamina V neuron sends a dendrite up through lamina IV, where it is
contacted by the terminal of an Ab primary afferent. A dendrite in
lamina III arising from a cell in lamina V is contacted by the axon
terminal of a lamina II interneuron. (Adapted from Ref. 4.)



genous and exogenous, function to alter perception of pain
at the cortical level, as well as to activate inhibitory inter-
neurons in the periaqueductal gray area (Fig. 3).

HYPERALGESIA AND SENSITIZATION

In certain situations, nociceptors can become exquisitely
sensitive to stimulation or activated in greater numbers
than usual. This results in hyperalgesia and is termed
sensitization; this process occurs via distinct mechanisms
both peripherally as well as centrally. While peripheral
sensitization occurs in both acute and chronic phases of
injury, central sensitization generally occurs in the chronic
phase of insult, after repetitive noxious events.

Upon peripheral injury, for example, an epithelial inci-
sion, inflammation is affected via a large number of che-
mical mediators, such as prostaglandins, leukotrienes,
bradykinin, serotonin, substance P, histamine, potassium,
and others, released from both damaged, as well as sur-
rounding tissues (5). These inflammatory mediators serve
not only to result in inflammation, but also serve to
decrease the threshold to stimulate surrounding nocicep-
tors. This can be done by directly acting to affect sensitiza-
tion or by working in tandem to sensitize nociceptors via
another chemical mediator. For example, bradykinin is an
important and extremely potent mediator of hyperalgesia.

It works not only to directly sensitize the nociceptive fibers
(i.e., C and Ad fibers), but also serves to stimulate local
tissue to produce prostaglandins, which themselves result
in sensitization. In addition to bringing about sensitization
of nociceptors, some chemical mediators directly activate
nociceptors, for example, histamine activating polymodal
nociceptors (Table 1).

With continued C fiber pain signal transmission due to
persistent noxious insult, increased glutamate is released
from their end plates in the dorsal horn. With this
increased glutamate release, continued opening of postsy-
naptic calcium ion channels results. This is mediated by
postsynaptic N-methyl-d-aspartate (NMDA)-type gluta-
mate receptors. This process, termed ‘‘wind-up’’, results
in a continual increase in dorsal horn neuron response to
the pain signal. This is an example of pain signal modu-
lation. In addition to this progressively increasing response
to the pain signal, dorsal horn neurons can become more
easily excitable to a lesser peripheral signal. This process,
termed central sensitization, is also mediated by NMDA-
type glutamate receptors. Additionally, there is an upre-
gulation in production of a variety of neurotransmitters,
neurohormones, and their receptors. Effectively, these
changes of excitability and magnitude of C fiber response
constitute a pain ‘‘memory’’ and also result in progressively
larger areas of peripheral tissue coverage of the dorsal
horn neuron. Central sensitization with resultant
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Figure 3. Three of the major ascending pathways that transmit nociceptive information from the
spinal cord to higher centers. The spinothalamic tract is the most prominent ascending nociceptive
pathway in the spinal cord. (Adapted from Ref. 7.)



hyperexcitability helps explain allodynia, the perception of
a non-noxious stimulus, such as light touch, as a painful
stimulus. In light of these changes, it is obvious not only
why chronic pain can be so difficult to treat, but also why it
is important to break pain ‘‘cycles’’ before chronic changes
begin to occur.

Allodynia is classically seen in several different chronic
neuropathic pain syndromes for reasons that are not
always completely understood, but likely stem from the
chronic changes outlined above. Herpes zoster is perhaps
the best known of these conditions with many sufferers
reporting a severe dermatomal burning pain long after the
peripheral nerve damage has healed. Allodynia is common
following an attack, and severe bouts of pain can be pre-
cipitated from the friction between ones shirt and ones
skin. Trigeminal neuralgia is another such chronic condi-
tion where allodynia is common. In this condition, lightly
stroking one’s cheek or the process of eating can precipitate
attacks of severe, stabbing transient pain, followed by
longer periods of a moderate to severe burning sensation.

PSYCHOLOGICAL ASPECTS OF PAIN

As mentioned earlier, perception of pain is an individualiz-
ed phenomenon. It is affected by culture, mood, and indi-
vidual experiences (8,9). Chronic pain can be termed as
pain that persists for a certain period, usually �6 months,
after an injury has healed or when the noxious source is
idiopathic and central sensitization has occurred. The field
of pain management employs a diverse, polymodal disci-
plinary strategy toward treating pain that extends far
beyond simple pharmacotherapy. It includes interven-
tional therapy, physical therapy, meditation, biofeedback,
acupuncture, psychiatric therapy, electroanalgesia, and
many other treatment modalities. There is a definite psy-
chological component to chronic pain that can cause it to be
perceived as much more severe than acute pain and make it
refractory to traditional therapy, and chronic pain is fre-
quently associated with depression.

THEORIES OF PAIN

Gate Control Theory

The gate control theory, published in 1965 by Ron Melzack
and Pat Wall (10), was the theory from which modern
electrotherapy has evolved and that has helped revolutio-

nize treatment and our understanding of pain. The theory
states that pain perception depends on the balance of large,
afferent sensory Ab and small diameter afferent nociocep-
tive Ad and C fiber activity. According to the theory, non-
nociceptive sensory fibers can activate neurons in the
substantia gelatinosa. These neurons can decrease or inhi-
bit the pain signals of nociceptive neurons prior to higher
level transmission. This theory explains the common prac-
tice of rubbing an acute wound to lessen pain. It is worth
noting that the inhibitory effect of nonnocioceptive neurons
is a local one. No analgesic effect exists when rubbing one’s
toes after an injury to one’s fingers (Fig. 4).

The theory’s emphasis on the modulation of inputs in
the spinal dorsal horn and the dynamic role of the brain in
pain processes had a clinical, as well as a scientific impact,
and after this theory several methods were developed to
modulate the input. Physical therapists and other health-
care professionals began developing and refining different
modulation techniques, such as implantable dorsal spinal
electrostimulation, and later transcutaneous electrical
nerve stimulation devices as well as rediscovering old ones,
such as acupuncture. After this discovery, TENS became
an important part in treating the acute and chronic pain.
See below for a much more thorough discussion of the
history of electroanalgesia.
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Table 1. Naturally Occurring Agents that Activate or Sensitize Nociceptorsa

Substance Source Enzyme Involved in Synthesis Effect on Primary Afferent

Potassium Damaged cells Activation
Serotonin Platelets Tryptophan hydroxylase Activation
Bradykinin Plasma kininogen Kallikrein Activation
Histamine Mast cells Activation
Prostaglandins Arachidonic acid–damaged cells Cyclooxygenase Sensitization
Leukotrienes Arachidonic acid–damaged cells 5-Lipoxygenase Sensitization
Substance P Primary afferents Sensitization

aModified from Ref. 4.

SG
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Central
control
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Input
Action
system

Figure 4. Schematic diagram of the Melzack–Wall gate control
theory of pain mechanisms. Large- (L) and small-diameter (S)
afferent fibers project to the substantia gelatinosa (SG) and first
central trasmission (T) cells. The inhibitory effect (–) of SG on the
afferent terminals is increased (þ) by activity in L fibers and
decreased by activity in S fibers. A specialized system of L fibers
(the central control trigger) activates certain cognitive processes
that influence the modulating properties of the apinal gating
mechanism via descending fibers. (From Ref. 10 R. Melzack and
P. D. Wall, Science, 150:971–979, 1965, # 1965, AAAS.)



Other Theories Regarding TENS’ Analgesic Effect

Other theories have been developed to explain the effec-
tiveness of TENS, namely, the enkephalin and endorphin
theories, and likely all three contribute to the analgesic
effect. Multiple studies have demonstrated an increase in
dorsal horn enkephalin production (11,12) as well as have
demonstrated that blockade of opiate receptors lessens or
even prevents analgesia from TENS (13–15). As briefly
described earlier, enkephalins are m and d opiate receptor
agonists and function as inhibitory neurotransmitters.
Release of enkephalins from inhibitory interneurons
decrease Ca2þ influx into the nocioceptive neuron, thereby
preventing, or lessening depolarization time, prevents or
lessens excitatory neurotransmitters, such as glutamate,
release, thereby negatively modulating the pain signal.
Additionally, enkephalins function postsynapticly to acti-
vate Kþ conductance, thereby hyperpolarizing the dorsal
horn projecting neuron and inhibiting pain transmission to
further higher cortical centers (Fig. 5).

While enkephalins have a short half-life and function
locally, recent studies (16–18) have demonstrated
increased levels of circulating endorphins. In contrast to
enkephalins, endorphins are circulating m agonist neuro-
hormones. As such, they act not only on the m receptors in
the dorsal horn of the spinal cord, but also function on
central m receptors to alter the perception of pain and
negatively modulate the signal. The discovery that TENS
increases endorphin levels is significant. The effect of
increasing enkephalins produces a transient effect that
lasts only as long as the electrical signal is applied, as is
with direct nonnocioceptive stimulation as described in the
gate theory. However, use of TENS produces an increase in
circulating endorphins that is proportional to usage. The
net effect is an analgesic effect that persists after the TENS
unit is removed and increases in potency and duration with
repeated usage.

The Evolution of Electroanalgesia

The use of electroanalgesia is an ancient practice, and
to thoroughly understand the theory and application
of TENS, it is important to understand the evolution of
electroanalgesia. The powers of certain fish, namely, the
Nile Catfish (Malopterurus electricus), Torpedo Fish (Tor-
pedo mamorata), and the Electric Eel (Gymnotus electri-
cus) to deliver electrical shocks resulting in paralysis and
temporary sensory loss in affected limbs has long been
known. The Nile Catfish appeared on walls of various
Egyptian tombs, dating from �2750 bc, and represents
the earliest known documentation of this phenomenon of
electrical discharge. While it is not known exactly when
ancient man discovered the analgesic or anesthetic proper-
ties of such fish, it is quite likely that since their discovery
by primitive man, these properties were readily apparent.

Exactly when the electrical properties were used for
medicinal benefit is unclear, but the earliest known writ-
ings describing this benefit were made by made in ad 46 by
Scribonus Largus, a Roman physician who described the
usage of the torpedo fish as a treatment for intractable gout
and headache pain (19). Quoting from his treatise Compo-
sitiones Medicae, Largus describes these remedies.

For any type of gout a live black torpedo should, when
the pain begins, be placed under the feet. The patient
must stand on a moist shore washed by the sea and he
should stay like this until his whole foot and leg up to
the knee is numb. This takes away present pain and
prevents pain from coming on if it has not already
arisen. In this way Anteros, a freedman of Tiberius,
was cured (20).

‘‘Headache even if it is chronic and unbearable is
taken away and remedied forever by a live torpedo
placed on the spot which is in pain, until the pain
ceases. As soon as the numbness has been felt the
remedy should be removed lest the ability to feel be
taken from the part. Moreover several torpedoes of the
same kind should be prepared because the cure, that
is, the torpor which is a sign of betterment, is some-
times effective only after two or three’’ (21).

As time progressed, the usage of electroanalgesia spread
as a treatment for varying medical conditions. Pedanius
Discorides around 80 ad describes the usage of the torpedo
fish for rectal prolapse. This represents likely the first
description of electrical stimulation for intentional mus-
cular contraction (19). Likewise, these treatments were
used and espoused by Galen in the second century.

The knowledge of the usage of the electrical properties of
such fish was not limited to Europe. Ibn-Sidah, an Islamic
physician described placing an electric catfish on someone
suffering a seizure sometime in the eleventh century (21).
The use of the electric fish continued to grow and by the
sixteenth century the number of remedies had expanded
and included treatments for various arthralgias, myalgias,
headaches, epilepsy, vertigo, and for inducing sleep both by
European, Indian, and Middle Eastern physicians. By the
seventeenth century the application of artificially gener-
ated electricity was made possible by the development of
the electrostatic generator by Otto Von Guericke.

Major revolutions in electroanalgesia came in the mid-
nineteenth century from Guillaume Benjamin Amand
Duchenne. He introduced the usage of moistened electro-
des, as opposed to the more painful dry electrode, as a
means of delivering electroanalgesia for treatment of neu-
ropathic pain. His focus on muscle contractions from elec-
trotherapy and making strides toward to a somewhat
standardized system of electrode placement were impor-
tant advances as well.

Throughout the world, electrotherapy became increas-
ingly popular toward the end of the nineteenth and begin-
ning of the twentieth centuries. However, with this rise in
popularity came a rise in dubious to downright fraudulent
applications and practitioners treating all manners of
maladies from skin ailments to weight loss. With an ever
increasingly savvy public, the rise of fraudulent applica-
tions, the rise of modern pharmacotherapy, X rays, and the
like, electrotherapy begin to fall out of favor, or at least
popularity, in the early twentieth century (19).

However, technological advances in electrical storage
and delivery along with new understandings of pain have
produced a resurgence in application and research in
electroanalgesia. Shortly after the publishing of the gate
control theory, a flurry of exciting discoveries in this
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realm took place starting with the 1967 demonstration by
Sweet and Wall that In vivo electrostimulation of periph-
eral nerves produces analgesia as well as Shealy and
Long’s work in the area of dorsal and anterior spinal cord
surgically implanted stimulators. Shealy and Long dis-
covered that peripheral nerve stimulation done in surgi-
cal candidates prior to an electrospinal implant placement
produced nearly comparable analgesia to the actual dor-

sal horn implant (17)! This discovery laid the foundation
for TENS development and widespread utilization today
(22,23).

While somewhat beyond the scope of this article, it is
worth noting that electroaccupunture experienced a wide-
spread rediscovery in China in the 1950s. Though based on
a different system of understanding of human physiology
than traditional western medicine, this modality of
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Figure 5. Local-circuit interneurons in the superficial dorsal horn of the spinal cord integrate
descending and afferent pathways. (a) Possible interactions between nociceptor afferent fibers, local
interneurons and descending fibers in the dorsal horn of the spinal cord. Nocicaptive fibers ter-
minate on second-order spinothalamic projection neurons. Local enkaphalin-containing interneur-
ons (ENK) exert both presynaptic and postsynaptic inhibitory actions at these synapses.
Serotonergic and noradrenergic neurons in the brain stem activate the local opioid interneurons
and also suppress the activity of spinothaiamic projection neurons. (b) 1. Activation of nociceptors
leads to the release of glutamate and neuropeptides from sensory terminals in the superficial dorsal
horn, thus depolarizing and activating projection neurons. 2. Opiates decrease the duration of the
nociceptor’s action potential. probably by decreased Ca2þ influx and thus decrease the release of
transmitter from primary afferent terminals. In addition, opiates hyperpolarize the mambrane of
the dorsal horn neurons by activating a Kþ conductance. Stimulation of the nociceptor normally
produces a fast excitatory postsynaptic potential in the dorsal horn neuron opiates decrease the
amplitude of the postsynaptic potential.



electroanalgesia is beginning to garner increasing interest
interest in western medicine (19).

Transcutaneous Electrical Nerve Stimulation

Today electrotherapeutic treatment is one of the most
important parts of multidisciplinary approach to treat
acute and chronic pain. The TENS units themselves have
undergone an evolution from large bulky units to the much
smaller units of today. While there are numerous units
available, each generally consists of one or more channels
for electrodes, a display (either analog or digital), and
various options to adjust the various parameters of the
electrical current.

One of the First TENS Units Created (below)

The unit (left) is one of the first TENS unit available and is
large and bulky with an all analog interface. Subsequent
units (center and right) still remain analog but were more
compact, though nowhere near the level of today’s units
(Fig. 6).

Several Modern TENS Units (below)

Pictured are just several of the numerous commercially
available TENS units. Note the compact size of the models
compared to older units as well as the digital TENS unit
(bottom) (Fig. 7 and Table 2).

Electrode

The discovery that transcutaneous peripheral nerve sti-
mulation provided nearly identical analgesic levels as
dorsal root stimulation revolutionized electroanalgesia,
and it almost goes without saying that the noninvasive,
easy to employ nature of TENS is one of the modality’s
biggest assets. The electrode, the interfacing agent
between the skin and machine, has undergone almost as
much evolution as the TENS unit itself. The very nature of
peripheral transcutaneous nerve stimulation is such that
electrical currents must be applied for longer periods of

time in greater amounts. While the process of transferring
an electrical current from machine to peripheral nerve may
seem relatively simple on the outside, several notable
problems present ranging from the actual transfer of the
current to skin irritation to cost. Several distinct solutions
currently are in use, and all present with a variety of
tradeoffs (Table 3). Generally speaking, properties of a
good electrode for TENS use include low cost/use ratio,
good adhesion, comfortable, nonirritating to skin, good
electrical conductivity, and easy to use.

Standard EKG or EEG electrodes were initially used for
TENS with limited success, as these were designed for
much lower amperage and much shorter usage than is
needed for effective TENS. It quickly became apparent
based on excessive skin irritation and poor adhesion and
subsequent nonuniform current distribution that new elec-
trode solutions were needed. One of the most popular
current solutions involves silicone impregnated with car-
bon (Table 3). These carbon silicone electrodes provide the
best cost/use ratio of the commercially available electrodes
and can often last for months if properly cared for. How-
ever, a tradeoff exists in terms of convenience with these
carbon silicone pads, as electroconductive gels, rich in
suspended ions to facilitate the transfer of electric current
from the TENS unit across the epidermis, must be applied

TRANSCUTANEOUS ELECTRICAL NERVE STIMULATION (TENS) 443

Figure 6. This represents one of the earliest families of stimula-
tors, with the original model seen on the left. The first personal
patient treatment model is depicted on the right, and a prototype
for a miniaturized design is shown in the center. The original
sponge electrodes are depicted in the foreground.

Figure 7. Several commercially available TENS units.
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prior to each usage. The electrodes must then be affixed
with tape to the skin. This process can be laborious if not
impossible for the end user to do, depending on electrode
location as well as physical disability. While numerous
medical tapes exist, care must be taken in their selection.
Some users display mild-to-severe allergic reactions to
adhesives in various tape products. Likewise, certain adhe-
sive tapes adhere too firmly to the skin and can result in
injury with repeated application and removal.

In applications where cost is no object, sterility is
needed, or convenience must be maximized, single use
adhesive electrodes are used that consist of thin, porous
material impregnated with adhesive electroconductive gel
covered with cloth or plastic on one side to prevent adhe-
sion to clothing or electrical current escape. These electro-
des are used extensively in hospital or rehab facilities
where numerous patients are seen and reusing electrodes is
neither feasible nor sanitary as well as in individuals who
desire or require maximum convenience.

A third option in electrode selection includes so-called
‘‘dry gel’’ electrodes manufactured from a conductive
polysaccharide gum, called Karaya or Sterculia gum
when taken from the Sterculia Urens tree native to India
or a manufactured comparable material. These dry gel
electrodes represent a good compromise between the dis-
posable and reusable carbon silicone electrodes, as they are
self adhesive, do not require electroconductive gel applica-
tion, may be reused several times, and represent a signi-
ficantly lower cost/use ratio than disposable pads.

Patients should be informed of the various pros and cons
of the various electrodes as well as counseled regarding
proper usage. According to Szeto, several factors should be
considered when selecting the proper electrode:

1. How long will each application of the electrodes
last, and therefore what is the level of adhesion
needed?

2. Is the stimulation site readily accessible or will
there be someone to assist? How simple must the
application of the electrodes be?

3. What is the patient’s skin type (hairiness, oiliness,
hyperallergic)? Will special pregelled electrodes be
required?

4. Where is the painful are? This factor will help to
determine the best electrode size, shape, cosmesis,
and number.

5. Does the TENS user lead an active life? If so, a high
performance electrode in terms of adhesiveness,
pliability, and nonirritability would be needed.

6. Can the user take good care of the electrodes, and
what are the financial arrangements? These issues
will affect the cost-effectiveness of disposable or
semireusable type of electrode (24).

Electrode size is another factor to consider in selection
and depends on the location of pain, area required for
stimulation, and personal preference. Numerous sizes
and shapes of electrode pads are available and suitable
for virtually any application.

Sample Electrodes

Electrode Placement

Electrode placement is crucial in maximizing positive out-
come with TENS units. Most units employ two or more
channels of current, which splits to two electrodes, and it is
often advisable for multiple channels to be used to cover
maximal areas, as many pain syndromes often do not
exhibit pain localized to a specific point source. Numerous
books on TENS or manufacturer information as well as
various anatomical charts provide users with possible
electrode placements. While it is impossible to describe
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Table 3. Basic Types of Electrodes

Typical features

General
electrode
Type

Number
of Uses

Typical Retail
Cost Electrode
(pair)

Adhesion and
Conduction

Composition
Materials Advantages Disadvantage

Disposable 1 use Under $3.00 Pressure-sensitive
tape surrounding
conductive area
(wet get in sponge)

Nonwoven
Foam

Easiest to use
Very good
adhesion
Comfort

Cost/use Skin
irritation Poor
electrical
performance

Semireusable 3–10 uses $5.00–10.00 Conductive
adhesive over
entire surface

Foam Plastic
film Carbon
silicone

Ease of use Low
skin irritation
Comfort

Weak adhesion
Care and storage
Medium cost per
use Good electrical
performance

Reusable >100 uses $4.00a Requires addition of
conductive gel and
tape adhesion

Carbon
silicone

Very good electrical
performance
(if applied properly)
Lowest cost per use

Most preparation to
use Skin irritation
Messy Requires gel
and tape Skill
required for optimal
performance Poor
adhesion Not as
flexible in use



proper electrode placement for every pain syndrome, cer-
tain electrode arrangements are frequently used.

For the purposes of this discussion, the channels will be
referred to as I and II and the negative electrode as ‘‘a’’ and
the positive as ‘‘b’’. Parallel placement with one channel is
utilized for relatively localized areas of pain, such as point
pain or pain from a surgical incision. Electrode Ia is placed
on one side of the incision, while Ib is on the other, produ-
cing a current that flows between the two with the area of
pain in between the electrodes. Bilateral placement is
similar, but generally defined as meaning Ia and Ib elec-
trodes are placed on either side of the spine, symmetrically
and close together, useful for localized, nonradiating neck
or back pain. For radiating neck or back pain, a long-
itudinal arrangement is often utilized in which electrodes
of one channel are on the same side of the spine and placed
along the pain pathway. If the pain is bilateral, electrodes
of another channel on the can be placed on the opposite side
of the spine along the pain pathway (Fig. 9).

A crossed, or interferential, placement is useful for
pain localized to large joints, such as shoulder, elbow,
or knee. In this pattern, Ia and IIa are placed side by side
with IIb below Ia and Ib below IIa, creating a square
pattern with electrodes of the same channels diagonally
opposite each other with the area of pain in the center of
the square. Bracketed placement is generally reserved for
treating the dermatomal neuralgia that frequently is
associated with shingles, varicella zoster, out breaks. In
this arrangement, electrodes Ia and Ib are placed along

the dermatome cranial to the neuralgia and electrodes IIa
and IIb placed along the dermatome caudal to the neur-
algia (Fig. 10).

Occasionally, localized pain is so severe that the user
cannot tolerate electrode placement over the affected site,
and in this case a contralateral placement in the nonaf-
fected hemisphere over the same anatomical area as on the
affected side is utilized. This arrangement will sometimes
permit sufficient pain relief for the user to eventually
tolerate direct stimulation. While the exact mechanism
of analgesia is not known, it is hypothesized the analgesic
effect is the result of central inhibitory pathways (24).
Certain syndromes, such as Reflex Sympathetic Dystro-
phy, lend themselves to this placement, and reflex vaso-
dilatory effects may explain contralateral analgesia in
these syndromes (25) (Fig. 11).

Certain pain syndromes, such as phantom limb pain,
glove–stocking distribution peripheral neuropathy, or
acute burns, fractures, lacerations, or other injuries of
the hands or feet lend themselves to a placement of the
electrodes proximal to the actual source of the pain. In this
placement, the electrodes of one channel are simply placed
along the dermatome of the pain source, but proximal to
the pain (Fig. 12).

The final placement method to be covered is a linear,
unilateral, overlapping pattern useful for pain along some,
as in myofacial pain, or all, as in radicular pain, of an
extremity, and follows a placement procedure outlined by
Wolfe (25). After the dermatomal distribution of the pain is
elucidated, electrode Ia is placed at the most proximal
location where the user experiences pain. Distal to this
electrode, the user identifies the site of maximal pain and
places IIa here. At the most distal site of pain, electrode IIb
is placed, and between IIa and IIb, electrode Ib is placed,
being careful to keep all electrodes in the affected derma-
tome (Fig. 13).

It is important to note with the above placement, the
electrical current covers the entire length of the pain the

TRANSCUTANEOUS ELECTRICAL NERVE STIMULATION (TENS) 447

Figure 8. TENS electrodes.

Figure 9. Bilateral pain electrode placement.



user experiences. If the user inadvertently places electro-
des in a nonoverlapping pattern (i.e., Ia and Ib both prox-
imal to IIa and IIb), the current will not cover the entire
pain pathway; instead it will only travel between electro-

des of the same channel, leaving the area between Ib and
IIa ‘‘uncovered’’. The following should be generally avoided
due to poor current coverage area: unilateral, linear
(Fig. 14).
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Figure 10. Dermatomal maps of the peripheral distribution of spinal nerves (a and b) and trig-
eminal nerve (c) d. Details of termatomal maps on anterior and posterior surfaces of the hand and
foot.



Electric Amplitude–Frequency Selection

Once the proper electrode type is chosen, as well as optimal
electrode placement ascertained, the optimal electrical
signal must be selected. Generally speaking, the most used
currents include ‘‘classical’’ TENS with high intensity–low
frequency currents for up to 12 h at a time, low intensity–
high frequency currents for up to 45 min several times a
day, and intermittent low frequency bursts are used. The
varying current intensity–frequency produces analgesia
via the different mechanisms as discussed above.

Classical TENS employs high frequency (60–200 pulses
per second)/low intensity (15–60 mA) stimulation and
produces a distinct ‘‘electrical tingling’’ sensation in the
area of electrode pad placement that most users find plea-
sant. This current is not of significant intensity to produce
significant muscular contraction. Pain relief from this form
of stimulation is transient, occurring quickly once stimulus
is applied and disappearing once current is removed, and
the gate control theory likely explains the mechanism of
analgesia. The high frequency pulses activate Ab sensory
afferent fibers and inhibit pain transmission in the dorsal
column of the spinal cord.

Low frequency (1–5 pulses per s)/high intensity stimu-
lation, producing sustained muscle contractions, results in
slower onset pain relief that persists after the stimulus is
removed. Numerous studies have demonstrated partial to
near total inhibition of analgesic effect via administration
of naloxone (13–15). The endorphin and enkephalin the-
ories described previously likely largely account for the
mechanism of analgesic activity, especially the endorphin

theory and long-term analgesia. While effective at inducing
long-term analgesic effects, the low frequency–high inten-
sity method of stimulation is often perceived by many
patients as less pleasant than high frequency stimulation.

As the long-term effects of low frequency intense sti-
mulation are desirable, manufactures have devised means
of producing a more pleasurable sensation while at the
same time stimulating muscle contraction enough for long-
term analgesia via modulation of the current. To under-
stand the modulation of current in TENS, a brief review of
the current waveforms it employs is needed. Briefly, bipha-
sic waveforms, consisting of both a positive and negative
phase are used, and these may be either symmetric or
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Figure 11. Contralateral electrode placement.

Figure 12. Proximal electrode placement.

Figure 13. Unilateral, linear, and overlapping electrode placement.

Figure 14. Unilateral, linear electrode placement.



asymmetric. If the current amplitude is equally posi-
tive and negative, the current is termed ‘‘electrically
balanced,’’ also referred to as zero net charge (znc) or no
net dc current. While both balanced and unbalanced elec-
trical currents are employed, unbalanced current trans-
mission can result in pH changes in the skin with long-
term usage, do to ion exchange, which can result in skin
irritation. Additionally, the current employed in TENS is a
pulsatile current with interspaced periods of electrical
activity and electrical silence. The periods of electrical
silence may be either uniform or varying. The frequency
of electrical pulses may be given in units of hertz (Hz),
cycles per second (cps), or pulses per second (pps) (25). It is
important to note that while frequency may be a constant
100 cps, the period between the pulses may be variable.

All of these variables in the current waveform may be
adjusted to achieve a net effect that is both pleasant to the
patient while sufficient to achieve muscular contraction. For
example, the amplitude of the current may be varied over a
constant time interval, the duration of the pulse may be
varied, the time between pulses may be varied, or a combi-
nation of some or all of the previous may be used. As pain
severity and character can frequently change, models that
allow modulation of electrical current via one or more
characteristic offer distinct advantages in patients’ indivi-
dualizing their therapy as well as help prevent physiologic
adaptation to the electrical stimulation. While numerous
studies have delved into optimizing the electrical waveform
(26–28), their conclusions have been varied, and it is likely,
there is no optimal waveform. As such, TENS therapy is an
individualized one, and patients should have frequent follow
ups with their physician to ensure the patient is receiving
optimal care for their specific complaint (Table 4).

TREATMENT PLANS

Treatment with TENS is an extremely variable and per-
sonalized process, and this cannot be underscored enough.
It is vital for close healthcare supervision for a user to
obtain the maximum therapeutic benefit from tens. TENS
may only be used in an acute phase for a short period of
time (e.g., incisional pain postsurgery) or for months or
years (e.g., those suffering from chronic back pain). For
chronic pain sufferers classical TENS may be used for
several hours continuously daily. Modulated or low fre-
quency/high intensity may be used for �30 min three
times a day for an indefinite period of time. When using
TENS it is important to use as strong or nearly asstrong a
current as the user can tolerate to achieve best results.

Fibromyalgia is a poorly understood chronic pain con-
dition that presents unique management challenges not
only because it is poorly understood, but also because it is
often refractory to traditional treatment modalities. A
recent double-blinded study by Cork et al. (29) explored
cranial electrotherapy stimulation (CES) as a possible
treatment for fibromyalgia. In this study, using electrodes
clipped to the participants’ ear lobes, the Alpha-Stim CES
device, delivered either modified square-wave stimulation
at 100mA and a 50% duty cycle at 0.5 Hz for 1 h daily for
3 weeks or sham therapy (see Fig. 15). While there were no
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Table 4. INDICATIONS for Use of TENS

Systemic Pain
Bursitis Phantom limb syndrome
Cancer Raynaud’s syndrome
Causalgia Rheumatoid arthritis
Multiple sclerosis Synovitis
Neuralgia Diabetic peripheral
Osteoarthitis Neuropathy
Fibromyalgia

Head and Neck Pain
Cluster headaces Suboccipital headaches
Dental disorders TMJ Syndrome
Migraine headaches Torticollis
Spondylosis Trigeminal neuralgia
Sprains/strains Whiplash

Abdominal Pain
Diverticulosis Labor
Dysmenorrhea Postoperative pain

Back Pain
Facet syndrome
Intercostals neuralgia Radiculitis
IVD Syndrome Sprains/strains
Lumbago Thoracodynia
Lumbosacral pain Whole back pain

Lower Extremity Pain
Ankle pain Passive stretch pain
Foot pain Sciatica
Fractures sprains/strains
Ischialgia tendonitis
Knee pain Thrombophlebitis

Upper Extremity Pain
Epicondylitis
Frozen shoulder Sprains/strains
Hand pain Subdeltoid bursitis
Peripheral nerve Wrist pain
Injury

Figure 15. The Alpha-Stim CES device.



differences in baseline pain scores of the participants in
either group prior to beginning the study, after 3 weeks of
CES therapy those in the treatment group displayed sig-
nificantly lower Pain Intensity Scores, Tenderpoint Scores,
and POMS Scores compared to the sham group. After
3 weeks the study was unblinded, and 23 of the 35 parti-
cipants in the Sham group elected to switch over to active
treatment for 3 weeks. Those switching from sham therapy
to active CES therapy displayed significant reductions in
the aforementioned pain scores as well (29) (Fig. 16).

WARNINGS AND CONTRAINDICATIONS

TENS is contraindicated in individuals with pacemakers,
especially those with demand-type pacemakers as the
electrical stimulation could cause misfiring or other mal-
function of the pacemaker. Electrode placement in areas of
sensory or circulatory deficits should be avoided due to the
potential for burns or excessive muscular contraction.
Electrodes should not be placed over the carotid sinuses
to prevent a vasovagal reflex reaction with resultant hypo-
tension. Electrodes should not be placed over the anterior
neck due to potential to induce laryngospasm and subse-
quent asphyxiation. Electrodes should not be placed over
the eyes. TENS should be avoided in pregnant women due
to the potential to induce contractions and premature
labor. Caution should be used in patients with implanted
spinal stimulators as well as intrathecal opiate pumps. The
unit should not be used with other electrical medical
equipment, such as ECGs, EEGs, pulse oximeters, and
electrocautery devices.

PRECAUTIONS

Tens has not been proven to have curative value and should
be used only under the supervision of a physician. Patient
selection is crucial, and not all patients will respond to
TENS. The TENS has not been shown to exhibit curative
value and should not be used for pain of unknown origin.
The unit itself as well as wires and electrodes should be
kept out of reach of children and water.
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ULTRASONIC IMAGING
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INTRODUCTION

Medical imaging has many modalities and most of them
provide clinicians with unique features of a volume of
interest (VOI) resulting from a chosen modality. Ultrasonic
imaging is one technique for collecting anatomical and
physiological information from within the human body.
It can be used for diagnosis (imaging) and for image-guided
therapy, where therapeutic intervention can be applied
with direct image-based feedback. Other modalities
include X ray (roentgen radiation), CT (computed tomo-
graphy), MRI (magnetic resonance imaging), PET or PET/
CT (positron emission tomography), and SPECT (single
photon emission computed tomography). In contrast to
most other imaging techniques, ultrasonic imaging is very
attractive to professionals because it is cheap, real time
(with >100 full frame images per second, >100 Hz), and it
uses nonionizing radiation. Moreover, current clinical
ultrasound machines can be integrated into laptop compu-
ters with very little external hardware for maximum port-
ability and versatility. These combined features allow the
use of ultrasonic imaging in a wide variety of settings, from
private physician practices, to ambulances with on-site
paramedics, to battle field situations, where very robust
and lightweight equipment is required. Many other uses of
ultrasonic imaging are found in science and industry these
include, for example, ultrasonic microscopy, nondestruc-
tive testing and touch sensitive screens.

PHYSICAL PRINCIPLES

Ultrasonic imaging is based on ultrasound, which is sound
produced at frequencies beyond those detectable in human
hearing, that is, >20 kHz. In the same way that ultraviolet
(UV) light is invisible to the human eye, ultrasound is
inaudible to the human ear. Often objects that serve as
carriers for ultrasound waves need to be treated as wave-
guides. Nonlinear effects become apparent for ultrasound
propagation when leaving the range of elastic deformation
during the propagation of waves through a medium.
Physical material constants form ultrasound parameters,
for example the speed of sound or the attenuation of
sound. Very high frequency sound waves are treated by
quantum acoustic laws. Historically, ultrasound was
produced by oscillating platelets (1830), or pipes (1876).

Magnetostriction (1847) and the piezoelectric effect fol-
lowed (1880 by Curie), and are still very much relevant
mechanisms for medical and industrial ultrasound. In
1918, it was found that the use of oscillating crystals could
be used to stabilize frequencies. The upper frequency for
sound in a given solid material is determined by the
separation of neighboring atoms in the host medium. This
upper frequency limit is met when neighboring atoms,
assuming the linear chain model, oscillate with a 1808
phase shift, the so-called optical branch of oscillations in
a solid (1–15).

Sound Waves

Sound waves are mechanical waves by nature and a med-
ium is needed to carry them. These spatial–temporal oscil-
lations occur nonsynchronously throughout a medium and
cause density fluctuations, which in turn cause tempera-
ture oscillations if the rate of such fluctuations is larger
than the time constant for thermal equalization. Typical
properties to describe sound waves are

Displacement s¼ s(t) of a particle due to a traversing
wave

Sound particle velocity d
dt s ¼ d

dt sðtÞ ¼ vðtÞ
Instantaneous mass density r¼ r(t)

Instantaneous pressure p¼p(t)

where the later most is the deviation from the ambient static
pressure. Mechanical properties, such as strain tensor sij

and stress tensor sij can be used to develop relationships
between the above mentioned properties of sound waves
(Fig. 1).

For mostly lossless media, such as water, one can use
the laws of conservation of momentum and conservation of
mass to derive the wave equation for sound waves,

rpðrÞ ¼ 1

c2

@2

@t2
pðrÞ B

A
¼ const

@c

@ p

� �

T

þconst
@c

@T

� �

p

(1)

where spatial variations in pressure rp are coupled to
temporal variations (@p)2/(@t2) via the speed of sound c.
This simple relationship represents only a linear approx-
imation, and is therefore valid only for waves of small
displacements. The isentropic nonlinearity parameter B/
A measures the amount of density change (r, c¼ (rK)�1/2

(see Eq. 10) for a given pressure (p) and temperature (T) (6).
Note that only second-order temporal derivatives in the
pressure result in a spatial pressure change, that is, only
accelerations can result in sound.

Planar and Spherical Waves. In general, mechanical
waves can either travel as longitudinal waves by compres-
sing and expanding the host medium itself or as transver-
sal waves by exerting shear force on the host medium.
Water is a very good host medium because it bears minimal

453



energy loss for traveling sound waves. The human body is
55–60% (8) composed of water, which ensures good acoustic
accessibility. Exceptions are areas blocked by either bone
or air, since bone and air provide poor ultrasound trans-
mission characteristics. However, water mostly supports
longitudinal waves. Transverse waves are attenuated at a
high rate in water and can therefore be neglected. The
three-dimensional (3D) wave equation in Eq. 1 reduces
then to a one-dimensional (1D) equation with the general
solution of an inward and outward propagating wave:

pðx; tÞ ¼ Fðx� ctÞ þGðxþ ctÞ

pðr; tÞ ¼ 1

r
ðFðr� ctÞ þGðrþ ctÞÞ

)
for Planar and

spherical waves
(2)

where x and r are the direction of propagation, t is time, and
F and G are general, but continuously differentiable func-
tions. The rationale for these arbitrary functions is their
argument x� ct and r� ct. This expression ensures the
character of the wave as a traveling entity. Whatever
the function F represents at time t¼ 0 at position x¼ 0,
it will travel to position x/c after time t. In other words, by
keeping the argument of the function F¼ 0, one can com-
pute where and how fast the wave travels. Vice versa for
the function G, except that it travels in the opposite direc-
tion (Fig. 2). For harmonic waves, these two functions are
represented by harmonic functions, that is, sin, cos, or
more general eix. Planar and spherical waves follow as:

pðx; tÞ ¼ peikðx�ctÞ planar waves

pðr; tÞ ¼ p

4pr
eikðr�ctÞ spherical waves

(3)

Here, k is the wave number, defined as 2p/l, which is the
conversion between spatial coordinates of wavelength to

radians in the complex exponential. Acoustic attenuation
or absorption can be mathematically written as a imagin-
ary valued wave number ki, leading to the complex valued
total wave number k¼ krþ ki.

Quantifying Sound

Sound intensity I(W � cm�2) and acoustical power P [W]

I ¼ pv; P ¼
I

S

pvndS (4)

are measures of the strength of the acoustic waves. In both
equations, the temporal average of the product of pressure
and particle velocity is computed. In the equation for
intensity in equation 4, the temporal average value is a
vector quantity, while in the equation for power it is a
scalar because the velocity is taken as the normal compo-
nent to the encapsulating surface element dS. In addition
to acoustic intensity and power, very often one refers to a
measure for the acoustic pressure. In SI units, pressure is
given by Newton per square meter (N �m�2). However,
sound pressures extend over a large range, and therefore
a logarithmic scale, the dB scale, is commonly used to
measure pressure.

dB value ¼
20 � log prms=pref

10 � log Irms=Iref

�
(5)

As can be seen from Eq. 5, a reference value must be
used to compute the pressure level on a dB scale. Typically,
this reference is chosen to be the peak output level of the
system under test or it can be a fixed value such as when
1 mW into 50O is used on some oscilloscopes. Sound
pressure level (SPL) and sound intensity level (SIL)
reference values in underwater ultrasonics are 1mPa and
10�12 W �m�2, respectively. In contrast, SPL for air bourne
sound is 20mPa, whereas SIL remains at 10�12 W �m�2.

Acoustic Impedance

Impedance is a term commonly known from electromagnet-
ism. However, it also applies to sound waves and relates
sound pressure and particle velocity in a manner analogous
to Ohm’s law. One distinguishes at least four types of
acoustic impedance: specific acoustic impedance (z) is used
to compute the transmission of an acoustic wave from one
medium into another; acoustic impedance (Z) is used to
estimate the radiation of sound from vibrating surfaces;
mechanical impedance (Zm) is the ratio of a complex driving
force and the resulting complex speed of the medium; and
radiation impedance (Zr), which is used to couple acoustic
waves to a driving source or a load driven by a force.

z ¼ p=v Specific acoustic impedance

Z ¼ p=U ¼ z=S Acoustic impedance

Zm ¼ f=U Mechanical impedance

Zr ¼ Z=S ¼
Z

df s=v Radiation impedance

Here, p is the acoustic pressure as a function of space
and time, v is particle displacement velocity as a function of
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respectively.



space and time, U is a volume velocity, S is the surface that
emits the sound, f is a complex driving force of the sound
source, such as the force of a coil that makes the membrane
of a loudspeaker move, and subsequently u is the complex
speed at which the forced medium is moving.

Moreover, a quantity called characteristic impedance is
analogous to the wave impedance

ffiffiffiffiffiffiffiffi
m=e

p
of a dielectric

medium. Its analytical form depends on the type of wave.
Equation 7 shows the closed form expression for planar and
spherical waves. It should be noted that the characteristic
impedance for spherical waves can be complex valued and
therefore pressure (p) and velocity (v) are not required to be
in phase.

characteristic impedence:

z ¼ p

v
¼ r0 � c For planar waves

z ¼ p

v
¼ r0c � kr

ð1þ ðkrÞ2Þ1=2
e jy For spherical waves

(7)

For these two special cases one can see that planar
waves have pressure (p) and particle velocity (v) in phase.
The ratio of pressure to velocity is a real number and is
constant (r0 c). Spherical waves, however, behave differ-
ently. Pressure and particle velocity are out of phase when
measured close to the sound source. The ratio of pressure to
velocity is a complex value (due to the ejy term and cot y¼ kr)

and it changes with distance (r). For large r, the spherical wave

solution approaches the planar wave solution, that is, when

kr	 1.

The parameter Z, the acoustic impedance, is often
referred to as a frequency independent constant. The
importance of this property lies in the nature of ultrasound.
When imaging the human body, the sound waves travel
through many layers of varying impedances, such as skin,
fat, connective tissues, and organs. The crossing of each
tissue boundary changes the sound waves in several ways.
Typically, sound both transmits and reflects from tissue
layers. While sound is mostly transmitted, small reflec-
tions are recorded and displayed as gray levels in a so-
called B-mode image, where larger amplitudes of reflected
waves is displayed as brighter pixels. More complicated
scenarios include mode conversion between longitudinal
and transverse waves. Reflection and transmission coeffi-
cients for pressure are directly related to the change in
acoustic impedance as given in the following equation:

R ¼ Z2 � Z1

Z2 þ Z1
T ¼ 2Z2

Z2 þ Z1
1þ R ¼ T (8)

Here Z1 and Z2 are the impedances of the proximal and
distal side of the interfacial surface. Therefore, no reflec-
tion will be seen from sound entering a layer of equal
impedance, but varying density and speed of sound com-
pared to the current medium. Reflection and transmission
coefficients for intensities are derived by squaring R and T
in Eq. 8 (Fig. 3).

Attenuation

Acoustic attenuation manifests itself in many ways.
Sound can be attenuated by mechanisms of reflection,

absorption, or scattering. Reflection is caused by impe-
dance changes, whereas absorption and scattering occur
due to the internal structure of the medium. Viscous
forces cause sound absorption following Lambert–Beer–
Bouguer’s law

dI ¼ �bIdx

Iðx;bÞ ¼ Ioe�bx

pðx; tÞ ¼ pðx ¼ 0; tÞ � eikx�ctþikix

(9)

where ki is imaginary, and therefore p(x, t) decays expo-
nentially for x>0. In general, acoustic waves in medical
imaging are attenuated by traveling through layers of
different tissues due to reflection and also due to attenua-
tion inside tissue. Typical acoustic attenuation in biologi-
cal tissues is of the order of 0.1–1.0 dB MHz�1 � cm�1, that
is, a acoustic wave of 1 MHz center frequency, which
travels 0.5 cm deep into tissue (1 cm round trip), is dimin-
ished by 0.1–1.0 dB, or its amplitude is reduced by 
1–
11%. However, a 2.25 MHz wave penetrating the abdomen
to a depth of 15 cm at 0.7 dB MHz�1 � cm�1, will be ampli-
tude attenuated by 47.25 dB or 99.6%. Good ultrasound
systems have signal to noise and amplification capabilities
up to 120 dB, and therefore allow penetration to a reason-
able depth at megahertz frequencies. Typical frequency
selections are 7.5–15 MHz for 1–3 cm depths and 2.25–
3.5 MHz for 12–15 cm depths.

Pulse–Echo

Most medical imaging via ultrasound uses a pulse–echo
method to obtain images. That is, sound waves are trans-
mitted into the body and echoes from within the body are
registered, and their origin is computed using complex
algorithms. Pulse–echo is somewhat unique to ultrasonic
imaging. Other modalities use transmission (X ray and CT)
or register preexisting radiation from within the body
(PET, SPECT).

Multiple transmissions at the same physical location
can reveal the motion of targets. A fundamental assump-
tion is the speed of sound in the investigated volume.
Typically, water is assumed to be 1485 m � s�1, and human
tissue varies between 1450 and 4080 m � s�1 (see Table 1),
with an average soft tissue value of 1540 m � s�1 (6). In
general, the speed of sound is inversely related to the
compressibility K (m2 �N�1) and mass density r (kg �m3)
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Figure 3. Acoustic propagation is altered when sound waves
encounter an impedance change (Z1 to Z2), that is, a change in
the product of local speed of sound and mass density.



of the host medium:

c ¼ 1ffiffiffiffiffiffiffi
rK

p (10)

Figure 4 shows the radio-frequency (rf) data for three
firings at a set of moving targets. In this depiction, one
can assume that the firings shown in a–c occur at
a 1 ms interval. As time progresses, the scatterers move
farther away from the transducer. At (a) the particles are
1/2 � 26ms � 1485 m � s�1, that is, 19.3 mm, away from the
transducer; in (b) the particles shifted to 1/2 � 32.5ms �
1485 m � s�1, that is, 24.1 mm, away from the transducer.
This shift of 6.5ms or 4.8 mm is related to the interfiring time
referred to by either pulse repetition interval or frequency
(PRI or PRF). A PRI of 1 ms leads to the conclusion that the
set of particles is moving at a speed of 4.8 m � s�1.

ULTRASOUND GENERATION

Physics

Sound is produced by anything that moves in an acceler-
ated fashion. Nowadays, most practical materials are
piezoelectric, such as quartz (SiO2), polyvinylidene fluoride
(PVDF), and lead zirconate titanate (PZT). Piezoelectricity
is an effect that is associated with the crystalline structure
of the materials. A piezoelectric crystal yields a voltage
across its surface when under strain, and the reverse effect
facilitates mechanical oscillations of the crystal in response
to an alternating current (ac) electric field applied across
its surface.

Transducer Construction

Ultrasound transducers are made from piezoelectric mate-
rials, as described above. Typically, a layer of material is

used to create a surface area for creation and transmission
or reception of ultrasonic waves. The thickness of this layer
is a function of the material properties and the desired
acoustic frequency. As seen in Fig. 3, acoustic waves are
reflected by impedance changes. An oscillating layer of
piezoelectric material produces mechanical waves that
propagate in the oscillation direction. These waves can
be either compressional or shear waves. Here, the focus
will be on compressional waves. Constructive interference
of waves launched or reflected from the front surface and
from the back surface of the crystal yield maximum pres-
sure generation. High frequency transducers are made
from very thin crystals due to their short wavelength
and low frequency transducers are made from larger thick-
ness crystals. For example, a 4 MHz transducer can be
made from a 0.55 mm thick crystal. Table 2 lists the speed
of sound in PZT5A as 4400 m � s�1. The wavelength in PZT5A

at 4 MHz is 1.1 mm. Transducer crystals are typically
machined to a thickness of l/2, that is, 0.55 mm
for 4 MHz. The rationale for this thickness is in the con-
structive interference of acoustic waves inside of the
crystal. Figure 5 shows the bottom of the crystal moving
up and down. Mechanical waves will launch from this
surface and travel to either side of it. Assume that the
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Figure 4. A set of three particles in water moves away from the
ultrasound transducer during a set of three transmissions and
receptions. (a) At time t¼0 ms the first backscatter signal of
the set is received after 26�s. (b) For the second acquisition
the first backscatter is received at 32.5 and 39 �s at (c). Signal
travel time is directly related to travel distance by means of
the speed of sound.

Table 2. Piezoelectric Properties of Typical Materials Used for Fabrication of Ultra-
sound Transducers

Property Units PVDF PZT5A Quartz (x-cut)

Density g �m�3 1.78 7.6 2.6
Relative permitivity e/e0 12 1700 4.52
Elastic modulus 1010N �m�1 0.3 4.9
Piezoelectric constant 10�13C �N�1 d31¼20 d31¼ 180

d33¼30 d33¼ 360
Coupling constant 0.11 k31¼ 0.35

k33¼ 0.69
Speed of sound m � s�1 4400 5740
Characteristic impedance MRayl 15.2

Table 1. Speed of Sound in Various Human Tissuesa

Tissue
Mean Velocity,

m � s�1 Tissue
Mean Velocity,

m � s�1

Air 330 Brain 1541
Fat 1450 Blood 1570
Human tissue

(mean)
1540 Skull bone 4080

Water 1485

aSee Ref. 6.



bottom side of the surface is facing air and that there is no
sound transmitted into it. The sound wave traveling
toward the top surface will be transmitted beyond that
surface into the desired medium (e.g., tissue).

Reflected waves will travel downward and interfere
with upward traveling waves. Moreover, reflected waves
experience a phase shift of 1808. This is the reason that l/2
is the required thickness and not l.

Array Design. Modern clinical ultrasound imaging
arrays are composed of hundreds of individual piezoelectric
elements. Mostly these elements are arranged in a linear,
1D fashion, hence their name: linear arrays. The 3D in
front of an imaging array are denoted axial, lateral, and
elevational. Axial and lateral axes lie in the imaging plane,
with the axial distance extending away from the transdu-
cer. The lateral axis is parallel to the transducer surface,
inside the imaging plane, whereas the elevational axis
extends perpendicular to the imaging plane. By conven-
tion, the origin is located at the transducer surface in the
middle of the active aperture (see the section Acoustic
Imaging). Each element may be rectangular with a fixed
curvature for focusing in the elevational direction. Cur-
vature as well as the elevational size of each array ele-
ment determine the thickness of an image plane, which
can be 1 mm. Typical element widths range from lm/2
to 3/2 lm. The wavelength lm is the wavelength within
the medium where the wave is launched. Arrays with
element sizes of l/2 or smaller are referred to as fully
sampled. Element sizes are typically 0.5–1 cm in the
elevational direction and hundreds of micrometers in
the lateral direction. The size of the space between indi-
vidual elements is called the kerf (Fig. 6) and it is
meant to diminish acoustic crosstalk between adjacent
elements. A major design criterion for arrays is the dis-
tance between the centers of elements, called pitch. This
distance determines the location and amplitude of acoustic
grating lobes. Variations in the pitch, either due to changes
in kerf or element width cause the grating lobes to shift.
Moreover, the total extent of the aperture is directly
related to the full width at half the maximum (fwhm)

amplitude of the main lobe and the location of the side
lobes. Equation 11 gives the fwhm of the main lobe and the
angular position of the side lobes as well as grating lobes.
Side lobes result from a transmit and receive aperture
being small relative to the wavelength of the acoustic
wave (l/a), whereas grating lobes result from a steered
and undersampled aperture, that is, an aperture with too
few elements per wavelength.

fwhm main lobe L ¼ aw

p

side lobes ys ¼ arcsin
ln

a
n2N0

grating lobes yg ¼ arcsin
ln

p

(11)

The consequence of improper selection of pitch and kerf
for a given frequency is illustrated in Fig. 7a. At an imaging
depth of 10 cm one can see a main lobe of almost 3 mm
fwhm and strong side lobes and grating lobes. In this case
the ratio of l to element pitch is 0.4. For a ratio of l to
element pitch of 1.6, the width of the main lobe is 1.2 mm
and the side lobes are mostly suppressed (Fig. 7b). More-
over, the grating lobes have disappeared when the ratio of l
to element pitch is increased.

High spatial resolution imaging is achieved by a proper
selection of these geometry factors. Of additional impor-
tance to the acoustic field pattern are acoustic output,
field of view, and practicality. The smaller the actual
radiating area, the lower the acoustic pressure in the
generated field. Moreover, a large pitch and/or element
width will, for a given number of elements, cause the
active aperture to increase in size, which limits the pos-
sible shift of the active aperture across the physical aper-
ture of the array (see the section Acoustic Imaging). A
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Figure 5. A piezoelectric crystal exhibits an electric charge on
its surface when under mechanical stress (shown as the
elementary cell response). The reverse effect is used to
produce ultrasound; applying an alternating electrical
potential across a piezoelectric crystal causes the crystal to
vibrate along a given direction.
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Figure 6. (a) Schematic of the piezoelectric elements of an
array ultrasound transducer. Elevational curvature as well as
spacing (white area, called kerf) between shaded elements is
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large number of elements is beneficial for focusing and
field geometries, but it is physically difficult to electrically
wire a substantially larger number of elements. Fur-
thermore, it directly increases costs, since each element
requires cabling and multiplexing electronics. Channels
with transmit and receive electronics are in general
multiplexed to the physical elements. The complications
involved with cabling hundreds or thousands of elements
as well as the challenge of real-time data acquisition of a
large number of channels are directly related to the still
limited usage of two-dimensional (2D) imaging arrays.
A good introduction and very detailed overview can be
found in Shung and Zipparo (16), as well as Angelsen
et al. (1,17).

Acoustic Fields. Acoustic fields of transducers can be
analytically derived from basic principles. Logically, this
derivation originates at the sound source, a moving object
or surface. Its motion and surface shape/orientation
define the so-called source strength Q (Eq. 12). Using this
source strength one can compute the actual pressure field
at a distance r from the source. In order to do so, it is
necessary to derive the fact that for all simple geometries,
the ratio of source pressure P1 to its source strength Q1

and the ratio of a second source pressure P2 to its source
strength Q2 are equal at the same distance (assuming the
same frequency). However, the derivation of this equality
is beyond the scope of this text. The pressure of a circular
piston can now be written as a function of its source
strength, as well as the pressure and source strength of
a known source, typically a small sphere. Equation 13
gives the analytical expression for the pressure field of
the piston transducer, where r is the distance of the
observation point from the center of the aperture, y is
the angle between the axis extending perpendicularly

from the center of the transducer and the line from the
center to the observation point, t is time, r is the mass
density of the surrounding water, c is the speed of sound in
water, U0 is the sound particle velocity on the aperture, and
o and k are angular frequency and wave number, respectively.

The integral is simplified for circular geometry and taken over

the entire surface of the transducer’s aperture. In real world

simulations, one could take into account that the circumference

of the aperture might be clamped or for other reasons not be

able to oscillate with the same amplitude as the center of

the aperture. To do so, one would keep U0 inside the integral

as a function of radius or even radius and in-plane angle of

the aperture.

Q ¼
Z

S
ðu � nÞdS (12)

P1

Q1
¼ P2

Q2
) P p ¼

Ps

Qs
Qp

P p ¼
rc

�i2lr

Z

S
ðu � nÞdS

P pðr; y; tÞ ¼
ircU0

r
eivt

Z

S

e�ik
ffiffiffiffiffiffiffiffiffiffi
r2þs2
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ s2
p 2psds

(13)

After deriving the general pressure field, one can com-
pute special cases that are of particular interest, such as
the central axis, as well as the far-field angular distribution
of the radiation pattern. Further simplification of Eq. 13
yields approximate expressions for both cases and plots are
shown in Fig. 8.

pðr; 0; tÞ ¼ rcU0 e�ikx � e�ik
ffiffiffiffiffiffiffiffiffiffiffi
x2þa2
p	 


eivt ðcentral axisÞ
pðr	a; y; tÞ

¼ ir0cU0

2r
aðkaÞeiðvt�krÞ 2J1ðka sin yÞ

ka sin y
ðfar fieldÞ ð14Þ

From the axial dependence one can see strong inter-
ference for locations close to the transducer surface. This
region is called near the field or Fresnel region and it
extends approximately r¼ 4 aperture diameters a away
from the transducer. Beyond that point, the pressure
falls off following a 1/r dependence, and this region is
called the far field or Fraunhofer region. As a rule of
thumb, the far field starts at a2(2 l). Imaging is imprac-
tical or impossible in the near field. However, one should
keep in mind that this result is true only for a single
element transducer, and subdividing the aperture into
an array of small elements shifts the near-field–far-field
transition toward zero based on the actual dimension of
the array. Moreover, this transition point is also a func-
tion of the emitted frequency as represented by angular
frequency and wave number in Eq. 13 and 14. For illus-
tration purposes, a ka value of 8p was chosen for Fig. 8a.
When plotting the angular field pattern in Fig. 8b. How-
ever, ka¼ 4p was chosen to reduce the number of sidelobes
and make the plot more readable. Similarly to Fig. 7, a
strong main lobe and additional side lobes are evident in
Fig. 8b, that interfere with the main lobe in the sense that
appreciable sound will be detectable in nearly all direc-
tions. In fact, for this particular example echo amplitudes
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60–708 off the center axis will be only 50% lower than the
main lobe. Note that this example is for educational pur-
poses and is not at all a suitable design for imaging.
Aperture sizes and frequencies as shown in Fig. 7, where
a narrow and dominant main lobe can yield lateral and
elevational spatial selectivity and time range gating, can
yield depth information. In general, radiation patterns can
be derived as Fourier transforms of the emitting aperture.
Circular apertures are described by Bessel functions of the
first type divided by their argument, that is, J1(x)/x. For
rectangular apertures the sine function [sin(x)/x] directly
describes the field.

ACOUSTIC IMAGING

Ultrasonic imaging yields 2D images. Pixel columns repre-
sent the lateral extent and rows of pixels display reflections
of the transmitted acoustic waves from progressively dee-
per tissues within the body.

The most rudimentary way of obtaining lateral image
data is done by using a single element transducer and
wobbling it back and forth over a chosen sector. The most
elegant way is to use an electronically controlled array of
very small transducers and scanning and or steering an
imaging beam across the region of interest. The former

method is rarely used anymore. The latter method is the
modern standard for ultrasonic imaging of single image
planes and a few clinical scanners are even already avail-
able for 3D image acquisition of steered elevational image
planes.

Depth information is encoded in the time that an acous-
tic wave takes to travel to a tissue site and back to the
transducer. Transmitted sound can be received after a
theoretically predictable wait time (see top section of
Fig. 9). Such prediction requires the knowledge of the speed
of sound along the traveled path. Unfortunately, an
assumption of 1540 m � s�1 for soft tissue is not always
precise. Various tissues in the human body differ from
each other in terms of their specific speed of sound. When
performing abdominal scans, aberration distortions can
become significant due to the change in the speed of sound
between connective tissues, fat layers, muscles, and
abdominal organs. Other anatomical sites that provide
difficulties for ultrasonic imaging include the human brain
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Figure 9. Transducer geometries include (curved) linear
arrays and phased arrays. Linear arrays transmit and receive
acoustic beams perpendicular to their surface area, whereas
phased arrays steer the acoustic beam by a phasing scheme
(Fig. 10).
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and the heart. Fortunately, for newborns and infants
ultrasound can be used to image the brain. Using a phased
array (see bottom section of Fig. 9), pediatricians can image
the brain directly through the fontanelle, which provides
enough acoustical access for imaging. Premature newborns
tend to have bleeding in the brain and develop larger
ventricles, both of which can be imaged very easily through
the fontanelle. However, when this acoustic access window
closes, it is very difficult if not impossible to use ultrasound
to image the brain. In adults, the temple fissure can be used
to image (using a phased array Doppler system at
2.25 MHz) the germinal matrix near the foramen of Mon-
roe. However, transcranial Doppler requires some guess-
work on the orientation of vessels. Because of the limited
access via the temple fissure, only small aperture and low
frequency arrays with sub-optimal imaging capabilities
can be employed.

The simplest imaging device is a linear array (range of
transducer frequencies: 3–12 MHz). As its name suggests,
this type of transducer has a linear arrangement of indi-
vidual transducer elements. Images from a linear array are
generally rectangular, and the image width corresponds to
the width of the array. A set of adjacent elements (a
subaperture) is used to fire a single image line or a portion
thereof. Figure 10 shows how a subaperture can be used to
steer and focus a beam. On the left side of each drawing,
single sinusoids symbolize the electrical signals being used
to excite the individual transducer elements (thick-lined
vertical bars) of the array. After excitation an elementary
spherically spreading wave launches from each element.
Appropriate delay times applied to each electrical signal
allow the ultrasound scanner to steer and focus the emitted
wave front.

Additional wave conditioning includes amplitude shad-
ing of the subaperture. Typically, Gaussian-type functions
or approximations thereof are used to weaken the transmit
power for the outer most elements of a subaperture. The
process is called apodization and yields lower side lobes
since the side lobes are related to the Fourier transform of
the aperture function. A gaussian apodization will result in
a gaussian envelope for the side lobes, whereas no apodiza-
tion (i.e., a constant amplitude excitation) would yield a
sinc function (sin(x)/x) side lobe envelope.

To render an image, a subaperture is formed and line-
arly moved through the whole physical aperture. A major
drawback of this imaging scheme is the dead time of the
scanner, which occurs while waiting to receive the back-
scatter from the maximum depth. Fifteen centimeters of
penetration require a wait time of at least (two fold for the
round trip time):

t ¼ 0:15 m

1540 m � s�1

� �
� 2 ¼ 200ms

In addition to this delay, some additional wait time may
be required to suppress echoes from even larger depths.
Image lines might be separated by 250mm. For a physical
aperture of 5 cm, for example, one has to transmit and
receive 201 scan lines, which is equal to a time of 200ms �

201 lines, that is, 40.2 ms per one full frame or a frame rate
of 25 Hz. This frame rate seems reasonable, but one has to
keep in mind that no extra wait time was added nor any
other imaging overhead such as occurs during blood flow
imaging using Doppler.

Nonetheless, if one takes into account the finite lateral
width of a transmitted wave, one can subdivide the total
image width into independent image segments in which
beams can be fired simultaneously, or at least with mini-
mal delay (see Fig. 11). Therefore an aperture of 5 cm could
eventually be imaged with five simultaneous beams or a
fiveþfold higher frame rate. Such high frame rates allow
real-time ultrasonic imaging of the body and additional
overhead, such as is mentioned above for Doppler or multi-
zone focusing. This type of focusing is used when a large
depth image would cause the acoustic beam to diverge too
much before and after the focal point. By firing the same
image line two, three, or four times, the same number of
foci can be formed for tighter acoustic beams at larger
depths or for shallow regions. This scheme will work to
the limit that the beams are not overlapping, that is, there
is no signal coming from adjacent image lines.

Other imaging modalities, such as X ray, do not suffer
from slow acquisition time due to low wave speeds. Another
method to overcome the speed of sound limitation is the use
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Figure 10. Delaying or advancing the phase of waves emitted
from neighboring elements relative to the center element can
achieve focusing and steering of the acoustic wave front.
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of synthetic aperture imaging. This method is already used
in astronomy. Instead of 201 firings for 201 image lines,
only one transmit is fired, and only one receive is recorded.
Image reconstruction and especially spatial resolution will
be computed/extracted from received data by extensive
postprocessing. This scheme does not yield as much
detailed backscatter data; however, it does yield very high
frame rates. If only the speed of sound is limiting the data
acquisition, then for the above example, the frame rate will
increase by a factor of 201. Only the vast processing power
of current computers makes synthetic aperture imaging
possible. Typical applications for this type of image forma-
tion include full screen flow imaging, 3D, or 4D imaging
(see respective subsections).

Other types of arrays include curved arrays and phased
arrays which are popular for scans that require a larger
image width then can be achieved by simply extending the
physical aperture. Curved arrays, as seen in Fig. 9, form
sector images. Because of the shape of the aperture, a
relatively wide image can be achieved using a smaller
footprint aperture. Scan lines are no longer parallel to
each other but form a fan beam arrangement with field
of view angles of up to 858 (1508 for some endocavitary
arrays). Typical bandwidths range from 2–8 MHz, which is
a lower range than for linear arrays since this type of probe
is intended for large penetration depths where frequency
dependent attenuation prohibits very high frequencies.
The use of nonionizing radiation to achieve real-time ima-
ging with large fields of view makes theses probes ideal for
abdominal interoperative guidance of, for example, biopsy
needles or radiofrequency (RF) ablation tumor treatments.
These features are also ideally suited for obstetrics (see
Fig. 12).

Phased arrays are also designed to form sector images.
Contrary to curved arrays, where the natural shape of the

physical aperture provides the basis for the sector shape,
phased arrays steer the beam to form the image. As illu-
strated in Fig. 10, specific timing delays for the subaper-
ture can not only focus to a specified depth, but also steer
the beam in the lateral direction. Large fields of view can be
achieved this way, but the development of increased side
and grating lobes are a trade-off. Anatomical locations with
small diameter access to larger distal regions can be
imaged with this type of ultrasound array. For example,
temple access can be used to image the frontal brain,
and extension of the carotid artery above the jaw line is
possible. Cardiac imaging typically relies on phased arrays
due to acoustic shadowing from the rib cage, where one
needs to image between narrowly spaced ribs in order to
interrogate the much larger sized heart chambers.

B-Mode

B-mode is one of the most commonly used operation modes
of a clinical ultrasound scanner. As explained earlier,
ultrasound is a reflection or scattering based imaging
modality, and the sophisticated generation of a sound wave
allows the focusing of the sound to a specific location. Each
transmission yields one scan line around the targeted focal
point. If only one focal point is selected, one scan line
extends over the total depth range, which is user defined
in the current imaging settings. In order to record a full
image frame using a linear array, the imaging software of
the scanner electronically moves the active aperture of the
array across the physical aperture to transmit and receive
at a given line density. Typically, hundreds of scan lines
are generated this way and displayed on a monitor.
Figure 12 shows the cross-sectional sagittal (front to back,
vertical slice) image of a fetus in utero. She is sucking on
her thumb, as real-time video reveals. On the left of Fig. 12
one can see the head and the strong reflection of the skull
bone. The very left side of the image is black, an artifact
that could be due to maternal bowel gases that scatter the
sound away from the transducer. The remainder of the
skull is clearly visible from the forehead to the chin and
from the back of the head to the neck area. Bones reflect
sound waves well and result in a bright signal in the image.
The black surroundings of the fetus are regions of amniotic
fluid, which does not scatter sound due to the homogeneous
nature of the fluid.

In front of the mouth, one can see the hand of the fetus.
Once again the bones of the hand, namely, the knuckles,
are pronounced since they scatter more ultrasound than
the soft tissue of the hand. In the same fashion one can see
the reflections of the spine.

M-Mode

M-mode (also called motion-mode imaging) does not yield
full frame images per se, but rather one selected image line
is rendered as a function of time. This is used for displaying
motion of, for example, the periodic movement of heart
valves. Any abnormalities or temporal variations can be
directly seen as an image on the screen. The B-mode
cross-section of a carotid artery is shown in Fig. 13a.
Proximal and distal vessel wall delineates the dark
vessel interior, as indicated by the arrows to the right.
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Figure 12. B-mode image of a fetus at the end of the second
trimester (cross-sectional sagittal view). Low backscatter amniotic
fluid is surrounding her head and upper body. The video reveals
that the embryo is sucking her thumb. A curved array was used in
this obstetrics exam.



In a M-mode representation in Fig. 13b, pixels along the
white vertical line in (a) are repeated parallel to each other
over time. Figure 13b shows 5 s of repeated scans. For each
heart beat a pulsatile wave travels through the arterial
blood pool locally expanding the blood vessels. This expan-
sion can be seen in B-mode as well as in M-mode repre-
sentation. However, in B-mode it is an event in time
occurring over several image frames, whereas in M-mode
this event is plotted as the horizontal axis and therefore
easy to detect. White arrows in Fig. 13b indicate the
temporal expansion of the blood vessel. Figure 13c shows
a much more pronounced motion. The transducer was
pointed toward the heart and is therefore either imaging
the heart wall or one of the heart valves, showing the
typical cardiac pattern.

Doppler Imaging

Acoustic transmission of multiple beams along the same
line can reveal temporal changes in the human body. As
seen in Fig. 4, pulse echo firings in a rapid fashion can
track flow, as well as flow changes in time. A more formal

derivation of the mathematical framework shall follow
here.

Assume a vessel that is imaged at some angle a, which
has acoustic scatterers such as red blood cells flowing at
speed v(r, t), as is depicted in Fig. 14. A recorded acoustic
echo has an amplitude, frequency, and phase (a � ei(otþf)).

The measured phase is the sum of temporal and spatial phase

components. The first term oDt in Eq. 15 changes in time with o
and the second term changes in time with the velocity v(t) of

flowing red blood cells. Flow speed v(t) and direction a (cos a)
determine the magnitude of the measurable phase shift.
Due to the cos a term, any displacement that occurs
parallel to the aperture will not be detected.

DfðDtÞ ¼ vDt� 2p
vðtÞcosaDt

l
¼ vDt 1þ 2

vðtÞ
c

� �
(15)

It is assumed that the time between firings Dt is small
enough that the scatterer does not move out of the main
lobe of the beam pattern (Fig. 7). Moreover, it is assumed
that v(t) is constant during Dt. The absolute and relative
received Doppler shift frequency can be directly derived
from the change in phase, as the temporal derivative of the
phase angle (Eq. 16).
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¼ 1þ 2 cosa

vðtÞ
c

� �
(16)

In the following example, a simulated scatterer is
imaged and its traveling speed is measured. In the com-
putation, the scatterer is travelling away from the imaging
array from an axial distance of 2.50–2.52 cm, that is,
200mm. On that path, the scatterer is imaged 32 times,
once every 0.36 ms. Its speed is 2 cm � s�1. Figure 15a dis-
plays the backscatter of a scatterer as shown in Fig. 4,
except that only one scatterer is imaged. Thirty-two
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Figure 13. a. Longitudinal cross-section of carotid artery. The
pixels along the vertical white line in (a) are plotted in (b) as a
function of time. Black arrows indicate the proximal and distal
vessel wall. Such walls are in motion as blood is pumped through
the vessel in a pulsatile fashion. The repetitive pulsatile wall
motion can be seen in the M-mode image in (b).

Imaging array

Blood vessel

α v(r,t)

with moving scatterer

p t( ) p0eiωt=

vi t( ) v r t,( ) αcos=

Figure 14. Illustration of Doppler imaging of a blood vessel.



backscatter signals are stacked vertically, and the ordinate
is labeled with the time at which the signal was measured
(‘‘slow’’ time in ms), whereas the abscissa shows the time
frame of the measured radiofrequency signal (‘‘fast’’ time in
ms) same as in Fig. 4. This arrangement of backscatter data
is very similar to that used in M-mode imaging. Signal
amplitude is displayed as gray scale with gray for zero,
black for negative amplitudes, and white for positive ampli-
tudes. Two major steps are performed in order to estimate
the velocity of the scatterer from the backscatter signal. At
first the signal f(t) is transformed into a complex valued
signal f �(t) by performing a Hilbert transform (Eq. 17).
Measured signals are always real valued quantities. How-
ever, for computational purposes it is desirable to have
complex valued data f �(t). This step allows us to directly
measure the phase of the backscatter signal and yield the
velocity of the scatterer after basebanding, which is the
second step.

f �ðtÞ ¼ 1

p
P

Z 1
�1

f ðtÞ
t� t

dt

¼ 1

p
lim
e!0þ

Z t�e

�1

f ðtÞ
t� t

dtþ
Z 1

tþe

f ðtÞ
t� t

dt

� � (17)

Basebanding is a mathematical procedure used to
remove the carrier frequency, the main transmit fre-
quency, from a rf-signal. For a complex valued signal,
f
�
(t), this is done by multiplying the signal with a complex

harmonic of the same, but negative frequency (�o0) as the

carrier to obtain the complex valued envelope or amplitude

modulation a(t) and the phase f (Eq. 18).

f �ðtÞe�ið�v0Þt ¼ aðtÞeifðtÞ (18)

The phase is constant for each rf line in tissue, but
varies between firings as targets, such as red blood cells,
move. Figure 15b shows the phase of the basebanded
signal and therefore the position of the scatterer. At

7.5 ms, the phase wraps from �p to þp and continues

to decrease. This phase wrap was detected and unwrapped
before computing the velocity as proportional to the
derivative of the phase. This phase unwrapping is not
performed in clinical ultrasound scanners. Rather one
will see flow of the opposite direction being displayed on
the screen as the Doppler processing unit concludes
that the sudden increase in phase from �p to þp must
be due to flow in the opposite direction. This artifact is
called aliasing and is typically avoided by increasing
the pulse repetition frequency (PRF), that is, the rate
at which Doppler firings are repeated along the same
scan line in order to track backscatter from blood
cells. Inverting Eq. 16 for v(t) and using data processed
via Eq. 17 yields the flow velocity as given in Eq. 19.
A comprehensive description of medical Doppler and
Doppler physics can be found in and McDicken
and Evans (18).

vðtÞ ¼ c

2v0

d

dt
fðtÞ (19)

Pulse Wave Doppler. Pulse wave Doppler (PW Doppler)
is used for measuring blood flow. The user can position a
Doppler scan line and Doppler window to any location
within the B-mode image, as seen in Fig. 16. The two short
horizontal lines at a depth of 6.9 cm in the top B-mode
image in Fig. 16 represent the sample volume. This is
where the Doppler data is acquired. Typically, the beam-
former of the scanner is set to the same sample volume
location for transmit and receive. The axial size of this
window can be adjusted and is displayed on the screen
(here 2 mm, see Size in the right side data column of
Fig. 16). Changes in the window’s size will affect the
duration of the transmitted tone burst cycles. Commonly
scanner software adjusts the duration of the transmit pulse
to be twice as long as the chosen sample volume. Addition-
ally, an angle (a) can be selected along which a blood vessel
is oriented (here 08, for example, along the Doppler scan
line). As shown in Fig. 14 and Eq. 16, the measured flow
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Figure 15. Doppler processing for velocity estimation. (a) Shows
stacked (slow time) backscatter signals (fast time) of a moving
scatterer. Complex analysis of such signals reveals the change in
phase of the backscatter signal (b), and subsequently the scatterer
velocity can be computed (c).

Figure 16. Pulse wave Doppler example. See text for more
description.



velocity is only the projection of the actual flow vector
onto the acoustic beam, which results in a cos a term.
By manually choosing the correct a, the actual flow velocity
can be computed and displayed from the measured flow.

The bottom part of the screen image in Fig. 16 shows the
temporally resolved blood velocity, where the abscissa
represents time (here, a total of 5 s), and the ordinate
represents velocity (here, from �30 toþ 30 cm � s�1).

Traditional processing computes the power at each
frequency and subsequently the associated velocity, as
outlined in Eq. 20.

Here the phase f of the basebanded backscatter signal
a(t)eif(t) is digitized along the slow time scale (ms). Fourier
analysis is used to determine the frequency or rate of
change (vn) of the phase fn ¼ fðtnÞ More precisely, the
so-called spectral power P(vn) at each frequency vn is
computed by Fourier analysis. This quantity yields how
much contribution to the power there is for a given rate of
change or speed vn. These two quantities P(vn) and vn are
plotted in the velocity graph in Fig. 16 (lower plot). The
gray level for a given point in the graph is determined by
P(vn), whereas vn or vn and the time t determine the
location of the pixel. The indicated cardiac cycle in
Fig. 16 shows contributions from high velocities that yield
high Doppler frequencies. At the end of this cycle the blood
flow slows down and contributions to high frequencies
diminish and formerly white pixels are now plotted in
black. Other operations such as windowing of the phase
signal fn are neglected here for simplicity.

f �ðtÞe�ið�v0Þt ¼ aðtÞeifðtÞ

PðvnÞ ¼ j
X
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fnTneivnnj2

vnðtÞ ¼
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v0Tre p

� �
c

2

� �
cosa

(20)

Color Flow Doppler. Color flow Doppler allows the user
to see a 2D map of flow in the current B-mode image.
Instead of measuring flow only along a single scan line
as in Pulse wave Doppler (PW Doppler), all lines inside a
chosen region of interest (ROI) are fired repetitively (4–16
times) and analyzed for flow. Velocity resolution and frame
rate are limited due to the large number of acoustic trans-
missions and the computational burden of analyzing the
resulting received waveform data. In the same fashion as
in B-mode, interleaved imaging can be used to counter-
balance the reduction in frame rate caused by the neces-
sary increase in (Doppler) scan lines (see Fig. 11).

In Fig. 17, one can see a regular B-mode image of a
carotid artery, extending from the left to the right side of
the image, parallel to the transducer face. The gray scale B-
mode image is overlaid with Doppler information inside a
user-defined color flow box, which is either a rectangle or a
parallelogram slanted either to the left or right. For this
specific example, a rhomboid with 208 rightward steering
was used in order to measure the velocity of blood flow. One
should remember that vessels parallel to the transducer do
not yield a Doppler or phase shift and therefore can not be
identified with Doppler methods. However, a 208 rightward
steering provides enough angle deviation to measure flow

and to display velocities everywhere in the chosen color
flowbox. Ultrasonic waves are transmitted parallel to the
slanted rhomboid.

Typically, blood flow is encoded from dark red to red to
yellow when it is approaching the transducer, indicating
low, moderate, or high velocities, respectively. Alterna-
tively, it is colored in shades of blue to cyan when it is
moving away at low to high speed. The maximum detect-
able velocity magnitude is directly related to the PRF
used. A PRF of 2.4 kHz was chosen in the example
shown, resulting in a maximum detectable velocity of
	23 cm � s�1. Note that the PW Doppler example in Fig.
16 used a 4% greater PRF but allows a 30% greater velocity
range. This is related to the greater burst length used in
PW Doppler (15–20 cycles) compared to CF Doppler (2–6
cycles) and the subsequent data processing. The PW Dop-
pler is designed for high velocity resolution and simulta-
neous temporal resolution, whereas CF Doppler is
designed for great spatial resolution. Moreover, one
should notice the very low backscatter level of blood rela-
tive to the surrounding tissue, which can be as much as
40 dB below that of soft tissue. The blood vessel in Fig. 17
appears black relative to the tissue on the proximal and
distal side of it.

As mentioned above, CF Doppler demands not only
more acoustic transmissions, but also more computing
power to estimate the actual flow velocities from the mea-
sured acoustic backscatter. This imaging modality became
practical when Kasai et al. (12) succeeded in designing a
method (see Eq. 21) by which the mean Doppler frequency,
that is, the mean velocity in every pixel, could be computed
in real time by cross-correlations of the quadrature com-
ponents, I and Q, of the analytic (complex) backscatter
signal. Quadrature components I and Q are obtained by
mixing the rf-signal at the hardware level with sin(v0t) and
cos(v0t). This corresponds to the complex base banding
given in Eq. 18, since e�ivt¼ cosvt-i sinvt. It follows that
I and Q are the real- and complex- valued parts of the
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Figure 17. Color flow example showing blood flow in the carotid
artery. The color data (here in gray scale) encodes magnitude and
direction of flow. A color bar allows the quantitative conversion to
actual speed, here a maximum of 	23 cm � s�1.



basebanded signal, a(t)eif(t)¼ IþiQ.

f ¼ S
N�1
n¼1 Q½n�I½N þ n� � I½n�Q½N þ n�

iSN�1
n¼1 Q2½n� þ I2½n�

v̄ ¼ c

2v0Tre p
arctanf

(21)

Power Doppler

The previous two methods of flow quantification suffer
from a lack of good flow detection. In perfusion studies, it is
often necessary to detect very small amounts of flow
volume travelling through capillaries at velocities of the
order of 1 mm � s�1, which is�0.1% of the speed observed in
the carotid artery. In order to overcome the poor sensitiv-
ity of PW and CF Doppler, power Doppler displays the
integral of the power spectrum P(w), shown in Eq. 20.
Typically, the integration value is also averaged over a
very long period of time (several heart beats). Averaging at
least one cardiac cycle results in a nearly constant value
for flow. Physically, this value represents the amount of
blood flowing, but not the velocity, since it is the integral of
all detected velocities.

First, imaging capillary flow yet remains difficult, even
in power Doppler mode, partially because blood cells do not
scatter much of the transmitted acoustic signal. Small
blood vessels, such as the capillaries, provide small frac-
tional blood volume, which further decreases the total
backscattered signal. Second, at 1 mm � s�1, flow velocities
in capillary beds are difficult to differentiate from static
soft tissue background at zero frequency shift, without
being suppressed by the wall filter. This filter is used to
prevent tissue motion from being incorrectly ascribed as
real flow. In Fig. 17 flow that causes <71 Hz frequency shift
per Doppler firing is filtered out of the Doppler data to
eliminate flow speeds of <x cm � s�1.

The ultrasound machine transmits Doppler pulses
every 0.42 ms (recipocal of 2.4 kHz). Backscatter will con-
tain phase shifts between�p andþp, which corresponds to
þ23 and �23 cm � s�1 flow speed.

The acoustic wavelength of the color Doppler (CF panel
on the right side in Fig. 17) transmits equals 0.385 mm in
tissue (c¼ 1540 m � s�1, Frq¼ 4 MHz, l¼ c/Frq) and each
firing is separated 0.42 ms (recipocal of PRF¼ 2.4 kHz).
The Doppler electronics measures phase shift, therefore
it can not measure more than a shift of 2p or �p. Two-pi
corresponds to l or �p to �l/2, hence the maximum
detectable speed of v¼ s/t¼ 45.8 cm � s�1, with s¼ l/2 and
t¼ 1/PRF. However this value does not match the dis-
played 23 cm � s�1. Doppler pulses work in pulse-echo mode,
in which any displacement dx results in a time shift of 2-
times dx/c. Finally the maximum detectable flow speed is
given by equation 22. For a given wallfilter (WF) the
minimal detectable flow is given by the ratio of the PRF
to wall filter times the maximum flow, that is, (2.4 kHz/
71 Hz)	23 cm � s�1¼ 0.68 cm � s�1.

v ¼ ds

dt
¼ 0:5 � c=ð2 f Þ

1=PRF
¼ 0:5 � 1540=ð2� 3:75� 106Þ

1=2:4� 103

¼ 23 cms�1 ð22Þ

3D Imaging

Current ultrasound images are naturally 2D because ultra-
sound imaging arrays are only 1D. One-dimensional arrays
are still predominant in the market. Even so, great efforts
in the ultrasound community are pushing ultrasonic ima-
ging toward 2D arrays. The transition from 1D to 2D is
especially apparent in the naming scheme of current
arrays:

1D: Is the classic linear or focused array, which has one
row of elements that allows focusing and steering in
the lateral imaging plane. The elevational focus is
constant due to a fixed elevational curvature of each
element.

1.25D: Extra rows of elements on either side of the main
row allow changes in the elevational aperture, but
there is no electronic elevational focusing, nor steer-
ing.

1.5D: This class of arrays has a 2D set of elements,
where the elevational elements are connected sym-
metrically to the center row. This array can focus in
the elevational direction but not steer.

1.75D: A 2D set of individually driven elements is
available for this type of array, but the number of
elements in the elevational direction is much less
than in the lateral direction. Elevational focusing is
possible, but only limited elevational steering is
available.

2D: Elevational and lateral directions should be equiva-
lent and indistinguishable for a true 2D array. Full
apodization, steering, and focusing is possible in 3D.
Currently there are some commercial systems that
use 2D arrays particularly in cardiac imaging.

Hardware and software implementations allow the 3D
reconstruction of a scanned volume even when using 1D
arrays. Sophisticated 3D hardware position sensors allow
ultrasound scanners to register the position and orienta-
tion of a 1D array in 3D space. Therefore, any acquired
image in a set of many can be aligned with others in the
set to render a 3D volume (see Fig. 18). However, these
hardware additions are costly and can be inconvenient.
Moreover, they might show limitations due to interference
with electromagnetic fields or nearby metallic objects. Soft-
ware solutions use correlations between adjacent image
frames to determine the transducer translation or rota-
tion. Figure 18 rudimentarily illustrates how individual
frames taken in freehand fashion are ‘‘stitched’’ together to
form a 3D volume, which can be rendered in various ways.
Figure 19 shows an anatomical example of the bifurcation
of the ascending carotid aorta rendered as a 3D volume.
Some implementations on clinical scanners, however,
already use the 4D nomenclature by adding time as the
fourth dimension.

CONTRAST IMAGING

As in every other clinical imaging modality, agent
based imaging enhancements are available for ultrasonic
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imaging. However, a limited number of clinical applica-
tions is approved by the Food and Drug Administration
(FDA). As of 2004, the only FDA approved application for
ultrasound contrast agents is for cardiac procedures, and
more precisely, for outlining the border of the heart cham-
ber. Other countries or regions such as Europe and Japan
have a variety of agents approved. However, considerable
research has been performed on ultrasound contrast
agents, and it is likely that more FDA approvals will follow
in the future. Contrast agents are used to enhance ultra-
sound image quality; therefore, imaging techniques imple-
mented in current ultrasound scanners will be described.

Moreover, the physics of contrast agents as well as their
optimal clinical use will be discussed.

Clinical Background. Every year 135 million (Source:
Amersham Health Inc. owned by GE Healthcare.) ultra-
sound scans are preformed in American hospitals. Only
0.5% of these procedures actually use contrast-enhancing
products. For example, better diagnosis of myocardial per-
fusion and better visualization of fine capillary-level vas-
culature will be possible when ultrasound contrast agents
are certified by the FDA. Ultrasound is a relatively inex-
pensive imaging technique, and better diagnostic informa-
tion can obtained.

New contrast-agent-based ultrasound imaging modes
include: Harmonic imaging, Pulse inversion (with harmo-
nic or power mode), Microvascular imaging, Flash contrast
imaging, as well as Agent detection imaging.

Enhancing Contrast. A major duty of ultrasound con-
trast agents is the improvement of ultrasound based image
acquisition. The definition of contrast is given in Eq. 23,
where I1 and I2 are the echo intensities before and after
contrast administration, respectively. Even though this is
a very simple formula, the mechanism for contrast
improvement can be rather complicated.

L ¼ I2 � I1

I1
(23)

The key for contrast improvement for ultrasonic con-
trast agents lies in the physical principles of sound trans-
mission, reception, and the nonlinear characteristics of
bubbles themselves. For example, an increase in backscat-
ter amplitude in the presence of contrast agents relative to
the average human tissue backscatter level would improve
the overall image. Furthermore, the creation of acoustic
frequencies that occur in the backscatter signal of bubbles
but not in the transmit signal nor in the backscatter of
tissue, would provide a mechanism by which bubbles can
improve the overall image. An important fact to keep in
mind is that ultrasound contrast agents do not enhance the
visibility of human tissue nor of blood, but the bubbles
themselves can be visualized better than tissue or blood.
Nevertheless, imaging perfusion of tissue or measurement
of the amount of blood flowing through a vessel can be
greatly improved by the usage of ultrasound contrast
agents.

Modern Agents. Modern agents are not just gas bub-
bles. A sophisticated shell coating is used to prevent coa-
lescence and reduce diffusion of the interior gas into the
surrounding medium. This shell can be made of serum
albumin. Lipids are also used as stabilizing agents. The
gases filling the interior of the shell are chosen for low
diffusion rates from the bubble into the blood stream as
well as because of their low solubility in blood. Table 3 lists
commercially available contrast agents. Currently FDA
approved contrast agents include Imavist by Alliance
Pharma/ Photogen, Definity by Bristol-Myers Squibb Med-
ical Imaging Inc., Albunex by Molecular Biosystems, and
Optison by GE/Amersham.
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Figure 19. Three-dimensional reconstruction of the ascending
carotid artery. This imaging mode uses 3D correlations and
compounding to align individual images as the imaging array is
swept across the vessel.

Freehand
scanned images

Correctly aligned
freehand images

Created 3d
image volume

Readout or display
3D volume

Figure 18. Illustration of 3D image reconstruction. Sets of spatial
misaligned images are stacked according to their spatial position
and orientation and used to fill a 3D image volume. Afterward this
volume can be read out in any slice plane direction or even
rendered as a 3D volume, such as shown in Fig. 19.



Acoustic Bubble Response. Ultrasound contrast agents
can be viewed as systems known as harmonic oscillators,
with a given amplitude, phase, and frequency. Min-naert
has derived Eq. 24, which gives the resonance frequency of
a gas bubble as a function of its size. For example, a 3 mm
radius (R0) air bubble (adiabatic coefficient k) in water
(mass density rL) under atmospheric pressure P0 has a
resonance frequency f of 1.1 MHz (Table 3). This is a very
fortunate relationship since capillaries of the human cir-
culatory system are as small as 8mm in diameter and
typical clinical frequencies used are 1–10 MHz.

f ðR0Þ ¼
1
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ffiffiffiffiffiffiffiffiffiffiffiffi
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The amount of acoustic scattering of the bubble surface
(scattering cross-section sS) is described by the Rayleigh
equation. This equation is used for scatterers that are
small (mm) relative to the acoustical wavelength used
(mm). For gas bubbles in water, the Rayleigh equation
can be written with a series of mathematical terms for
corresponding physical oscillation modes.
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The first term represents a monopole type bubble
oscillation, whereas the second term describes a dipole
term. One can see that the monopole term dominates
the scattering due to the large compressibility (k) dif-
ference between water and air–gas. Density differences
(r) between water and air/gas are large too, however, the
monopole term dominates the acoustic scattering (see
Table 4).

Mathematical and Physical Modeling. The equation of
motion of a bubble can be readily derived from an energy
balance of kinetic (T) and potential energies (U) using the
Lagrange formalism (L¼T – U). It should be mentioned
that the momentary inertial mass of the bubble as an
oscillator does change with time. This is a major reason
why ultrasound contrast agents are nonlinear systems, as

will be shown shortly. One of the first equations describing
the motion of a gas bubble excited by ultrasound was
derived by Rayleigh–Plesset and is given in Eq. 26. This
formula is derived under the assumption that the interior
gas follows the ideal gas law, and other forces acting on the
bubbles are comprised of the internal vapor pressure pd,
the external Laplace pressure caused by the surface ten-
sion s, the viscosity hL of the surrounding host medium
(water), the mass density rL of the water, as well as the
static p0 and acoustic p1(t) pressures.
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Figure 20 shows a simulation of the bubble response to a
short tone burst excitation. Transmitted acoustic pressures
of 1 and 50 kPa were simulated. Graph (a) shows a 1.1 MHz
and 50 kPa pressure waveform as transmitted by a simu-
lated ultrasound transducer. Graph (c) shows the subse-
quent radial oscillations of the simulated bubble (resting
radius of 3mm). Graph (b) shows the spectral response of
these oscillations for a sound pressure of 1 kPa. The
bubble oscillates mostly at the driving frequency of
1.1 MHz. An increase in sound pressure amplitude (i.e.,
50 kPa) reveals the nonlinear nature of gas bubbles. In
panel (d), in addition to 1.1 MHz one can also see higher
harmonics of 2.2 MHz, 3.3 MHz, and so on.
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Table 3. Modern Ultrasound Contrast Agentsa

Manufacturer Agent Name Interior Gas Shell Material

Acusphere Al-700 Perfluorocarbon Copolymers
Alliance Pharma. / Photogen Imavist Perfluorohexane, air Surfactant
Bracco SonoVue Sulfur hexafluoride Phospholipid
Bristol-Myers Squibb Medical Imaging, Inc. Definity Perfluoropropane Lipid bilayer

MRX-815-stroke Perfluoropropane Lipid bilayer
Molecular Biosys. Albunex Air Albumin

Oralex Air Dextrose
GE/ Amersham Optison Perflutren Albumin
Nycomed Imaging AS Sonazoid Perfluorobutane Lipid
Schering AG Echovist Air Galactose

Levovist Air Lipid layer
Sonus Pharma. EchoGen Dodecafluoropentane Albumin

SonoGen Charged surfactant

aSee Refs. 3,7, and 9.

Table 4. Scattering Coefficients for Monopole and Dipole
Terms in Eq. 25 of a Water or Air Filled Sphere Under
Water

Material

Bulk
Modulus
k, MPa

Density
r, kg �m�3

Monopole
Magnitude

Dipole
Magnitude

Water 2250 1000 0 0
Air 0.14 1.14 2.9� 107 0.33



Modern ultrasound contrast agents cannot be modeled
using the free gas bubble Rayleigh–Plesset model. Elastic
layer-based models presented by de Jong (5), Church (4),
and Hoff (10) contain additional parameters, such as the
mass density of shell material, a second surface tension
term, a second viscosity term, or the elastic modulus of the
shell material.

Imaging Modes

The following sections will cover imaging modes that rely
on nonlinear backscatter, either originating from body
tissue or due to nonlinear reflections from contrast agents.
Each mode will be theoretically described and illustrated
with examples.

Harmonic Imaging

Nonlinear tissue and contrast agent backscatter is the
basis for harmonic imaging. Human tissue, as well as
ultrasound contrast agent, can be driven in a nonlinear
fashion such that the backscattered signal contains not
only the original frequency f0, but also 2x f0, 3x f0, and so
on (see Fig. 20d). Higher harmonics increase in their
relative amplitude with sound pressure. Harmonic con-
trast imaging takes advantage of the strong nonlinear
character of contrast agent, which is stronger than tissue.
As a result, nonlinear backscatter from tissue will be
smaller in amplitude than that of contrast agent and
the vascular system will be visible over tissue. Sub-
harmonic emissions are also characteristic for bubbles
(1/2x f0, 1/3x f0, etc.) and can be used to distinguish
bubbles from tissue.

Figure 21 is comprised of a direct gas bubble simulation
and an illustration of harmonic bubble behavior. As can be
seen from the simulation results, harmonic scattering

of gas bubbles increases with increasing incident sound
pressure. Specifically, the normalized amplitudes of
the fundamental and the second harmonic frequency
are shown here (pfundamental/p0 and pharmonic/p0). Increas-
ing the incident sound pressure causes a proportional
increase in the fundamental response, while the contri-
bution of the harmonics increases more strongly. At
50–100 kPa, the backscatter amplitude of the second
harmonics peaks and for higher pressures more and more
energy is distributed over a wide range of frequencies,
from sub-harmonics f0/n to higher harmonics n�f0.
Because the model as described in Eq. 26 does not take
into account any losses, such as those induced by radiation
or viscous damping, backscatter predictions for large
excitation pressures will not be accurate. However, at
modest amplitudes tissue scatters in a linear fashion,
gas bubbles contribute harmonic signals, and the ampli-
tude ration between fundamental and harmonic compo-
nents can approach 1 for bubbles driven at sufficiently
large amplitudes (illustration in lower right panel of
Fig. 21).

Figure 20 shows the oscillation of a gas bubble in a large
amplitude acoustic field. Panel (a) shows the excitation
sound pressure waveform of 50 kPa amplitude. Radial
excursions as well as the sound pressure spectrum at a
distance of 5 cm from the bubble are plotted on the bottom
panels (c) and (d), respectively. Most notably are the sharp
peaks for bubble radii smaller than the initial bubble
radius (see arrows in Fig. 20c). At positive incident sound
pressures, the bubble is compressed and exhibits a large
internal pressure. At the same time, the bubble’s resonance
frequency changes. This change in resonance is the reason
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Figure 20. For higher transmit sound pressures (pT) gas bubbles
exhibit nonlinearities at similar magnitudes as the fundamental
frequency [(b) vs. (d)]. Higher harmonics increase in their relative
amplitude with sound pressure. Radials oscillations of the gas
bubble contrast agent shows the nonlinear response during the
compressional phase (arrows at small radii). Harmonic imaging
takes advantage of the strong nonlinear character of contrast
agent, which can be stronger than tissue depending on the
number density of the bubbles.

Figure 21. Higher harmonics increase in their relative amplitude
with sound pressure (left), Pharmonic/P0. Harmonic imaging takes
advantage of the strong nonlinear character of contrast agent,
stronger than tissue, depending on the number density of the
bubbles. Subharmonic emissions f1/2 are also characteristic for
bubbles.



for their highly nonlinear character. Panel (b) shows the
scattered sound pressure spectrum for a low incident pres-
sure of 1 kPa. No harmonic contributions can be seen
within 40 dB of the pressure amplitude at the fundamental
frequency.

Pulse Inversion Mode

As its name suggests, pulse inversion uses inverted pulses
to gain contrast in the image. Figure 22 illustrates how this
imaging mode works. As opposed to regular B-mode ima-
ging, this mode requires two transmissions per image line.
The first transmission does not differ from regular B-mode.
However, the second transmission is 1808 phase shifted,
that is, inverted with respect to the first pulse transmitted.
In case of tissue the backscatter for both pulses will mostly
remain the same in magnitude. However, contrast agents
respond with harmonic contributions which differ for 0 and
1808 pulses. For very low acoustic pressures, this difference
might not be distinguishable from the linear backscatter,
but a mechanical index of 0.2 or less is sufficient to perform
pulse inversion imaging. The mechanical index is a mea-
sure for the sound pressure amplitude and will be defined
in the bioeffects section.

High sound pressure amplitude pulses can have two
effects. First, they cause nonlinear tissue backscatter, thus
reducing the contrast between tissue and contrast agent in
the vascularity. Second, they destroy the contrast agent.
One has to keep in mind that contrast agents are comprised
of encapsulated gas bubbles. Therefore the bubble can
shatter and the contained gas can subsequently dissolve
into the blood pool. This shattering is possibly a source for
bioeffects of ultrasonic imaging and will be discussed in a
later section.

Theoretical modelling of the oscillatory behavior of gas
bubbles using the above-introduced model directly shows
the nonlinear response of gas bubbles. Figure 23a shows
the two-pulse sequence required for pulse inversion ima-

ging. For transmit pressures of 1 kPa, the difference in
bubble response to 0 and 1808 is very small. However, on
the same scale, the response to a 50 kPa excitation yields
two signals whose fundamentals f0 cancel, but whose sec-
ond harmonic contributions 2 f0 add in phase (see Figs. 22
and 23 d).

A major downside of pulse inversion imaging is its
sensitivity to motion. Spatial shifts cannot be distin-
guished from changes in back-scatter due to changes in
transmit phase. A clever work-around to this problem is
illustrated in Fig. 24, where a three-pulse transmit of
varying phase is shown. Situations in which motion is
anticipated or intestinal peristalsis or chest wall excur-
sions during breathing. The latter is on the order of
2 cm � s�1, or for a 1 kHz PRF, 20mm per firing. A signal
of 1 MHz center frequency will experience a phase shift of
4.88 when spatially translated 20mm. It is assumed that
the time duration in which the three pulses are fired is
small compared to that of the body motion. If so, then the
motion can be approximated as being linear on the time
scale of the firings. The first firing is transmitted with zero
phase, the second one with 5þ 1808, the third one with 108
phase shift. Linear response of tissue will result in back-
scatter signals of 08, 58þ1808, and 108 phase shifted sig-
nals. Averaging the first and third backscatter signal will
yield an average of 58 phase shift. Adding this average
signal to the second backscatter signal will yield a value of
zero for linear tissue, even while it is in motion. Bubbles,
however, will yield a similar, nonzero, signal whether in
motion or not.

Coded Excitation and Coded Harmonic Excitation. Coded
excitation is a way to overcome poor signal to noise ratios
(SNR) in ultrasonic imaging. It was already used in radar
imaging for the same purpose, before its introduction to
medical ultrasound. The most simple solution for poor
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Figure 22. Tissue and contrast agent can yield different
backscatter when exposed to an acoustic field of moderate
intensity (typically of an mechanical index (MI) of less then
0.2). (a) Tissue responds in a linear fashion, that is, it yields a 0
and a 1808 phase-shifted signal. The sum of both waves is zero. (b)
For ultrasound contrast agent, the backscatter will include higher
harmonics. A 1808 phase shift in the transmit frequency f0 will
result in a 3608 phase shift in the second harmonic 2 f0. However, a
3608 phase shift will result in the original signal. Therefore, the
sum of a regular pulse and a inverted pulse will cancel for f0

frequency components but not for 2 f0 components.
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Figure 23. Two transmitted pressure waveform pulses with 1808
phase shift with respect to each other, are displayed at time equal 5
and 20�s in panel (a). This concept of inverted pulses is illustrated
in Fig. 22(a). For 1 kPa sound pressure amplitude the sum of the
oscillations of these two pulses is near zero (b). However, for a
sound pressure of 50 kPa, the radial excursions of the contrast
agent bubbles is nonlinear (as shown in Fig. 20) and the sum of the
0 and 1808 signal is almost as great (3.2�m in d) as the oscillation
itself (3.4�m in c). This technique is used in pulse inversion
contrast agent detection scheme.



signal/noise ratios is to increase the amplitude of trans-
mitted sound. However, the FDA regulates sound pressure
amplitudes because of the likelihood of acoustic cavitation
in the presence of large sound pressure amplitudes. More-
over, the number of acoustic transmissions per unit time
(pulse repetition interval, PRI) as well as the length of
individual pulses (burst length) are regulated by means of
the overall deposited energy that will eventually result in
tissue heating. Both effects will be discussed in the Bioef-
fects section below. In addition to regulatory and safety
concerns, increasing the number of cycles in a traditional
transmit pulse also reduces the axial resolution.

However, improvements in signal to noise ratios with-
out sacrificing axial resolution can be achieved despite
regulations on pressure amplitudes and burst lengths.
Transmission of specially designed and unique signals
can significantly improve their detectability. This concept
is called Coded harmonic excitation.

Various code types shall be discussed here to illustrate
how Coded excitation works. Figure 25 illustrates two
codes. On the left side is the most simple code, a so-called
pulse train (or uncoded tone burst), that is, a series of
pulses or sinusoids. When transmitting four cycles at a
certain frequency one can use a frequency filter that is
sensitive at the transmit frequency, but only for signals
that are four cycles long. A more complicated type of coded
excitation is the code shown on the right side of Fig. 25.

This signal also transmits four cycles, but now the four
cycles all differ in sign as well as in amplitude. Both
features make this code more unique and therefore more
detectable when ambient noise lowers SNR.

Above mentioned frequency filters are explained in
Figs. 26 and 27. The first column in Fig. 26 illustrates
the transmit pressure waveforms and the second column
shows the receive filter used. A mathematical technique
termed convolution is used to match the transmitted wave-
form with the anticipated receive signal by means of an
appropriately designed filter. The average reader might
not have adequate signal processing background to be
familiar with this concept. Therefore, Fig. 27 will be used
to explain Coded Excitation for the example of Golay code
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Figure 24. A three pulse sequence with a linear shift in transmit
phase (08, 58þ1808, and 108) is used to suppress tissue signal, even
when the tissue is in motion. The 0 and 108 backscatter signals are
averaged to yield a 58 signal from tissue (SI). The 58 phase-shifted
and inverted transmit signal (S2) is then added to the averaged
signal SI. For moving tissue the result will be zero. If the tissue
motion is linear during the time span of the three transmit pulses
(�1 ms), then pulse will be separated by an offset of x8. This offset is
in addition to the initial 58 offset between first & second and second
and third pulse. Therefore tissue will yield zero for S1þS2.
Ultrasound contrast agents, however will yield S16¼S2 as shown
in Figs. 22 and 23.
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Figure 25. Some signal to noise problems can be overcome by the
use of coded excitation. Instead of a single pulse, a pulse train
(commonly also known as a tone burst) or coded pulse train is
transmitted for better backscatter detection. See Fig. 26 for
temporal /spatial resolution.
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Figure 26. Coded excitation is implemented on modern
ultrasound scanners to overcome signal loss and low SNR. A
simple solution is the increase in burst length. However, this
simultaneously results in a decrease in axial/temporal
resolution. Specially coded waveforms are designed for an
increase in SNR by reasonably maintaining spatial resolution.
Golay codes, for example, can be designed for a 10-fold increase in
SNR by loosing only a factor of two in temporal resolution.



of length 4 (see Fig. 26). This code consists of two transmit
pulse packages. The first and second packages are four
pulse sequences of [þ1, þ1, þ1, �1] and [þ1, þ1, �1, þ1],
respectively. Such pulses are shown on the top row of each
box in Fig. 27. The pulses are transmitted into the body and
the resulting echoes, which should show the same pattern,
are recorded. Matching filters are shown below the pulse
packages and have been replicated at a total number of
7 positions. Each filter replication has an overlap with the
transmit pulse ranging from 1 to 4 digits. For a given
position, numbers in the same column are multiplied
and then the resulting values of the overlapping columns
are added.

For clarification the highlighted case in the top system
for position 5 (arrow) is explained in detail. The filter [�1,
1, 1, 1] and the recorded pulse [1, 1, 1,�1] overlap for three
digits and the computational method of convolution is
equivalent to computing the inner product of two vectors:
[1, 1,�1]�[�1, 1, 1]¼ 1�(�1)þ1�1þ(�1)�1, which sum to�1.
This value is displayed in the column on the right. This
convolution procedure is done for both transmits. Subtract-
ing the two resulting 7 digit vectors X¼ [1, 2, 3, 0,�1,�2, 1]
and Y¼ [1, 2, 1, 0, 3, �2, 1] will yield [0, 0, 2, 0, �2, 0, 0], a
receive vector (called Golay-coded receive signal in Fig. 26)
with good temporal/spatial resolution. In the given case it
is essentially three time steps long: [�2, 0, 2]. The uncoded
tone burst is 7 time steps long (see top of Fig. 26).

Back to Fig. 26, the result of the convolution is shown in
the third column. For the uncoded tone burst one can see a
triangular shaped signal that peaks where the receive
filter perfectly matches the incoming pressure wave. The
temporal duration of the convolution increases as the
duration of the tone burst increases. This unwanted effect
of loss of spatial resolution is overcome by the use of more
sophisticated codes. Golay transmit codes and receive fil-
ters, for example, can mostly maintain spatial resolution
while improving SNR. Two differing transmit codes are
used and the resulting convolutions are subtracted from
each other, similar to pulse inversion imaging.

Coded excitation in the form of a Chirp-type pulse
train yields a signal to noise gain of

ffiffiffiffiffiffiffiffiffiffiffi
DF T
p

; for example,
a signal with a 1 MHz frequency sweep and T¼ 16ms
pulse duration will yield a fourfold increase in SNR,
which corresponds to 12 dB. Chirps are tone burst of
continuously increasing transmit frequencies within
the pulse train. Continuously in frequency decreasing
pulse trains are called pirchs, which almost spells chirp
backward. General Barker and Golay codes perform well
too. For a standard Barker sequence the side lobe ampli-
tudes of the transmit/receive signal are �22 dB down
relative to the amplitude main lobe. A Golay code with
16 pulses per burst yields a ten-fold increase in SNR.
Here, only a length-4 sequence is shown for clarity (see
Fig. 26).

More detailed mathematical background, as well as
clinical feasibility can be found in publications by Nowicki
(19) and Misaridis (20), for example.

BIOEFFECTS

Ultrasound related bioeffects are centered on two main
categories: cavitation and heating. Acoustic output (and
therefore to some degree acoustic cavitation) is regulated
by the FDA through the implementation of the mechanical
index (MI), as well as the temperature index (TI) in the so-
called Output Display Standard (Standard for Real Time
Display of Thermal and Mechanical Acoustic Output
Indices on Diagnostic Ultrasound Equipment (1992), pub-
lished by the National Electrical Manufacturers Associa-
tion as UD-3). The output display standard is used to
obtain approval by the FDA for medical use of ultrasound
scanners.

Cavitation is a well-studied effect and manifests itself,
for example, by the erosion of ship propellers and for
therapeutic purposes in lithotripsy. Hydrodynamically
generated microscopic gas bubbles imploding in close
proximity to the metallic surface of the propellers punch
small holes into the metal. This occurs due to the existence
of water jets generated by asymmetrically imploding gas
bubbles.

To date, there are only very limited clinical reports on
the occurrence of bioeffects in diagnostic ultrasound.
Nevertheless, in vitro cell cultures and animal models
are used to study bioeffects at acoustic parameters beyond
the limits for diagnostic imaging. No limits for single
parameters (e.g., pressure amplitude, wave frequency,
or pulse length) were identified per se due to the compli-
cated biological end points (21). However, two fundamen-
tal quantities, MI and TI, were introduced as parameters
by which to judge the probability of bioeffects (11,21).
Both quantities gain in presence, especially with the MI
being used by the FDA to limit the acoustic output of
scanners.

MI ¼ p½MPa�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f ½MHz�

p TI ¼W p½Nm � s�1�
Wo

1 ½Nm � s�1� (27)

Pressure p and frequency f are quantities that can be
directly measured experimentally. Power Wp, however, is a
derived quantity and is related to the pressure waveform as
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Figure 27. The mathematical process of convolution is described
in this figure. For this purpose the reader should refer to the Golay
code of length 4 given in Fig. 26 and to the text section on Coded
excitation for a detailed description.



shown in Eq. 28 (22).

PII ¼
R t2

t1
vhðVðtÞÞ2dt

104rcMLð fcÞ2
J � cm�2
h i

ISPTA ¼ PIIð j; v; zm jPIIÞ � PRF ½W � cm�2�
(28)

The pulse intensity integral PII is computed over a
truncated duration of the acoustic wave, namely, from t1

to t2. These times correspond to the 10 and 90% indexes of
the accumulated total energy in the tone burst and can in
most circumstances be regarded as the burst length. When
calibrating an acoustic transmitter, one often measures an
electric waveform produced by a underwater microphone,
called a hydrophone. A conversion function vh, is then used
to determine the actual pressure of the measured electric
waveform V(t). ML is the hydrophone’s frequency depen-
dence. Together, vh, and ML allow the complete conversion
of the electrical hydrophone signal to the pressure of the
measured wave. Mass density and speed of sound of the
medium in which the wave travels are labeled as r and c.
Even when the burst length is taken into account, one does
not know the total transmitted power without the PRF.
Spatial peak and temporal average intensities (ISPTA) are
computed with knowledge of the PRF, yielding units of
watts per centimeter squared (W � cm�2). For computing
the TI, however, one needs to multiply that value with the
geometric cross-section of the acoustic beam. In reality, the
computation of the TI is more complicated and takes into
account more parameters such as the chosen exposure
conditions, as well as nominal perfusion parameters. In
clinical use, perfusion parameters are estimated from user
selected target tissue types.

An additional step toward reducing the possibility of
bioeffects is the usage of the principle of ALARA (as
low as reasonably achievable), that is, the reduction of
acoustic output and reduction of exposure time to the
lowest reasonable minimum. Typical diagnostic acoustic
procedures operate at or below the FDA limit for ISPTA.3 of
720 mW � cm�2 (see Table 5 and (23)). Currently, the FDA
regulates output limits via Tracks 1 and 3 of 510(k). Track
1 uses the ISPTA levels shown in Table 5, whereas Track 3
allows device manufacturers to increase their output to a
general 720 mW � cm�2 if their device provides user feed-
back via MI and TI display standards (24).

Biological effects of ultrasound can be investigated after
the acoustic output of a sound source is quantified and

qualified as described in the previous paragraphs. In vitro
cell studies are typically the first method for research on
the biological effects of ultrasound. Such studies can be
performed in a highly controlled environment and are
therefore repeatable. This is not necessarily the case for
patient studies where many factors cause unavoidable
variabilities.

It was found in a study on anesthetized rats that the
interaction of the incident sound field with ultrasound
contrast agent can cause pete-chial hemorrhages (punctu-
ate sites of bleeding from blood vessels) in heart tissue. In a
study by Li et al. (13,14) ultrasound contrast agents were
injected in a similar fashion as is used in clinical contrast
echocardiography. Heart tissue was observed in real time
using a phased array ultrasound scan head (1.7 MHz
transmit frequency) operating in a harmonic mode native
to the clinical scanner used. Postmortem heart tissue
analysis showed that bleedings scaled monotonically, pro-
portionally to the square of the peak rarefactional pressure
(Prare) amplitude of the sound field. Pressure amplitudes of
0.6–1.8 MPa Prare were used in that study. This pressure
range corresponds to MIs between 0.5 and 1.5. Real-time
ultrasonic imaging showed that premature ventricular
contractions (PVC) were triggered by ultrasound in the
presence of contrast agents. However, no significant PVC
were observed for MIs of 0.5 and 1.0, but up to 40 PVCs
were observed for a 3 min exposure at a MI of 1.9, the
maximum allowed by the FDA.

Currently, there are very limited clinical reports on
unanticipated bioeffects of ultrasound. Intended effects
exist since ultrasound can be used to treat kidney stones
and during such procedures it is likely that tissue bleeding
occurs. There have been reports of effects associated with
diagnostics, but the review of these reports has yielded no
establishment of a causal relationship with ultrasound
exposure. However, a study by van der Wouw in healthy
male volunteers concludes:"Imaging of contrast agents
with high acoustic pressures can cause PVCs if end-systolic
triggering is used. This effect is related to both the dose of
contrast agent and acoustic pressure. It does not occur
during end-diastolic triggered imaging. Precautionary
measures would include using lower MIs or end-diastolic
triggering’’ (25).

It has been seen that the level of bioeffects varied with
the ultrasound contrast agent used. This is probably due to
different shell materials and internal gases, which cause
the bubbles to oscillate at different amplitudes. If agent
rupture occurs, cavitation type damage in produced in the
surrounding tissue (13,14). Thermal and nonthermal
effects exist and they are under investigation. According
to Natori (26) temperature increases of no more than 1.58C
above normal are considered clinically acceptable and
nonthermal, that is, cavitation based effects can only be
found where gas bodies are present, such as postnatal lung
and intestines, or via ultrasound contrast agents. There-
fore regular B-mode imaging is considered by many unaf-
fected (26).

Finally, it should be mentioned that there are no
bioeffects in the absence of contrast agent and also no
bioeffects in the presence of contrast agents but absence of
an ultrasonic field. Moreover, low doses (10–50mL �kg�1)
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Table 5. Acoustical Output Limits for Clinical Ultrasound
Scanners per FDA Regulation

Tissue ISPPA.3,
mW � cm�2

ISPTA.3,
W � cm�2

MI

Peripheral vasculature 720 190 1.9
Cardiac 430 190 1.9
Fetal and other 94 190 1.9
Ophthalmic 17 28 0.23

aIntensity values are derated for tissue attenuation with an acoustic

attenuation of 0.3 dB � cm�1 �MHz�1.
bISPTA and MI are defined in the text, ISPPA is defined as the intensity of the

spatial peak pulse averaged waveform.



of ultrasound contrast agent yielded little if any
bioeffects. In general, radiological contrast agents, or
the imaging procedure itself, may bear the risk of bioef-
fects. That risk has to be balanced with the medical need
for the procedure.
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INTRODUCTION

It is to the philosophers and physicians of the ancient
civilizations that we should attribute the earliest history
of ultraviolet radiation (UVR) in medicine (1). For example,
the Greek sun god, Apollo, was also the spiritual god of
healing, providing the first documentation of an associa-
tion between sunlight and health. In 525 BC, Herodotus
observed that the strength of a human’s skull was related
to sunlight exposure, >2000 years before the formal dis-
covery of the role of sunlight in vitamin D metabolism. At
about the same time the Egyptians were using psoralens
from plant extracts and sun exposure in the treatment of
vitiligo. However, it was not until Jonathan Ritter in 1801
discovered the UV region in the solar spectrum that the
science of photobiology could really begin.

The Danish physician Niels Finsen (1860–1904) is
regarded by many as the father of modern UV therapy.
In a series of articles published between 1893 and 1896,
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Finsen stressed that it was the UVR in the solar spectrum
that was responsible for sunburn and not the radiant
heat, as the name implies. In parallel with his scientific
investigations, Finsen was also an active clinician. He is
best remembered for his successful treatment of lupus
vulgaris (tuberculosis of the skin, mainly on the face)
and in 1903 was awarded the Nobel Prize for medicine
in recognition of this work. The photograph shown in
Fig. 1 shows patients with lupus vulgaris being treated
with sunlight (heliotherapy). Treatment of disease using
artificial sources of UVR is known as actinotherapy or
phototherapy.

Following the pioneering work of Finsen, the early part
of the twentieth century saw the rapid expansion of
heliotherapy and actinotherapy throughout Europe and
the United States. The practice of actinotherapy continued
to expand through the middle part of the twentieth century
and was accompanied by an enormous literature on the
subject during the 1920s and 1930s. This rapid growth
is reflected by the many revisions of the handbook
Actinotherapy Technique first published by the Sollux
Publishing Company in 1933 and reprinted for the ninth
time (7th ed.) in 1949 (2). (A copy of this can be seen on-line
at http://www.meridianinstitute.com/eaem/hanovia/hano-
cont.html) Most of the irradiation protocols for the count-
less number of diseases, such as diabetes and angina,
described in this book are now of historical interest only.
The advent of effective antibiotics and the realization that
the successes claimed in many of these diseases were little
more than anecdotal have resulted in a more limited role of
UVR in clinical medicine. However, today there is consi-
derable interest in photobiology, both in treatment of
diseases such as psoriasis, and in research into the photo-
biological basis of skin aging, carcinogenesis, and photo-
dermatoses. Greater leisure time and ease of travel has led
to potential for greater exposure to solar UV and greater
potential for short- and long-term deleterious effects. This
article presents a review of photobiology with particular
emphasis on sources and measurement of UV relevant to
medical diagnosis and treatment, but also encompassing

biological effects of UV, natural UV exposure, medical
applications, and hazard assessment.

THE ULTRAVIOLET SPECTRUM

Ultraviolet radiation is part of the electromagnetic spec-
trum and lies between the visible and the X-ray regions.
Different wavelengths in the UV spectrum show enormous
variations in ability to cause biological damage, and for this
reason the UV spectrum is divided into three spectral
regions: UVA, UVB, and UVC. The notion to divide the
UV spectrum into different spectral regions was first put
forward at the Copenhagen meeting of the Second Inter-
national Congress on Light held during August 1932. It
was recommended that three spectral regions be defined as
follows:

UVA 400–315 nm

UVB 315–280 nm

UVC 280–100 nm

The subdivisions are arbitrary and differ somewhat
depending on the disciplines involved (3). The boundary
between UVA and UVB is sometimes set at 320 nm and
that between UVB and UVC is sometimes regarded as
290 nm. The short wavelength limit for UV is sometimes
quoted as 100 nm and sometimes as 200 nm. The UVA
region has recently been divided into UVAI (340–400 nm)
and UVAII (320–340 nm).

Due to potential confusion with this terminology and
because of rapidly changing biological effects as a function
of wavelength, it is recommended that, in publications in
photobiology, bandwidths are quoted explicitly and ideally
the full spectrum of UV sources is described.

BIOLOGICAL EFFECTS OF ULTRAVIOLET RADIATION

An understanding of biological effects of UV is vital in
appreciating the requirements for sources and detectors in
medical applications. As UV does not penetrate tissue
readily, it is the eyes and skin that are organs of particular
interest. Comprehensive reviews of the health effects of UV
are given in a recent book from the National Radiation
Protection Board in the United Kingdom (4). Briefer
reviews can be found elsewhere (5,6). In this section, the
effects of UV in normal subjects is briefly described; effects
in disease are discussed in later sections.

In order to cause a biological effect, UVR must be
absorbed and initiate a photochemical process. The bio-
logical molecule that absorbs the radiation is known as a
chromophore. A plot of the effectiveness of a chromophore
at absorbing radiation as a function of wavelength is the
absorption spectrum. A plot of the effectiveness of the UVR
of different wavelengths in causing a given biological effect
is called an action spectrum. The shape of the action
spectrum will depend both on the absorption spectrum
for the chromophores initiating the effect and also the
optical properties of the skin that influences the radiation
reaching the chromophores. The transmission of UVR
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Figure 1. Patients receiving sun heliotherapy for the
treatment of tuberculosis. (Picture courtesy of the University of
Denver.)



through the epidermis is shown in Fig. 2; UVA has much
higher transmission than UVB or UVC, and therefore
penetrates deeper into the skin.

Effect of UV Exposure on the Eyes

Both UVC and UVB radiation is predominately absorbed
by the conjunctiva and cornea. The lens absorbs radiation
in the range 300–370 nm, whereas radiation in the range
400–1400 [visible blue light to near-infrared (IR) radiation]
is absorbed on the retina. Acute effects of UVR overexpo-
sure are photokeratitis (corneal injury) and photoconjunc-
tivitis. Photokeratitis may occur in mountaineers as a
result of high solar UV at altitude and high UV reflection
from snow; this is referred to as ‘‘snow-blindness’’. Many
epidemiological studies suggest a link between chronic
ocular UV exposure and ocular disorders such as cataracts
and the appearance of yellow/brown deposits in the cornea.
Absorption in the UVC range is of little interest in epide-
miological studies since there is no natural exposure at
these wavelengths. However, corneal absorption is very
high between 190 and 220 nm and radiation in this range is
used therapeutically in laser photorefractive surgery. Also
certain artificial sources, such as germicidal lamps, emit
significant UVC, and therefore care is required in their use.

Effect of UV Exposure on the Skin

The acute effects of UVR on the skin include erythema
(sunburn), skin thickening, tanning, and vitamin D pro-
duction. Long-term effects include induction of skin cancer
and premature skin aging. Individual response to UVR
varies greatly. Fair skinned people burn more easily in the
sun, find it difficult to obtain a tan, and have a higher risk
of skin cancer compared to darker skinned individuals. In
photobiology it is usual to categorize skin into six types, as
shown in Table 1.

Acute Effects. Erythema is skin redness caused by
inflammation and dilation of small blood vessels. Despite
being extensively studied the underlying cause of UV
induced erythema is poorly understood (7). The erythemal
response of the skin in an individual can be defined by the
minimum dose required to produce a just perceptible red-
ness. This is referred to as the Minimal Erythemal Dose

(MED). A standard erythemal action spectrum has been
defined taking into account many published studies (8)
(see Fig. 3). Skin sensitivity is maximum to radiation in
the UVC and UVB range up to 298 nm. At longer wave-
lengths, the sensitivity drops rapidly reducing to be about
10,000 times less at 400 nm. The MED is a threshold
measurement made by visual assessment. For quantitative
studies a device measuring reflectance (11) can be
employed to quantify erythema. This device works by
measuring the decreased green reflectance, relative to
red, from haemoglobin in the dermal blood vessels.

Within an individual the sensitivity to erythema can
vary considerable from site to site (12,13). Minimal erythe-
mal dose measured on the forearm may be twice that on the
back, and the buttock skin is more sensitive than the back.

Chronic Effects. There are three types of skin cancer
associated with UVR: squamous cell carcinoma (SCC),
basal cell carcinoma (BCC), and malignant melanoma
(MM). The SCCs appear as persistent red crusted lesions
on exposed sites and have an incidence about a quarter of
BCC. The BCCs appear as raised translucent nodules,
normally on the face. Basal cell carcinoma appears to be
related to cumulative UVR exposure, whereas SCC and
MM may be related to intermittent exposure to UVR. In
support of this idea is that fact that BCC and SCC tend to
occur on habitually sun-exposed sites whereas MM occurs
more commonly on intermittently exposed sites. Although
MM has a much lower incidence than non-melanoma skin
cancer, it accounts for 
80% of all skin cancer deaths.

ULTRAVIOLET RADIATION IN MEDICINE 475

1

10

100

250 300 350 400
Wavelength (nm)

%
 tr

an
sm

is
si

on

Figure 2. Fractional UVR penetration through the epidermis as a
function of wavelength (B.6 L. Diffey, personal communication).

Table 1. Characteristics of Different Skin Phototypesa

Skin
Type

Skin
Color

Sensitivity
to Sunburn

Ability
to Tan

Skin Cancer
Risk

I White Very high Virtually nil High
II White High Poor High
III White Medium Good Medium
IV Olive Low Very good Low
V Brown Very low Very good Very low
VI Black Very low Very good Very low

aFrom Ref. 65.
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Figure 3. Standard action spectra for erythema (9), non-
melanoma skin cancer (10), and UV hazard (6).



Melanoma incidence is increasing rapidly, probably due to
increased recreational sun exposure, although other non-
UV factors also play a part. Since the 1970s melanoma has
seen the largest increase in incidence compared to all other
major cancers in the United Kingdom and now stands at
8/100,000 person-years. It is predicted that the incidence
will continue to rise, perhaps doubling over the next 30
years in the United Kingdom (14).

Photoageing is the term used to describe features of
chronically sun exposed skin. These features include: wrin-
kles, ‘‘age spots’’, and thick leathery skin.

Effects on the Immune System

There is some evidence that exposure to UVR may have a
systemic immunosuppressive effect. It is possible that UV
exposure may increase the incidence of infectious diseases
and play a role in the promotion as well as initiation of skin
cancers.

ULTRAVIOLET SOURCES

Ultraviolet radiation is emitted during transition of a
molecular electron from an excited, high energy, to a less
energetic state. As the possible energy levels are fixed for a
given molecule, radiation is emitted with distinct photon
energies. When excitation is by heating, the release of
radiation is termed incandescence. Alternatively, excita-
tion can be generated by passage of an electrical discharge
through a gas. This is the basis for most artificial UV
sources used in medicine, for example, mercury arc lamps
and fluorescent UV lamps. The UV emitting LEDs (light
emitting diodes) are available, although these tend to have
low output and be restricted to long wavelength UV. A
further recent development has been the production of UV
emitting lasers.

Solar Ultraviolet Radiation

Although direct use of solar radiation as a medical therapy
(heliotherapy) is no longer employed, an understanding of
solar UV can be helpful clinically, particularly in the
investigation of abnormal reactions to sunlight. In clinical
phototesting solar simulating sources may be used. A brief
summary is therefore given here, for more information the
reader is directed to various recent reviews (15–18).

The spectrum of extraterrestrial solar radiation approx-
imates that of a black body at 
5800 K. At the earth’s
surface, this spectrum is modified by atmospheric attenua-
tion. The stratospheric ozone layer prevents almost all
radiation with wavelengths <290 nm and a substantial
proportion of UVB (70–90%) reaching the earth. When the
sun is lower in the sky, the path length through the atmo-
sphere is greater. The UV intensity is therefore reduced at
all wavelengths, but more so for UVB than UVA. The
relative intensity of UVA compared to UVB is therefore
greater in the winter than summer in the United Kingdom.
At mid-day in the summer in the United Kingdom the
ambient total UV is
4 mW/cm2, of which UVB contributes

5%. However, due to its greater deleterious effect, UVB
contributes to 
80% of the harmful effects of solar UV.

Incandescent Sources

Incandescent sources emit a smooth broad spectrum of
radiation with the peak wavelength inversely related to
the absolute temperature. Conventional tungsten bulbs
used for domestic lighting have peak emission in the
infrared (IR) region and emit very little UVR. Tungsten
halogen bulbs operate at higher temperatures and may
produce rather more UVR. These sources are not used for
medical applications due to the low UV output, although,
they may be used as reference sources for UV meter
calibration.

Mercury and Metal Halide Arc Lamps

The radiation emitted from a mercury-vapor arc lamp
arises from two mechanisms. Line or characteristic radia-
tion is produced as a result of excitation of the constituent
atoms, together with a spectral continuum that is chiefly
due to ion and electron recombination. Lamps can be
produced that operate at different pressures. A low pres-
sure mercury arc lamp consists of a fused silica tube filled
with argon at 
1 Pa and containing a drop of mercury. A
discharge occurs between the electrodes sealed into the
ends of the tube. More than 90% of the radiant energy
produced by the discharge is at 253.7 nm. Various other
characteristic mercury spectral lines occur, for example, at
313 and 365 nm, and these sources are useful for wave-
length calibration of spectroradiometers.

If the pressure in the lamp tube is increased, then the
spectral lines broaden and also more radiation occurs in the
continuum (see Fig. 4). The ‘‘alpine sunlamp’’ is a type of
medium pressure arc lamp that was widely used for photo-
therapy, but has since been superseded by fluorescent
lamps. The addition of metal halides to a high pressure
mercury discharge lamp greatly enhances the UV output.
These lamps were common in phototherapy departments
at one time, but have now been mostly replaced by fluor-
escent UVB lamps. These lamps are still occasionally used
for cosmetic tanning. By incorporating optical filters
between the lamps and the irradiated subject, absorption
of the UVC or UVC and UVB components can be achieved
(see Fig. 5).
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The medium pressure mercury lamp is also the source in
the ‘‘Wood’s lamp’’, although in this case optical filtration is
incorporated into the lamp housing to limit the short-
wavelength UV and visible light emissions. This results
in an approximate monochromatic source of 365 nm. The
Wood’s lamp is used in diagnostic fluorescence techniques
in dermatology.

Fluorescent Lamps

A fluorescent lamp is a low pressure mercury discharge
lamp that has a phosphor coating applied to the inside of
the envelope. Fluorescence radiation is produced by the
excitation of the phosphor by the 253.7 nm radiation. The
spectral power distribution of the fluorescence radiation is
a property of the chemical nature of the phosphor material.
In addition to a continuum due to the phosphor, the mer-
cury characteristic lines are superimposed. These lines are
present in all mercury fluorescent lamps irrespective of the
phosphor material. However, it is possible to suppress the
emission of certain lines either by using a lamp envelope
material that absorbs unwanted short-wavelength radia-
tion or by incorporating a suitable filter in the lamp hous-
ing. Because fluorescent lamps are relatively cheap, stable,
and efficient and can produce a large high intensity irra-
diation field, they are now very widely used in photother-
apy and cosmetic tanning.

The spectral power distribution of UVA lamps used in
cosmetic tanning and PUVA phototherapy are shown in
Fig. 6. Broad-band UVB fluorescent lamps (e.g., TL12,
Phillips, Eindhoven, the Netherlands) incorporate a phos-
phor that results in a continuous spectrum from 270 to 380
nm, with a peak at 313 nm. This lamp is used in photo-
therapy, however, it is being replaced by the narrow-band
lamp (Phillips TL01), which has 
80% of its output within
2 nm of the peak at 311 nm (Fig. 7).

The black light fluorescent lamp emits a similar spectral
power distribution to the UVA fluorescent lamp in the
region 315–400 nm, but with suppression of the mercury
lines in the visible spectrum. This results from using a
visible-absorbing, UVA transmitting, glass envelope.
When switched off, the lamp envelope appears almost
black. A purplish light is perceived when the lamp is
operating.

Xenon Arc Lamps

In the xenon arc the radiation is emitted primarily as a
continuum, unlike the mercury arc, which essentially
emits a line spectrum. The production of the continuum
is optimum under conditions of high specific power, high
current density, and high internal pressure, leading to
compact, bright sources. Because of high operating tem-
peratures the lamp envelope is normally constructed from
fused silica. Unlike arc lamps containing mercury that has
to vaporize, xenon lamps contain a permanent gas filling
and the full radiation output is available immediately after
switching on so that no run-up period is necessary.

Solar Simulators

Because of the similarity of the spectrum to that of the solar
spectrum, the xenon lamp has been employed as a labora-
tory source of sunlight, the so-called solar simulator. In
order to improve the match to sunlight, a WG320 filter
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Figure 6. Ultraviolet emission spectra from fluorescent UVA
lamps used in PUVA therapy and commercial tanning studios
(Cleo Performance and TL09). Also shown are the Phillips TL10
fluorescent lamps emitting longer wave UVA, that were popular
for tanning at one time and the Phillips natural fluorescent lamp
that have been promoted by the manufacturers as ‘‘a more natural
way to tan’’.
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(Schott AG, Mainz, Germany) should be used and often a
visible light absorbing filter (e.g., Schott UG5 or UG11) is
also employed. A drawback of the arc lamp solar simulator
is that it is difficult to irradiate a large area. Fluorescent
lamps can be used for this purpose and the best match to
sunlight is probably given by the Arimed B lamp. The
suitability of a lamp as a solar simulator can be assessed
by comparing the percentage relative cumulative erythe-
mal effectiveness (%RCEE) for a number of wavebands and
compare this with the %RCEE values for a ‘‘standard sun’’
(17). Various solar simulator sources are shown in Fig. 8.

Monochromatic Radiation

A radiation monochromator consists of a xenon arc lamp
together with a double diffraction grating monochromator.
By adjusting the angle of the diffraction grating, and by
adjusting the input and output slit widths a narrow range
of UV wavelengths can be obtained. These instruments are
widely used in photobiology studies, both in vivo and in
vitro. They are also routinely used for testing the erythe-
mal sensitivity of patients in phototesting clinics. Although
the radiation is referred to as monochromatic, in fact
bandwidths of between 30 and 5 nm are typically employed.
Narrowing the bandwidth <5 nm may lead to unacceptably
low irradiance.

Lasers

Lasers produce truly monochromatic radiation. There are a
number of lasers that produce UV radiation with emissions
possible in the UVA, UVB, and UVC range. Argon Fluoride
lasers produce 193-nm radiation (UVC) and are used for
corneal refractive surgery (19). Dye lasers have been used
to investigate the action spectrum for erythema in human
skin (20).

THE MEASUREMENT OF ULTRAVIOLET RADIATION

Techniques for the measurement of UVR may be divided
into three classes; biological, chemical, and physical. In

general, physical devices measure power, while chemical
and biological systems measure energy.

Quantities and Units

In clinical and photobiological UVR dosimetry, it is cus-
tomary to use the terminology of radiometry rather than
that of photometry. Photometry is based on visible light
measurements weighted by the human eye’s response
curve, and therefore not relevant as the eye does not
respond to radiation at wavelengths <380 nm. The com-
mon radiometric terminology is listed in Table 2. These
radiometric quantities can also be expressed in terms of
wavelength by adding the prefix ‘‘spectral’’. In clinical
photobiology, the derived unit of milliwatt per square
centimeter is commonly used and radiant exposure tends
to be referred to as dose. Note that dose in this context
differs from the term used in radiobiology where dose
indicates energy absorbed per unit mass of tissue.

The most frequent radiometric calculation is to deter-
mine the time for which a patient who is prescribed a
certain dose (in J/cm2) should be exposed when a radio-
meter indicates the irradiance in mW/cm2. The relation-
ship between these quantities is

exposure timeðminÞ ¼ 1000� doseðJ=cm2Þ
60� irradianceðmW=cm2Þ

Weighted Irradiance

It is useful to derive quantities by weighting the spectral
irradiance by an appropriate action spectrum. The erythe-
mally effective irradiance Eeff, is defined as

Eeff ¼
X

sðlÞEðlÞDl

Where s(l) is the CIE erythemal action spectrum (8), E(l)
is the measured spectral irradiance, and Dl is the band-
width of measurement. The ‘‘Global UV index’’ (21) can be
used as a standard way of expressing the erythemally
weighted solar irradiance. A measure of the integrated
effective irradiance received is given by the Standard
Erythemal Dose (SED) (9). One SED is equal to an effective
dose of 100 J/m2. In the past, some have used the MED as a
standard measure of erythemal dose. However, this is not
correct, MED should be reserved to describe an individual’s
erythemal response and not a standard measure of
dose received. The number of SED required to cause just
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Table 2. Radiometric Terms

Term Unit

Wavelength Nanometer, nm
Radiant energy Joule, J
Radiant flux Watt, W
Radiant intensity Watt per steradian, W/sr
Radiance Watt per square meter per

steradian, W/m2/sr
Irradiance Watt per square meter, W/m2

Radiant exposure
(often referred to as ‘‘dose’’)

Joule per square meter, J/m2



perceptible erythema ranges from
1.5 to 6 for skin types I
to IV. It can be demonstrated that erythemal responses to
UV sources with different spectra are similar if the doses
expressed are SED (7).

Physical UV Detectors

Physical UV detectors utilize either thermal or photon
mechanisms (22).

In thermal detectors, the absorption of radiation in-
creases the temperature in the detector element and this
rise in temperature is measured by some means. Thermo-
pile UV detectors are the simplest and commonest thermal
device used to measure UV irradiance. A multijunction
thermopile is formed from a number of thermocouples in
series, which generate a voltage that is proportional to
incident energy in the form of heat. Thermopiles intended
for use with UV radiation are fitted with quartz windows,
which transmit well in the UV range. The advantage of
thermal detectors is that they have a relatively flat spectral
response over a wide wavelength range.

Photon detectors operate by absorbing discrete quanta
of photon energy, and therefore have a threshold wave-
length above which no radiation is detected. The lower
wavelength limit is related to optical properties of the
detector or associated filters. The response of photon
devices are therefore inherently wavelength dependent
and thus have to be calibrated for each source of interest.

Photoemissive detectors have a photocathode from
which electrons are ejected when photons are absorbed.
These electrons are then collected by an anode and a
current is produced. The simplest of this type of detector
is the vacuum phototube consisting of an evacuated tube
with a potential difference applied between the cathode
and the anode. This device has a gain of unity and a low
responsivity (
0.05 A/W). A gas-filled phototube has a gain
of 
10 due to secondary ionization of the gas in the tube
that has the effect of producing a greater anode current.
Photomultiplier tubes have a series of electrodes (called
dynodes) having successively greater potential differences
applied between them. As electrons hit each dynode they
release further electrons that in turn release more elec-
trons at the next dynode, and so on, leading to a high
overall gain (typically 106). The responsivity of photomul-
tiplier detectors tends to be high (
5� 104 A/W).

Photodiodes, or junction photodetectors, have a deple-
tion region formed by the junction of n and p doped semi-
conductor material. On absorption of a photon in this
region, electron hole pairs are formed that are then swept
out of the region and cause a current to flow in an external
circuit. These devices can either be operated in a zero bias
or reverse bias mode. For UV detection, GaAsP, GaP, or Si
photodiodes are used. These photodiodes are small, cheap,
and rugged with good responsivity (
0.1 A/W), and are
therefore ideal UV detectors.

UV Radiometers

A radiometer is a complete UV measurement device, con-
sisting of a detector and a meter to amplify and display the
detector output. Narrow-band UV radiometers are used to
measure the irradiance of a source in the different UV

bands. The detector consists of a diffuser to collect the
UVR, a filter, and the sensor (e.g., a photodiode) itself.
Lambert’s law states that the irradiance falling on a sur-
face varies with the cosine of the incident angle. A good
diffuser should possess an angular response close to the
ideal cosine response—of particular importance in photo-
therapy, where arrays of tubes are used leading to a large
source area irradiation.

A good example of a hand-held radiometer for photo-
therapy is the IL1400A UV radiometer system (Interna-
tional Light, Newburyport, MA) used with the following
probes (see Fig. 9):

� SEL 240 solar blind vacuum phototube, fitted with a
SCS280 filter.

� SEL 033 Silicon photodiode detector, fitted with a
UVA filter.

Both of these detectors are fitted with domed Teflon
diffusers that have a good angular response. The SEL 240
responds over the 185–320 nm range, and the SCS280 filter
is a sharp-cut filter, removing all wavelengths <280 nm.
The combination of the two gives a system that responds to
wavelengths in the 265–332 nm range, which is well
matched to the UVB band. The SEL 033 detector responds
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Figure 9. A hand-held UV radiometer suitable for routine
monitoring of phototherapy equipment. Model shown in an
International Light IL1400A radiometer with UVA detector (see
text for further details).



over the 200–1100 nm range, therefore the UVA filter used
is a wide-band filter that restricts this response to the UVA
range (325–388 nm). It is important to note that narrow-
band radiometers have a response that varies with wave-
length, and therefore they must be calibrated for each type
of source they will be used to measure.

A broad-band radiometer possesses no filter, and there-
fore measurement of the total irradiance from a source is
obtained. Typically these incorporate a thermopile detector
connected to an amplifier and display electronics.

Spectroradiometry

Spectroradiometry is concerned with the measurement of
the spectrum of a source of optical radiation. In many cases,
spectral measurements are not required as ends in them-
selves, but for application to the calculation of biologically
weighted radiometric quantities.

The three basic requirements of a spectroradiometer
system are (1) the input optics, designed to conduct the
radiation from the source into (2), the monochromator,
which usually incorporates one or two diffraction gratings
as the wavelength dispersion elements, and (3) an optical
radiation detector, either a photomultiplier tube or a solid-
state photodiode. The UVR is collected by a diffuser, which
should have good angular response, and transmitted to the
monochromator by a light guide. A quartz optical fiber is
required as quartz has a very high UV transmission, unlike
ordinary glass. The monochromator allows the separation
of polychromatic radiation into very narrow bandwidths
(typically 1 nm) thereby allowing the spectral irradiance of
a source to be measured. This is achieved by using a
diffraction grating, which disperses the incident radiation.
Scanning spectroradiometer systems operate by measur-
ing at a given wavelength, then changing the angle of the
diffraction grating, making another measurement, and so
on. For photobiology applications it is recommended that a
double diffraction grating system is used. The second
diffraction grating achieves a reduction in the radiation
transmitted outside the waveband of measurement (so-
called ‘‘stray radiation’’). Very small amounts of stray
radiation may have large implications in the measurement
of erythemally weighted irradiance if it occurs at biologi-
cally highly effective wavelengths. The spectroradiometer
system requires a high responsivity detector as narrow
bandwidths are selected. All of the spectral examples in
this article were obtained with this type of spectroradi-
ometer system (the majority using a model DMc150 mono-
chromator from Bentham Instruments, Reading, U.K.).
Spectroradiometers need to be calibrated with reference
to a standard lamp, which in turn has a output calibrated
by a national standards laboratory. The disadvantage of
double-diffraction grating scanning spectroradiometers
systems are the high cost, large size, and relatively long
time required to obtain a complete spectrum.

Recently small, rugged, and relatively cheap spectro-
radiometers systems have become available (e.g., Sola-
Scope 2000, 4D controls Ltd, Redruth, U.K.). These devices
consist of an input optic, single diffraction grating, and
solid-state multidetector array. In this device, there are no
moving parts and a complete spectrum is rapidly obtained.

A major disadvantage for photobiology application is that
the stray light level is high (>10%), although this can be
subtracted from the measured spectrum to give a reason-
able level of compensation (23).

Calibration of Meters for Phototherapy. It is recom-
mended that radiometers are routinely used in photother-
apy practice and regularly calibrated in a manner
traceable to a national standards laboratory (24). This
can be done in one of two ways: either by reference to a
calibrated spectroradiometer (25) or by reference to a
calibrated meter (26). Surveys of radiometer accuracy have
shown very disappointing results, particularly for the
measurement of narrow-band UVB radiation (26,27). This
is of particular concern since narrow-band UVB photother-
apy is becoming increasingly popular, surpassing tradi-
tional PUVA therapy. Also, the increase in erythema with
dose is greater with narrow-band UVB than PUVA, and
therefore the need for accurate dosimetry is greater.

Chemical and Biological Methods

Detailed description of chemical and biological methods is
beyond the scope of this article, but they are mentioned
briefly as they may be used in a few medical applications.
Polysulphone film (28) changes its optical properties with
the absorption of UVR. It is possible to measure this change
and relate it to the exposure dose received by the film.
These devices are useful for measuring human UV expo-
sure as they are unobtrusive for individuals to wear.
Biological dosemeters (29) make use of the inactivation
of bacteria or viruses as a function of UVR dose. There are
certain applications, such as measuring UV doses in water
flowing in a disinfection plant, where biological dosemeters
are the only reliable way to measure UV dose.

DIAGNOSTIC USES OF ULTRAVIOLET RADIATION

Fluorescence Techniques in Diagnosis

The principle of fluorescence diagnosis is based on the
absorption of radiation by a fluorophore in tissue and
the subsequent emission of photons of light at a longer
wavelength. Typically, the exciting radiation is short wave-
length visible light or UVR and the fluorescence is longer
wavelength visible light. Certain tissue types may be dis-
tinguished (e.g., neoplastic tissue) from surrounding tissue
due to differences in endogenous fluorophore. Other tech-
niques use exogenous photosensitisers that may be selec-
tively accumulated in neoplastic tissues. The most common
of these photosensitisers is 5-aminolevulinic acid (5- ALA).
Originally, applications were limited to visual observation
of fluorescence at easily accessible sites, such as the skin
and mouth. However, technological advances in fiber
optics, light sources, digital video cameras, and computer
enhanced imaging has led to considerable interest in endo-
scopic fluorescence imaging (30). There is a wide range of
excitation and emission wavelengths that can be used in
these applications, often these are both in the visible range,
but techniques using a Wood’s lamp have been used for
many years by dermatologists.
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Tinea capitis (ringworm) is a fungal infection of the
scalp. Hairs that are infected with the fungi Microsporum
audouini or Microsporum canis will fluoresce with a bright
blue-green color under Wood’s light. The diagnosis can be
confirmed by removing the fluorescent hairs for direct
microscopic examination and culture. Erythrasma is a
superficial bacterial infection of the skin, usually between
two surfaces of skin that rub together, such as the groin or
toe webs. Erythrasma produces scaling and cracking and
may be accompanied by itching. The responsible organism
(Corynebacterium minutissimum) produces a porphyrin
that fluoresces a bright coral-red color on irradiation with
a Wood’s lamp. Irradiation of the oral cavity with a Wood’s
lamp will produce fluorescence that may prove useful in the
diagnosis of various dental disorders such as early dental
caries (tooth decay). Normal teeth fluoresce with a light
blue color. The presence of calculus on the teeth will result
in a yellow-orange fluorescence under UVA illumination.

Photosensitivity Investigations

Sunlight is capable of inducing or aggravating skin dis-
eases. This group of diseases is collectively known as the
photodermatoses (31,32). The classical appearance of a
photodermatosis is a rash confined to regions exposed to
sunlight; the face, neck, arms, and hands. The appearance
may be an exaggerated sunburn, or there may be eczema-
tous changes with polymorphic lesions that can include
papules, vesicles, and bullous eruptions. The principal
photodermatoses are shown in Table 3.

The accurate diagnosis of a suspected photosensitive
patient demands, above all, a clear and detailed history.
For example, the season of the year in which the symptoms
occur may give some guide to the wavelengths in the sun’s
spectrum that are responsible. The time between exposure
and the appearance of the lesion may also be a helpful
guide. However, in equivocal cases, phototesting investiga-
tions are desirable (33). The object is twofold: to reproduce
the disease so as to confirm the diagnosis, and to ascertain
those wavelengths of sunlight that are responsible for the

photosensitivity, so that suitable preventative measures
can be taken.

Provocation Testing. The aim of provocation testing is to
expose a relatively large area of skin (say 10–20 cm2) to
UVR and attempt to reproduce the rash of which the
patient complains. The methodology used and the success
of the technique is variable. The provocation source used in
the past has been a medium pressure mercury arc lamp in
combination with optical filters to isolate broad spectral
regions (e.g., UVB or UVA). Recently, the use of a filtered
xenon arc solar simulator source has been recommended as
optimal (34). However, others have had good success with
narrow-band UVB and UVA fluorescent lamps (35).

Minimal Erythemal Dose Determination. The MED is
usually determined using a radiation monochromator. This
enables the patient to be irradiated in narrow wavelength
intervals. The patient’s back is normally chosen for irra-
diation since it has a large surface area with reasonably
uniform sensitivity to UV radiation. A geometric series of
doses at each of several different wavelengths is used
(33,36) and the results of irradiation are observed 24 h
later. In most centers visual inspection is used, although
for quantitative research studies an erythema meter may
be used (11). Comparing the response in the UVA and UVB
range may be helpful in diagnosis (37). For example, in
drug induced photosensitivity the UVA MED may be low,
and the UVB MED may be normal, whereas in chronic
actinic dermatitis, both UVA and UVB MEDs are low (see
Fig. 10).

Photopatch Testing. Certain chemicals when activated
by UVR in contact with the skin may cause a photocontact
allergic reaction in sensitive individuals. This is not to be
confused with a phototoxic reaction that occurs in all
subjects when exposed to a photosensitizer such as psor-
alen. The most common photocontact allergens are sunsc-
reens. When UVR is absorbed by a chemical sunscreen it
becomes altered and the patient may have an allergic
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Table 3. The Principal Photodermatoses, Main Clinical Features, and Typical Phototest Responses

Condition Typical Clinical Features Typical Erythemal Response
Provocation Test

Response
Photopatch

Test Response

Polymorphic
light eruption

Itchy, papular rash occurring
after a few days sun exposure.
Persists a few weeks

Usually normal MEDs,
occasionally low MEDs

Positive response
(50–80% sensitivity)
at suberythemal doses

n/a

Chronic actinic
dermatitis

Eczematous rash on sun exposed
site in summer months

Low or very low MEDs within
UVA and UVB
waveband, sometimes
sensitivity to blue light also

n/a n/a

Solar urticaria Urticarial reaction a few minutes
after sun exposure. Fades rapidly

Rapid reaction (within minutes)
that may include UVB, UVA and
blue/green light sensitivity

n/a n/a

Drug induced
photosensitivity

Rash on sun exposed sites: features
vary with responsible drug

Low MEDs in UVA, normal
MEDs in UVB range

n/a n/a

Photocontact
allergy

Confluent rash on exposed sites:
may be severe

Normal n/a Positive when
chemical is
exposed to UV



reaction to this altered chemical. Photopatch testing
(33,38) consists of placing several small patches of chemi-
cals on the back in two duplicate sets. After 24 h, one set is
exposed to UVR (usually 5 J/cm2 UVA from a fluorescent
lamp or radiation monochromator). Reactions are exam-
ined after a further 48 h. If a chemical causes a reaction at
exposed and unexposed sites this is a contact allergic
reaction. If the reaction occurs at the UVR exposed site,
only then this is a photocontact reaction.

THERAPY OF SKIN DISEASE WITH ULTRAVIOLET
RADIATION

The principal application of UVR for therapy is to treat a
variety of skin diseases. The UVR may be administered on
its own (phototherapy) or in conjunction with adjunctive
agents applied topically or photoactive drugs taken sys-
temically (photochemotherapy).

Ultraviolet Phototherapy

In 1994, a survey of UVB phototherapy in the United
Kingdom (39) found that an appreciable number of centers
were using equipment that was old and was suboptimal in
producing a therapeutic effect. A similar survey in 2002
(24) showed that improvements in equipment were being
made. Mercury discharge lamps had mostly been replaced
by fluorescent tube irradiators and broad-band UVB lamps

had mostly been replaced by narrow-band UVB lamps. The
use of narrow-band UVB therapy has increased recently
and now surpasses the use of psoralen plus UVA photo-
chemotherapy (PUVA) (40). A recent review and guidance
on the use of narrow-band UVB therapy by the British
Photodermatology Group (40) concluded that there was
good evidence to support its use in the treatment of
psoriasis, chronic atopic eczema, vitiligo, and polymorphic
light eruption. A range of other diseases have been treated
with varying success.

Action Spectrum for Clearance of Psoriasis Using UVR
Alone. Psoriasis is a common genetically determined skin
disease with a 2% incidence worldwide (41). It is charac-
terized by disfiguring, often distressing, red scaly plaques
that may become confluent. The severity varies in any
individual at any given time, but it often persists indefi-
nitely. Parrish and Jaenicke (42) studied psoriasis
response at different UV wavelengths to derive an action
spectrum for psoriasis clearance. Figure 11 shows the
clearance action spectrum together with the action spec-
trum for erythema for one subject in that study; similar
results were found for other subjects. It can be seen that
radiation with wavelengths <290 nm is ineffective at
clearing psoriasis, but effective at producing erythema.
Broad-band UVB sources (such as the Phillips TL12 lamp)
that have traditionally been used for phototherapy tend to
have relatively high emissions at wavelengths <290 nm.
The narrow-band UVB lamp (Phillips TL01) has only 2.3%
erythemally effective radiation at wavelength <290 nm. It
is therefore not surprising that clinical studies comparing
traditional broad- and narrow-band (TL01) UVB lamps for
psoriasis treatment (40) have usually shown that narrow
band is more effective. There are fluorescent broad-band
UVB lamps available (e.g., UV6; Sylvania, Brussels, Bel-
gium) with little or no emission <290 nm and the efficacy of
these for psoriasis clearance has not yet been established.
Spectra of various UVB fluorescent sources are shown in
Fig. 7.
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Figure 10. Abnormal erythemal sensitivity test obtained at 24 h
after exposure in a patient with chronic actinic dermatitis. Dose
increments of 40% were used at the 300, 320, and 350 nm. The :

marks indicate the direction of decreasing dose. In a normal
subject, only a few exposed areas would become red.
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Figure 11. Psoriasis clearance action spectrum and erythema
action spectrum in an individual subject. (From Ref. 42). The
triangles indicate the reciprocal of the lowest daily dose to clear
psoriasis and the circles are the reciprocal of the minimal
erythemal dose. Similar responses were seen for the other three
subjects in this study.



Psoralen Photochemotherapy

This form of treatment, known as PUVA, involves the
combination of the photoactive drug psoralen and UVA
irradiation to produce a beneficial effect. Psoralen photo-
chemotherapy has been used to treat many skin diseases
(43), although its principal success has been in the manage-
ment of psoriasis. The psoralen may be applied to the skin
either topically (44) or systemically (45); the latter route is
generally preferred. The psoralen is usually administered
as 8-methoxypsoralen (8-MOP). The patient ingests the 8-
MOP tablets and is then exposed to UVA radiation 1 or 2 h
later when the photosensitivity of the skin is at a max-
imum. The mechanism of the treatment is thought to be
that psoralen binds to DNA in the presence of UVA,
resulting in a subsequent transient inhibition of DNA
synthesis and cell division. The UVA lamps used for PUVA
therapy (such as the Phillips TL09 or Phillips Cleo Perfor-
mance lamps) (Fig. 6), typically have a broad spectrum
from 
315–400 nm peaking at 
352 nm. Within the UVA
range, the action spectrum for psoriasis clearance is
thought to be similar to the erythema action spectrum in
psoralen sensitised skin and these peak near 320 nm (46).
A study using narrow-band UVB and psoralen found no
significant difference in response compared to conventional
PUVA treatment (47). It is possible that UVA lamps con-
ventionally used for PUVA treatment do not have the
optimum spectral characteristics. However, narrow-band
UVB phototherapy is now more widely used than PUVA
and there is less interest in pursuing optimisation of PUVA
treatment.

Treatment Regimes for UV Therapy

It is the custom in phototherapy and photochemotherapy to
use the patient as their own biological monitor. The expo-
sure of UVR at a given wavelength required to produce a
given degree of erythema in normal Caucasian skin can
vary by a factor of 5 or more (48), depending on an indi-
vidual’s susceptibility to sunburn. For photochemotherapy
the degree of variability in erythema in sensitized skin may
be greater due to variations in psoralen metabolism. There-
fore, before embarking upon a course of irradiation, the
minimum dose to cause just perceptible erythema should
be determined. For phototherapy, this is termed the MED,
whereas for photochemotherapy it is termed the minimal
phototoxic dose (MPD). Either MED or MPD measurement
is made by exposing the skin to increasing doses of UV
using a lamp with the same spectral output as the treat-
ment lamp. Devices using a series of filters have been
designed to facilitate this (49) (see Figs. 12 and 13). For
phototherapy, the MED is usually determined at 24 h.
However, erythema in psoralen sensitized skin does not
reach a maximum until 
72–96 h, so the MPD is deter-
mined at this time. Starting doses for treatment are
usually set at 
50–70% of the MED or MPD. Treatment
is typically given two or three times weekly until the
psoriasis clears. At each treatment, the dose is increased
to allow for acclimatisation of the skin. If erythema occurs
then the dose may be reduced. The total time until clear-
ance varies considerably from one patient to another, and
in some cases complete clearing of the lesions is never

achieved. However, typically 
25 treatments are required
for clearing of the psoriatic lesion in many patients over a
period of 
10 weeks. Various different treatment regimes
are used with varying starting doses and number of treat-
ments per week. Examples are given in British Photoder-
matology Group guidelines (40,44,45) and by Diffey and
Hart (50).

UVA1 Therapy

There have been several studies into the use on UVA1
(340–400 nm) therapy (51). As yet this treatment is only
available in a few centers and insufficient work has been
done to reach a firm conclusion on its efficacy.

Risks of Phototherapy

The major acute risk in phototherapy is that of erythema.
In phototherapy, it is the erythemal response in the unaf-
fected skin that limits the treatment dose and frequency.
Therefore, it is important to have an understanding of how
erythema increases over time and with increasing dose for
different therapy sources. Erythema peaks at 
8–12 h
after exposure for solar simulated radiation, UVC and
UVB (7,52). The degree of erythema varies rapidly with
the dose of UVR. When the log of dose is plotted against
erythema index, a sigmoid shaped curve is seen with a
relatively linear portion above the MED. The steepness of
this curve will show variation from individual to individual.
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Figure 12. An erythemal skin testing device for use prior to
phototherapy, consisting of a TL01 fluorescent lamp and a
number of apertures covered by metal grid filters [based on
design by Diffey et al. (49)].

Figure 13. Normal erythemal response at 24 h obtained using the
device shown in Fig. 12 in a subject with skin type 2. The MED is
seen at site 6 or possibly 7.



However, on average, for UVB sources doubling the dose
will cause a change from mild to moderate erythema (53),
whereas for psoralen sensitized skin a quadrupling of the
dose is required to cause a similar change (54). It is now
firmly established that long-term PUVA treatment leads to
a rise in SCC incidence (50). A cumulative dose of <500 J/
cm2 is unlikely to result in significant risk, whereas for a
cumulative dose of 2000 J/cm2 the risk of SCC is 
50%.
Phototherapy with UVB alone is thought to carry a lower
risk of skin cancer than PUVA (40).

Equipment for Ultraviolet Therapy of Skin Diseases

Ultraviolet therapy is usually delivered using large cabins
housing 
24–48, 6 ft vertical fluorescent lamps Fig. 14.
Compact units for treating just the hands and feet or
smaller areas are also available (Fig. 15). All treatment
devices usually incorporate timers to terminate treatments
and most now have in-built UV meters. This enables
treatment to be entered in dose units; the machine then
terminates the treatment when the dose reaches the preset
level. The benefits of using in-built meters are that changes
in lamp output over time are compensated for and there is
less opportunity for human error in calculating the

required treatment time for a given dose. The disadvantage
is that if the meter sensitivity changes (maybe due to dirt
covering the detector) or the sensor becomes covered or
shadowed by a large patient, then the patient will receive
an overexposure. This problem has been partly overcome in
some cabin designs that have 2 m and treatment is termi-
nated if the two readings differ by a set amount. Most
systems have safety features to limit the maximum time or
dose that can be delivered. An external backup alarm (55)
can also help to prevent overexposure.

Equipment Quality Control in Phototherapy

It is recommended that a quality control regime is imple-
mented for phototherapy equipment (24). The approach
used is different for cabins with in-built meters to
those without. If in-built meters are not used then mea-
surement of irradiance is required for calculation of
exposure time for a given prescribed dose. The frequency
of measurement required will depend on usage, but typi-
cally monthly reading are desirable due to lamp ageing.
Daily checks are required to identify any tube failures. If
in-built meters are used, compensation is automatically
made for changes in cabin irradiance. However, the
accuracy and reproducibility of the meter needs to be
assessed. It is important to note that the irradiance at
the patient surface during treatment is less than that
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Figure 14. A common type of whole body phototherapy therapy
supplied by Waldmann (Herbert Waldmann GmbH & Co.,
Villingen-Schwenningen, Germany.) This illustrates the direct
method of measuring UV irradiance; after the door is closed
lamps are lit and measurements are made in a number of positions.

Figure 15. A small PUVA therapy unit suitable for treatment of
the hands and feet.



measured in the same position with the cabin unoccupied,
because some of the energy received at the patient surface
has been reflected from other parts of the cabin by mirrors
behind the fluorescent tubes (56). Without the patient
present this reflected fraction is greater. The ratio
between ‘‘direct’’ (i.e., with patient in cabin) and ‘‘in-
direct’’ measurements ranges from 
0.65 to 0.90
(57,58), varying with cabin geometry, lamp spectrum,
and patient size. The irradiance within a cabin will vary
with position, so it is usual to determine the mean irra-
diance over several positions for an average sized patient;
this is termed the Designated Patient Irradiance (DPI).
In order to avoid undue staff hazard, the DPI may be
measured using the direct method initially (Fig. 14) and
subsequently using the indirect method with a correction
for the direct–indirect ratio. Automated systems may be
employed to move the detector to a number of predeter-
mined positions within the cabin (59,60). The in-built
meter reading should agree with the DPI measured using
an independent meter to within 20%. Measurement of
irradiance from all equipment should be regularly
recorded in a standard manner so that trends over time
can be assessed. It is important that there is consistency
between calibration of equipment used for MED or MPD
testing and that used for treatment. The meter used
should be correctly calibrated for the lamp being mea-
sured and be recalibrated with reference to national
standards annually.

SUNBEDS AND TANNING

One could argue that a sunbed is not a medical device, since
its primary purpose is cosmetic tanning. However, infor-
mation on sunbeds is included here for a number of
reasons:

� Certain sunbeds could be classed as medical devices
according to British Standards.

� There are concerns and considerable media interest
regarding the safety of long-term sunbed use that may
impact on health services.

� Many people with skin diseases try using sun beds to
treat themselves.

Sunbed Lamps

Prior to the mid-1970s, the only artificial way to achieve a
tan was using a ‘‘sunlamp’’ at home. These lamps were
unfiltered medium or high pressure mercury arc lamps
that emitted a wide spectrum including significant UVC
and UVB components. Because of the significant short
wavelength contribution, exposure times were short (a
few minutes) and the incidence of burning was high. In
the early 1980s tanning using UVA fluorescent lamps
became popular, largely because the tanning industry
promoted the idea that UVA tanning was safe (61). Typical
UVA lamps used were similar to those used for PUVA
therapy (e.g., Philips TL09 lamp) with 
0.7% of the total
UVR in the UVB range. In the mid-1980s, a new lamp was
introduced for tanning (Philips TL10) that had a spectrum

extending from 340 to 400 nm with a UVB component of
only 0.05%, but these lamps are not often used today (62). It
has been proposed that the ‘‘least bad’’ way to acquire an
artificial tan may be to use a lamp that emits UVB in a
similar proportion to natural sunlight (63). Philips have
recently introduced the Cleo Natural lamp with this in
mind (64). A survey of commercial tanning establishments
in Scotland (62) found 13 different models from 7 manu-
facturers. However, the lamps fell into three categories;
81% were type 1 UVA lamps (e.g., Philips Cleo Perfor-
mance, emitting 
0.7% UVB); 8% were type 2 UVA lamps
(e.g., Philips Cleo Professional, emitting 
1.4% UVB); and
11% were filtered high pressure metal halide lamps. Other
new higher UVB emitting lamps are now available such as
the Philips Cleo Advantage and Swift (64), but surveys to
assess the popularity of these lamps have not been
reported. Spectra of UVA lamps used for tanning are
shown in Fig. 6.

McGinley et al. (62) found that the UVB irradiance from
an average sunbed was similar to that of Glasgow, UK, on a
sunny summer day, whereas mean UVA irradiances were
three or four times higher. They estimated that the total
UVR received during 20 sunbed sessions was similar to
that received during a week sunbathing in the Mediterra-
nean.

Tanning

In the tanning process, melanocytes are stimulated to
produce melanin that is transferred to keratinocytes. It
is widely believed that obtaining a tan protects against
sunburn. However, the degree of protection may only be
equivalent to a sunscreen with a sun protection factor
(SPF) of 3 (65) and there is evidence to suggest that a
UVA tan provides even less protection than that due to
natural sunlight. The action spectra for tanning and
erythema are very similar for people who do not tan easily
(42). For those who tan easily it is possible to obtain a UVA
tan without burning.

Risks of Sunbed Use

Short-term risks of sunbeds include sunburn, itching, skin
rashes, nausea conjunctivitis, and photokeratitis (66). Sun-
beds can also provoke the common photodermatoses, poly-
morphic light eruption. A serious concern over long term
sunbed use is that of developing skin cancer (65). The
erythema, tanning and squamous cell carcinoma action
spectra (see Fig. 3) are all similar, and therefore tanning
by any part of the UV spectrum carries an approximately
equal risk for SCC. There is also now increasing evidence
that sunbed use is associated with increased melanoma
risk (65).

Legislation

Sunbeds are used by a significant minority of the popula-
tion and recently they have become popular with young
people. British and European standards (67) classify sun-
beds according to the erythemally weighted irradiance in
the UVA and UVB range. According to this classification,
the typical UVA sunbed is a type 3 device and a sunbed
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with Philips Natural lamps is a type 4 device (68). Type 4
devices should be marked with the following warning: ‘‘to
be used following medical advice only’’. There is, however,
no statutory regulation of sunbed use in the United King-
dom. Some countries or U.S.A. states have regulated access
to sunbeds to a certain extent (65). Autier (61) proposes
strict controls to minimize and regulate sunbed use. How-
ever, Diffey (69) believes that outright prohibition is unne-
cessary since the excess deaths from sunbed use in the
United Kingdom is relatively small compared to that from
natural UV exposure and other voluntary risks (e.g., smok-
ing and alcohol).

Sunbeds and Home Phototherapy

A survey has shown that many patients use sunbeds at
home to treat psoriasis and believe it to be effective (70).
However, a randomized placebo controlled trail of UVA
sunbed therapy for psoriasis (71) found only a small degree
of improvement. A consensus report of the British Photo-
dermatology Group (72) concluded that home phototherapy
represented suboptimal treatment with greater risks com-
pared to hospital based treatment. Das et al.(68) carried
out a randomized comparison between conventional UVA
sunbed lamps and lamps with higher UVB component
(Philips Natural). They found no difference in response
for equal erythemal doses. However, when equal exposure
times were used (similar to that used in a conventional
tanning session) significant improvement in psoriasis were
seen. The authors conclude that this home sunbed treat-
ment is likely to be less effective compared to conventional
hospital treatment, but may be appropriate for some
patients who cannot access hospital therapy. Several
groups have investigated installing conventional photo-
therapy systems in patient’s homes. A recent project in
Scotland (73) installed narrow-band UVB in patients home
and provided them with treatment schedules and training.
They concluded that the treatment was effective, safe and
cost effective. Overall, home phototherapy probably is
worth considering for certain patients and centers with
a very rural catchment area.

OTHER USES OF UV IN MEDICINE

Laser Eye Correction

Energy from an ArFl (argon fluoride) excimer laser at 193 nm
is very well absorbed by proteins within the cornea. Mole-
cular bonds are broken as the photon energy is greater than
the bond strength within these proteins. The process of
tissue removal is not like that of a scalpel, or other lasers.
Rather, a broad beam is used that removes tissue by a
process called ‘‘ablative photodecomposition’’. Since the
laser energy is absorbed very near the surface, little tissue
damage beyond this region occurs. The degree of tissue
removal is computer controlled so that the cornea is
reshaped to give the appropriate degree of refractive cor-
rection for the patient. Several different effective techni-
ques are used (74,75), Photorefractive Keratectomy (PRK)
uses the laser alone to reshape the cornea, whereas Laser-
Assisted In Situ Keratomileusis (LASIK) is a combined

surgical and laser technique. During LASIK surgery, a
thin flap on the cornea is cut and folded back and the laser
is then used to remove a precise amount of corneal tissue.
The LASIK method is currently the dominant procedure
and has the advantage of maintaining the central corneal
epithelium (76). Current evidence on LASIK suggests that
it is efficacious in selected patients with mild or moderate
myopia. Evidence is weaker for its efficacy in patients with
severe myopia or hyperopia, and there are concerns about
the safety of its use in the long term (77). The U.K. National
Institute of Clinical Excellence is due to issue guidance on
the use of PRK during 2005.

Photopheresis

Photopheresis (also known as extra-corporal photoche-
motherapy or ECP) was first described by Edelson et al.
in 1987 (78) and its use has recently been reviewed by
McKenna et al. (79) The technique involves the following
process: venous blood is removed from the patient, the
white cells are separated and mixed with 8-mythoxypsor-
alen, these cells are then irradiated using UVA lamps and
then returned to the patient. A treatment session takes

4 h and this is repeated every few weeks for several
months. Currently, the technique is expensive and only
used on a relatively small number of patients in a limited
number of centers. It has been investigated in a wide range
of diseases with varying degrees of success. The most
promising results have been in the treatment of cutaneous
T-cell lymphoma and graft versus host disease. There is
some debate about the mechanism of action; it is not likely
to be a direct effect on circulating lymphocytes since only a
few percent are treated during each session. It is thought
that it may work by stimulating the patient’s immune
response to the malignant lymphocytes.

Blue Light Phototherapy

Blue light phototherapy (50) is used in the treatment of
neonatal jaundice. The condition is caused by the inability
to clear bilirubin. Bilirubin is formed as the body scavenges
iron from heme molecules released during the destruction
of red blood cells. Irradiation of bilirubin by blue light
causes its conversion to forms that are less toxic and more
easily removed from the body. As the liver matures it
becomes more able to excrete bilirubin so that photother-
apy is only required for a short time. There is uncertainty
about the optimum spectral output for lamps used in
phototherapy, although it is thought that the most effective
wavelength is 
450 nm. Either fluorescent lamps or metal
halide lamps are used for blue light phototherapy. The
hazards of blue light are almost entirely to the retina. Note,
however, that many blue light phototherapy lamps emit
radiation in the UV range. Normally, this is removed using
an acrylic sheet. However, it has been shown that lamps
may emit 
0.2 mW/cm2 UVR with the shield in place and

10 times this with the shield absent.

Disinfection and Hygiene

Ultraviolet radiation of wounds and ulcers has been used in
the past (80). The success of the treatment relies on the
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bactericidal properties of UVR and for this reason it is
important that lamps that emit UVC are used. Advances in
antibiotic therapy meant that the technique became less
common. There is, however, renewed interest in this treat-
ment for methicillin resistant Staphylococcus aureus
(MRSA) infected wounds (81,82).

UVC irradiation is also used to kill bacteria in the air in
operating theaters and there has recently been increased
interest in this technique as a method of dealing with
deliberate terrorist release of pathogens in buildings (83).

Many flying insects are attracted for UVA radiation
(
350 nm). Certain insect killing devices attract insects
with UVA, and then electrocute them as they fly toward the
source. This method of dealing with flying insects is the
technique of choice in many hospital kitchens (84).

Stimulation of Vitamin D Production

Production of vitamin D is the only definite beneficial effect
of human UVR exposure. Low level UVR has been used to
stimulate vitamin D production in residents of an old
people’s home (85).

HAZARD ASSESSMENT AND PROTECTION

Exposure Limits and Hazard Assessment of UV Sources

The International Commission on Non-ionizing Radiation
Protection has published guidelines on MPE limits for UV
sources. The latest revision of the guidelines (6) contains
updated information on hazards, but does not change
the value of the limits published in 1989 (86). For most
individuals, if exposure is below the limits, then they will
not experience acute effects and the risks from long-term
effects will be at an acceptable level. The limits are based
on an envelope action spectra for all acute and chronic
deleterious effects on the eye and skin. Certain individuals
with disease or sensitized by chemicals or drugs may
experience effects at exposure levels below the limits. To
be below the MPE there are two criteria that must be
satisfied:

1. Total effective spectrally weighted UV radiation
(180–400-nm range) incident on the unprotected skin
or eye should not exceed 30 J/m2 over an 8 h period

2. Total unweighted UV radiant exposure in the spec-
tral region 315–400 nm on the unprotected eye
should not exceed 104 J/m2 over an 8 h period

The effective spectrally weighted exposure is calculated
using the following expression:

Eeff ¼
X

El � Sl � Dl

Where El is the measured irradiance of the source
(W/m2), Sl is the relative spectral effectiveness (unitless),
and Dl is the wavelength measurement interval. The
weighting factors used form a ‘‘hazard action spectrum’’
(6), similar to that used when calculating erythemal effec-
tive irradiance. Figure 3 shows a comparison of the two
spectra.

The hazard weighted effective irradiance can be mea-
sured in two ways: A spectroradiometer can be used to
measure the absolute spectral irradiance of the source in
question, and the relevant weighting factors can be applied
accordingly. A less accurate (but simpler) method is to use a
radiometer fitted with an appropriately weighted filter.
However, attempts to develop filters that have a good
match to the hazard action spectrum have not been parti-
cularly successful. Measurements of various UV sources in
the author’s laboratory with a spectroradiometer and nar-
row-band meter with hazard weighted filter (International
Light, IL1730A UV Actinic radiometer, fitted with an
ACT270 filter) are shown in Table 4. While the broad-band
meter provides a reasonable approximation for some
sources, there are very large errors for others due to the
poor matching of the filter characteristics and the hazard
action spectrum. It is important to consider both the
weighted exposure to the skin and eye and the separate
limit for UVA exposure to the eye. As can be seen from the
examples in Table 4, the former limit usually dominates,
but for the source with high UVA output it is the latter that
is more restrictive.
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Table 4. UV Hazards Measured in the Author’s Laboratory (all at 10 cm)a

UV Source

Weighted Irradiance,
W/m2 Measured with

Spectroradiometer

Weighted Irradiance,
W/m2 Measured
with Radiometer

UVA Unweighted
Irradiance, W/m2

Measured with
Spectroradiometer

Time min to Exceed
30 J/m2 Weighted

Irradiance,
Skin Hazard

Time min to
exceed 104

J/m2 Unweighted
UVA Irradiance,

Eye Hazard

Bank of six 4 ft
TL01 tubes

0.43 0.40 4 1 45

Bank of eight
2 ft TL09 tubes

0.02 0.14 67 30 2

Single 2 ft
TL12 tube

0.73 1.1 2 1 80

Single 6 ft
UV6 tube

0.22 0.26 4 2 40

Xe Arc lamp 0.20 0.24 2 3 70

aThe weighted irradiance was obtained either by using a radiometer with a hazard weighted filter (International Light IL1730 with ACTS filter) or by

spectroradiometer measurements combined with INIRPC hazard spectrum (6). The times given in the final two columns are those required to exceed to the

maximum permissible exposure for eye and skin calculated from the spectroradiometer measurements.



Protection Measures

The National Radiological Protection Board (NRPB) in the
United Kingdom has issued advice on protection against
UVR (5). For workers exposed to artificial sources, admin-
istrative, engineering, and protective measures should be
in place to ensure limits are not exceeded. For other
situations, such as members of the public exposed to
the sun, strict observance of limits is not practicable. If
possible, exposure to artificial sources should be limited by
engineering controls. For example, phototherapy cabins
are usually fitted with interlocks so that the lamps go
out when the door is opened. It is essential that staff
working with UV sources are well trained and understand
the nature of UV hazards. Access to suitable trained Med-
ical Physics staff for advice on UV hazards is also impor-
tant. Warning signs and access restrictions should be used
where exposure above the MPE level is possible. Personal
protective equipment (such as face shield and gloves)
should be used if exposure to UVR above the MPE cannot
be avoided.

The British Standards Institute provide information on
the performance specifications of UV filters for personal
eye protection (87). Percentage UV transmission should be
<0.0003% at 313 nm and <7% at 365 nm and luminous
transmission should be between 43 and 58%.

Patient Safety

Good staff training is vital to minimize risks of patient UV
overexposure during phototherapy. There must be ade-
quate protection against electrical hazards. Patients
should not come into contact with bare lamps. There is a
risk of injury if the patient falls against the lamps and it is
now common practice to place a UV transmitting sheet
between the lamps and the patient.

Because psoralen is deposited in the lens of the
eye, there is a risk of cataract induction if the eye is
exposed to UVA in the 12 h following psoralen ingestion.
Consequently, the patient should avoid unnecessary sun-
light exposure for the remainder of the day following
PUVA treatment and they should wear appropriate eye
protection. These may either be sunglasses, prescription
lenses, or clear safety spectacles. Contact lenses even if
marked as UV protective may not afford sufficient protec-
tion (88). The suitability of UV protective eyewear may be
assessed using a spectrophotometer to fully characterise
the transmission and comparison with limits suggested by
Moseley et al. (89). Alternatively, a simpler approach (50)
is to measure the lens transmission of radiation from
PUVA therapy lamps using a hand-held narrow-band
meter.

Hazards from Ozone

Ozone is a colorless, toxic irritant gas formed by a photo-
chemical reaction between short wavelength UVR and
oxygen in the air. It is possible to find ozone near UV
lamps, especially where radiation <250 nm is transmitted
through the envelope of the lamp. If ozone production is
suspected, then adequate ventilation should be provided to
remove the hazard.
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INTRODUCTION

The system of blood vessels in the body is crucial to trans-
port cells, oxygen, and nutrients to the vital organs. When
injured by diseases, such as atherosclerosis, the blood
vessels may become occluded, leading to decreased blood
flow and organ damage, or may be weakened and rupture
due to aneurysmal dilatation. One method of treatment is
to use surgery to bypass diseased blood vessels by using an
artificial blood vessel substitute, or vascular graft prosthe-
sis. Materials currently used in vascular graft prostheses
include polyethylene terephthalate (Dacron) and expanded
polytetrafluoroethyelene (ePTFE). These devices success-
fully function as vascular grafts in larger diameter appli-
cations, but suitable materials for small diameter
prostheses (<5 mm) are still being developed. Current
trends in the development of small diameter prostheses
include surface modification to prevent thrombosis, incor-
poration of endothelial cells, and a tissue engineering
approach with the development of a biological blood vessel
based upon a biodegradable material scaffold.

THE CLINICAL NEED FOR VASCULAR GRAFT
PROSTHESES

Normal Blood Vessel Anatomy

The largest artery leaving the left ventricle of the heart
is the aorta, which is �20 mm in diameter. The aorta
branches into progressively smaller arteries (<5 mm inter-
nal diameter) that feed blood and nutrients to organs, such
as the brain (carotid arteries), liver (hepatic artery) and
kidneys (renal arteries), and to the extremities of the arms
(cephalic arteries) and legs (iliac and femoral arteries). The
smaller arteries branch further to become smaller arter-
ioles (<1 mm), which branch even further to become the
smallest capillaries (<100mm), through which only single
cells can pass. The capillaries are the site of most oxygen
and nutrient exchange into the tissues. Capillaries then
join together to form venules, small veins, and then larger
veins that carry deoxygenated blood back to the lungs and
heart. The design of replacement blood vessels should take

into account both the structure and function of native
vessels for optimal function.

Normal arteries have three different layers: the inter-
nal intima, the middle media, and the external adventitia
(1). (see Fig. 1). The intima is composed of a layer of
endothelial cells, with underlying extracellular matrix
proteins delimited by the internal elastic lamina.
Endothelial cells are responsible for preventing blood
vessel thrombosis under normal physiologic conditions by
preventing platelet adhesion, coagulation, and thrombus
formation (2,3). (see Fig. 2). This is accomplished by the
expression and secretion of antiplatelet agents, such as ecto-
ADPase, prostacyclin (PGI2) and nitric oxide (NO) (2).
Endothelial cells express thrombomodulin (TM) and
release tissue factor pathway inhibitor (TFPI) to prevent
activation of the coagulation cascade. Endothelial cells also
express heparan sulfate to bind circulating antithrombin
and rapidly inhibit local thrombin formation (2). If a fibrin
clot is formed, endothelial cells can release factors that
stimulate the fibrinolytic system to degrade the thrombus,
such as tissue plasminogen activator (tPA) (2). Upon cyto-
kine or thrombin stimulation, endothelial cells can develop a
procoagulant phenotype with expression of tissue factor (TF)
and release of vWf, PAI-1, and coagulation factors (6). The
intima is present in all vessels, with the smallest capillaries
composed of only a single layer of endothelial cells resting
upon a thin basement membrane of extracellular matrix
proteins.

The media varies in composition from large elastic
arteries, such as the aorta, where it is composed of layers
of elastic tissue and glycosaminoglycans to the smaller
muscular arteries, such as the coronary arteries in the
heart, where it is composed predominantly of vascular
smooth muscle cells (1). The elastic and mechanical proper-
ties of the media allow vessels to contract or relax to
maintain the lumenal pressure and volumetric flow rate.
Arterioles may have only a single layer of smooth muscle
cells and capillaries have no media at all.

The external blood vessel layer, or adventitia, serves to
supply nutrients to the cells in the blood vessel itself. It
consists of a loose layer of connective tissue, with small
arterioles and capillaries (vasa vasorum or ‘‘vessels of the
vessel’’) feeding the blood vessel. It also contains a network
of nerves that can stimulate medial smooth muscle cell
contraction or relaxation. The adventitia is prominent in
larger vessels, becoming progressively smaller as the ves-
sel diameter decreases. Arterioles and capillaries lack an
adventitia completely.

Coronary Atherosclerosis

Atherosclerotic cardiovascular disease, in its many guises,
is the leading cause of mortality in the United States,
resulting in coronary artery disease, myocardial infarction,
stroke, aneurysms, and peripheral vascular disease. Ather-
osclerosis is a multifactorial disorder of the arterial vas-
cular tree where lipid dysregulation and vascular
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inflammation leads to endothelial injury, vascular lipid
accumulation, and calcification with the development of
lipid-laden deposits, or ‘‘plaques’’ in the vessel wall that
eventually lead to stenosis of the vascular lumen (7). The
resulting stenosis or narrowing of the blood vessels com-
promises blood flow through the artery. Rupture of the
atherosclerotic plaque with subsequent thrombosis may
lead to complete occlusion of the blood vessels. Depending
on the location of the artery, this stenosis or occlusion leads
to decreased distal blood flow and end-organ dysfunction.
Examples include infarction of cardiac muscle with com-
plete coronary artery occlusion or stroke with occlusion of
carotid or cerebral arteries.

Despite advances in prevention and early diagnosis,
cardiovascular disease claims more lives than the next five
leading causes of death, combined (8,9). Coronary athero-
sclerosis alone, leading to stenosis and occlusion of the
small coronary arteries that nourish the cardiac muscle, is
the single leading cause of death in American today,
responsible for 494,000 deaths in 2002 (8,9). The current
modalities for treating coronary artery disease include
intravascular angioplasty, stenting, and bypass of the
stenotic lesions using saphenous vein or internal mam-
mary artery grafts. Coronary bypass surgery was per-
formed in over one-half million individuals in the
United States alone in 2002 (10,11), with the majority of
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Figure 1. Arteries are composed of three
layers: the intima, media, and adventitia.
The intima is lined by endothelial cells and
bounded by an internal elastic lamina. The
media maintains vascular tone and is
composed of smooth muscle cells or layers of
elastic tissue. The adventitia supports the
vessel and provides nutritional and neural
stimulation.
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Figure 2. Endothelial cell phenotypes. Endothelial cells can have
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individuals requiring bypass of three or more vessels.
Unfortunately, in a significant number of individuals,
autologous veins and arteries are not available, and there
is a need for readily accessible, functional, alternative
small diameter vascular graft prostheses.

Cerebrovascular Disease

Atherosclerotic vascular disease also affects the cerebral
vessels and peripheral arterial tree, leading to stroke,
renal failure, and arterial claudication. Stroke is the third
leading cause of death, with �275,000 Americans dying of
stroke in 2002 (9). One of the leading causes of stroke is
atherosclerotic stenosis of the carotid arteries in the neck,
leading to thromboembolic stroke (11). Due to the danger of
any further thrombosis or embolism, vascular prostheses
have not been used to treat carotid artery disease, and
therapy is currently limited largely to carotid endarter-
ectomy, with removal of vascular plaque, and limited use of
carotid stents (12). Use of vascular prostheses for cerebro-
vascular disease will not be feasible until prostheses are
developed that pose no risk for distal thromboembolism.

Peripheral Vascular Disease

Peripheral arterial disease, with atherosclerotic occlusion
of peripheral arteries predominantly in the lower extremi-
ties, leads to claudication and leg pain in �8–12 million
Americans (13,14); while it is not a major cause of mortal-
ity, it is associated with significant morbidity (9,13). Cur-
rent therapies for treating peripheral arterial disease
include angioplasty and vascular bypass. Prosthetic grafts
have been successfully employed to treat atherosclerosis of
the aorto-iliac bifurcation, but saphenous vein bypass is
still the most widely used therapy for femoral-popliteal and
below-the-knee bypass surgery (15–17). Suitable saphe-
nous veins may not be available in �15% of patients
(17), often due to prior use for coronary artery bypass
surgery. There is a clinical need to develop small diameter
vascular prostheses that remain patent for long periods to
more effectively treat peripheral arterial disease, and pro-
vide a viable alternative to saphenous veins.

Aneurysms

An aneurysm is a dilatation of a blood vessel wall that may
be circumferential (fusiform aneurysm) or may involve
only a portion of the vessel circumference (saccular aneur-
ysm). Aneurysms most frequently affect the abdominal
aortic wall and are a significant cause of mortality due
to aneurysm rupture, resulting in 1.3% of all deaths (18).
Aneurysms can affect other arteries, such as the cerebral
arteries, renal arteries, and splenic arteries. Aneurysms
usually do not occlude blood flow, but the dilated vessel
wall is weakened mechanically and can rupture, leading to
extravasation of blood into the surrounding tissues. Infra-
renal aortic aneurysms 5.5 and 6.5 cm have annual rupture
rates of 11 and 26%, respectively (19). Abdominal aortic
aneurysms are usually observed in older patients in asso-
ciation with atherosclerosis, but other factors, such as
proteolytic degradation of elastin and collagen by matrix
metalloproteinases and plasmin is thought to be contrib-

utory (20–22). Therapy has generally been surgical, with
the placement of an intralumenal vascular graft (23,24) or
an endolumenal stent-graft (25).

Trauma

Vascular trauma from gun shot wounds, knife wounds,
motor vehicle accidents or accidental dismemberment may
result in laceration or transection of blood vessels. This
injury may necessitate replacement with a vascular graft,
if the vessel wall cannot be surgically repaired or an
autologous saphenous vein is not available (26). Traumatic
injury of large diameter vessels, such as the pulmonary
artery or aorta usually requires a synthetic vascular graft
or patch, as autologous tissue of large diameter is not
available. One unique consideration with vascular trauma
is bacterial contamination due to open wounds or colon
injury, and remote bypass grafts through clean subcuta-
neous tissues may be desirable. In cases of dismember-
ment, the blood vessels usually retract into the severed
tissue, and microvascular repair methods are usually
required to reestablish blood flow (27). This is also a
scenario where an off-the-shelf small diameter vascular
prosthesis would be desirable.

THE HISTORY OF VASCULAR REPLACEMENTS

Arterial aneurysms have been noted back to antiquity,
when the Roman historian Antyllus first reported their
tendency to rupture in the second century AD (28). Treat-
ment dates back to 1684, when Moore attempted to induce
thrombosis of an aneurysm by introducing large masses of
intralumenal wires (23,29). The first reported surgical
therapy was ligation of the abdominal aorta proximal to
a leaking iliac artery aneurysm by Sir Astley Cooper in
1817 (28). Aneurysmectomy, with excision of the aneurysm
and vascular repair was reported by Cooley and DeBakey
in 1952 (4). Early vascular grafts employed aortic wrapping
or the use of preserved or freeze-dried homograft replace-
ment (30,31). Use of an intralumenal graft replacement
was instituted by Creech in 1966, and this remains the
standard treatment today (23). In 1991, Parodi introduced
a new technique of treating abdominal aortic aneurysms
with a stent-graft that could be inserted endolumenally
through an incision in the femoral artery (25).

The use of synthetic materials as vascular substitutes
for aneurysms and other vascular bypass grafts was
initiated in 1952 with the use of Vinyon-N cloth as an
arterial conduit (5). This was followed by the use of poly-
ethylene terephthalate (Dacron) as a vascular conduit in
1957 (32,33). In 1969, Gore patented a microexpanded
ePTFE, which was first used as an arterial conduit in
1973 (34,35). Umbilical veins were further developed with
use of glutaraldehyde cross-linking and an external wrap-
ping of polyester mesh (36). These synthetic prostheses
showed some success in large diameter vascular applica-
tions, but were plagued by thrombosis and occlusion due to
intimal hyperplasia in small diameter (<5 mm) applica-
tions. Lining of synthetic vascular prostheses with
endothelial cells to improve thromboresistance was first
described by Herring in 1978 (37). Development of a blood
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vessel by in vitro culture of biologic tissues (i.e. tissue
engineering) was first described in 1986, with a multilayer
structure of collagen and vascular cells (38).

CURRENT VASCULAR GRAFT PROSTHESES

Vein Grafts

The saphenous vein is a long vein arising in the calf and
thigh with extensive collateral circulation. It has been
utilized extensively as a vascular graft due to its long size
and diameter that is similar to coronary arteries and
smaller arteries in the leg, such as the femoral or popliteal
arteries. The use of veins as bypass conduits to surgically
treat coronary atherosclerosis was first described by
Kunlin in 1949 (39), and this procedure remains the stan-
dard method of coronary artery bypass surgery to this day.
For coronary bypass, saphenous veins are harvested
surgically or endoscopically and the quality of the veins
assessed by inflation, with valves stripped prior to use, if
necessary (40). Current coronary artery bypass techniques
using saphenous veins have an occlusion rate of 10–15% at
1 year after surgery, increasing to 30–40% at 10 years after
surgery (41). Improved patency has been observed using
arterial conduits, such as the internal mammary artery
and radial artery grafts (42).

When used as peripheral vascular bypass grafts for the
femoral or popliteal arteries in the leg, saphenous veins can
be dissected and the direction reversed to allow flow through
the valves, but they can also be utilized In situ and the
valves stripped to allow retrograde flow (43). It is thought
that the In situ graft should have lesser disruption to the
vein endothelium and adventitia compared to the reversed
vein conduit (44), but 2 year clinical patency rates for
femoropopliteal bypass are similar at �82% for both proce-
dures (45). Not all patients have an appropriate saphenous
vein for either cardiac or peripheral bypass surgery. This is
most frequently due to prior surgical harvest, but also may
be from poor vein quality due to insufficiently small dia-
meter or increased branching. In these patients, suitable
synthetic vascular conduits are desirable.

Dacron

Dacron is a polyester fabric, polyethylene terephthalate.
Clinically utilized Dacron vascular prostheses are manu-
factured as textiles, either knitted or woven (34) (Fig. 3).
The original design of a Dacron vascular graft as a textile
versus a solid tube was an attempt to allow tissue healing
of the prosthesis through the pores of the material. The
knitted prostheses have higher porosity than the more
densely fabricated woven prostheses and require preclot-
ting or use of a surface coating, such as gelatin, collagen,
fibrin glue, or albumin, to prevent translumenal leaking
after implantation (34,46,47) (Fig. 4). The woven grafts are
most commonly used in the thoracic aorta and for ruptured
abdominal aortic aneurysms to minimize blood loss (43).
Most Dacron graft prostheses are crimped like a soda straw
to improve graft flexibility and decrease lateral compres-
sibility (Fig. 4). An alternative to crimping that results in a
thinner prosthesis wall is the use of an external spiral
winding of a stiff polymer, such as poly(propylene). In a
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Figure 3. Scanning electron micrograph (SEM) of knitted Dacron
vascular graft prostheses. The knitted prostheses are of lower
porosity than the woven Dacron prostheses and must be sealed
by preclotting prior to implantation. SEM, Original Magnification
1000�.

Figure 4. (top) A typical Dacron vascular graft prosthesis. Notice
the crimped appearance of the prosthesis, which is utilized for
flexibility and lateral compression-resistance. The blue line is to
facilitate implantation without twisting, that would lead to kinking
(bottom). An albumin-coated Dacron prosthesis. The albumin
coating is used to seal the graft interstices and eliminate the
need to preclot the graft prior to implantation. This type of
coating often fails due to flaking and removal from the surface.



further attempt to foster tissue incorporation and vascular
graft healing, some prostheses employ a velour surface,
where thousands of individual fiber loops are pulled almost
perpendicularly from the material, resulting in a surface
that has a markedly increased surface area (48,49). Lume-
nal velours are employed to trap fibrin and platelets, while
external velours are used to increase adventitial healing
and cellular incorporation (50).

Dacron vascular grafts have most successfully been
employed in the surgical treatment of thoraco-abdominal
and abdominal aortic aneurysms, where they are manu-
factured in a both a tubular and bifurcated aorto-bifemoral
configuration. They have also been utilized for longer
bypass applications, such as axillary–femoral or
femoral–femoral surgery. In these longer length applica-
tions, the reinforced, eternally wound prostheses are typi-
cally utilized to prevent kinking when transversing joints.
The successful treatment of abdominal aortic aneurysms
with Dacron vascular grafts is proportional to the size of
the aneurysm; for smaller aneurysms, the survival rates
for surgical and nonsurgical populations is similar (51).
The 5 year patency rates are 93% for aortic bifurcation
grafts (52), with similar patency for knitted and woven
grafts (53).

Dacron has not been widely used for lower extremity
bypass, especially when the bypass entails vessels below
the knee, due to poor patency rates. However, a recent
study utilizing heparin-bonded Dacron showed favorable
patency rates for femoro–popliteal bypass grafting for
modified Dacron versus ePTFE (55% vs. 42%; p <0.044)
at 3 years, with similar patency rates at 5 years (45% vs.
35%; p <0.055) (54).

Expanded Polytetrafluoroethylene

Polytetrafluorethylene (PTFE–Teflon) is a chemically
inert, hydrophobic polymer that resists long-term In vivo
degradation. As mentioned above, PTFE has been manu-
factured in a microporous fabric for vascular grafts
(ePTFE). The ePTFE is manufactured by a heating,
stretching, and extruding process to form solid nodes of
PTFE separated by many thin fibrils, with an internodal
distance of �30mm (34) (see Fig. 5). This same
material, known as Goretex, is also popular for waterproof
sporting applications, such as jackets and shoes, as the
material hydrophobicity prevents gross water flux while
allowing air transport. The same material properties that
make ePTFE attractive for sporting materials make it
attractive as a vascular graft. The hydrophobicity is
designed to prevent surface thrombosis, while the micro-
porous texture prevents translumenal graft leaking, while
encouraging cell incorporation and healing. In applica-
tions where increased structural stability is required, an
external winding or wrap of polypropylene is often
employed.

Patency rates of ePTFE for aorto-bifemoral bifurcation
grafts are 95% at 5 years, similar to Dacron (52,55). In
extraanatomic bypass, ePTFE has shown a cumulative
patency of 83% for femoro–femoral bypass and 75% for
axillo–femoral bypass at 5 years (56). In lower extremity
revascularization, saphenous vein bypass remains the

graft of choice for below-knee applications. However, there
is still controversy regarding the optimal material for
above-knee femoral–popliteal bypass. Many studies report
five year patency rates <50% for ePTFE in femoral–popli-
teal bypass (54,57), with 5 and 10 year saphenous vein
patency rates at 77 and 50% (58,59). However, in a retro-
spective study, the primary patency rate at 4 years was not
significantly better for vein bypass (82.2%) versus ePTFE
(80.6%) (60).

A somewhat unique use for ePTFE grafts is the arter-
iovenous graft used to provide vascular access to patients
with renal failure undergoing hemodialysis. These grafts
are interposed between the radial artery and cephalic vein
in the wrist (61). Other options are the creation of a direct
arterio-venous fistula without the use of a graft, and a
central venous catheter. Primary patency of arteriovenous
grafts is inferior to that of fistulas, irrespective of graft
material or postoperative treatment with anticoagulants
(62–64).

Endovascular Stent-Grafts

Historically, surgical repair of abdominal aortic aneurysms
required major abdominal surgery with its attendant mor-
bidity. For this reason, a procedure to repair aneurysms
endolumenally from within the vasculature was attractive.
In 1991, Parodi (25) reported the first successful use of a
combined stent-graft that could be placed into the aortic
aneurysm endolumenally through a femoral artery cathe-
ter without open surgery. During the past decade, many
different stentgrafts have been developed for this applica-
tion. They typically are composed of a fabric graft (Dacron
or ePTFE) and an expandable metallic skeleton (23,65).
They are usually inserted in a closed configuration and
then opened via a balloon catheter. The stent is typically
held in place with proximal and distal hooks. The metallic
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Figure 5. An SEM of expanded ePTFE vascular graft. Note the
solid nodes of ePTFE separated by thin fibrils. The typical
internodal distance of most clinical prostheses is 30mm. Due to
the hydrophobic nature of ePTFE, this structure makes the
material microporous, allowing limited cell migration, but
limiting bulk water leakage. Original magnification 1000�.



skeletons employed are stainless steel, Elgiloy (nickel,
cobalt, and chromium alloy) and Nitinol (nickel titanium
alloy).

The stent-grafts may have a lower operative mortality
and less frequent complications than open repair (18).
However, two large European registries indicate a 3%
yearly failure rate for endovascular repair versus 0.3%
for open repair (66,67). Failure mechanisms unique to
endovascular stent-grafts include endoleak, with blood
flow between the exterior of the graft and the lumen of
the aneurysm. There are also difficulties with stent-graft
migration due to movement of the anchoring hooks (65).
Some devices have problems with durability, due to
repeated rubbing of the graft material against stent metal,
with either fabric degradation or corrosion or stress crack-
ing of the metal (68). In other patients, the aneurysm may
continue to expand despite the presence of the stent-graft,
termed endotension, due to transmission of lateral wall
pressure through the graft.

Vascular Graft Healing

Implantation of synthetic vascular grafts that are not
preclotted is associated with rapid protein adsorption,
followed by platelet adhesion, inflammatory cell adhesion
and variable degrees of fibrin formation (69,70). The fibrin
formation is usually limited to a thin layer on the lumenal
surface, but this is variable depending on the diameter of
the graft. The fibrin layer also includes entrapped macro-
phages and neutrophils, and reaches a maximal thickness
�2 weeks postimplantation (43). In preclotted Dacron
grafts, there is already a fibrin–platelet layer in the graft
interstices created by the preclotting process. This may be
associated with increased platelet adhesion upon implan-
tation (71). Later cellular healing may come from
blood-borne cells, migration of cells from the anastomosis,

or in-growth of cells from the adventitia. This may or may
not be accompanied by endothelial growth and develop-
ment of a neo-intima, either due to migration from the
anastomoses or implantation of circulating endothelial
progenitor cells from the blood stream (72). In the absence
of an endothelial layer, the fibrin matrix and inflammatory
cells forms a pseudointima. There also may be an in-growth
of smooth muscle cells and fibroblasts from the adventitia
of the graft, depending on the porosity of the graft material.
The adventitia is often associated with fibrosis and a
foreign body giant cell response (see Fig. 6).

Most ePTFE grafts implanted in humans do not develop
an endothelialized lumen spontaneously (73), and endothe-
lialized pannus in-growth from the anastomosis is usually
limited to only a few centimeters. Similarly, Dacron grafts
usually do not re-endothelialize, but typically maintain a
compact fibrin layer at the lumen. In lower porosity grafts,
the graft interstices usually remain acellular. In ePTFE
grafts and higher porosity Dacron prostheses, the inter-
stices become populated with fibroblasts, macrophages,
and less frequently, smooth muscle cells. Neovasculariza-
tion, with new capillary in-growth, is rare.

Failure Mechanisms

The healing of implanted vascular grafts is not optimal due
to lack of endothelialization or neovascularization. This
may lead to clinical complications, such as thrombosis,
intimal hyperplasia, and infection. Failure may be acute,
midterm, or late (74). Early or acute failure is usually due
to technical surgical problems or acute thrombosis. Early
infection may be tied to contamination during surgery.
Midterm failure (3 months to 2 years) may be due to
cellular proliferation and intimal hyperplasia or infection.
Late failure may be due to development of atherosclerotic
lesions in the graft (75).
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Figure 6. Healing of an ePTFE
vascular graft. Note the cellular
pseudointima without an obvious
endothelial lining. The graft itself is
sparsely populated with cells. The
adventitial layer is dense compact
fibrous tissue with a lining of multi-
nucleated giant cells. Hematoxylin
and eosin. Original magnification,
10�. Inset, 20�.



The rapid adhesion of platelets and development of a
lumenal fibrin layer can lead to thrombosis (Fig. 7). Throm-
bosis is a leading cause of vascular graft failure, especially
in smaller diameter prostheses, where it leads to decreased
flow or occlusion. It is usually an acute or subacute failure
mechanism, but may be a cause of late failure due to
thrombosis super-imposed upon stenosis due to other
causes of vessel narrowing, such as atherosclerosis or
intimal hyperplasia. Antithrombotic therapy, particularly
antiplatelet therapy, has been shown to be beneficial
in decreasing graft occlusion up to 2 years after surgery
(76–78).

The majority of stenotic vascular graft failures are due
to hyperplasia of the tissues near the anastomosis, parti-
cularly the distal anastomosis (79,80), termed anastomotic
intimal hyperplasia (81,82). This is particularly a problem
with arteriovenous grafts used for dialysis access where
the distal intimal hyperplasia may lead to significant
stenosis of the lumen (83). The development of intimal
hyperplasia is multifactorial, and its etiology is not com-
pletely known. It evolves from the tissue healing response
at the anastomosis, but inciting factors include chronic
inflammation, platelet adhesion with release of platelet
derived growth factor (PDGF), vessel wall injury and
mechanical factors, such as disturbed hemodynamic flow
and compliance mismatch between the native vessel and
the more rigid prosthesis (43,83–85). Alteration in cell
phenotype due to interaction with the prosthesis or due
to disturbed flow may lead to smooth muscle cell prolifera-

tion from altered production of basic fibroblast growth
factor (bFGF) or PDGF by endothelial cells (86,87) or tumor
necrosis factor-alpha (TNFa) by inflammatory cells (88).
Indeed, antibodies to bFGF have been shown to decrease
smooth muscle cell proliferation in ePTFE grafts experi-
mentally (89). Recent gene-transfer experiments have sug-
gested that increased expression of tPA and increased
fibrinolysis may be associated with increased intimal
hyperplasia, while increased expression of nitrous oxide
synthase (eNOS) and increased expression of the platelet
inhibiting molecule nitrous oxide may decrease the hyper-
plastic response (90).

Infection occurs in 1–6% of arterial vascular
graft prostheses (43,91). The sources of infections may
be contamination of the prosthesis during implantation
or hematogenous seeding from bacteremia. The earlier
infections are often due to Staphylococcus aureus, while
the later infections are often due to a lower virulence
organism, such as Staphylococcus epidermidis (92). Clin-
ical symptoms of graft infections include fever, leukocyto-
sis, and bacteremia; newer imaging techniques that are
able to detect acute inflammation may be useful in diag-
nosis of graft infections (93). These infections may be
resistant to antibiotics due to the lack of vascularity in
the graft interstices. Complete or partial graft excision is
often necessary for treatment (94). Graft modifications to
decrease the risk of infection have included bonding anti-
biotics to graft surfaces or including antibiotics in the blood
used to preclot the graft.
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Figure 7. Thrombosis of a Dacron vascular graft in the aorta. In such a large diameter prosthesis,
this degree of lumenal thrombosis was of little clinical consequence. A similar degree of thrombosis
in a small diameter vessel could result in complete occlusion.



Material failure of Dacron or ePTFE grafts has been
quite uncommon. Neither are substantially susceptible to
In vivo degradation, although Dacron grafts may expand
slightly In vivo due to flattening of the crimps or relaxation
of the knitted or woven structures. Suture failure and blood
leakage at the anastomosis with pseudoaneurysm forma-
tion has also been described (Fig. 8).

NEW DEVELOPMENTS IN VASCULAR GRAFT PROSTHESES

Surface Modification

Attachment of an anticoagulant, such as heparin or dipyr-
idamole, to the graft lumen has been investigated as a
method to improve small-diameter graft patency (76,95).
As an example, Lin et al. (96) modified the lumenal surface
of a standard ePTFE with an aldehyde-modified heparin
bound to layers of crosslinked polyethyleneimine (PEI),
Carmeda bioactive surface (CBAS), and dextransulfate.
This graft (4 mm ID), as an exteriorized baboon femoral
arteriovenous shunt, showed an 80% reduction in 1–4 h
platelet deposition. When compared to contralateral
uncoated grafts in a 4 week baboon aortoiliac bypass
model, there was significant reduction in neointimal cell
proliferation and area at both proximal (0.26 vs. 0.56 mm2)
and distal (0.29 vs. 0.63 mm2) anastomoses for the hepar-
incoated grafts (96). One major concern with this
strategy is the duration of heparin function. Delamination
of portions of the layered coating or the presence of phy-
sical barriers deposited on the graft surface in the form of
blood components would lead to failure for this type of
approach. A heparin-bonded Dacron graft is currently
available on the European market, with the heparin
attached using a tridodecil-methyl-ammonium chloride
(TMAC) and the outer portion of the graft coated with
collagen to decrease porosity (97). This heparin-bonded
Dacron had similar 5 year patency rates to ePTFE for
femoral-popliteal bypass grafting. Other surface modifica-
tions for ePTFE grafts have included carbon coating to
decrease thrombogenicity (98,99), or incorporation of

growth factors to facilitate the healing process (100,101)
and coating with polyurethane to enhance endothelializa-
tion (102).

Newer Biomaterials

There has been some interest in polyurethane elastomers
as vascular graft materials, in an effort to develop radially
compliant vascular grafts (34,85). Initial vascular grafts
with polyester and polyether-based polyurethanes resulted
in failure due to material degradation (103). Vectra, a
polyetherurethaneurea vascular access graft, showed
12 month patency similar to ePTFE (104), and received
U.S. Food and Drug Administration (FDA) clearance in
2000. More recently developed polyurethanes for vascular
grafts utilize polycarbonate-based polyurethanes to impart
hydrolytic and oxidative stability (85,105). One of these
prostheses, Myolink, is available commercially for hemo-
dialysis access. Some experimental hybrid polyurethane
grafts have been developed in which the polyurethane is
coupled with a gelatin–heparin matrix and reinforced with
Dacron mesh (106). Other hybrid polyurethane grafts
include a polyurethane with a biodegradable poly(ethylene
glycol)–poly(lactic acid) copolymer coating (107). Poly-
urethanes have recently been modified to incorporate a
diazeniumdiolatemodified nitric oxide (NO)-producing
peptide, which can release NO, a potent platelet-inhibiting
compound (108). A similar NO-producing polyurethane has
recently been shown to decrease thrombus formation in a
sheep model (109).

Endothelial Incorporation

Current clinically used large-diameter vascular graft
materials, such as polyethylene terephthalate (PET) and
ePTFE, suffer from early occlusion and thrombosis or late
intimal hyperplasia. When employed in small-diameter
applications, these failure modes are more prominent
and have largely prevented the use of these materials in
applications where the diameter is <5 mm. Since these
prostheses characteristically do not develop a lumenal
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Figure 8. Gross photograph of a pseudoaneurysm at a
graft anastamosis. This is not a true aneurysm as there
is no failure of the graft material, but a defect between
the graft and the native vessel, leading to blood leaking
in the interstitial tissues. This type of pseudoaneurysm
may cause graft occlusion due to external pressure from
the leaking blood.



endothelial layer spontaneously, there has been consider-
able effort expended to develop surface modifications of
ePTFE in particular, in order to encourage growth of a
confluent endothelial layer, subsequent to the initial report
by Herring in 1978 (37).

Two different procedures have been described, endothe-
lial seeding, and sodding. Endothelial seeding involves
treating the graft with a low concentration of endothelial
cells prior to implantation with In vivo expansion of the
cells. A two-stage endothelial seeding technique involves
treating the graft with a low concentration of cells, followed
by extended In vitro culture time to expand the cells to a
confluent monolayer (110,111). Conversely, endothelial
sodding entails coating the graft with a high concentration
of endothelial cells to quickly form a confluent endothelial
layer. The ePTFE is a very hydrophobic material and few, if
any, endothelial cells attach directly to the ePTFE with
either direct seeding or sodding techniques. Without mod-
ification, hydrophobic ePTFE grafts show attachment of
only 10� 7% of applied cells, with EC retention only 4� 3%
(112,113). Surface modification of the ePTFE is necessary
to encourage endothelial attachment and growth. The
source of autologous human endothelial cells can range
from harvested veins, adipose tissue capillaries, and
endothelial progenitors (75,114,115).

Many different surface modifications of ePTFE to pro-
mote endothelialization have been studied, such as attach-
ing cell-binding peptides (116) or fibrin glue (117). A few of
these have reached human clinical trials. One such mod-
ification involved the application of fibrin glue to the
lumenal surface of a small-diameter ePTFE graft to which
autologous endothelial cells can attach (110,118). These
coated grafts were seeded with autologous endothelial
cells, harvested 4–6 weeks prior to graft implantation
and expanded In vitro. The seeded graft constructs were
allowed to mature for 8–10 days before implantation as
either one of 21 coronary artery bypass grafts (110) or 153
infrainguinal grafts (118). After a mean postoperative
follow-up of 27.7 months, the 4 mm diameter coronary
artery graft patency was 90.5%. Angiograms of all 19
patent aortocoronary bypass grafts showed smooth lume-
nal borders without stenotic regions. Percutaneous trans-
lumenal angioscopic evaluation showed a glossy white and
smooth endolumenal graft surface without any fibrin,
platelet, or erythrocyte deposits. The EC seeded grafts
showed an improvement in patency versus unseeded
ePTFE aortocoronary bypass grafts (110). For the 6–
7 mm diameter infrainguinal reconstructions, Kaplan–
Meier analyses revealed a primary patency rate of 84%
after 4 years and 63% after 7 years, comparable to primary
patency rates for vein grafts (118).

These clinically applied ePTFE modifications were not
without incident. In one trial, In vitro flow experiments
revealed a washout of ECs between 10–15% in the first
minute after the application of a physiologic pulsatile flow.
Additionally, one patient had a perioperative MI caused by
the immediate occlusion of the EC-seeded ePTFE graft
because of poor runoff and possible culture contamination
with fibroblasts (110). In the other trial, 5% of patients had
EC that failed to grow in culture despite rescue serum
treatment. At implantation, 5% of seeded grafts were sub-

confluent and 5% had patches devoid of EC (118). These
clinical trials highlight common difficulties faced in many
ePTFE endothelialization attempts. Subconfluent EC coat-
ings allow for possible thrombus formation. Extended and
technically demanding In vitro EC culture is required to
generate enough cells for confluent seeding. An additional
surgery is required for vessel harvest to isolate primary
EC.

To circumvent these difficulties, a potential way to
encourage autologous cellular healing In vivo is to alter
ePTFE pore size. The ePTFE is a hydrophobic material
that is microporous due to thin fibrils of material stretched
between nodes of solid PTFE; the internodal distance
controls the porosity of the ePTFE material. In standard
grafts with an internodal distance of 30mm, endotheliali-
zation typically proceeds slowly, if at all, due to EC migra-
tion from the anastomoses. Animal studies employing
larger pore sizes have shown improved cell in-growth
and tissue healing for prostheses with larger internodal
distances (119–121). Some (122,123) have suggested that
an internodal distance of 60mm allows optimal cell in-
growth from the adventitia while not being as macropor-
ous as prostheses with internodal distances greater than
90mm (119).

Neovascularization has been demonstrated in animal
models with vessels penetrating the larger graft pores
(124), however, similar neovascularization and endothe-
lialization is not observed in humans (125). Pore size
alone, due to the hydrophobic nature of ePTFE, may
be insufficient to influence cell in-growth into ePTFE
prostheses.

A significant improvement in ePTFE graft design
would be the development of In vivo endothelialization
without the need for EC preseeding, due to capture of
circulating endothelial progenitor cells In vivo or facilitat-
ing rapid neovascularization from the adventitia, also
termed transmural endothelialization. A confluent lume-
nal monolayer of endothelial cells would serve to eliminate
the primary thrombotic mechanism of vascular graft fail-
ure. In this regard, the important consideration with
ePTFE is how to facilitate endothelial cell attachment.
Methods to improve endothelial cell retention include
fibronectin preadsorption, covalent fibronectin attach-
ment or glow discharge modification to facilitate protein
adsorption. In a study of amide–amine glow-discharge
modification, endothelial cell surface adhesion was four-
fold higher in treated versus untreated ePTFE grafts
(113). Additionally, the endothelial population on treated
grafts remained shear stable, whereas untreated grafts
showed a >90% decrease in endothelial cell population
after application of shear stress (113). An animal implan-
tation model showed improved graft healing after covalent
binding of fibronectin to the graft materials (126). In a
different approach, Kidd et al. attempted to promote In
vivo endothelialization in a 1 mm ID ePTFE rat abdominal
aortic implant model by facilitating transmural endothe-
lialization (127). Squamous epithelial cell lines were
allowed to attach and elaborate extracellular matrix
(ECM) on the ablumenal surface of the ePTFE graft for
8 days prior to implantation. The cells were removed,
leaving an ePTFE graft with incorporated ECM for
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implantation. Upon removal at 5 week, all samples were
patent with ECM-modified grafts exhibiting extensive
ablumenal vascularization and tissue incorporation com-
pared to nonmodified samples. Additionally, ECM modi-
fied grafts possessed a lumenal cellular lining, while
nonmodified grafts were void of a cellular lining except
for limited pannus in-growth. These results indicate that
lumenal EC coverage can be derived from in-growth of
capillaries through porous grafts (127).

Tissue Engineering

The recent thrust in developing a successful small-
diameter vascular graft has been the use of a tissue
engineering approach, instead of starting with an estab-
lished vascular graft material (128,129). Strategies have
included developing degradable polymeric biomaterials
(130), utilizing decellularized biological conduits (131),
and fabrication of a totally tissue-engineered vessel
(38). Typically, a tissue engineering approach utilizes
some type of degradable scaffold in which layers of
endothelial and smooth muscle cells are grown to recapi-
tulate an arterial architecture. These approaches have
unique advantages and limitations. Ideally, tissue engi-
neered vascular constructs should be nonthrombogenic,
vasoreactive, and biostable, but should also be biocompa-
tible and not prone to excessive inflammation, immune
response, or infection. The cells should also be able to
regenerate and angiogenesis should be supported. One
challenge for tissue engineered vascular grafts is to com-
bine degradability of the scaffold with sufficient mechan-
ical strength to withstand pulsatile arterial pressures
without developing aneurysmal dilatation. From an
operative standpoint, tissue engineered grafts should be
stored in a readily implantable form, be individualized to
particular implant requirements of size and length and not
prone to leaking.

Scaffolds. Synthetic polymer scaffolds for tissue engi-
neering applications have utilized bioresorbable poly-
mers, such as polyglycolic acid, polylactic acid, and
polydioxanone (34). Polylactic acid is semicrystalline with
high mechanical strength, with a naturally occurring
degradation product, L-lactic acid (34). In one example,
Niklason et al. (132) utilized polyglycolic acid (PGA)
scaffolds chemically modified with sodium hydroxide.
These were seeded with bovine smooth muscle cells and
allowed to incubate under conditions of pulsatile radial
stress for 8 weeks. Bovine aortic endothelial cells were
seeded onto the lumen of the constructs and continuous
perfusion was applied for the final 3 days of culture. These
vessels cultured under pulsed conditions with appropri-
ate supplements had average rupture strengths of
2150� 708 mmHg (286.6� 94.3 kpa) after 8 weeks with
50% dry weight collagen content. These values were
very similar to native vessel rupture strength
[1680� 307 mmHg (223.9� 40.9 kPa)] and collagen con-
tent (45% dry weight). The engineered vessels also dis-
played measurable contractions in response to vasoactive
substances, such as serotonin, endothelin-1, and prosta-
glandin F2a.

Another approach is to use two or more bioresorbable
polymers with different degradation rates to optimize
mechanical properties. Matsumura et al. (133) fabricated
two types of bioresorbable polymer for use in a tissue
engineering vascular autograft for pediatric patients.
One polymer system was comprised of a 50:50 copolymer
of lactide and e-caprolactone [P(CL/LA)] that was rein-
forced by a nonwoven fabric made with PGA. Endothelial
cells were harvested from saphenous vein 1–2 months prior
to surgery, expanded In vitro and seeded onto the scaffold
10 days prior to surgery. This graft construct was used in
a limited clinical study in the pulmonary artery, a low
pressure application, with some success. Another hybrid
scaffold was similar, but the reinforcing material was
changed to a woven fabric made from poly-L-lactic acid
(PLLA) to increase durability and the polymer scaffolds
were seeded with bone marrow cells aspirated at the time
of cardiac surgery and allowed to incubate with the scaffold
in culture medium for 2–4 h before implantation. This
BMC seeded polymer scaffold was used in 22 patients
without thrombogenic complications, stenosis, or obstruc-
tion of tissue-engineered autografts. The benefits of this
type of tissue engineered vascular autograft is that it has
growth potential, reduced incidence of calcifications, and
no risk of rejection due to use of autologous cells, but long
term In vitro cell culture may increase the risk of infection
and changes in cell phenotype could lead to thromboem-
bolic complications.

The degradable polymer scaffolds have also been mod-
ified to include cell-binding peptides to further encourage
cell growth and incorporation, such as arginine-glycine-
aspartic acid (RGD), a well-characterized amino acid
peptide that is a ligand to several cell surface integrin
receptors (134–136). In one study, a biotinylated PLA–
polyethylene glycol copolymer was reacted with streptavi-
din–RGD to facilitate endothelial cell attachment (137).
Controlling the density of RGD groups on the polymer
surface has been shown to modulate endothelial cell migra-
tion rate and shear stability (138,139).

A different approach to synthetic materials is the use of
deoxyribonucleic acid (DNA) technology to engineer syn-
thetic proteins. These have been used with some success to
incorporate both RGD functionality and elastin-based pep-
tides to facilitate endothelial cell growth and function,
while allowing cross-linking and control of mechanical
properties (140). Degradation can be controlled by incor-
porating sequences susceptible to degradation by enzymes,
such as collagenase. Incorporation of cell binding amino
acid sequences into these matrices has been shown to
control cell functionality (141).

Biological materials have also been used as scaffolds,
including fibrinbased or collagenous matrices and decel-
lularized materials, such as extracellular matrix, arteries,
small intestinal submucosa, and peritoneum–fascia
(75,142–145). Cross-linked collagen is an attractive scaf-
fold material, as it can have significant mechanical
strength, depending on cross-link density, and contains
several cell-binding peptides to encourage cell incorpora-
tion. A collagen scaffold was used in the first tissue engi-
neered prosthesis (38), but this failed due to suboptimal
mechanical properties. A fibrin gel-based graft has recently
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shown some success, albeit in a low pressure jugular vein
model (142). Methods to improve the scaffold mechanical
properties have included mechanical preconditioning and
use of fabricating techniques, such as electrospinning
(146,147). Matsuda and co-workers used a rodlike mandrel
around which a solution of collagen and smooth muscle
cells was formed (148). The mandrel was then removed
and the lumen seeded with endothelial cells. This was
unsuccessful due to low burst pressures, and external
reinforcement was needed to impart suitable mechanical
properties (149,150). A collagen microsponge has been
combined with a biodegradable polymeric scaffold to pro-
duce an implantable graft material for In vivo cell repo-
pulation (151). Recently, a hyaluronan-based material
(Hyaff-11) has been tested as a scaffold for endothelial
cells (152).

Use of biological tissues with a preexisting extracellular
matrix, such as arteries (153) or ureters (154), would be
attractive, but antigenic differences between xenogenic
species and humans preclude their use due to immunor-
eactivity and rejection. For this reason, there have been
attempts to remove the cells from these scaffolds by enzy-
matic and detergent treatment and repopulate the decel-
lularized scaffolds with autologous human cells (155). The
xenogenic matrix still is potentially immunogenic (156),
which may be alleviated by cross-linking (157) or popula-
tion with autologous cells. Decellularized porcine carotid
arteries treated with heparin and repopulated with canine
cells have been shown to function for up to 18 weeks in a
canine aortic graft model (153). Decellularized porcine
small intestinal submucosa has also been studied as a
tissue engineering scaffold. These constructs have been
tested in animal models with some success, but intimal
hyperplasia and incomplete endothelial coverage have
been observed (158).

Source of Cells. In most tissue engineering constructs,
the endothelial and smooth muscle cells are isolated from
autologous human tissue, such as abdominal fat aspirates
or veins, then cultured In vitro together with the construct
for up to several weeks prior to implantation. There has
been some recent interest in the use of bone marrow-
derived endothelial progenitor cells as a novel source of
endothelial cells (154). Cho et al. (159) examined tissue
engineering of small diameter vascular grafts using bone
marrow cells (BMCs) and decellularized arteries. Bone
marrow mononuclear cells (BMMNCs) were isolated and
two distinct fractions, one containing smooth muscle (SM)
a-actin/SM myosin heavy-chain (SMMHC) positive cells
and one containing vWF/CD31 positive cells, were cultured
for 3 weeks using different culture media and supple-
ments. Other studies have shown that when using BMCs,
sufficient cells for seeding can be obtained on the day of sur-
gery, thus obviating the need for extra vein harvesting
surgery and prolonged cell culture.

SUMMARY

Vascular prostheses are vital in the treatment of many
vascular diseases, from coronary artery disease and aortic

aneurysms to peripheral arterial disease. Several syn-
thetic vascular graft materials, particularly Dacron and
ePTFE, have been successful as arterial substitutes in
large diameter applications. However, these devices can
fail due to thrombotic occlusion, intimal hyperplasia, and
infection. There is a need to develop novel vascular pros-
theses that function well in small diameter applications.
Progress has been made on methods to facilitate the incor-
poration of endothelial cells into vascular grafts. The tissue
engineering approach, with advances in new materials
that can control graft mechanical properties plus cell
attachment and proliferation, holds promise for the next
generation of these crucial medical devices.

BIBLIOGRAPHY

1. Stehbens WE. General features, structure, topography and
adaptation of the circulatory systems. In: Stehbens WE, Lie
JT, editors. Vascular Pathology. New York: Chapman and Hall;
1995. p 1–18.

2. Wu KK, Thiagarajan P. Role of endothelium in thrombosis and
hemostasis. Ann Rev Med 1996;47:315–331.

3. Gertler JP, Abbott WM. Prothrombotic and fibrinolytic function
of normal and perturbed endothelium. J Surg Res
1992;52(1):89–95.

4. Cooley DA, DeBakey ME. Surgical consideration of intrathor-
acic aneurysms of the aorta and great vessels. Ann Surg
1952;135:660–680.

5. Voorhees AB Jr, Jaretzke AL III, Blakemore AH. The use of
tubes constructed from Vinyon-‘N’ cloth in bridging arterial
defects. Ann Surg 1952;135:332–336.

6. Sporn L, Huber P. Endothelial cell biology, in Hemostasis and
Thrombosis: Basic principles and Clinical Practice. In: Colman
RW, editor. Philadelphia: Lippincott, Williams, and Wilkins;
2001. p 615–623.

7. Hansson GK. Inflammation, atherosclerosis, and coronary
artery disease. N Engl J Med 2005;352(16):1685–1695.

8. Cardiovascular Disease Statistics. Available at http://www.a-
mericanheart.org/presenter.jhtml?identifier¼4478: Accessed
2005 April 30.

9. American Heart Association. Heart Disease and Stroke Statis-
tics—2005 Update. Dallas: American Heart Association;
2005.

10. Open-Heart Surgery Statistics. Available at http://www.
americanheart.org/present.jhtml?identifier¼4674 Accessed
2005 April 30.

11. Benavente O, Hart RG, Sherman DG. Primary Prevention of
Transient Ischemic Attach and Thromboembolic Stroke. In:
Verstraete M, Fuster V, Topol EJ, editors. Cardiovascular
Thrombosis: Thrombocardiology and Thromboneurology,
2nd ed. Philadelphia: Lippincott-Raven Publishers; 1998.
p 585–595.

12. Ferro JM. Cardioembolic stroke: an update. Lancet Neurol
2003;2:177–188.

13. Hirsch AT. Peripheral Arterial Disease Detection, Awareness,
and Treatment in Primary Care. JAMA 2001;286:1317–
1324.

14. Dunbard RL, Mohler ER 3rd. The unsung perils of peripheral
arterial disease: a malady in search of a patient. Prev Cardiol
2005;8(2):108–113.

15. Londrey GL, et al. Infrapopliteal bypass for severe ischemia:
comparison of autogenous vein, composite and prosthetic
grafts. J Vasc Surg 1991;13:631–636.

16. Veith FJ, et al. Six-year prospective multicenter randomized
comparison of autologous saphenous vein and expanded

VASCULAR GRAFT PROSTHESIS 501



polytetrafluoroethylene grafts in infrainguinal arterial recon-
structions. J Vasc Surg 1986;3:104–114.

17. Sala F, et al. Long-term outcome of femoral above-knee popli-
teal artery bypass using autologous saphenous vein versus
expanded polytetrafluoroethylene grafts. Ann Vasc Surg
2003;17:401–407.

18. Sakalihasan N, Limet R, Defawe OD. Abdominal aortic aneur-
ysm. Lancet 2005;365:1577–1589.

19. The UK Small Aneurysm Trial Participants. Mortality results
for randomized controlled trial of early elective surgery or
ultrasonographic surveillance for small abdominal aortic
aneurysms. The UK Small Aneurysm Trial Participants.
Lancet 1998;352:1649–1655.

20. Sakalihasan N, et al. Modification of the extracellular matrix
of aneurysmal abdominal aortas as a function of their size. Eur
J Vasc Surg 1993;7:633–637.

21. Dobrin PB, Mrkvicka R. Failure of elastin or collagen as
possible critical connective tissue alterations underlying
aneurysmal dilatation. Cardiovasc Surg 1994;2:484–488.

22. Shah PK. Inflammation, metalloproteinases, and increased
proteolysis: an emerging pathophysiological paradigm in aor-
tic aneurysm. Circulation 1997;96:2115–2117.

23. Kamineni R, Heuser RR. Abdominal aortic aneurysm: A
review of endolumenal treatment. J Interven Cardiol
2004;17:437–445.

24. Moore WS, Kashyap VS, Vescera CL, Quinones-Baldrich WJ.
Abdominal aortic aneurysm: A 6-year comparison of endovas-
cular versus transabdominal repair. Ann Surg 1999; 230:298–
306.

25. Parodi JC, Palmaz JC, Barone HD. Transfemoral intralume-
nal graft implantation for abdominal aortic aneurysms. Ann
Vasc Surg 1991;5:491–499.

26. Perry MO. Arterial Injuries. In: Bell PRF, Jamieson CW,
Ruckley CV, editors. Surgical Management of Vascular
Disease. London: W. B. Saunders; 1992. p 905–925.

27. Lumley JSP. Microvascular Surgery. In: Bell RF, Jamieson
CW, Ruckley CV, editors. Surgical Management of Vascular
Disease. London: W.B. Saunders; 1992. p 941–954.

28. Millis JM, Brown SL, Busuttil RW. Thoracic and Abdominal
Aneurysms. In: Bell PRF, Jamieson CW, Ruckley CV, editors.
Surgical Management of Vascular Disease. London: W. B.
Saunders; 1992. p 797–828.

29. Keen KW. Surgery: Its Principles and Practice. Philadelphia:
W.B. Saunders; 1921.

30. Rea CE. Surgical treatment of aneurysm of the abdominal
aorta. Minn Med 1948;31:153.

31. Dubost C, Allary M, Oeconomos N. Resection of an aneurysm
of the abdominal aorta: Reestablishment of the continuity by a
preserved human arterial graft, with result after five months.
AMA Arch Surg 1952;64:405–408.

32. Cooley DA. Early development of Surgical treatment for aortic
aneurysms: Personal recollections. Texas Heart Institute J
2001;28:197–199.

33. Hess F. History of (micro)vascular surgery and the develop-
ment of smallcaliber blood vessel prostheses. Microsurgery
1985;6:59–69.

34. Xue L, Greisler HP. Biomaterials in the development and
future of vascular grafts. J Vasc Surg 2003;37:472–480.

35. Matsumoto H, Hasegawa T, Fuse K. A new vascular prosthe-
sis for a small caliber artery. Surgery 1973;74:518–523.

36. Dardik H, et al. Glutaraldehyde-tanned human umbilical vein
grafts. In: Stanley JC, et al. editors. Biologic and Synthetic
Vascular Prostheses. New York: Grune & Stratton; 1982. p
433.

37. Herring M, Gardner A, Glover J. A single-staged technique for
seeding vascular grafts with autogenous endothelium. Sur-
gery 1978;84:498–504.

38. Weinberg CB, Bell E. A blood vessel model constructed from
collagen and cultured vascular cells. Science 1986;231:397–
400.

39. Kunlin JL. Le traitement de l’arterite obliterante par la greffe
veinuse. Arch Mal Coeur 1949;42:371.

40. Yun KL, et al. Randomized trial of endoscopic versus open vein
harvest for coronary artery bypass grafting: sixmonth patency
rates. J Thorac Cardiovasc Surg 2005;129:496–503.

41. Lytle BW. Prolonging patency—choosing coronary bypass
grafts. N Eng J Med 2004;351:2262–2264.

42. Desai ND, Cohen EA, Naylor CD, Fremes SE, the Radial
Artery Patency Study Investigators. A randomized compar-
ison of radial-artery and saphenous-vein coronary bypass
grafts. N Engl J Med 2004;351:2302–2309.

43. Chervu A, Morre WS. Vascular Grafts and Sutures. In: Bell
RF, Jamieson CW, Ruckley CV, editors. Surgical Management
of Vascular Disease. London: WB. Saunders; 1992. p 367–
389.

44. Boyd JH, Stevens R, Havey A, Silver D. Intimal integrity and
fibrinolytic potential of reversed and in situ vein grafts. J Vasc
Surg 1987;5:614–621.

45. Lawson JA, Tangelder MJ, Algra A, Eikelboom BC. The myth
of the in situ graft: superiority in infrainguinal bypass sur-
gery? Eur J Vasc Endovasc Surg 1999;18:149–157.

46. Snyder RW, Botzko KM. Woven knitted and externally sup-
ported Dacron vascular prostheses. Stanley JC, et al. editors.
Biologic and Synthetic Vascular Prostheses. New York: Grune
& Stratton; 1982. p 485.

47. Cziperle DJ, et al. Albumin impregnated vascular grafts:
albumin resorption and tissue reactions. J Cardiovasc Surg
1992;33:407–414.

48. Hall CW, et al. Velour fabrics applied to medicine. J Biomed
Mater Res 1967;1:179–196.

49. Lindenauer SM, Lavanway JM, Fry WJ. Development of a
velour vascular prosthesis. Curr Top Surg Res 1970;2:
491.

50. Sauvage LR, et al. An external velour surface for porous
arterial prostheses. Surgery 1971;70:940–953.

51. Norman PE, Semmens JB, Lawrence-Brown MM. Long-term
relative survival following surgery for abdominal aortic aneur-
ysm: a review. Cardiovasc Surg 2001;9:219–224.

52. Friedman SG, et al. A prospective randomized comparison of
Dacron and polytetrafluoroethylene aortic bifurcation grafts.
Surgery 1995;117:7–10.

53. Quarmby JW, et al. Prospective randomized trial of
woven versus collagen-impregnated knitted prosthetic
Dacron grafts in aortoiliac surgery. Br J Surg 1998;85:
775–777.

54. Devine C, McCollum C. for the North West Femoro-Popliteal
Trial Participants. Heparin-bonded Dacron or polytetrafluor-
oethylene for femoropopliteal bypass: Five-year results of a
prospective randomized multicenter clinical trial. J Vasc Surg
2004;40:924–931.

55. Davidovic L, et al. Aortobifemoral grafting: factors influencing
long-term results. Vascular 2004;12:171–178.

56. Gupta SK, Ascer E, Veith FJ. Expanded polytetrafluoroethy-
lene arterial grafts: An eight-year experience. In: Sawyer PN,
editor. Modern Vascular Grafts. New York: McGraw-Hill;
1987. p 181.

57. Berglund J, Bjorck M, Elfstrom J. for the SWEDVASC
Femoro-popliteal study group. Long-term results of above
knee femoro-popliteal bypass depend on indication for surgery
and graft-material. Eur J Vasc Endovasc Surg 2005;29:412–
418.

58. Taylor LM, Edwards JM, Porter JM. Present status of
reversed vein bypass grafting: five-year results of a modern
series. J Vasc Surg 1990;10:220–225.

502 VASCULAR GRAFT PROSTHESIS



59. Donaldson MC, Mannick JA, Whittemore AD. Femoro-distal
bypass with in situ greater saphenous vein. AnnSurg 1991;
213:457–465.

60. Sala F, et al. Long-term outcome of femoral above-knee popli-
teal artery bypass using autologous saphenous vein versus
expanded polytetrafluorethylene grafts. Ann Vasc Surg
2003;17:401–407.

61. Wood RFM. Vascular access in dialysis. In: Bell RF, Jamieson
CW, Ruckley CV, editors. Surgical Management of Vascular
Disease. London: W.B. Saunders; 1992. p 1049–1067.

62. Francis DMA. More vein, less plastic. Nephrology 2005;10:
10–14.

63. Bosman PJ, et al. A comparison between PTFE and denatured
homoogous vein grafts for haemodialysis access: A prospective
randomized multi-center trial. Eur J Vasc Endovasc Surg
1998;16:126–132.

64. Crowther MA, et al. Low-intensity Warfarin is ineffective for
the prevention of PTFE graft failure in patients on hemodia-
lysis: A randomized controlled trial. J Am Soc Nephrol
2002;13:2331–2337.

65. Towne JB. Endovascular treatment of abdominal aortic
aneurysms. Am J Surg 2005;189:140–149.

66. Laheij RJ, et al. Need for secondary interventions after endo-
vascular repair of abdominal aortic aneurysms: intermediate-
term follow-up results of a European collaborative registry
(EUROSTAR). Br J Surg 2000;87:1666–1673.

67. Hallett JW Jr, et al. Graft-related complications after abdom-
inal aortic aneurysm repair: reassurance from a 36-year
population-based experience. J Vasc Surg 1997;25:277–
284.

68. Jacobs TS, et al. Mechanical failure of prosthetic human
implants: A 10 year experience with aortic stent graft devices.
J Vasc Surg 2003;37:16–26.

69. Anderson JM, Kottke-Marchant K. Platelet interaction with
biomaterials and artificial devices. CRC Crit Rev Biocompat
1985;1:111–204.

70. Greisler HP, et al. Biointeractive polymers and tissue engi-
neered blood vessels. Biomaterials 1996;17:329–336.

71. Kottke-Marchant K, Anderson JM, Rabinovitch A. The plate-
let reactivity of vascular graft prostheses: An In vitro model to
test the effect of preclotting. Biomaterials 1986;7:441–
448.

72. Lin Y, Weisdorf DJ, Solovey A, Hebbel RP. Origins of circulat-
ing endothelial cells and endothelial outgrowth from blood. J
Clin Invest 2000;105:71–77.

73. Davids L, Dower T, Zilla P. The lack of healing in conventional
vascular grafts. In: Zilla P, Greisler HP, editors. Tissue engi-
neering of vascular prosthetic grafts. Austin, TX: R.G. Landes
Co.; 1999. p 3–44.

74. Conte MS, et al. Genetic interventions for vein bypass graft
disease: a review. J Vasc Surg 2002;36:1040–1052.

75. Rashid ST, et al. Engineering of bypass conduits to improve
patency. Cell Prolif 2004;37:351–366.

76. Kidane AG, et al. Anticoagulant and antiplatelet agents. Their
clinical and device application(s) together with usages to
engineer surfaces. Biomacromolecules 2004;5:798– 813.

77. Collins TC, Souchek J, Beyth RJ. Benefits of antithrombotic
therapy after infrainguinal bypass grafting: a meta-analysis.
Am J Med 2004;117:93–99.

78. Dorffler-Melly J, et al. Antiplatelet agents for preventing
thrombosis after peripheral arterial bypass surgery. Cochrane
Database Syst Rev 2003;3:CD000535.

79. LoGerfo FW, et al. Anastomotic hyperplasia: A mechanism of
failure in Dacron arterial grafts. Ann Surg 1983;197:479–483.

80. Rotmans JI, et al. Rapid, arteriovenous graft failure due to
intimal hyperplasia: A porcine, bilateral, carotid arteriove-
nous graft model. J Surg Res 2003;113:161–171.

81. Clowes AW, Gown AM, Hanson SR, Reidy MA. Mechanisms of
arterial graft failure. Role of cellular proliferation in early
healing of PTFE prostheses. Am J Pathol 1985;118:43–
54.

82. Clowes AW, Kirkman TR, Clowes MM. Mechanisms of arterial
graft failure. II. Chronic endothelial and smooth muscle cell
proliferation in healing polytetrafluoroethylene prostheses. J
Vasc Surg 1986;3:87–884.

83. Haruguchi H, Teraoka S. Intimal hyperplasia and hemody-
namic factors in arterial bypass and artierovenous grafts: a
review. J Artif Organs 2003;6:227–235.

84. Purcell C, Tennant M, McGeachie J. Neo-intimal hyperplasia
in vascular grafts and its implications for autologous arterial
grafting. Ann R Coll Surg Engl 1997;79:164–168.

85. Tiwari A, Salacinski H, Seifalian AM, Hamilton G. New
prostheses for use in bypass grafts with special emphasis
on polyurethanes. Cardiovasc Surg 2002;10:191–197.

86. Zubilewicz T, et al. Injury in vascular surgery — the intimal
hyperplastic response. Med Sci Monit 2001;7:316–324.

87. Sapienza P, et al. Release of PDGF-BB and bFGF by human
endothelial cells seeded on expanded polytetrafluoroethylene
vascular grafts. J Surg Res 1998;74:24–29.

88. Mattana J, Effiong C, Kapasi A, Singhal PC. Leukocytepoly-
tetrafluoroethylene interaction enhances proliferation of vas-
cular smooth muscle cells via tumor necrosis factor-alpha
secretion. Kidney Int 1997;52:1478–1485.

89. Randone B, et al. Suppression of smooth muscle cell prolifera-
tion after experimental PTFE arterial grafting: a role for
polyclonal anti-basic fibroblast growth factor (bFGF) antibody.
Eur J Vasc Endovasc Surg 1998;16:401–407.

90. Yu H, et al. Neointimal hyperplasia on a cell-seeded polyte-
trafluoroethylene graft is promoted by transfer of tissue plas-
minogen activator gene and inhibited by transfer of nitric
oxide synthase gene. J Vasc Surg 2005;41:122–129.

91. Goldstone J, Moore WS. Infection in vascular prosthesis:
Clinical manifestations and Surg management. Am J Surg
1974;128:225–233.

92. Shell DH, et al. Comparison of small-intestinal submucosa
and expanded polytetrafluoroethylene as a vascular conduit in
the presence of gram-positive contamination. Ann Surg
2005;241:995–1001.

93. Stadler P, Bilohlavek O, Spacek M, Michalek P. Diagnosis of
vascular prothesis infection with FDG-PET/CT. J Vasc Surg
2004;40:1246–1247.

94. Hart JP, et al. Operative strategies in aortic graft infections: is
complete graft excision always necessary?. Ann Vasc Surg
2005;19:154–160.

95. Aldenhoff YBJ, et al. Performance of a polyurethane vascu-
lar prosthesis carrying a dipyridamole (Persantin) coating on
its lumenal surface. J Biomed Mater Res 2001;54:224–
233.

96. Lin P, et al. Small-caliber heparin-coated ePTFE grafts reduce
platelet deposition and neointimal hyperplasia in a baboon
model. J Vasc Surg 2004;39(6):1322–1328.

97. Lambert AW, et al. Experience with heparin-bonded collagen-
coated grafts for infrainguinal bypass. Cardiovasc Surg
1999;7:491–494.

98. Walpoth BH, et al. Improvement of patency rate in heparin-
coated small synthetic vascular grafts. Circulation 1998;98:II
319–II 323.

99. Akers DL, Du YH, Kempczinski RF. The effect of carbon
coating and porosity on early patency of expanded polytetra-
fluoroethlene grafts: An experimental study. J Vasc Surg
1993;18:10–15.

100. Greisler HP, et al. Endothelialization of expanded PTFE
grafts by heparin binding growth factor-type1 pretreatment.
Surgery 1992;112:244–255.

VASCULAR GRAFT PROSTHESIS 503



101. Gray JL, et al. FGF-1 affixation stimulates ePTFE endothe-
lialization without intimal hyperplasia. J Surg Res 1994;
57:596–612.

102. Wang C, Zhang Q, Uchida S, Kodama M. A new vascular
prosthesis coated with polyamino-acid urethane copolymer
(PAU) to enhance endothelialization. J Biomed Mater Res
2002;62:315–322.

103. Zhang Z, et al. Vascugraft polyurethane arterial prosthesis
as femoro-popliteal and femoro-peroneal bypasses in
humans: pathological, structural and chemical anlysis of
four excised grafts. Biomaterials 1997;18:113–124.

104. Glickman MH, et al. Multicenter evaluation of a polyur-
ethane vascular access graft as compared with the expanded
polytetrafluoroethylene vascular access graft in hemodialy-
sis applications. J Vasc Surg 2001;34:465–472.

105. Jeschke MG, Hermanutz V, Wolf SE, Koveker GB. Polyur-
ethane vascular prostheses decreases neointimal formation
compared with expanded polytetrafluoroethylene. J Vasc
Surg 1999;29:168–176.

106. Wilson GJ, et al. The composite Corethane/Dacron vascular
prosthesis. Canine In vivo evaluation of 4 mm diameter grafts
with 1 year follow-up. ASAIO Trans 1991;37:M475–M476.

107. Izhar U, et al. Novel synthetic selectively degradable vas-
cular prostheses: A preliminary implantation study. J Surg
Res 2001;95:152–162.

108. Jun H-W, Taite LJ, West JL. Nitric oxide-producing poly-
urethanes. Biomacromolecules, 2005;6:838–844.

109. Fleser PS, et al. Nitric oxide-releasing biopolymers inhibit
thrombus formation in a sheep model of arteriovenous
bridge grafts. J Vasc Surg 2004;40:803–833.

110. Laube H, Duwe J, Rutsch W, Konertz W. Clinical experience
with autologous endothelial cell-seeded polytetrafluoroethy-
lene coronary artery bypass grafts. J Thorac Cardiovasc
Surg 2000;120(1):134–141.

111. Deutsch M, et al. Clinical autologous In vitro endotheliali-
zation of infrainguinal ePTFE grafts in 100 patients: a 9
year experience. Surgery 1999;126:847–855.

112. Kent K, Oshima A, Whittemore A. Optimal seeding condi-
tions for human endothelial cells. Ann Vasc Surg 1992;6(3):
258–264.

113. Tseng DY, Edelman ER. Effects of amide and amine plasma-
treated ePTFE vascular grafts on endothelial cell lining in
an artificial circulatory system. J Biomed Mater Res
1998;42: 188–198.

114. Sharp WV, Schmidt SP, Meerbaum SO, Pippert TR.
Derivation of human microvascular endothelial cells for pros-
thetic vascular graft seeding. Ann Vasc Surg 1989;3:104–107.

115. Boyer M, et al. Isolation of endothelial cells and their
progenitor cells from human peripheral blood. J Vasc Surg
2000;31:181–189.

116. Chan BP, et al. In vivo performance of dual ligand augmented
endothelialized expanded polytetrafluoroethylene vascular
grafts. J Biomed Mater Res Part B: Appl Biomater 2005;
72B:52–63.

117. Kumar TRS, Krishnan LK. A stable matrix for generation of
tissueengineered nothrombogenic vascular grafts. Tissue
Eng 2002;8:763–770.

118. Meinhart J, et al. Clinical autologous In vitro endotheliali-
zation of 153 infrainguinal ePTFE grafts. Ann Thorac Surg
2001;71(5 Suppl):S327–331.

119. Hazama K, et al. Relationship between fibril length and
tissue ingrowth in the healing of expanded polytetrafluor-
oethylene grafts. Surg Today 2004;34:685–689.

120. Golden MA, et al. Healing of polytetrafluoroethylene arterial
grafts is influenced by graft porosity. J Vasc Surg 1990;
11:838–845.

121. Hirabayashi K, et al. Influence of fibril length upon ePTFE
graft healing and host modification of the implant. J Biomed
Mater Res 1992;26:1433–1447.

122. Kuzuya A, et al. Healing of implanted expanded polytetra-
fluoroethylene vascular access grafts with different inter-
nodal distances: A histologic study in dogs. Eur J Vasc
Endovasc Surg 2004;28:404–409.

123. Contreras MA, Quist WC, LoGerfo FW. Effect of porosity on
smalldiameter vascular graft healing. Microsurgery 2000;
20:15–21.

124. Clowes AW, Kirkman TR, Reiday MA. Mechanisms of
graft healing. Rapid transmural capillary ingrowth pro-
vides a source of intimal endothelium and smooth muscle
in porous PTFE prosthesis. Am J Pathol 1986;123:221–
230.

125. Sauvage LR, et al. Interspecies healing of porous arterial
prosthesis. Observations, 1960 to 1974. Arch Surg 1974;109:
6989–6705.

126. Shimada T, et al. Improved healing of small-caliber, long-
fibril expanded polytetrafluoroethylene vascular grafts by
covalent bonding of fibronectin. Surg Today 2004;34:1025–
1030.

127. Kidd KR, Patula VB, Williams SK. Accelerated endothelia-
lization of interpositional 1-mm vascular grafts. J Surg
Research 2003;113:234–242.

128. Matsuda T. Recent progress of vascular graft engineering in
Japan. Artif Organs 2004;28:64–71.

129. Nerem RM, Seliktar D. Vascular tissue engineering. Ann
Rev Biomed Eng 2001;3:225–243.

130. Pachence JM, Kohn J. Biodegradable polymers. In: Lanza
RP, Langer R, Vacanti J, editors. Principles of tissue engi-
neering. 2nd ed. San Diego: Academic Press; 2000. p 263–
277.

131. Wilson GJ, et al. Acellular matrix: a biomaterial approach
for coronary artery bypass and heart valve replacement.
Ann Thorac Surg 1995;60(2 Suppl):S353–S358.

132. Niklason LE, et al. Functional arteries grown In vitro.
Science 1999;284:489–493.

133. Matsumura G, et al. Successful application of tissue engi-
neered vascular autografts; clinical experience. Biomater-
ials 2003;24:2303–2308.

134. Drumheller PD, Hubbell JA. Polymer networks with grafted
celladhesion peptides for highly biospecific cell adhesive
substrates. Anal Biochem 1994;222:380–388.

135. Hersel U, Dahmen C, Kessler H. RGD modified polymers:
biomaterials for stimulated cell adhesion and beyond. Bio-
materials 2003;24:4385–4415.

136. Shin H, Jo S, Mikos AG. Biomimetic materials for tissue
engineering. Biomaterials 2003;24:4353–4364.

137. Patel N, et al. Spatially controlled cell engineering on
biodegradable polymer surfaces. FASEB J 1998;12:1447–
1454.

138. Sagnella S, et al. Human Microvascular Endothelial Cell
Growth and Migration on Biomimetic Surfactant Polymers.
Biomaterials 2004;25:1249–1259.

139. Sagnella S, Kligman F, Marchant RE, Kottke-Marchant K.
Biomimetic Surfactant Polymers Designed for Shear Stable
Endothelialization on Biomaterials. J Biomed Mater Res
2003;67A(3):689–701.

140. Urry DW, Pattanaik A. Elastic protein-based material
in tissue reconstruction. Ann NY Acad Sci 1997;831:32–
46.

141. Richman GP, Tirrell DA, Asthagiri AR. Quantitatively dis-
tinct requirements for signaling-competent cell spreading
on engineered versus natural adhesion ligands. J Controlled
Rel 2005;101:3–12.

504 VASCULAR GRAFT PROSTHESIS



142. Swartz DD, Russell JA, Andreadis ST. Engineering of fibrin-
based functional and implantable small-diameter blood
vessels. Am J Physiol Heart Circ Physiol 2005;288:H1451–
H1460.

143. Bader A, et al. Engineering of human vascular aortic tissue
based on a xenogeneic starter matrix. Transplantation
2000; 70:7–14.

144. Clarke DR, et al. Transformation of nonvascular acellular
tissue matrices into durable vascular conduits. Ann Thorac
Surg 2001;71:S433–S436.

145. Sarac TP. In vivo and mechanical properties of peritoneum/
fascia as a novel arterial substitute. J Vasc Surg 2005;
41:490–497.

146. Seliktar D, Black RA, Vitro RP, Nerem RM. Dynamic
mechanical conditioning of collagen-gel blood vessel con-
structs induces remodeling in vitro. Ann Biomed Eng
2000;28:351–362.

147. Matthews JA, et al. Smooth muscle cell migration in elec-
trospun poly(lactic acid) and collagen/elastin. Cardiovasc
Pathol 2002;11:13–18.

148. Hirai J, Matsuda T. Venous reconstruction using hybrid
vascular tissue composed of vascular cells and collagen:
tissue regeneration process. Cell Transplant 1996;5:93–
105.

149. He H, Matsuda T. Newly designed compliant hierarchical
hybrid vascular graft wrapped with microprocessed elasto-
meric film — II: Morphogenesis and compliance change
upon implantation. Cell Transplant 2002;11:75–87.

150. He H, Shirota T, Yasui H, Matsuda T. Canine endothelial
progenitor cell-lined hybrid vascular graft with non-throm-
bogenic potential. J Thorac Cardiovasc Surg 2003;126:455–
464.

151. Iwai S, et al. Biodegradable polymer with collagen micro-
sponge serves as a new bioengineered cardiovascular
prosthesis. J Thorac Cardiovasc Surg 2004;128:472–479.

152. Turner NJ, Kielty CM, Walker MG, Canfield AE. A novel
hyaluronan-based biomaterial (Hyaff-11) as a scaffold for
endothelial cells in tissue engineered vascular grafts. Bio-
materials 2004;25:5955–5964.

153. Tamura N. New acellular vascular prosthesis as a scaffold
for host tissue regeneration. Artif Organs 2003;26:783–
792.

154. Shirota T, He H, Yasui H, Matsuda T. Human endothelial
progenitor cell-seeded hybrid graft: Proliferative and
antithrombogenic potentials In vitro and fabrication proces-
sing. Tissue Eng 2003;9:127–136.

155. Wilson GJ, et al. Acellular matrix: a biomaterials approach
for coronary artery bypass and heart vlave replacement.
Ann Thorac Surg 1995;60(2 Suppl):S353–S358.

156. Allaire E, et al. The immunogenicity of the ECM in arterial
xenografts. Surgery 1997;122:73–81.

157. Courtman DW, Errett BF, Wilson GJ. The role of cross-
linking in modification of the immune response elicited
against xenogenic vascular acellular matrices. J Biomed
Mater Res 2001;55:576–586.

158. Nemcova S, et al. Evaluation of a xenogeneic acellular
collagen matrix as a smalldiameter vascular graft in dogs
— preliminary observations. J Invest Surg 2001;14:321–
330.

159. Cho S-W, et al. Small-diameter blood vessels engineered
with bone marrow-derived cells. Ann Surg 2005;241:506–
515.

See also BIOCOMPATIBILITY OF MATERIALS; BIOMATERIALS, SURFACE PRO-

PERTIES OF; POROUS MATERIALS FOR BIOLOGICAL APPLICATIONS.

VASCULAR MEASUREMENTS. See PERIPHERAL

VASCULAR NONINVASIVE MEASUREMENTS.

VENOUS SHUNT. See VASCULAR GRAFT PROSTHESIS.

VENTILATION, HIGH-FREQUENCY. See HIGH

FREQUENCY VENTILATION.

VENTILATORS, ACUTE MEDICAL CARE

PAUL C. TAMUL

KENNETH SCOPE

LEONARD CRAIG

Feinberg School of Medicine of
Northwestern University
Chicago, Illinois

VENTILATOR USE

Introduction

A ventilator, like most critical care devices, is simply a
machine. However, it is not a ‘‘simple machine.’’ Over the
past five decades, the means of delivering gases to patients
have become more complex. This has led to an evolution of
more than 30 critical care ventilators being used in the
United States. The numerous modes of ventilation and our
unfortunate attempt to reach a consensus on the terminol-
ogy used when referring to mechanical ventilation presents
a challenge to even the most skilled clinician. Mushin’s
description of ventilators in his archetypal text (1) is
appreciated by many and addresses the classification
scheme that can be adopted to the less-sophisticated
mechanical ventilator. An innumerable count of authors
has used this classification method when writing about
mechanical ventilator support (2–4). Today’s mechanical
ventilators are designed to provide life support using an
array of computerized logic systems, software utilities, and
even artificial intelligence models to deliver gas to patients.
This evolution of ventilators has led to a modernistic
classification system (5) to describe today’s microproces-
sor-controlled mechanical ventilator. A classification sys-
tem that is specific and well defined is intended to enhance
communications between clinicians (6). However, some
respected organizations (7) and clinicians (8) have been
reluctant to accept this new system for understanding
mechanical ventilation despite its acceptance by leading
members in the pulmonary and critical care medicine
community (9–11).

Basic Concepts

A mechanical ventilator is a system designed to alter,
transmit, and direct applied energy in a predetermined
manner to perform useful work (12). This work was gen-
erally accomplished with some pneumatic component
in earlier (first-generation) ventilators. Current systems
employ electronic circuitry that is microprocessor
controlled.

The energy we put into ventilators is in the form of
electricity or compressed gas. Mechanically speaking, a
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ventilator will take the power input and convert or trans-
mit that energy using the control scheme circuit to arrive at
a desired output. Put more plainly, that energy is trans-
mitted or transfigured by the ventilator in a predetermined
manner to provide partial or full support to the patient’s
respiratory muscles.

Input Power

The input power or power source is the energy needed to
perform the work required to ventilate the patient.

Generally, two forms of input energy are used to operate
mechanical ventilators:

Electric

AC (alternating current)

DC (direct current)

Pneumatic. Many critical care ventilators in use
today incorporate electric and pneumatic power sources
to function properly because they employ advanced
mechanical systems in combination with microprocessor
control.

Electric

Critical care ventilators for use in the United States use
common electrical voltage (110–115 V) to power them.
Some manufacturers have adapted their machines with
rechargeable batteries as an alternative in case of trans-
port from one location to another or in case a power failure
erupts. Some disadvantages to the type of batteries (lead–
acid) used is that they supply limited power, lasting
approximately 1 h and generally require a 12–24 h rechar-
ging time.

Pneumatic

The availability of compressed gases of oxygen and air in
many hospital intensive care units (ICUs) makes it an
ideal energy source (energy¼ pressure� volume) to power
today’s mechanical ventilator. Although the standard
regulated source gas pressure is 50 pounds per square
inch (psi), periodic fluctuations in gas pressure may occur
(13). Ordinarily, ventilators have internal regulators that
work at a lesser pressure (30–45 psi) than the source
pressure. This will inherently maintain normal function
despite inconsistent source gas pressure. Aside from
unpredictable gas pressures, a pneumatically powered
ventilator is useful in environments using magnetic reso-
nance imaging (MRI) or when the need for transport
arises. To date, only a few machines are capable of func-
tioning on pneumatics only. Most ICU ventilators that are
pneumatically powered still require electricity to support
their control functions.

Power Conversion and Transmission

Power conversion and transmission refer to the mechan-
ism(s) used to provide gas delivery. Sometimes this is
referred to as the drive mechanism. This is only partially

true. The drive mechanism generates the actual force
(force¼pressure/area) to deliver gas under pressure. This
is usually done with a compressor (internal or external)
and/or motor linkage. Power transmission and conversion
systems also consist of an output control mechanism. This
is usually in the form of one or a series of valves that is used
to regulate gas flow to the patient. In more complex
machinery, a computerized, closed–loop feedback system
is established or provides consistent gas delivery in the
event of system disturbances. More recent developments of
power transmission and conversion mechanisms are
described here. A more detailed list can be found elsewhere
(14,15).

Drive Mechanisms. This section will investigate the
various drive mechanisms required to accomplish lung
inflation. The post-polio epidemic introduced an upsurge
in the development of many types of drive mechanisms.
Although a pressure gradient (required for lung inflation)
can be accomplished by one method, many forms of drive
mechanisms were developed and used. Whereas each drive
mechanism had a unique way of generating a particular
pressure and flow pattern during a positive pressure
breath, the ideal mechanism should mimic the physiologic
breath and restrain adverse effects. Unfortunately, that is
still not accomplished today.

There are two categories of drive mechanisms: (1) direct
application of compressed gas via a pressure reducing
valve and (2) indirect application via an electric motor or
compressor.

Compressed Gas and Pressure Reducing Valve. When
compressed gas is used for the drive mechanism, its force
is adjusted via a pressure-reducing valve. A pressure-
reducing valve (PRV) reduces high input pressure to a
lower constant output pressure. This pressure may be set
as high as 50 psi or be adjusted to a few cmH2O. The
functioning principle of an adjustable PRV can be
described by

PL ¼
ðFS1 � FS2Þ � ðPH � aÞ

A

where
PL¼Low or reduced pressure (generated pressure)

FS1¼Force of the large spring (adjusting spring)

FS2¼Force of the small spring (sealing spring)

PH¼High input pressure (source pressure)

a¼Area of the small seat

A¼Area of the large diaphragm

After gas is reduced from the PRV, it is delivered to the
patient by one of the following approaches:

1. Directly inflate the lung, as the Puritan-Bennett
7200.

2. Prime a spring weighted bellows as in the Servo
900C.
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Electric Motor and Compressor. The drive system in
electrically powered ventilators consists of an electrical
motor that drives a compressor. The compressor may use
either a rotating crank and piston, rotary vane, or linear
drive motor. Of particular interest is the type of motor and
linkage system employed, because this determines the
waveform the ventilator will produce.

Electric Motor/Rotating Vane

Referred to as nonlinear pistons (16), eccentric wheel (17),
and rotary pistons (18), these units have a constant speed-
rotating wheel with a piston rod connecting a piston to the
outer edge of the wheel. As the wheel turns, the piston’s
actual movement is not constant. Consequently, the pres-
sure and flow developed by this mechanism varies with the
motion of the piston.

Electric Motor/Rotating Vane

A rotary vane compressor consists of an electric motor with
vanes (blades) attached to the motors shaft, which rapidly
spin inside a cylinder. This action generates a constant
level of pressure to serve as a drive mechanism. A series of
electrically controlled switches (solenoids) serves to assure
that the patient is connected to the breathing circuit only
during inspiration. During exhalation, the pressure gen-
erated by the blower is vented to the atmosphere.

Electric Motor/Linear Piston

Linear piston drive systems may be a rack-and-pinion gear
system, a high-tension spring driven system, or a high-
pressure pneumatic drive system. This system may be
constructed as a single-circuit or double-circuit scheme.
In a single circuit, gas is sent directly to the patient from
the device’s power circuit. The piston’s movement is con-
stant throughout its stroke. Therefore, the flow of air being
delivered to the patient is also constant, resulting in a
square flow wave and linearly increasing pressure curve. A
double–circuit design is constructed so that gases from a
power circuit are used only to compress a bag–type appa-
ratus (bellows) containing separate gases, which are sent
to the patient through a patient circuit. This results in a
progressively increasing flow pattern and initially an accel-
erating pressure pattern. Once the pressures start to equi-
librate, a drop in circuit pressure occurs producing a notch
in the pressure curve.

Output Control Systems. An output control system is
designed to control the flow of gas to a patient. Most
ventilators used in intensive care units employ a series
of valves to accomplish this. In earlier models (Puritan
Bennett MA-1), it was a simple ON/OFF exhalation valve.
Current technology enables a valved component to be
controlled with microcomputer intelligence. This allows
for precise control over gas flow delivery that was not
feasible with the compressor–bag delivery system used
in earlier generations of mechanical ventilators. For exam-
ple, the Puritan Bennett 7200 ventilators can precisely
manage the movement of its output control system allow-
ing for 3095 movements within 0.003 of an inch (19). The
most common valves are discussed below.

Pneumatic Poppet Valve. Sometimes referred to as
electromagnetic valves, Plunger valves, and Poppet valves
(20,21). This type of device uses a magnetic force to control
gas pressure in an ON/OFF fashion. A given valve regulates
flow by opening or closing a particular opening. By digitally
controlling the open/close sequence of the valve, flow out-
put can be varied.

Proportional Solenoid Valves. Proportional solenoid
valves can control flow incrementally instead of turning
flow ‘‘ON and OFF.’’ This allows for shaping of the inspiratory
gas flow being delivered to the patient. Most current gen-
eration ICU ventilators use some type of proportional
solenoid technology.

Control Scheme

Mechanical ventilators coordinate the delivery of gases
based on four variables: flow, volume, time, and pressure.
Therefore, the control variable becomes the variable that
the ventilator manipulates to create inspiration. A single
breath does not reflect significant changes in compliances
and resistance. However, flow, volume, time, and pressure
can shift and are regulated by the ventilator. In general, if
flow, volume, time, or pressure are individually prepro-
grammed, the others must respond. The control variable
will remain constant in the presence of changes in impe-
dance (resistance and compliance). For example, a venti-
lator is a volume controller if the volume is measured and
used to control the volume signal. Many of today’s volume
ventilators are truly flow controllers. They derive a volume
measurement from a flow signal. The signal is measured
and calculated and displayed as a volume unit of measure
on the ventilator display window.

Now that we have discussed what is controlled, let us
examine how it is controlled. In the open–loop system, the
user selects the variable (volume, pressure, and flow), for
input and observes the output variable (volume, pressure,
and flow), which mirrors the actual valve. The operator
handles any needed adjustments. The closed–loop system
analyzes the data using a feedback signal and automati-
cally modifies the input in an attempt to match the refer-
ence value.

Phase Variables. Control of the breath requires the
ventilator to perform four phases during a breathing cycle
(22):

1. End of expiratory phase (beginning of inspiration)

2. Inspiration

3. End of inspiration (beginning of expiratory phase)

4. Expiration

During these phases, the mechanical ventilator
assumes all or part of the work of breathing. During each
stage, a certain variable is used to start (trigger), sustain
(limit), and end (cycle) the breath.

Trigger. Inspiration is initiated when one of
these variables reaches a preset value. This describes
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the ‘‘trigger’’ phase of the ventilator. With patient trigger-
ing, the ventilator senses the patient effort to initiate gas
delivery. The breath is flow, volume, or pressure triggered
if the patient initiates the breath. Most modern adult
ventilators have a frequency, breathing rate, or respiratory
rate control knob that serves as the time trigger. Manual
trigger is available on most ventilator control panels as
well.

Limit Variable. A limit variable is a parameter that can
reach a preset level before inspiration ends, but it does not
terminate the inspiration phase (23). This is often confused
with a cycle variable. A limit variable does not terminate
inspiration; it sets the upper boundaries for pressure,
volume, or flow. An example present in many critical care
ventilators is the ability for an operator to perform an
‘‘inflation hold’’ of plateau maneuver. The ventilator is
allowed to deliver a preset volume, but inspiration does
not end until a preset time interval has elapsed. The
volume is limited (held and maintained) until the preset
pause time is reached.

Cycle. Inspiration will end when either time, pressure,
flow, or volume reaches its preselected value. Unlike the
‘‘limit’’ variable, the inspiration phase will end (cycle off).

Baseline Variable. The variable controlled during the
expiratory phase is the baseline variable (24). Although
flow or volume can serve as the baseline variable, pressure
is the most commonly used. Expiratory pressure can be set
to atmospheric—Zero. This is called ZEEP (zero end
expiratory pressure). ZEEP is obtained when the ventila-
tor’s exhalation valve opens to the atmosphere, exposes the
patient’s airway to the atmosphere, and exposes the
patient’s airway to a relative pressure of zero. Pressures
exceeding atmospheric are referred to as PEEP (positive
end expiratory pressure) or CPAP (continuous positive
airway pressure). Two well-documented phenomena
applicable to PEEP/CPAP therapy are reduced functional
residual capacity (FRC) and extravascular lung water
(25–27).

Conditional Variables. Specific patterns of breath deliv-
ery are examined by the microprocessors control logic
system. The ventilator may be set to keep the breath
constant or perform more complex maneuvers. The venti-
lator algorithm for a particular set of breath delivery
patterns makes this determination.

Modes of Ventilation. A mode of ventilation represents
a combination of control, phase, and conditional variables
that establish a set pattern of mandatory and/or sponta-
neous breaths (28).

Output. Most ventilator waveforms can be classified as
one of the following:

1. Exponential

2. Ramp

3. Rectangular

4. Sinusoidal

No ventilator is an ideal controller, and ventilators are
designed to only approximate a particular waveform
(29,30).

Alarm Systems. Ventilator alarm systems have
increased in number and complexity (31) and have recently
begun to draw national attention on its proper use in and
out of the critical care area (32).

VENTILATOR OPERATION

Introduction

The scope of medical practice expanding to accommodate
the needs of those with respiratory diseases is immense.
The field of respiratory therapy alone encompasses over
35,000 persons in the United States (33). As one may glean
from the previous section of this article, not unlike other
areas of medicine, when the need for new technology and
therapeutic interventions is required, along with it will
come a vast array of specialists, technical support, ancil-
lary staff, and commercial entrepreneurs. The use of ven-
tilators is expensive and represents approximately 10%
incidence and contributes significantly to hospital costs
(34). Although these costs are impressive, so are the dis-
eases from which the patients suffer, and the true cost is
patient mortality, which is invariably high (35). To that
end, we have experienced increased understanding of the
pathophysiology of their diseases as well as have enjoyed a
significant increase in the technologic advances to support
them.

The initial aim of ventilatory support has been justified
to aid those persons suffering from neuromuscular disor-
ders such as poliomyelitis or tetanus. The practice of
medicine precludes one from solely defining a disease
and indicating an intervention. But, rather, it identifies
a derangement from normal and determines whether it
causes harm. Should this be the case, then one should
implement a therapeutic change. In the case of mechanical
ventilatory support, we refer to the concept of work of
breathing (WOB) (36).

Work ¼ Force�Distance

Force ¼ Pressure� Area

Distance ¼ Volume=Area

Work ¼ ðPressure� areaÞðVolume=AreaÞ
Work ¼ Pressure� Volume

WOB ¼ Tidal Volume� Transpulmonary Pressure

The tidal volume that is normally generated results
from a relatively small pressure gradient from the intra-
pleural space to the atmosphere drawing gas inward.
Exhalation is then passive when the pressure gradient
is reversed, and the pressure then exceeds atmospheric.
The relationship between pressure and volume is known
as compliance. Pulmonary parenchymal (Cp) compliance
is one component of total lung compliance (CT) that would
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also include the chest wall and rib cage (36).

CTðL=cm H2OÞ ¼ DVðLÞ=DPðcm H2OÞ
1=CT ¼ 1=CL þ 1=CCW

Suffice it to say that most disease processes that impart
ictus on patients and require ventilatory support alter
pulmonary compliance, usually decreasing it. For example,
a patient with pneumonia will generally have areas of
alveoli, which are normally air-filled, collapsed, and filled
with a pus-like edema matter. This fluid decreases lung
compliance in the patient and increases the work (WOB)
one must do to generate the same tidal volume to breathe.
When this tidal volume is sacrificed, minute ventilation is
diminished unless respiratory rate (RR) is increased.

Minute ventilation ¼ RR� tidal volume

Minute ventilation is a universal measure of the amount
of gas that moves in and out of the lungs and sometimes
indicates their global ability to remove carbon dioxide.
Blood is delivered to the alveoli, and over a tremendous
surface area, CO2 diffuses freely and expires. As CO2

diffusion is efficient, this process is uncommonly compro-
mised. However, ventilatory failure is common. When a
disease process, either of pulmonary etiology or otherwise,
overcomes the normal compensatory mechanisms of the
body, such that the patient can no longer maintain a
normal pH and a normal PaCO2, acute ventilatory failure
is present. In this circumstance, the blood pH falls below a
normal level and the PaCO2 of arterial blood rises. The
imposed, detrimental, WOB requires that the lungs and
muscles of ventilation (i.e., chest wall, intercostals, ster-
nocleidomastoid, and diaphragm) consume the oxygen that
is delivered to them, hence, complicating matters because
this oxygen is intended for the rest of the patient.

The remaining physiologic systems will begin to falter
and malfunction as the acidemia worsens due to the fact
that many proteins in the body operate within a narrow pH
range (heart, brain, kidneys). This process typically will
reveal a patient who is breathing rapidly and shallowly.
The associated signs often include diaphoresis and the use
of accessory muscles. However, of most concern, patients
will describe a feeling of breathlessness, even that they are
about to die. These are the patients with a clinical diag-
nosis of impending ventilatory failure.

Respiration Versus Ventilation

The terms ‘‘respiration’’ and ‘‘ventilation’’ are often incor-
rectly used interchangeably. It is imperative to offer a brief
discussion depicting their differences. Respiration refers to
the to and fro movement of a gas across a membrane. In the
specific instance of breathing, we will consider the gases
oxygen and carbon dioxide. Whereas oxygen is inhaled and
taken up by the capillary endothelium and removed by the
pulmonary venous system, carbon dioxide is delivered to
the lungs by the pulmonary artery where it is eliminated by
freely diffusing across the alveolar membrane. Typically,
diffusion of carbon dioxide is very rapid, in contrast to
oxygen, which requires approximately one third of the
course of the capillary (37). The cardiopulmonary system
maintains oxygen and carbon dioxide tensions within

the normal range (and a normal pH) despite changing
metabolism. Any derangement from the normal compen-
satory homeostatic mechanisms (i.e., disease) may be life-
threatening (38).

Ventilation simply defines the movement of a gas in and
out of the pulmonary system (38). Clinical medicine makes
a distinction and refers to carbon dioxide as a marker for
ventilation. This is essentially because the tension of CO2

inspired is usually zero, and is therefore a better indicator
for the cardiopulmonary system’s ability to excrete it (38).
Modern ventilators, although complex, are designed sim-
ply to improve oxygenation, ventilation, or both. Germane
to the following, they are not always mutually exclusive.

Mechanical Ventilatory Support: Indications

Many have classified respiratory distress and the need for
mechanical ventilatory support into categories that are
useful. In addition, a thorough understanding of the phy-
siologic derangement allows selection of the most optimal
mode of support. However, simple definitions that are clear
allow straightforward clinical judgment so that an inter-
vention can be made and later fine tuned, (Table 1).

If one was to obtain an arterial blood gas and find a pH of
less than 7.30 and a PaCO2 greater than 60 mm Hg, they
would meet criteria for acute ventilatory failure. This is
because, at both this pH and PaCO2, the CSF hydrogen ion
concentration creates a maximal stimulus to breathe and
represents an acute process. Impending ventilatory fail-
ure refers to the patient who is clearly in respiratory
distress and frequently is found to be diaphoretic, tachyp-
neic, using accessory muscles, and claims to be short of
breath as described above. Apnea is intuitive, and the
clearest example is a patient suffering from cardiac arrest.
Although intermittently controversial, yet clinically
important, hyperventilation for those patients with
intractable intracranial hypertension will benefit from
lowering carbon dioxide tensions with mechanical venti-
latory support. Lastly, the concept of total ventilatory
support is reserved for those persons with acute lung
injury or adult respiratory distress syndrome at risk for
ventilator-associated injury and severely decreased pul-
monary compliance.

Mechanical Ventilatory Support: Goals

It seems appropriate to ascertain salient endpoints once a
therapeutic intervention has been implemented such as
mechanical ventilatory support. In this circumstance, if
the ventilator can assume some or all of the patient’s WOB
and alleviate the detrimental component, it would be help-
ful to classify the level of support provided to the patient
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Table 1. Indications for Mechanical Ventilatory Support

Indication Comments

Acute ventilatory failure ABG diagnosis
Impending ventilatory failure Physical diagnosis
Apnea Cardiac arrest
Therapeutic hyperventilation Neurosurgery
Total ventilatory support Lung protective strategy



based on the amount of work the patient is required to
provide to achieve a normal pH and a normal carbon
dioxide tension in arterial blood (Table 2).

Full ventilatory support is likely the most common mode
of ventilatory support employed in the postoperative
period or immediately after intubation for one of the above
indications for institution of mechanical ventilatory sup-
port. The aim of this intervention is to alleviate all of the
patient’s WOB until whatever medical or surgical disease
has begun to resolve. Once a patient’s respiratory status
has stabilized, it seems prudent to allow one to resume
spontaneous ventilatory effort and a significant amount of
WOB.

It seems intuitive that once a breathing tube has been
placed and ventilatory support has been instituted, it
would be wise to work toward retuning the patient to a
state free from those devices. Interestingly, there is evi-
dence to support the concept that patients may not demon-
strate the hypotensive effects of positive pressure
ventilation in the presence of hypovolemia or decreased
pulmonary compliance (40). In most circumstances, it is
commonplace to transition to partial ventilatory support
using various volume-or pressure-limiting modes (see
below). As one is ‘‘weaned’’ from support, it is imperative
that several items are taken into consideration. It has been
suggested that some protocol be followed to standardize
the routine and enhance safety. One such protocol,
involves a daily screen and a spontaneous breathing trial
(41).

Advantages that have been suggested include shorter
days on mechanical ventilation, shorter intensive care unit
stays and days in the hospital, and lower cost. To that end,
safety still seems to be an appropriate concern. Patients
must be monitored appropriately for any sudden deteriora-
tion in clinical status. Aside from standard intensive care
unit monitoring, recommended additional parameters
would include evidence of adequate ventilation by arterial

blood gas analysis. Should this not be available, continuous
end-tidal carbon dioxide capnometry is an alternative.
However, intermittent arterial pH and PaCO2 should be
obtained to correlate with the EtCO2 values. The best
monitor for the adequacy of oxygenation and ventilation
remains the patient. Even while ventilated, it is imperative
to engage in frequent assessments.

Modes of Support: Volume Versus Pressure

Despite all best efforts, at times there is a need for post-
operative mechanical ventilation for a period of time. This
may be due to residual anesthetic effects or the effects of
surgery, especially abdominal or thoracic, on an already
compromised respiratory status. When providing this sup-
port, several different modes of mechanical ventilation can
be used, depending on the clinical situation at hand. Gen-
erally, during a period of acute stabilization, it is best to use
a volume preset–pressure variable mode of ventilation (i.e.,
synchronized intermittent mechanical ventilation) and
then to change to a volume variable–pressure preset mode
(i.e., pressure support) when the patient is ready for with-
drawal of mechanical ventilation (42). However, in post-
operative patients, even in those with severe lung disease,
the mode of ventilation is not as important as the endpoints
of ventilation that are chosen (42).

The flexibility of modern mechanical ventilators has
allowed for other considerations such as the degree of
patient triggering, whether the breath is limited by pres-
sure or flow, and the degree to which these pressures and
volumes support the patient (Table 3).

An understanding of the limitations of the various
modes is essential to success. For example, if one was to
place a patient on assist/control mode and subsequently
decrease the respiratory rate in an effort to wean the
patient from support, the patient would continue to receive
the preset tidal volume at his or her intrinsic respiratory
rate and would not gain any intrinsic WOB. To the con-
trary, this method of weaning is perfectly acceptable in the
synchronized intermittent mandatory ventilation mode
(SIMV). In such a case, decreasing the SIMV rate would
leave the patient to generate whatever tidal volume he or
she could as determined by their transpulmonary pressure
and pulmonary compliance (Fig. 1).

An alternative approach would be to change a patient
from a volume-targeted mode of ventilation (i.e., SIMV or
A/C) and convert to pressure support ventilation (PSV)
for weaning purposes, perhaps. Having some discrete
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Table 2. Levels of Ventilatory Support

Support Level

Work of
Breathing

Eucapnia and
Normal pH

Partial ventilatory support Significant Yes
Full ventilatory support Not required Yes
Total ventilatory supporta Not required No

aFor use in patients with abnormal lung compliance.

Reprinted with permission from Reference 39.

Table 3. Characteristics of Volume-Targeted Ventilation (VTV) and Pressure-Targeted Ventilation (PTV)

Variable Volume TV Pressure TV

Trigger Patient or time Patient or time
Limit Flow Pressure
Cycle Volume Time or flow
Tidal volume Constant Variable
Peak pressure Variable Constant
Modes Assist/control (synchronized) intermittent Assist/control (synchronized) intermittent

Mandatory ventilation Mandatory ventilation
Pressure support



knowledge of the patient’s arterial blood gas and a minute
ventilation set on the ventilator commensurate with ade-
quate oxygenation and ventilation, alternating between
either, mode can mode be done easily. For example, if
one has a ventilator set to deliver an SIMV respiratory
rate of 10 by 700 mL, this then equates to about a 7 L
minute volume. If the plateau pressure (point B in Fig. 2)
generated is roughly 20 cm H2O, a reasonable pressure
support setting would then be 20 cm H2O. Provided the
patient respires about 10 times a minute, the same degree
of oxygenation and ventilation should be anticipated. The
minute volume would roughly be similar, and the volume-
pressure relationship remains in tact provided there is no
abrupt change in the patient’s clinical condition.

As a patient’s pulmonary disease regresses, lung com-
pliance should improve. Using the ventilator monitor, the
tidal volume that is generated from a pressure support
breath should increase or the plateau pressure generated
from a volume cycled breath should decrease (point B in
Fig. 2). This can be a valuable piece of information often
overlooked in the daily management of critically ill

patients. Any difference between the peak and plateau
pressures (points A and B in Fig. 2) would indicate an
increase in airway resistance from bronchospasm, inspis-
sated secretions, kinking of the tracheal tube, or some
other form of incomplete obstruction.

PEEP/CPAP

Many patients suffer from a deficit in arterial oxygenation.
The use of CPAP or PEEP is an effective means to remedy
the malady. To clarify, the physiologic effect of CPAP/
PEEP is identical; however, the nomenclature will vary
depending on whether the patient is receiving positive
pressure ventilation. One should use the term CPAP if
the patient is not receiving positive pressure ventilation
and is spontaneously ventilating and PEEP if the patient is
receiving positive pressure.

Increasing the fraction of inspired oxygen, although
simple and seemingly effective, to treat arterial hypoxemia
may not be entirely benign. There is evidence that exposure
of alveolar membranes to prolonged periods of high con-
centrations of oxygen will induce an oxygen-free radical
species and subsequently lung injury (38). In addition,
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Figure 1. Airway pressure tracings of the four standard volume-
preset modes. Thick solid lines represent ventilator breaths; thick
dotted lines represent spontaneous breaths; and thin dotted lines
refer to what the spontaneous pattern would have been without
the ventilator breaths. IMV, intermittent mandatory ventilation;
SIMV, synchronized IMV. Reprinted with Permission from
Reference (36).
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Figure 2. Schematic illustration of inspiratory cycle for volume-
preset (1000 mL) tidal volume delivered by square-wave generator
in 1 s, followed by 1-s inflation-hold maneuver. Note that the
inspiratory cycle is 2 s, although tidal volume is delivered by
the ventilator in 1 s. Normal compliance and resistance are
assumed. Proximal airway pressure is shown as a solid line,
alveolar pressure as a dashed line, and gas flow in airways as a
dotted line. Peak airway pressure (A) is achieved near the end of
tidal volume delivery, at which point there is considerable gradient
between peak airway pressure and alveolar pressure that results
in continued flow to the lung. Airway pressure rapidly diminishes
as flow continues toward alveoli. Note that measurable flow in the
system has essentially ceased 0.5 s after the ventilator has deli-
vered tidal volume (B); however, a gradient remains between
airway and alveolar pressures. An elevated peakpressure (A) in
the presence of normal plateau pressures indicates increased
airway resistance, which may include bronchospasm. To attain
true plateau pressure, in which the airway pressure reflects the
average peak alveolar pressure, an additional 0.5 s of inflation hold
is required after the absence of measurable flow in the system.
Reprinted with permission from Reference 42.



even shorter periods of high levels of inspired oxygen
fractions limit the amount of nitrogen that may ‘‘stent’’
open; an alveolar unit can contribute to alveolar collapse, a
phenomenon termed denitrogenation absorption atelecta-
sis (38). The Law of LaPlace states that the pressure that
tends to keep an alveolus open is twice the wall tension (T)
divided by the radius and is represented by

P ¼ 2T=r

To that end, many employ CPAP/PEEP therapy to
improve arterial oxygenation and decrease WOB. WOB
may be decreased by shifting a patient to a more favorable
portion of the pulmonary compliance curve (Fig. 3).

On the flatter part of the curve, less tidal volume is
generated with a substantial change in pressure. Accord-
ing to Fig. 3, on the steeper portion of the curve, less
pressure is needed to generate a larger volume, which
results in less work. By definition, the alveolar units would
remain open at end-expiration, continually participating in
gas exchange. It is this very concept of ‘‘open lung’’ ventila-
tion that is thought to be the mainstay of avoiding venti-
lator-induced injury and ARDS (44,45).

CPAP/PEEP in most instances will have a significant
impact on arterial oxygenation. Bringing alveoli into closer
contact with the pulmonary capillaries will provide a

greater surface area for gas exchange, and as such, the
pulmonary venous blood leaving the lungs will have a
higher oxygen content. If one could make existing alveoli
larger, opening previously closed alveoli, arterial oxygen
tension would improve. At CPAP/PEEP levels less than
10 cm H2O, existing open alveoli are made larger. When
CPAP/PEEP levels exceed 15–50 cm H2O, the collapsed
alveoli are then opened and can participate in gas
exchange, and thus they are recruited.

This fluid typically does not move out of the lung to some
other area of the body. Rather, it shifts within the small
spaces of the alveolar unit to the lose connective tissue-
filled peri-bronchiolar areas that do not affect gas
exchange. Perfusion will better match ventilation, thus
increasing the oxygen content of arterial blood.

Mechanical Ventilatory Support: Adverse Reactions

Just as with any drug or medication that is prescribed,
ventilators are not without iatrogenic potential. Typical
side effects may include inadvertent hyperventilation or
patient dysynchrony. These issues can be avoided with
careful monitoring of the patient. Meticulous attention
to artificial airway maintenance is mandatory. Relative
to mechanical ventilatory support, the usual culprit of
iatrogenic injury is excessive positive pressure termed
barotrauma and large tidal volume in specific patients at
risk for acute lung injury or ARDS referred to as volu-
trauma.

Barotrauma is simply the disruption of the large con-
duction airways when exposed to very high pressures.
When this occurs, gas leaks into the tissues of the neck
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Figure 3. Multiple pressure/volume (P/V) curves of the
respiratory system recorded from different levels of PEEP (– – –
: PEEP 5; ¼¼: PEEP10; —: PEEP15) and from zero end-expiratory
pressure (ZEEP; -�-�), and related to the elastic equilibrium volume
of the respiratory system at ZEEP (EELVZEEP). The curves are
aligned on the same P/V diagram after correcting the starting
points of each PEEP P/V curve for the volumes measured during
passive expired spirograms performed at each PEEP level. The
upward shift of PEEP P/V curves indicates alveolar recruitment.
The recruited volume with 15 cm H2O PEEP (double-headed
arrow), compared with ZEEP, is quantified by the volume
difference between the curves, for the same level of airway
pressure (20 cm H2O in this example). In other terms, when
PEEP is applied, for the same level of airway pressure, lung
volume is greater than without PEEP, suggesting the reopening
of some alveolar units previously collapsed at ZEEP. Note that
recruitment continues far above the value of pressure at the lower
inflection point (LIP) and above to the upper inflection point. The
different P/V curves tend to join at higher lung volumes,
suggesting that the maximal lung volume is approached.
Reprinted with Permission from Reference 43.
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and chest such as the mediastinum (pneumomediastinum)
or the pleural space (pneumothorax). The most life-threa-
tening of these is the tension pneumothorax, which allows
gas to fill and accumulate in the pleural space. If there is no
mechanism to remove it, the accumulated gas compressed
the mediastinum and cardiac chambers compromising car-
diac output to the point where venous return ceases and
left ventricular output approaches zero.

ARDS, also referred to as acute lung injury, has been
studied at great length. It has been noted that more
patients survive in certain circumstances if lower tidal
volumes are used to ventilate their lungs. In addition, it
has been proven in several instances that chemical med-
iators of inflammation as released and adversely affecte the
body of large tidal volumes that are used (46) (Fig. 4).
Recently, much has been learned about ARDS, and patient
populations at risk for ventilator-induced injury have been
identified.
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INTRODUCTION

One of the most important aspects of the clinical care of
patients with known or suspected cardiopulmonary dis-
ease is monitoring the adequacy or status of their venti-
latory function. However, in order to understand why
various parameters of lung function are monitored, a
few aspects of basic respiratory physiology require review.
Although the lungs perform important metabolic and
endocrine functions, their primary function is gas
exchange. They provide the vehicle by which oxygen
(O2) in inspired air moves into venous blood and carbon
dioxide (CO2) in venous blood is released into expired gas.
The mechanisms by which these processes occur are com-
plex, but can be subdivided into four phases. The first
phase involves the movement of gas into and out of the
lungs themselves. This aspect of respiratory physiology is
termed lung mechanics. During spontaneous breathing,
contraction of the diaphragm and intercostal muscles
increases negative pressure within the intrapleural space,
leading to lung expansion. This results in a pressure
gradient along the airways causing gas to flow into the
lungs and to eventually reach the alveoli. With relaxation
of the inspiratory muscles, the elastic recoil of the lungs
reverses the pressure gradient resulting in gas being
expired through the mouth into the atmosphere. In the
second phase, gas exchange occurs in the alveoli. By the
process of diffusion across the alveolar capillary mem-
brane, O2 enters and CO2 exits the vascular system.
The third phase involves the transport of O2 and CO2 in
the blood, and is intimately related to adequate cardio-
vascular and hematologic functioning. Oxygen is carried
in the blood primarily in a complex with hemoglobin in the
red blood cells. A small amount of O2 is also dissolved in
plasma. The total amount of O2 delivered throughout the
body is a function of the volume of O2 in the blood, and the
rate of delivery or cardiac output. Transport of CO2 in the
body is more complex, but also is related to the properties

of hemoglobin and cardiac function. The fourth phase is
cellular respiration (defined as the metabolic consumption
of O2 and production of CO2 and H2O), and involves the
mechanisms by which cells in the body utilize O2 and
excrete CO2. All of these phases are related to each other,
and are essential for normal respiration to occur. Venti-
latory monitoring encompasses methods by which the
functional status of the aforementioned aspects of lung
function can be determined. This article reviews the
indications, principles, and techniques used in clinical
ventilatory monitoring. A detailed discussion of pulmon-
ary function testing is not included, and is reviewed
elsewhere (1).

INDICATIONS FOR VENTILATORY MONITORING

Ventilatory monitoring usually is performed for four gen-
eral clinical indications: (1) diagnostic, (2) therapeutic, (3)
prophylactic, and (4) safety considerations. With respect
to diagnostic use, the goal of monitoring is to obtain
information pertinent to making a specific etiologic diag-
nosis of a disease entity or process. For example, in
myasthenia gravis patients who are having an acute
deterioration in ventilatory function, vital capacity (VC)
measurements (the maximum volume excursion of which
the lungs are capable by voluntary effort) are obtained after
injection of a short-acting cholinesterase inhibitor (edropho-
nium, Tensilon). Documentation of an increase in VC sug-
gests the need for an increase in anticholinesterase
medication, whereas a deterioration is evidence for excessive
effect from medication. Another frequently encountered
situationwhereventilatorymonitoringisuseddiagnostically
is the continuous monitoring of airflow and ventilatory effort
in sleep disorders laboratories to detect evidence of sleep
disordered breathing (2).

A number of ventilatory parameters are useful in mon-
itoring the therapeutic effect of specific treatment modal-
ities. The most frequently encountered situation is where
arterial O2 and CO2 gas tensions are sampled following
institution of supplemental O2 or mechanical ventilation.
Measurement of respiratory system compliance following
application of positive end-expiratory pressure (PEEP) in
mechanically ventilated patients with acute respiratory
failure is another example of where ventilatory monitoring
is used to determine the effects of a treatment modality (3).
In both the aforementioned examples, therapy frequently
is adjusted using results obtained from the ventilatory
parameters monitored.

Ventilatory monitoring commonly is performed prophy-
lactically with the goal of detecting a perturbation in
normal or baseline respiratory function so that treatment
can be instituted early. For example, apnea monitors are
employed in infants suspected to be at risk for sudden
infant death syndrome. In this clinical situation, alarms
are activated if life-threatening apnea or bradycardia
occurs so that the infant can be resuscitated before a full
cardiorespiratory arrest ensues.

Finally, safety considerations require ventilatory mon-
itoring when certain categories of biomedical life support
devices are used. In patients with pulmonary disease, a
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commonly encountered example is the use of mechanical
ventilators. With mechanical ventilation, a number of
ventilatory parameters with appropriate alarms are mon-
itored so as to avoid inadvertent disconnection and danger-
ously high airway pressures. Another example is patients
undergoing general anesthesia. Inspired gas concentra-
tions delivered by anesthesia machines frequently may
be monitored to insure that the concentrations of anes-
thetic gases and O2 are appropriate (4).

LEVELS OF VENTILATORY MONITORING

As emphasized elsewhere (5), there are several levels
of intensity with respect to ventilatory monitoring
(Table 1). On the most basic level is visual observation
and examination by experienced personnel. Although
inherently simple, examination of patients is an attribute
of clinical medicine that is irreplaceable. The clinical
‘‘gestalt’’ obtained by an experienced healthcare practi-
tioner from observing the work of breathing and the
breathing frequency of a patient in respiratory distress
has not yet been duplicated by any automated monitoring
device. Furthermore, physical examination of the respira-
tory system is an ‘‘art’’ that should not be lost on future
physicians, physician’s assistants, nurses, and respira-
tory care practitioners. In many patients with pulmonary
disease, little monitoring other than periodic observation
and examination is required.

In some patients with pulmonary disease, more objec-
tive data than can be obtained with visual observation and
examination are needed. Therefore, the next level of mon-
itoring intensity is the use of intermittent objective mea-
surements of ventilatory function. Probably the most
common ventilatory parameter obtained at this level of
monitoring are arterial blood gases. Periodic sampling of
arterial blood to determine pO2, pCO2, and pH is used in
almost all patients with the presence or suspicion of sig-
nificant ventilatory dysfunction. Arterial blood gases are
invaluable in following the clinical course and the effect of
ventilatory therapy rendered in these patients. Arterial
blood gas tensions currently are considered the ‘‘gold stan-
dard’’ against which any other measurement of gas
exchange is compared. Abnormalities in pO2 and pCO2

now are used as definitions of the degree of respiratory
impairment. Other frequently used intermittent monitors
of ventilatory function are measurements of the VC, the
volume of gas exhaled in the first second during a forced
expiration (FEV1), the peak expiratory flow rate during a
forced expiration (PF), and the maximum negative airway
pressure generated during inspiration against an occluded
airway (maximum inspiratory force, MIF). All of these
parameters may be useful in following the clinical progress
of patients with certain types of pulmonary disease.

Patients who are critically ill may require the third level
of monitoring intensity, which is continuous measurement
of various ventilatory parameters over time. In most inten-
sive care units, devices are available to continuously track
breathing frequency. Patients receiving mechanical venti-
lation have continuous monitoring of their airway pres-
sures and exhaled tidal volumes for safety considerations.
Recent technological advances now allow for continuous
monitoring of arterial and venous oxygen saturations. In
the most sophisticated intensive care units, on-line mon-
itoring of exhaled gases from ventilated patients and com-
plex measurements of lung mechanics, such as resistance
and compliance, can be performed.

Finally, the highest level of monitoring is the use of
computer algorithms to not only monitor various ventila-
tory parameters, but to also adjust therapy according to the
values obtained without human intervention. The technol-
ogy required for such monitoring is undergoing continuous
development, and there is increasing use in patient care
applications. This is particularly evident on newer micro-
processor ventilators where some ventilator modes allow
for automatic adjustments to the level of ventilator support
according changes in patient lung mechanics.

PARAMETERS USED IN MONITORING LUNG MECHANICS

Breathing Frequency

The most common measurement of ventilatory function is
an assessment of the patient’s breathing frequency.
Usually, this is performed by visually counting the breath-
ing frequency over a 30–60 s period of time, although
biomedical devices also can be used for this purpose. Nor-
mal individuals breathe at a frequency of �12 min. How-
ever, this rate is markedly altered in patients with lung
disease. Reductions in spontaneous respiratory rate are
diagnostic of ventilatory dysfunction and suggest central
depression of ventilatory control centers in the brain stem.
Examples of clinical situations in which this might occur
are narcotic overdose, incomplete recovery from a general
anesthetic, and primary central alveolar hypoventilation.
Whereas reductions in breathing frequency indicate ven-
tilatory dysfunction, an increase in spontaneous breathing
frequency (tachypnea) is more nonspecific since indivi-
duals can voluntarily increase their breathing frequency
in response to physical or psychological stress, or an
increase in metabolic demands. However, if a nonpulmon-
ary basis for an increase in breathing frequency can be
excluded, tachypnea generally indicates the presence of
lung disease. Common examples are pneumonia, conges-
tive heart failure with pulmonary edema, and asthma.

Lung Volume and Airflow. An assessment of the volume
of air inspired and expired with each breath (tidal volume,
VT) is an important ventilatory parameter since adequacy of
ventilation is determined not only by the breathing fre-
quency, but also by the VT. The spontaneous VT in normal
individuals varies according to their size, but in an average
adult is �500 mL. Ventilatory dysfunction, whether from
processes such as parenchymal pulmonary disease or a
reduction in central respiratory drive, generally results in a
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Table 1. Levels of Ventilatory Monitoring

Visual observation
Intermittent objective measurements
Continuous or automated measurements
Computerized analysis with treatment algorithms



decrease in VT. In mechanically ventilated patients, exhaled
VT is often measured to monitor for inadvertent disconnec-
tion or leaks in the ventilator circuit. Sudden declines in
exhaled VT herald disconnection or large ventilator circuit
leaks, and on most ventilators trigger audible alarms.

The VC and FEV1 are frequently monitored intermit-
tently in ambulatory patients with diseases characterized
by airflow limitation such as asthma, asthmatic bronchitis,
and emphysema. In these diseases, a reduction in compar-
ison to predicted norms (6) is observed in both these para-
meters. In addition, the ratio of the FEV1 to the forced VC
(FVC), which is normally >0.7, is decreased. The VC by
itself is a useful parameter to follow in patients with acute
respiratory failure. In spontaneously breathing patients,
one criterion for intubation and mechanical ventilation is a
VC <10 mL/kg body weight. Conversely, in mechanically
ventilated patients, a VC <10 mL/kg body weight is used as
a criterion to wean mechanical ventilatory support.
Obviously, many other factors are involved in a decision
to remove or supply mechanical ventilation, but VC defi-
nitely is one key determinant.

The rate of inspiratory air flow is an important venti-
latory parameter during mechanical ventilation. It deter-
mines the duration of inspiration, and influences airway
pressures and the distribution of ventilation in the lungs.
Higher peak inspiratory flow rates result in a shortening of
the duration of inspiration, higher peak airway pressures,
and less uniform intrapulmonary distribution of inspired
gas. However, if inspiratory flow rates are too low, inspira-
tion becomes longer than expiration. This may lead to
incomplete exhalation, gas trapping in the lung, and an
increase in the functional residual capacity (volume of the
lung at end-expiration, FRC). These physiologic effects
may have deleterious consequences with respect to a
decline in cardiac output and an increase in the incidence
of pulmonary barotrauma (i.e., pneumothorax, pneumome-
diastinum, and subcutaneous emphysema).

Monitoring of expiratory flow rates is useful in following
the clinical course of patients with airflow limitation.
Measurement of flow rates during the middle of a FVC
maneuver is a frequently performed pulmonary function
test and will not be discussed further. However, periodic
determination of PF is a useful monitoring technique to
follow the progress of patients with acute and chronic
asthma, and also is used to monitor pulmonary function
in outpatient studies of patients with suspected bronchos-
pasm resulting from occupational or environmental expo-
sures. Normal values are <500 L/min, but measurements
<120 L/min frequently are observed during acute exacer-
bations of asthma.

Airway and Esophageal Pressures. In patients receiving
mechanical ventilation, perhaps one of the most important
ventilatory parameters that can be monitored is airway
pressures. With volume constant ventilators, a feedback
loop is present so that the peak airway pressure cannot
exceed a manually preset level. When such a situation
occurs (e.g., a patient coughing while inspiratory flow is
being delivered from the ventilator), inspiration is termi-
nated when the preset pressure is reached, and an alarm is
activated. In this case, peak airway pressure monitoring

acts as a safety feature to prevent overpressurization of the
airway and the possibility of barotrauma. In contrast,
when pressure limited ventilators are used, peak airway
pressure is set as a ventilator control parameter and is one
of the factors that determines the VT. Airway pressures are
also important in monitoring for inadvertent disconnection
or unrecognized leaks in the ventilator circuit during
mechanical ventilation. A sudden marked reduction in
airway pressure is indicative of a leak in the ventilator
circuit, whereas a reduction in the airway pressure to
atmospheric pressure would signal a disconnection. On
most ventilators, auditory alarms are activated when such
events occur. Inspection of the airway pressure curve
during mechanical ventilation also can yield important
information. As examples, a marked downward concavity
at the onset of inspiration is a sign of an insufficient inspira-
toryflowratetomeetpatientdemand.During expiration, the
failureof theairwaypressurecurve toreturntobaselinewith
an end-expiratory occlusion is indicative of auto-PEEP or air
trapping. Finally, airway pressure measurements are an
importantcomponentofderivedventilatoryparameterssuch
as airway resistance and lung compliance.

Monitoring of the maximum inspiratory force (MIF) in
patients who are receiving mechanical ventilation is an
important ventilatory parameter in determining whether
they can be weaned from mechanical ventilation. The MIF
can be considered an indicator of the underlying strength of
the inspiratory muscles. Values more negative than �25
cm H2O usually indicate that a patient will be able to
maintain adequate ventilation without mechanical venti-
latory support, although other factors obviously must also
be taken into account.

Measurement of esophageal pressure is used as a reflec-
tion of intrapleural pressure (7). It is therefore a compo-
nent of calculated ventilatory parameters such as lung
compliance and the work of breathing. Esophageal pres-
sure catheters also are used to quantify ventilatory effort
during sleep studies (polysomnography). However, although
there are commercially available devices that incorporate
esophageal pressure monitoring to measure lung mechanics,
they have not found common acceptance, because placement
of an esophageal catheter is invasive and technical factors
make accurate determinations difficult (7).

Resistance, Compliance, Volume–Pressure Curves. The
total pulmonary resistance to the flow of gas into the lungs
is comprised of two factors: (1) friction between the mole-
cules of flowing gas and the airways (airways resistance,
Raw), and (2) resistance of the tissues (lungs, rib cage,
diaphragm, abdominal contents) as a result of their own
displacement (tissue resistance) (8). Elevations of airways
resistance are observed in patients with diseases charac-
terized by airflow limitation such as asthma and emphy-
sema. In addition, superimposition of external devices such
as narrow endotracheal or tracheostomy tubes can increase
airways resistance. Tissue resistance can be increased in
patients with such disorders as kyphoscoliosis or pulmon-
ary fibrosis. Total pulmonary resistance is not a frequently
used clinical measurement since it requires the simulta-
neous measurement of lung volume, airway, and esopha-
geal (as a reflection of pleural) pressures (8). Similarly,
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airways resistance is also not performed on most patients
since it is necessary to use a body plethysmograph (8). No
direct measurement of tissue resistance is available, but it
is generally calculated as the difference between total
pulmonary resistance and airways resistance. Normally,
the pulmonary tissue resistance represents �20% of the
total pulmonary resistance. In spite of the difficulty in
obtaining a precise measurement of pulmonary resistance
in mechanically ventilated patients, an estimate of the
pressure needed to overcome airways resistance can be
obtained by measuring the difference between the peak
airway pressure (pmax) and the airway pressure observed
after a 1 s inspiratory hold (pst). If airflow measurements
(V) at the point of peak airway pressure are available, the
equation:

Raw ¼ ðpmax � pstÞ=ðVÞ

is an estimate of airways resistance. In general, however,
estimates of resistance have not been shown to provide
important information relating to the care of patients.

Measurement of compliance or elasticity of the lung is of
more importance to the care of patients than resistance.
The compliance of a biological system can be defined as the
change in volume occurring in response to a change in
distending pressure. In addition, compliance measure-
ments can be obtained during static conditions (no flow),
or during dynamic conditions (continuous flow). With
respect to the respiratory system, static respiratory system
compliance (Cst) is defined as the change in lung volume
occurring with a change in airway pressure over the tidal
volume range. Similarly lung compliance (CL) is defined as
the change in lung volume with respect to the change in
pleural pressure over the tidal volume range. The relation-
ship between Cst and CL is defined by the following equa-
tion:

1

Cst
¼ 1

CL
þ 1

Ct

where Ct is the compliance of the thorax.
Dynamic lung compliance (Cdyn) is the change in lung

volume occurring with a change in pleural pressure
between two points of instantaneous zero flow during
breathing (9).

In the respiratory system, changes in compliance are a
function of two factors: the elasticity of the tissues and lung
volumes. In the upright position, the normal value for Cst in
adults is �100 mL/cm H2O, and the normal value for CL is
2.0 L/kPa. However, many types of lung pathology such as
pulmonary edema and pneumonia result in a reduction of
both Cst and CL. In addition, normal values decline with
decreasing lung volume. Thus, the normal Cst of a small
animal or infant is less than an adult human. Dynamic
lung compliance and CL are virtually identical in the
absence of significant parenchymal lung disease. However,
with airways disease, all alveoli do not ventilate evenly
during dynamic conditions, with some gas exchanging
areas ventilating slower than others. This phenomenon
also has been described as time constant disparity. Because
of this disparity in time constants, these slow ventilating
areas do not participate fully in gas exchange, and in effect
a smaller lung volume is ventilated with each breath. In

contrast, during static conditions, a disparity in time con-
stants does not influence the distribution of ventilation.
Therefore, Cdyn is <CL in the presence of significant air-
ways disease. Another measure of lung elasticity called the
‘‘dynamic characteristic’’ (Cdch) (10) also has been
described. It is calculated in patients receiving mechanical
ventilation as VT divided by the difference between Pmax

and PEEP. However, Cdch is not just a reflection of lung
compliance, but also is influenced by changes in airways
resistance.

Measurements of both Cdyn and CL require an estimate
of intrapleural pressure that, in most cases, is obtained
using an esophageal balloon. Because accurate esophageal
pressures are difficult to obtain, especially in critically ill
patients, clinical measurement of these ventilatory para-
meters are uncommon. However, Cst only requires mea-
surement of VT and airway pressure, and thus is easily
obtained in most patients receiving mechanical ventila-
tion. Since, in most patients, changes in Cst are primarily a
result of changes in CL, serial measurements of Cst fre-
quently are used to follow changes in lung elasticity. For
example, maximizing Cst during application of PEEP has
been shown to correspond to the best levels of oxygen
transport (product of the cardiac output and the arterial
oxygen content) (3). Serial measurements of both Cst and
Cdch are useful in many patients with acute respiratory
failure who are receiving mechanical ventilation. A change
in both these parameters usually signifies an alteration in
the properties of the lung parenchyma such as increasing
pulmonary edema or pneumonia. However, a change in
Cdch without a change in Cst is indicative of an increase in
airways resistance such as might occur with the onset of
bronchospasm or mucous plugging of the airways (10).

Measurements of compliance and resistance summarize
pressure–volume relationships in the lung. These can be
depicted graphically with two-dimensional (2D) plots of
volume versus pressure. A decrease in compliance will
be represented by a decrease in slope of this relationship,
whereas bowing of the volume–pressure relationship is
observed when airways resistance is increased. Analysis
of the inspiratory volume–pressure curve may aid in deter-
mining the optimum level of PEEP for patients with the
acute respiratory distress syndrome who require mechan-
ical ventilation. The optimum level of PEEP is suggested by
the inspiratory airway pressure at which the slope of the
volume–pressure curve appears to increase (11). In some
intensive care units, on-line plots of volume versus pres-
sure can be obtained, but their value in the care of patients
has not been proved.

Work of Breathing. In physics, linear work is defined as
the product of force times distance. The analogous situa-
tion when applied to the movement of air into the lungs is
described by the product of pressure times volume. There-
fore, the work of breathing is equivalent to the cumulative
product of the transpulmonary pressure and the volume of
air moved at each instant in time (12). Work of breathing
measurements have been proposed as a method of deter-
mining whether mechanically ventilated patients are able
to breathe spontaneously (13). Unfortunately, accurate
determinations require simultaneous measurements of
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pleural pressure (usually estimated from esophageal pres-
sure), and airflow. Therefore, work of breathing measure-
ments have not found great utility in the clinical
management of patients.

Other Parameters. The rapid shallow breathing index
(RSBI) is frequently used to assess the ability of a patient to
breath without ventilator support (14). It is calculated by
measuring the breathing frequency and dividing it by the
VT in liters. High values (>105) indicative of low VT and a
high breathing frequency suggest that a patient cannot be
removed from the mechanical ventilator. However, there
has been some controversy concerning the predictive value
of this parameter in all clinical situations.

Ventilatory drive is another parameter that can be
monitored. Although measurement of the minute ventila-
tion in response to hypoxia or hypercapnia are indexes of
central drive in the absence of impairment of neuromus-
cular or mechanical pulmonary disease, measurement of
the airway pressure generated within the first 100 ms
after airway occlusion (p0.1) is generally recognized
as the best indicator of the central drive (15). Unfortu-
nately, this is difficult to accomplish without specialized
equipment.

PARAMETERS USED IN THE ASSESSMENT OF GAS
EXCHANGE

Oxygenation

The amount of oxygen contained in arterial blood (oxygen
content, CaO2) is determined by the arterial oxygen ten-
sion (PaO2), the percent saturation of hemoglobin (Hgb)
with oxygen (SaO2), and the Hgb concentration in arterial
blood:

CaO2 ¼ 1:34� ðHgbÞ � ðSaO2Þ þ 0:003� ðPaO2Þ

where CaO2¼mL O2/100 mL blood, 1.34¼mL O2/g Hgb,
Hgb¼ g/100 mL blood, SaO2¼% saturation, 0.003¼mL O2

dissolved in blood/mmHg, PaO2¼mmHg.
In most circumstances, adequacy of oxygenation is

monitored by measurement of the PaO2 or the SaO2.
Although the PaO2 and SaO2 are intimately related to
each other, their relationship is not linear (Fig. 1), but
rather is described by a sigmoid curve. At levels of
oxygen tension greater than �60 mmHg, there is little
increase in SaO2 with increasing values of PaO2. In con-
trast, when the PaO2 falls <60 mmHg, SaO2 declines
rapidly with decreases in PaO2. Therefore, monitoring
of SaO2 as an estimate of PaO2 is of little value when
the PaO2 is>70–80 mmHg, since significant alterations in
PaO2 will not be reflected by corresponding changes in
SaO2. At sea level, the normal PaO2 is�100 mmHg and the
SaO2 is 97%. However, normal values may vary according
to alterations in barometric pressure and increasing age
(16). Occasionally, arterial oxygen content (normal
value¼ 9.5 mL O2/100 mL blood) is monitored as an indi-
cator of oxygenation. Because most of the oxygen in blood
is carried in combination with Hgb, this may be of value
when Hgb levels are severely abnormal or fluctuating
rapidly.

Mixed venous oxygen tension (PvO2) or saturation
(SvO2) generally is regarded as an indicator of cardiac
output or metabolic consumption of oxygen in the tissues.
However, during continuous monitoring of SvO2 in criti-
cally ill patients, an abrupt fall in SvO2 may herald a
sudden deterioration in arterial oxygenation.

There are several parameters derived from measure-
ments of PaO2, SaO2, PvO2, and SvO2that are occasionally
used in monitoring the status of oxygen gas exchange.
Higher inspired oxygen concentrations (FIO2) result in
higher PaO2 values. In order to compare PaO2 values
obtained at differing FIO2 values, the PaO2/FIO2 ratio or
its reciprocal, the FIO2/PaO2 ratio, can be computed. It is
assumed, however, that these ratios remain constant with
changing FIO2 in the presence of lung disease, and that the
PaCO2 is constant. Since changes in PaCO2 result in
approximately reciprocal changes in PaO2, the status of
oxygen gas exchange is sometimes determined by calculat-
ing the alveolar–arterial oxygen tension difference
(AaDO2; A-a gradient), which controls for changes in oxy-
genation resulting from changes in the PaCO2. This is
performed by calculating the alveolar oxygen tension
(pAO2) using the alveolar air equation:

PAO2 ¼ ðPB � PH2OÞ � FIO2 � PACO2=R

þ ½PACO2 � FIO2 � ð1� RÞ=R�

where PB is barometric pressure, PH2O is water vapor
pressure, PACO2 is alveolar PCO2 tension, and R is the
respiratory gas exchange ratio. It is generally assumed
that the PACO2¼PaCO2 and that R is�0.8. After the PAO2

is computed using the alveolar air equation, the AaDO2 is

518 VENTILATORY MONITORING

10 20 30 40 50 60 70 80 90 100

mmHg

O2
P

0

10

20

30

40

50

60

70

80

90

100

P
er

 C
en

t S
at

ur
at

io
n 

of
 H

em
og

lo
bi

n

Figure 1. Oxyhemoglobin dissociation curve. The graph shows
the relationship between hemoglobin saturation and oxygen
tension. Above 60 mmHg, the curve becomes progressively
flatter so that little additional saturation occurs when the PO2

is <60–70 mmHg.



the difference between the PAO2 and the PaO2. AaDO2

changes with age, FIO2, and position. In a young, healthy
person breathing air at sea level, this value is usually 10
mmHg, and 100 mmHg on 100% FIO2.

The principal disadvantage to the aforementioned indi-
cators of oxygen gas exchange is that they all fail to account
for changes in cardiac output, confounding the interpreta-
tion of changes in these indicators in the presence of lung
disease. In general, impairments in oxygen gas exchange
can be quantified using a two-compartment model. As
shown in Fig. 2, mixed venous blood can be thought of
as either becoming fully oxygenated by the lungs or
‘‘shunted’’ through the lungs without receiving any oxygen.
The percentage of the total cardiac output (Qt) that is
‘‘shunted’’ (Qs) is termed the shunt fraction (Qs/Qt). Since
changes in Qt may result in changes in the oxygen content
of mixed venous blood (CvO2), arterial oxygenation may be
altered without any change in Qs/Qt (Fig. 3). Therefore, a
change in arterial oxygenation may be misconstrued as
resulting from an alteration in gas exchange in the lungs
when a change in cardiac output is actually responsible. To

circumvent this problem, Qs/Qt occasionally is calculated:

Qs=Qt ¼ C0cO2 � CaO2=C0cO2 � CvO2

where C0cO2 is the pulmonary capillary oxygen content.
Usually C0cO2 is calculated by assuming that the hemoglo-
bin in pulmonary capillary blood is fully saturated with
oxygen and that the pAO2reflects the amount of dissolved
oxygen in pulmonary capillary blood. Unfortunately, com-
putation of Qs/Qt requires the presence of a pulmonary
artery catheter for sampling of mixed venous blood, which
makes it unfeasible as a ventilatory parameter in many
patients. In the vast majority of patients, however, mea-
surement of the paO2 and, in some situations, the SaO2, will
provide satisfactory indicators of oxygen gas exchange.
Calculation of the aforementioned derived parameters
should be reserved for selected critically ill patients in
whom such information is necessary for their care.

Ventilation. Adequacy of ventilation is defined by the
levels of arterial pCO2 (paCO2) and pH. These parameters
are usually obtained from arterial blood gas samples, and
are normally 40 and 7.40 mmHg, respectively. Although
hypoventilation is defined as a paCO2 significantly >40
mmHg and hyperventilation is present when the paCO2 is
<40 mmHg, the appropriateness of the lung’s ventilatory
response is determined by the arterial pH. For example, in
the presence of a metabolic acidosis, hyperventilation is
appropriate if the pH approaches 7.40. However, the hyper-
ventilatory response would be considered inadequate if the
pH remained significantly <7.40.

Precise determination of the paCO2 and arterial pH can
only be obtained by sampling of arterial blood. Venous
pCO2 and pH occasionally can be used as indirect indica-
tors of arterial values, but this is not recommended since
these parameters also reflect cellular metabolism. Of more
use as a reflection of paCO2 are measurements of end tidal
pCO2 (petCO2). In normal individuals, the composition of
the gas at the end of a normal exhalation primarily repre-
sents gas originating from alveolar areas of the lung.
Therefore, the pCO2 of the gas at the end of a normal tidal
breath should approximate the alveolar pCO2 (pACO2).
Since the alveolar–arterial pCO2 gradient across the alveo-
lar capillary membrane is only 1–2 mmHg, petCO2 is a good
estimate of the paCO2 in normal individuals. In the
presence of lung disease, however, the distribution of
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Figure 2. Two-compartment lung model and shunt equation.
Conceptually, mixed venous blood either perfuses normal lung
and is completely oxygenated or is shunted past the lungs and
receives no oxygen. Both oxygenated blood and shunt blood
combine to form arterial blood.
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Figure 3. Effect of changes in mixed venous
oxygen content on arterial oxygen content in a
two-compartment lung model. (1) Assuming
that shunted blood flow equals 50% of the
cardiac output, mixture of shunted blood
with an oxygen content equal to 15 vol%
with oxygenated pulmonary capillary blood
equal to 20 vol% yields arterial blood with
an oxygen content of 17.5 vol%. (b) If the
shunt fraction remains 50% and the mixed
venous oxygen content decreases 10 vol%,
the arterial oxygen content decreases to
15 vol%.



ventilation becomes more uneven. In such situations, the
gas composition at the end of an exhalation is composed not
only of alveolar gas, but also of gas from poorly perfused or
nonperfused areas of the lung (dead space). Therefore, in
this situation the petCO2 will be lower than the paCO2.
However, even in situations where lung disease has caused
the petCO2 to be lower than the paCO2, observation of
trends in petCO2 may be useful for suggesting similar
changes in paCO2. For example, a slow increase in petCO2

in a patient with an acute pulmonary illness who is breath-
ing spontaneously would suggest that the patient was
beginning to hypoventilate. In addition, an acute increase
in the paCO2–petCO2 difference is indicative of an increase
in dead space ventilation such as what would be observed
with a pulmonary embolism. However, the most common
use of measuring the petCO2 is to assist in the recognition of
an esophageal intubation. In contrast to intubation of the
tracheal, inadvertent esophageal intubations are asso-
ciated with negligible amounts of CO2.

Estimates of the efficiency of CO2 gas exchange can be
obtained by measurements of expired minute ventilation
(VE) and dead space ventilation to tidal volume ratio (VD/
VT). In individuals without lung disease, a normal paCO2

can be maintained with a minute ventilation of �5–6 L/
min. Situations where a higher minute ventilation is
required to maintain a normal paCO2, suggests either that
there is increased ventilation to nonperfused areas of the
lung (dead space) or that the production of CO2 (VCO2) by
the body has increased. The latter can often be excluded on
clinical grounds (i.e., absence of fever, sepsis, hyperthyr-
oidism), but both the VD/VT and the VCO2 can be measured.
The VD/VT can be measured using the Enghoff modification
of the Bohr equation:

VD=VT ¼ paCO2 � pECO2=paCO2

where pECO2 represents the pCO2 in a sample of mixed
expired gas. The VCO2 is determined by measuring the
fraction of CO2 contained in a timed collection of expired
gas. Monitoring of VE, VD/VT, and VCO2 occasionally are
helpful in determining the efficiency of CO2 gas exchange
in patients where the etiology of their high minute ventila-
tion requirements is unclear.

METHODS AND DEVICES USED IN VENTILATORY
MONITORING

Measurement of Breathing Frequency, Airflow, and Lung
Volumes

Aside from visual observation, there are several automated
methods of continuously monitoring breathing frequency
and effort (Table 2). Since patients in the intensive care
unit are universally monitored for cardiac rhythm, one of
the most conveniently employed techniques is impedance
pneumography. This method is based on the principle that
electrical impedance across the chest wall varies with
inspiration and expiration (17). Chest wall impedance is
measured by passing a constant, sinusoidal, low intensity
current between two electrodes affixed to the chest wall.
Usually, impedance devices are incorporated into electro-
cardiogram electrodes, thus permitting the simultaneous

monitoring of cardiac rhythm and respiratory effort. Since
the relationship between changes in impedance and lung
volume are linear, it is possible to obtain measurements of
lung volume. However, because the relationship between
impedance and volume varies between patients (2.8–4.6 V/
L), a different calibration must be obtained for each
patient. While accurate measurement of lung volumes
has been obtained by some investigators (18), others have
observed poor reproducibility (17), which may be a result of
variability induced by the changing contribution of inter-
costal and diaphragmatic contraction with alterations in
body position. Therefore, most impedance devices are used
only qualitatively to assess the frequency and depth of
respiratory effort. In addition to their use in an intensive
care setting, impedance pneumograms are used as moni-
tors for sleep apnea studies (polysomnograms), and sudden
infant death syndrome diagnosis and monitoring (pneu-
mocardiograms and apnea monitors). Since impedance
pneumography only measures respiratory effort, however,
a major drawback is its inability to distinguish between
normal respiratory effort and respiratory effort associated
with airway obstruction.

A quantitative indicator of respiratory effort can be
obtained from measurements of pleural pressure. Usually,
this is performed indirectly by measurement of esophageal
pressure with an esophageal balloon and a pressure trans-
ducer. However, esophageal pressure measurements also
have been obtained using fluid filled catheters (19). With
the use of a properly sized and inflated esophageal balloon
or fluid catheter placed in the lower third of the esophagus
and with the patient in the sitting or lateral decubitus
position, esophageal pressures are accurate reflections of
pleural pressure. Measurements recorded in the supine
position are inaccurate because of artifacts produced by the
weight of the mediastinum. Although a commercial eso-
phageal balloon incorporated into a standard nasogastric
tube is available (20), recording of accurate pressures is
technically difficult in a research environment (7), and
even more so in a clinical setting. Nevertheless, esophageal
pressure measurements are continuously recorded as an
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Table 2. Measurement of Breathing Frequency,
Airflow and Lung Volumes

Breathing Frequency or Effort
Impedance pneumography
Pleural pressure measurements
Strain gages
Magnetometers
Intercostal and diaphragmatic electromyography
Inductance pneumography

Airflow
Thermistor flowmeters
Nasal pressure measurements
Fleish pneumotachograph
Variable orifice pneumotachograph
Ultrasonic flowmeters
Gas ionization
Oscillating vane spirometer
Mechanical spirometers
Infrared CO2 absorption
Mass spectrometry



index of respiratory effort in some sleep disorders labora-
tories. Otherwise, however, they are not frequently used
clinically for continuous monitoring. Direct measurement
of pleural pressure using a small catheter placed into the
pleural space has also been reported (21), but is not com-
monly performed.

Respiratory effort also can be monitored using strain
gauges (2) and magnetometers (22) placed around the chest
and abdomen. Magnetometers measure the change in
magnetic fields, produced by electrical coils placed on
opposite sides of the body. If expansion of the lungs can
be considered as a volume change with only 28 of freedom,
the rib cage being 18 of freedom, and the abdomen the
other, then lung volume changes are nearly linearly
related to changes in the anteroposterior diameters of
the chest wall and abdomen. Although the accuracy of
magnetometers is limited for the same reasons mentioned
for impedance devices, their reliability may be increased if
additional magnetometers are used to measure lateral
chest wall movement. However, for clinical purposes, both
strain gauges and magnetometers are not usually used for
quantification of tidal volume. Rather, these methods are
used primarily in sleep disorders laboratories for a quali-
tative estimate of respiratory effort.

Intercostal EMG measurements can be obtained by
placement of surface electrodes in the intercostal spaces
in the anterior axillary line, and can be employed as an
indicator of respiratory effort (2). However, when used in
diagnostic studies for sleep disordered breathing, intercos-
tal EMG activity may not be representative of respiratory
effort during rapid eye movement sleep because of the
inhibition of skeletal muscle tone during this stage of sleep.
Frequency analysis of the intercostals and diaphragm
EMG has been used by some investigators to study fatigue
of the respiratory muscles (23). Although EMG evidence of
respiratory muscle fatigue can be detected before clinical
findings of acute respiratory failure, routine application of
processed respiratory muscle EMG data to patient care has
not occurred.

A more reliable method of quantifying breathing fre-
quency and airflow is inductance pneumography. Similar
to magnetometers, this technique considers lung volume to
be a result of alterations in two compartments: the rib cage
and the abdomen. Therefore, the volume of each tidal
breath is theoretically attributable to the independent
movement of both these compartments. Hence, an inspired
volume will be equal to the sum of the volume changes from
both compartments. To measure the volume changes in
each compartment, bands of insulated wire coils are placed
around the chest and abdomen and held in place with a
mesh vest. With appropriate calibration, changes in induc-
tance of the coils are accurate reflections of both alterations
in lung volume, and the relative contributions of the chest
and abdomen to the volume changes (24). Clinical usage of
inductance pneumography has been limited primarily to
ventilatory monitoring for polysomnography.

There are several categories of devices available that
primarily measure airflow (Table 2). With many of these
devices, flow rate can be integrated over time to derive a
measurement of Vt or VC. Thermistor flow meters are
commonly used in sleep disorders laboratories, and in

portable ventilation monitors. These devices are based
on the principle that the resistance of a thermistor varies
with temperature (25). Using a Wheatstone bridge,
changes in resistance can be easily measured. The deter-
minants of heat transfer between the thermistor and a gas
are gas density and flow rate, and the temperature differ-
ence between the thermistor and the gas. In general, an
increase in gas flow cools the thermistor and increases
thermistor resistance, whereas a decrease in gas flow
has the opposite effect. By calibrating the resistance
changes to flow rate, quantitative measurements of flow
and volume can be obtained. Unfortunately, the changes in
resistance with airflow are nonlinear, and correlation with
directly measured airflow is relatively poor. Nevertheless,
less complex devices are frequently used in sleep disorders
laboratories to qualitatively assess airflow during polysom-
nography.

Flow rate can be calculated by measuring the pressure
difference between two sequential points. The most com-
monly used device employing this principle is the Fleish
pneumotachograph (25). With this device, airflow is direc-
ted through a mesh screen having little resistance. The
pressure drop across the screen is measured using a sen-
sitive differential pressure transducer. Over the flow range
for which the device has been designed, flow rate varies
with the pressure changes. Inaccuracies result from con-
densation of water vapor in the device, but can be pre-
vented by heating the pneumotachograph. The Fleish
pneumotachograph is primarily used in research applica-
tions although some mobile pulmonary function units
measure airflow using this device. The pressure difference
across a variable orifice also can be used to measure airflow
(25). With this device, flow is directed past an elastic flap
that acts as a variable orifice. As flow rate increases, the
flap opens larger. Similar to the Fleish pneumotachograph,
the pressure drop across the orifice is proportional to air-
flow.

Ultrasonic principles can be employed to monitor ven-
tilation in several ways (26). One method utilizes the
principle of vortex shedding. Devices using this principle
direct airflow past precisely sized struts creating vortices
within the gas stream. An ultrasonic transducer directs
sound waves through the air stream to a receiver. These
sound waves are interrupted by the formation of vortices
within the gas stream. The rate of vortex formation is
proportional to airflow. Another method is based on the
transit time of an ultrasonic burst between two crystals
placed at an angle to the direction of gas flow. Frequencies
between 3 and 10 MHz are transmitted, and the transit
time can be related to airflow. Advantages of ultrasonic
flowmeters are that no moving parts are present, and that
there are no problems with condensation in the system.

Ionization of gases by a radioisotope (americium 241)
has been proposed as a method of measuring airflow (27).
With this technique, gases are ionized by alpha particles
emitted by the radioisotope. The alpha particles displace
electrons from some of the gas molecules, leaving them
positively charged. A downstream electrode measures the
amount of ionized particles reaching it. Since the ionized
gas particles quickly neutralize themselves by recombina-
tion, the number of ionized gas particles reaching the
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downstream collector is proportional to the gas flow rate.
Similar to ultrasonic devices, potential advantages of this
technique are the absence of moving parts, and the lack of
interference from condensation in the system.

Interruption of a light beam by a small flapping vane in
the gas stream has been used to measure airflow. With this
device gas flow oscillates a flapping vane in the gas stream
(25). Oscillation of the vane interrupts a light beam from a
photoelectric cell. As air flow increases, the frequency of
oscillation of the vane and, consequently, the frequency of
interruption of the light beam increase. A disadvantage of
this type of device is that high flow rates and condensation
can cause malfunction.

Airflow can be measured by a variety of mechanical type
devices (25,26). The most common example of this category
used at the bedside is the Wright Respirometer. This
device, and others that are quite similar, direct gas flow
through rotating vanes. The vanes, which spin with the
flow of gas, are connected through a series of gears to a
calibrated dial. The dials on these devices usually are
calibrated to measure Vt, VC, and V, but not flow rate.
An exception is the Wright Peak Flow Meter, which also
uses the principle of gas hitting a rotating vane. However,
this device is calibrated to measure flow rate and has a
brake that keeps the needle indicator on the highest flow
rate obtained until the device is reset. The main disadvan-
tage of these devices is that undermeasurement of airflow
occurs at flow rates <3–4 L/min and that the units can be
damaged if flow rates are >300 L/min. Nevertheless, their
compact size makes them attractive to use.

An indirect estimate of airflow through the nose can be
obtained by measuring changes in nasal presssure using a
simple oxygen cannula and a pressure transducer.
Changes in nasal pressure correlate well with airflow. In
addition, flattening of the peak of the nasal pressure tra-
cing during inspiration is indicative of elevations in upper
airway resistance. However, it is susceptible to artifact due
to mouth opening that results in signal loss. This technique
is increasingly used during polysomnography.

A qualitative estimate of breathing frequency and air-
flow can be obtained by monitoring expired CO2. Since
inspiratory gas has negligible amounts of CO2, the expira-
tory phase of breathing is marked by the appearance of
measurable amounts of CO2 in the exhalate. Periods dur-
ing the ventilatory cycle where no CO2 is detected indicate
the presence of apnea. Carbon dioxide in respiratory gases
is usually monitored with an infrared (IR) absorption
system or a mass spectrometer (see below). The most
common application of the qualitative monitoring of
expired CO2 is in sleep disorders laboratories where the
absence of expired CO2 is a marker for apneic episodes.

Measurement of Oxygen in Blood

Development of the polarographic pO2 electrode by Dr.
Leland Clark in 1953 revolutionized the diagnosis and
treatment of patients with impairments in oxygen gas
exchange. Today, measurement of arterial oxygen tension
is nearly as common place as determination of the hema-
tocrit and can be performed using a modern blood gas
analyzer within a minute. The standard pO2 electrode

consists of a platinum cathode sealed in a glass tip and a
silver or silver–silver chloride anode. Electrical contact
between the anode and the cathode is made by placing
them both in a potassium chloride and hydrogen phosphate
buffer solution. The blood sample to be analyzed is sepa-
rated from the electrodes by a gas permeable membrane
(polypropylene, Teflon, or Mylar). A constant polarizing
voltage is applied between the anode and cathode. Oxygen
in the blood sample diffuses across the membrane and
combines at the cathode with water and electrons in the
electrolyte to form hydroxide ions. The hydroxide ions then
are attracted to the anode where electrons are transferred
to form silver oxide and water. The current represented by
the transfer of electrons at the anode is proportional to the
oxygen tension in blood (28).

Blood samples for measurement of oxygen tension
usually are obtained from indwelling intravascular cathe-
ters or percutaneous needle puncture of a vessel. However,
an estimate of paO2 sometimes can be obtained from capil-
lary samples. Warming the skin to induce vasodilation in
skin capillaries will cause the pO2 in these capillaries to
approach arterial levels, so-called arterialization. A small
amount of this arterialized blood can be obtained by per-
forming a skin prick in the area that was heated, and
collecting the blood with a capillary tube. The sample then
can be analyzed in a blood gas analyzer designed to accom-
modate small samples. In infants, such samples frequently
are obtained from the heel (‘heel stick blood gases’). How-
ever, blood gas tensions obtained in this manner are less
accurate than direct arterial sampling, and may be inac-
curate in situations where skin perfusion is poor (29).

Although the intermittent sampling of arterial and
mixed venous blood for oxygen tension is now considered
an essential element in the care of critically ill patients in
intensive care units, continuous monitoring may be more
desirable in very unstable patients. In the late 1970s, a
device incorporating a sampling catheter attached to a
portable gas chromatograph was introduced into clinical
use (30). With this device, a 0.7 mm external diameter
probe was inserted through a standard 18-gauge arterial
pressure monitoring catheter. The probe consisted of a
chamber made from heparin-bonded gas-permeable rubber
that was connected through tubing to the gas chromato-
graph. Oxygen and carbon dioxide were allowed to diffuse
from the blood into the probe, and then were carried by
helium in the tubing to the chromatograph for analysis.
Both pO2 and pCO2, which represented the average values
of the previous 3.5 min, were displayed every 4 min.
Although reasonably accurate, the device was not a com-
mercial success in part because of the requirement that the
probe be inserted into an 18-gauge catheter in comparison
to the smaller and more commonly used 20-gauge catheter.
Continuous pO2 monitoring also can be performed using
miniature Clark-type electrodes inserted intravascularly.
One such device has an external diameter of 0.65 mm,
making it suitable for insertion into a peripheral artery in
adults (31). In addition, these devices have been used to
continuously monitor pO2 circulating externally in heart–
lung oxygenators during cardiac bypass surgery. Although
potentially attractive for monitoring patients with a very
unstable respiratory status, continuous intravascular pO2
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monitoring has yet to find any substantial clinical accep-
tance.

A continuous approximation of oxygen tension in
arterial blood also can be obtained by measuring trans-
cutaneous oxygen tensions (Tc pO2). Using a small polaro-
graphic oxygen electrode operating on a principle similar
to that employed in a standard blood gas analyzer, the
tension of oxygen diffusing through the skin can be mea-
sured. In infants, when the skin is heated to 40 8C, the
Tc pO2 approximates the paO2, and can be used as an
indicator of arterial oxygenation. However, the response
time of the electrode is relatively slow (95% response time
50–100 s). In adults, skin thickness is greater, and the
amount of O2 able to diffuse to the skin surface is less.
Therefore, the Tc pO2 in adults is significantly less than
the paO2 (32). In addition, Tc pO2 measurements are
affected by skin perfusion. When perfusion of the skin
falls, as would occur with any condition producing a
decrease in cardiac output, Tc pO2 becomes perfusion
dependent. In this situation, a decrease in cardiac output
results in a decrease in Tc pO2 that may not be related to a
change in paO2.

Oxygen tension measured from the conjunctiva using a
small polarographic electrode has been shown to reflect the
paO2 in the absence of hemodynamic impairment. Con-
junctival pO2 values generally range from 50 to 75% of
simultaneously measured paO2 values. However, when
blood flow to the eyelid is diminished, conjunctival pO2

measurements are more accurate indicators of changes in
peripheral perfusion than approximations of oxygen gas
exchange (33). Although measurements of pO2 in the con-
junctiva and the skin appear to monitor similar physiolo-
gical changes, there are several advantages of measuring
the pO2 of the conjunctiva instead of the skin. First, since
the conjunctiva lacks a keratinized surface and has its
capillary bed lying just below its surface, it is not necessary
to supply extrinsic heating. Second, the capillaries supply-
ing the conjunctiva are branches of the ophthalmic artery,
which in turn is a branch of the internal carotid artery.
Therefore, measurements of the conjunctival pO2 may
represent a method of indirectly monitoring cerebral per-
fusion and oxygenation. Last, variability in values result-
ing from using different skin sites is not a factor in
conjunctival pO2 measurements.

The oxygen saturation of hemoglobin in blood can be
calculated from the pO2, pH, and pCO2 of the blood sample
and the body temperature using a standard nomogram
(34), or directly measured using an oximeter. However,
use of calculated values is strongly discouraged since they
do not account for such factors as the level of carboxyhe-
moglobin or shifts in the oxyhemoglobin dissociation curve
resulting from changes in 2,3-diphosphoglycerate. The
latter is a phosphate compound that can shift the oxyhe-
moglobin dissociation curve independently of pH, pCO2,
and temperature. Oximeters measure oxygen saturation
by applying observations made by both Lavoisier and
Priestly in 1774 that the color of blood and atmospheric
oxygen were related. Subsequently, techniques were
developed that allowed determination of the concentra-
tions of different species of hemoglobin by measuring
differences in their absorption or reflection of light to

different wavelengths. Current blood oximeters pass at
least two wavelengths of light through the blood sample to
a photodetector whose output is used to calculate absor-
bances. The oxygen saturation can then be determined by
the relative absorbances of each wavelength. Usually,
when measuring the relative amounts of saturated or
oxyhemoglobin and unsaturated or deoxyhemoglobin,
wavelengths of light are chosen so that, with at least
one wavelength, the absorbance difference between the
two is maximum, and with the other wavelength, the
difference approaches zero.

In addition to performing oximetry directly on blood
samples, indwelling fiberoptic probes are now available
that permit continuous monitoring of the oxygen satura-
tion in mixed venous and umbilical artery blood. In the case
of continuous monitoring of mixed venous oxygen satura-
tion, the fiberoptic probe is incorporated into a flow-direc-
ted pulmonary artery catheter. Therefore, pulmonary
artery pressures and cardiac outputs can be obtained
simultaneously with mixed venous oxygen saturation.
When compared to oxygen saturation measurements
obtained with intermittent blood sampling, these devices
have been shown to measure oxygen saturation quite
accurately (35). Although continuous monitoring of arter-
ial saturation with such devices is possible, there has not
been a large demand for this clinical application since
noninvasive methods of measuring arterial oxygen satura-
tion are available (see below), and because there does not
appear to be notable clinical utility for measuring mixed
venous oxygen saturations continuously. The principle
involved with continuous monitoring of oxygen saturation
using fiberoptic probes is reflection oximetry. A fiberoptic
bundle transmits light of several different wavelengths
down the bundle to the blood where light reflected by
hemoglobin is transmitted back to a photodetector through
a separate fiberoptic bundle. The amount of light reflected
by the different wavelengths then can be converted into
hemoglobin saturation.

Oxygen saturation can be continuously monitored non-
invasively in vivo using principles similar to that employed
with blood oximeters. The earliest of these devices (Hewlett
Packard Ear Oximeter) measures the oxygen saturation of
blood flowing through the ear lobe. The technique involves
heating the ear to arterialize the blood flow and measuring
the optical transmittance of light passed through the ear at
8 wavelengths in the 650–1050 nm range. Oxygen satura-
tion can be computed using a model based on the Beer–
Lambert law (36), which states that the absorbance for any
wavelength of light is a function of the layers, concentra-
tion, and thickness of absorbers. Using the model and
converting absorbance to transmittance allows for calcula-
tion of the oxygen saturation. The major clinical disadvan-
tage of this device was its bulkiness, and the requirement
that it be placed on an ear lobe. More recently, a variety of
pulse oximeters have been introduced into clinical use (37).
With pulse oximeters, any pulsating arterial vascular bed
such as a fingertip, is placed between a light source trans-
mitting different wavelengths and a detector. Expansion
and relaxation of the vascular bed by the arterial pulsa-
tions alter the length of the light path. The amount of the
light detected therefore varies, and this results in the
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production of a plethysmographic waveform. The ampli-
tude of the waveform is a function of the wavelengths of
light used, the hemoglobin saturation, and the size of the
pulse changes. Since the wavelengths of light used are
known, beat-to-beat arterial oxygen saturation can be
calculated using the magnitude of the pulse changes and
a mathematical model based on the Beer–Lambert law.
Current pulse oximeters are quite compact, and can be
used for ambulatory and home monitoring. In comparison
to ear oximeters, they also provide continuous monitoring
of the arterial pulse rate. Their use in clinical medicine has
proliferated exponentially. The major disadvantage to both
ear and pulse oximeters is the inability to measure arterial
saturation in low cardiac output states when tissue perfu-
sion is impaired.

The oxygen content of blood can be calculated from the
hemoglobin concentration, the saturation of hemoglobin
with oxygen, and the pO2 in the blood sample, as previously
described for the arterial oxygen content. In most situa-
tions, calculated oxygen contents are used when determi-
nation of oxygen contents is required. However, devices
and approaches have been developed to directly measure
oxygen content. In one approach that is used commercially,
the hemoglobin is lysed to release all of the oxygen in the
sample into solution. The amount of oxygen is then ana-
lyzed using one of a variety of techniques (see below) More
cumbersome and difficult is to measure oxygen content by
carbon monoxide displacement, or by volume extraction
and manometric measurement. The first technique
involves displacement of oxygen in the sample to be ana-
lyzed by addition of carbon monoxide, and subsequently
measuring the increase in pO2 in the resultant mixture
(38). The second technique, described by Van Slyke and
Neill (39), involves extraction of the gas from solution with
various reagents over mercury, creating a Torricellian
vacuum, and measuring pressure changes with a man-
ometer. Both of these techniques are seldomly used today
and are primarily of historical interest.

Measurement of Oxygen in Gas

Several techniques are available to measure the concen-
tration of oxygen in gas:

Paramagnetic analyzers

Electrical analyzers

Galvanic fuel cell

Polarographic gas analyzers

Ionized oxygen electrode

Scholander volumetric technique

Gas chromatography

Mass spectrometry

Paramagnetic analyzers use the principle that oxygen
alters a magnetic field when introduced into it (40). With
one such device, oxygen introduced into the magnetic field
causes a glass dumbbell, filled with nitrogen and sus-
pended in the field, to rotate. The amount of rotation of
the dumbbell is proportional to the percentage of oxygen
concentration. Since the alteration in the magnetic field is

a response to the amount of oxygen present in the sample
gas, a paramagnetic analyzer more accurately reflects the
partial pressure of oxygen rather than the oxygen percen-
tage.

Electrical oxygen analyzers compare the resistance of a
wire in a reference gas to that of a wire in contact with the
sample gas using an electrical current that is proportional
to the number of oxygen molecules in the Wheatstone
bridge apparatus (40). As the oxygen concentration in
the sample gas increases, the resistance of the wire
decreases, allowing more current to flow through the wire
in contact with the sample gas in the Wheatstone bridge.
This phenomenon occurs because oxygen, having a greater
mass than nitrogen, cools the wire and decreases its resis-
tance. These devices are sensitive to the presence of gases,
other than oxygen and nitrogen, that have a high mass. For
example, significant concentrations of carbon dioxide will
result in a falsely high oxygen percentage. Since it is the
resistances between a sample gas and a reference gas that
are being compared, electrical analyzers more accurately
reflect oxygen percentage rather than oxygen partial
pressure.

Another commonly used type of oxygen analyzer is the
galvanic fuel cell (26,40). With this type of device, a
semipermeable membrane separates the gas sample
from an hydroxide bath. The bath consists of a lead
anode and a gold cathode. Oxygen diffuses across the
membrane where electrons from the gold electrode and
water in the bath combine with the oxygen to form hydro-
xyl ions. The hydroxyl ions are then attracted to the anode
where another chemical reaction occurs that yields lead
oxide, water, and electrons. The released electrons
produce an electric current that is proportional to the
concentration of oxygen in the sample gas. Fuel cell
devices sense the amount of oxygen molecules in a sample
gas, and therefore most accurately sense oxygen partial
pressure. Their readings are adversely affected by exces-
sive moisture, gas under high pressure such as with PEEP,
and altitude.

The polarographic principle used in the pO2 electrode of
a blood gas analyzer also can be applied to measurement of
oxygen in a gas (40). In fact, many blood gas analyzers will
allow processing of gas samples, thus providing an alter-
native method of measuring the pO2 in a small gas sample.
Factors adversely affecting polarographic units are the
same as those for fuel cell devices. In addition, polaro-
graphic units most accurately reflect partial pressure.
Although both fuel cell and polarographic-type devices
utilize positive and negative electrodes and measure the
current generated by an electrochemical reaction with
oxygen, a faster response time is observed with polaro-
graphic units because their electrodes are polarized with a
battery. However, the electrodes with galvanic units may
have greater longevity.

Another method of measuring the concentration of oxy-
gen in a gas is the use of an ionized oxygen electrode. With
this technique, a thin coating of platinum is layered on both
sides of a zirconium oxide ceramic tube that is permeable to
oxygen. When the tube is heated to a high temperature, O2

is ionized to O2
�. The zirconium oxide tube becomes selec-

tively permeable to these ions, and an electrical potential is
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generated between the two platinum surfaces that is pro-
portional to the oxygen concentration outside the tube (4).

The most cumbersome method of measuring oxygen
concentration in a gas is the Scholander volumetric tech-
nique (41). With this technique, volume changes in the
sample gas are measured as the various gaseous compo-
nents are absorbed from the sample. This method is of little
clinical utility for continuous monitoring of oxygen concen-
trations, but is an important reference technique against
which more portable units can be compared.

Another, uncommonly used, gas analytical technique in
clinical medicine is gas chromatography. With this method,
the gas sample to be analyzed is added to the flow of a
carrier gas. The carrier gas (usually helium) transports the
sample through a column that contains material having a
differential affinity for the components of the sample. The
column impedes the passage of components with higher
affinities, and therefore separation of the components
occurs. After passage through the column, the components
of the gas sample can be measured using a nonspecific
sensor. Usually, this is done by detecting changes in ther-
mal conductivity induced by the components of the gas
sample, but other types of sensors also can be employed
(42). Gas chromatography is an accurate method for ana-
lyzing O2, CO2, and anesthetic gas concentrations. How-
ever, the slow response time (minutes) is a major
drawback. Nevertheless, it has been used for in vivo mea-
surements of arterial pO2 (see the section Measurement of
Oxygen in Blood).

The most expensive, but also most versatile technique to
analyze oxygen and other gases is mass spectrometry (MS)
(4,26). With MS, the sample gas is passed through an
electron gun that ionizes the gas particles. The ionized
gas particles are then drawn into a magnetic field, where
the particles are deflected toward a collection plate. The
larger the mass of the gas particle, the farther it will travel
down the collection plate. The collection plates count the
number of particles of each molecular mass impacting on
the plate over time. From this information, the relative
composition of the sample gas can be computed. Mass
spectrometers are quite accurate, but very expensive. How-
ever, one unit can be used to sample gas from multiple
sources in a similar way to the method a mainframe
computer uses to perform multiple tasks. Such arrange-
ments are used in some operating rooms and intensive care
units.

Measurement of pH and Carbon Dioxide in Blood

Measurement of the pH of blood or another body fluid such
as pleural fluid is performed using a pH electrode (Fig. 5).
With all pH electrodes, a sample of unknown pH, such as
one containing arterial blood, is placed on one side of a pH
sensitive glass membrane and a reference pH solution is in
contact with the other side. A potential difference develops
that is proportional to the pH difference of the two solu-
tions. Since the pH of the reference solution is known, the
pH of the sample can be calculated. The actual pH electrode
consists of two separate electrodes—a pH-sensitive glass
electrode and a reference electrode. Components of the pH
sensitive electrode are a silver–silver chloride wire con-
nected to a voltmeter surrounded by a chloride ion buffer
with a pH of�6.8, and a pH-sensitive glass membrane. The
reference electrode is constructed so that a platinum wire
attached to a voltmeter is in contact with a mercury
chloride paste. A 20% potassium chloride solution is used
as a wetting agent to insure that the platinum wire main-
tains contact with the paste. The pH and the reference
electrodes are placed in proximity so that the sample is
introduced on one side of the pH-sensitive membrane with
the buffer of known pH on the other side.

The pCO2 electrode is actually a modification of the pH
electrode. With the pCO2 electrode, a pH-sensitive glass
electrode and a reference electrode are in contact with an
electrolyte solution behind a gas-permeable membrane.
When a sample is placed on the opposite side of this
membrane, CO2 diffuses across the membrane in both
directions and equilibrates with the electrolyte solution.
Hydration of the CO2 results in the production of carbonic
acid and a consequent increase in hydrogen ion activity.
The pH electrode detects the change in hydrogen ion con-
centration and develops a voltage change that is propor-
tional to the pCO2 in the sample.

Whereas reliable methods are available to conti-
nuously monitor oxygenation in blood, there are few tech-
niques that are currently used to measure pCO2.
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Intravascular pCO2 has been measured using a portable
gas chromatograph as previously described (30). However,
an intravascular sensor using optode technology (see
below) to measure pCO2 and pH, and a miniaturized
intravascular Clark pO2 has been successfully used in
humans (43). Devices to measure transcutaneous pCO2

(Tc pCO2) are commercially available, and employ a small
pCO2 electrode similar to that used in a standard blood gas
analyzer (44). In general, Tc pCO2 values are higher than
corresponding paCO2values. Similar to Tc pO2 measure-
ments, the Tc pCO2 is adversely affected by changes in
skin perfusion, and the response time of the electrode is
slow (63% response time: 2 min) (31).

Measurement of Carbon Dioxide in Gas

For monitoring purposes, determination of the concentra-
tion of CO2 in a gas is necessary for calculations of VD/VT,
VCO2, and measurement of petCO2. In addition, it is
required in pulmonary function laboratories for perfor-
mance of CO2 and O2 response testing. Mass spectrometry
(see the section Measurement of Oxygen in Gas) is a rapid
and accurate method of measuring the concentration of
CO2 in a gas, and also is adaptable to measuring gas
samples from multiple sources at a central location. How-
ever, mass spectrometers are very expensive and not gen-
erally portable. The major alternative method of
measuring the concentration of CO2 in a gas is by IR
absorption. This technique is based on the principle that
all gases whose molecules contain either more than two
atoms (e.g., CO2 or SO2) or two atoms of different elements
(e.g., CO) will absorb IR radiation. With an IR CO2 analy-
zer, IR radiation is directed through the gas sample to be
analyzed where the sample absorbs a small amount of
energy. After passing through the sample, the remainder
of the IR radiation is directed into another chamber con-
taining pure CO2 where the rest of the energy is absorbed.
Absorption of IR energy generates heat that can be easily
quantified. As the concentration of CO2 in the gas sample
increases, less IR radiation will reach the second chamber
that contains pure CO2. Therefore, the heating effect mea-
sured in this chamber will be inversely proportional to the
concentration of CO2 in the gas sample (45). Unfortunately,
if a gas sample contains two different gases that can absorb
IR energy, the analyzer will be unable to distinguish
between the concentrations of the two gases. This problem
occasionally arises during monitoring of petCO2 during
nitrous oxide anesthesia. However, placing a chamber
filled with nitrous oxide between the IR radiation source
and the gas sample to be analyzed will filter out any IR
absorption secondary to nitrous oxide.

Practical and Technical Considerations in Blood Gas Analysis

Currently manufactured blood gas analyzers incorporate
pO2, pCO2, and pH electrodes into a single blood gas
analyzer unit so that a blood sample can be analyzed
simultaneously for all three parameters. There are several
practical considerations in the collection of blood samples
for blood gas analysis. First, care should be exercised in the
collection of the sample to eliminate air bubbles and not
use excessive amounts of anticoagulant. Heparin, a com-

monly used anticoagulant, is acidic. Excessive amounts
therefore will decrease the pH and increase the pCO2

artifactually. Large air bubbles will produce a decrease
in pCO2 as CO2 diffuses into the bubble. Oxygen tension
will either increase or decrease depending on whether the
pO2 of the sample is higher or lower than the pO2 of the air
bubble. Second, plastic syringes have been observed to
perform equally as well as glass syringes provided that the
analysis is undertaken within an hour of obtaining the
sample. Third, samples should be placed in ice for trans-
port immediately after being obtained to minimize meta-
bolic consumption of oxygen by white blood cells. This may
be a cause of spurious hypoxemia in patients with leuke-
mia, who may have pathologically elevated white blood
cell counts. Fourth, the patient’s temperature should be
noted so that correction for the effect of temperature on the
relative solubility of oxygen in blood can be made. Several
technical factors may introduce error into blood gas ana-
lysis. Since oxygen electrodes generally are calibrated
using a gas with a pO2 between 130 and 150 mmHg,
measurement of a sample with a higher pO2 may be in
error. In such cases, the electrode should be recalibrated
with tonometered blood containing a high pO2 prior to
analysis. In addition, the sample chamber should be
flushed with 100% oxygen to leach out any residual wash
fluid containing a low oxygen tension. Most blood gas
analyzers perform their measurements at a temperature
of 37 8C. Variation of the temperature in the sample
chamber will alter pH by 0.015 units, pO2 by 7%, and
pCO2 by 4.5% for each degree of temperature change.

Alarms. Alarms are used during ventilatory monitor-
ing to either signal the occurrence of life-threatening con-
ditions, or indicate the presence of conditions that may not
be immediately life-threatening, but are abnormal. Apnea
and ventilator disconnection are the most common clinical
situations where life-threatening alarms are used. Apnea
is detected by monitoring parameters that indicate either
absence of ventilatory effort or airflow. However, devices
that only detect ventilatory effort such as impedance pneu-
mographs may not be able to distinguish normal respira-
tory effort from respiratory effort during an obstructive
apneic event. Therefore, detection of apnea by monitoring
airflow is more sensitive. Ventilator disconnection can be
monitored by either a low inspiratory-airway-pressure
alarm or a low exhaled-volume alarm. On many current
model ventilators, both parameters are monitored. In
situations where alarms are used to signal life-threatening
events, alarms should be designed such that it is not
possible to silence them except for very short periods of
time. Otherwise, alarms may be inadvertently left off, and
the patient placed at risk.

Inspired oxygen concentration and high airway pres-
sure are two other important parameters that are fre-
quently monitored on a continuous basis. With respect to
inspired oxygen concentration, it is important to differenti-
ate between alarms that monitor the gas pressure deliv-
ered to a device and alarms that actually sense oxygen
concentration. In the first situation, true oxygen concen-
tration is not being measured and in the unlikely situation
where an oxygen source becomes contaminated with
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another gas, such an alarm would not sound. High pressure
alarms on mechanical ventilators not only detect when
airway pressure exceeds a certain level, but they also
provide a feedback signal to terminate inspiration so that
the alarm pressure is not exceeded. Alarms can be used on
almost any device used for continuous ventilatory monitor-
ing. However, too many alarms can be ill-advised. If alarms
are constantly sounding, all alarms, including life-threa-
tening ones, tend to be ignored.

Evolving Technology in Ventilatory Monitoring. In vivo
continuous measurement of O2, CO2, pH, and other sub-
stances in the future may be clinically useful using optode
technology (46,47). An optode is a fiberoptic light bundle
coupled to a microcuvette where a chemical reaction can
occur. For example, the substance to be analyzed diffuses
through a semipermeable membrane into the cuvette
whereupon a chemical reaction would be initiated. The
chemical reaction would produce a change in the optical
properties of the reagent in the cuvette that would be
detected by light directed along the fiberoptic light bundle.
Wavelength specific absorbance can be used to quantify
paCO2 and pH, and fluorescence is useful for paO2, as well
as paCO2 and pH. Imprecision of the paO2 sensor has led to
a hybrid probe, with a miniaturized Clark pO2 electrode
combined with absorbance paCO2 and pH sensors, as well
as a thermocouple for temperature measurement (43).
Clinical challenges for continuous on line measurement,
utilizing an in vivo placement, primarily deal with inac-
curacies of paO2 measurement secondary to arterial wall
contamination or limited blood flow because of thrombus
formation and vasospasm. In addition, probe longevity and
cost, as well as pulse pressure dampening over time, have
been issues. Because of these problems, an on demand ex
vivo placement in the arterial line has been tested and has
sufficient accuracy, but does not have the advantage of
continuous measurement (48).

The ion selective electrode (ISE) or the field effect
transistor-based chemical sensor (ISFET) are other new
methods of continuously monitoring pH and pCO2 that
may become feasible in the future (47,49). With both these
devices, the ion to be analyzed is isolated from the blood
using an ion selective membrane. An ISE consists of an
electrode surrounded by a buffer solution that is separated
from a biological fluid or tissue by an ion-selective mem-
brane. The electrical potential at the measurement elec-
trode is compared to that of a reference electrode, and the
potential difference is proportional to the concentration of
the ion being measured. The ISFET is an insulated gate
field-effect transistor without a metal electrode at the
gate. Measurement of the concentration of a specific ion
is a function of modulation of current flow within the
semiconductor induced by the ion in the surrounding
biological tissue or fluid. However, similar to optodes, both
the ISE and the ISFET are still in the early developmental
stages. Current problems include long-term stability,
ambient light and temperature sensitivity, and interfer-
ence from extraneous ions. With both the ISE and ISFET,
control thrombus formation on the probe remains a pro-
blem. In addition, an adequate O2 sensor has not been
developed.

Although novel methods of ventilatory monitoring are
being developed or are currently under investigation, per-
haps the greater challenge will not be to simply prove
efficacy. Rather, given the economics of healthcare deliv-
ery, the cost-effectiveness of any new device or technique
on patient care will need to be unequivocally demonstrated
for it to be clinically adopted.

BIBLIOGRAPHY

1. Burrows B, Knudson RJ, Quan SF, Kettel LJ. Respiratory
Disorders–A Pathophysiologic Approach. Chicago, IL: Year
Book Medical Publication; 1983. p 69–93.

2. Kryger MH. Monitoring Respiratory and Cardiac Function.
In: Kryger MH, Roth T, Dement WC, editors. Principles and
Practice of Sleep Medicine. Philadelphia: W.B. Saunders;
1989. p 984–993.

3. Suter PM, Fairley HB, Isenberg MD. Optimum end-expira-
tory airway pressure in patients with acute pulmonary fail-
ure. New Engl J Med 1975;242:284–289.

4. Severinghaus JW. Monitoring anesthetic and respiratory
gases. In: Blitt CD, editor. Monitoring in Anesthesia and
Critical Care Medicine. New York: Churchill-Livingstone;
1985. p 265–290.

5. Fallat RJ. Respiratory monitoring. Clin Chest Med
1982;3:181–194.

6. Hyatt RE, Scanlon PD, Nakamura M. Interpretation of Pul-
monary Function Tests. Philadelphia: Lippincott Williams
and Wilkins; 1997. p 103–109.

7. Agostoni E. Mechanics of the pleural space. Physiol Rev
1972;52:57–125.

8. Comroe JH, Forster RE, Dubois AB, Briscoe WA, Carlsen E.
The Lung. Chicago, IL: Year-Book Medical Publishers; 1962.
p 178–190.

9. Murray JF. The Normal Lung. Philadelphia, PA: Saunders;
1976. p 104–105.

10. Bone RC. Thoracic pressure–volume curves in respiratory
failure. Crit Care Med 1976;4:148–150.

11. Matamis D, Lemaire F, Rieuf P. Augmentation de la capacité
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INTRODUCTION

The visual field is the total area where objects can be seen
in the peripheral vision while the eye is focused on a central
point. Visual field testing is a critical part of the eye
examination and is mandatory for the detailed evaluation
of unexplained visual loss. Of the various reasons for
conducting a visual field examination, the most common
disorder is glaucoma. In glaucoma, field testing is essential
not only to establish the diagnosis, but also to follow-up and
determine the effectiveness of treatment. There are var-
ious modalities available for visual field testing customized
to particular eye disorders. This article provides a concise
review of the various methods of visual field testing and
there applications for clinical and research purposes.

METHODS OF VISUAL FIELDS TESTING

There are various ways of testing the visual field (1). It can
be done in a simple manner in the clinic or may involve
sophisticated equipments. The commonly used modalities
are described below.

1. Confrontation visual field exam: It is a quick
evaluation of the visual field done by a physician
sitting directly in front of you. With one eye covered,
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the patient is asked to look at the examiner’s eye. The
patient has to alert the examiner when they can see
the examiners hand in the various zones on the nasal,
temporal, superior, and inferior aspect while still
looking at the examiner’s eye. This is a simple
method of testing in the clinic and can detect gross
visual field loss, such as hemifield loss.

2. Amsler grid: It is a quick method of self-assessment
of the central 108 of the visual field. It consists of
small squares of 1� 1 mm with a central dot as shown
in Fig. 1. After wearing the necessary correction, the
Amsler grid is held at 14 in. (35.56 cm) from the eye
and the central dot is focused. If any changes in the
patterns of adjacent lines or squares are disrupted, a
visual defect is suspected. It can detect small central
or para-central visual defects called as scotoma espe-
cially in disorders of macula.

3. Tangent screen exam: The patient is asked to sit 3
ft. (91.44 cm) from a screen with a target in the
center. While staring at the target, the patient alerts
the examiner on visualizing an object brought into
their peripheral vision. This helps in mapping the
extent of peripheral vision.

4. Perimetry: It is a systematic measurement of the
total area where objects can be seen in the peripheral
vision while the eye is focused on a central point. The
two most commonly used modalities of perimetry are
Goldmann kinetic perimetry and threshold static
automated perimetry.

Perimetry

There are two types of perimetry based on the stimulus
characteristics (1). In kinetic perimetry, a stimulus is
moved from a nonseeing area of the visual field to a seeing
area along a set meridian. The procedure is repeated with

the use of the same stimulus along other meridians spaced
at every 158. In static perimetry, the size and location of the
stimulus remain constant. The retinal sensitivity at a
specific location is determined by varying the brightness
of the stimulus. Based on the measurements from perime-
try the normal visual field is defined as the area perceived
by a fixating eye extending� 608 into the superior field, 758
into the inferior field, 1108 temporally, and 608 nasally.
This creates an island of vision with a steep central peak
that corresponds to the fovea, the area of greatest retinal
sensitivity. The shape of the island is defined by conducting
measurement at various locations in the field of vision
(Fig. 2).

Goldmann Perimetry

The Goldmann perimeter (1) is the most commonly used
instrument for manual perimetry. It is a calibrated bowl
projection instrument with a background intensity of 3 1.5
apostilbs (asb). The size and intensity of targets can be
varied to plot the visual field kinetically and to determine
local static thresholds. The stimuli used to plot a visual
field are identified by a Roman numeral, a number, and a
letter. The Roman numeral represents the size of the
object, from Goldmann size 0 (1/16 mm2) to Goldmann size
V (64 mm2). Each size increment equals a twofold increase
in diameter and a fourfold increase in area. The visual field
corresponding to each stimulus size is called as isopter.
The Goldmann visual field testing is primarily used for
determining field defects caused by disorders of the brain
(neuroophthalmology). However, the reliability of field
mapping depends on the expertise of the operator (peri-
metrist).

Automated Perimetry

The introduction of computers and automation lead to the
development of a new generation of perimeters (1). These
enabled static testing in an objective and standardized
fashion with minimal perimetrist bias. A quantitative
representation of the visual field can be obtained more
easily than with manual testing. The computer allows
stimuli to be presented in a pseudorandom, unpredictable
fashion.

Patients do not know where the next stimulus will
appear, so fixation is improved, thereby increasing the
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reliability of the test. Random presentations also increase
the speed with which perimetry can be performed, and
thereby bypass the problem of local retinal adaptation.
Static computerized perimetry measures retinal sensitiv-
ity at predetermined locations in the visual field. These
perimeters measure the ability of the eye to detect a
difference in contrast between a test target and the back-
ground luminance. The differential light threshold is desig-
nated as the dimmest target seen 50% of the time.
Suprathreshold stimuli are brighter than threshold sti-
muli, and they will be seen > 50% of the time. Infrathres-
hold stimuli are dimmer than threshold stimuli, and they
will be seen < 50% of the time. The various perimeters used
in clinical practice include Humphrey’s visual field analy-
ser, and Octopus perimeter.

Comparison of static and kinetic perimetry (2,3) reveals
that kinetic evaluation can clearly outline the normal
visual field. However, kinetic perimetry may miss shallow
scotomas and poorly define the flat slope seen nasally.
Static perimetry readily detects shallow scotomas and
can define the slope of both shallow and steep scotomas.

GLAUCOMATOUS FIELD DEFECTS

Perimetry is of paramount significance in the management
of glaucoma. In glaucoma, there is damage of the nerve
fiber layer that causes loss of visual field. Automated
perimetry is widely used and the commonly used programs
for glaucoma are the Octopus program 32 and the Hum-
phrey program 30-2. These programs are tests of the
central 308 with 68 of separation between locations. The
various field defects in glaucoma include diffuse depres-
sion, localized nerve fibre bundle defects, paracentral
defects, arcuate scotomas, nasal step defects, temporal
wedge-shaped defects, early visual field defects, and blind
spot changes.

NEWER MODALITIES OF FIELD TESTING

Blue–yellow perimetry, also known as short wavelength
automated perimetry (SWAP), represents a recent advance
in the early identification of glaucomatous visual field loss.
It differs from standard automated perimetry only in that
blue light is used as the stimulus, and yellow light is used
for the background illumination. Moreover new algorithm,
such as SITA, which stands for Swedish Interactive
Thresholding Algorithm (4) have been introduced to reduce
the length of a visual field test while enhancing sensitivity
and specificity.

Frequency doubling technology (FDT) is used to isolate
a particular pathway of visual stimulus. It involves use of
alternate bars of white and black and helps in early detec-
tion of glaucoma.

FUTURE DIRECTIONS

There have been considerable developments in visual field
testing in the past decade, and it has opened up areas for
the development of new testing and analysis programs. A

larger database for patients with glaucoma will improve
the accuracy and detection of glaucomatous visual field
defects. Additional clinical studies are needed to determine
the role of these and other modalities in the future.
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INTRODUCTION

Minute electrical stimuli delivered to the retina, the optic
nerve, or the occipital cortex can induce light perceptions
called phosphenes. The visual prosthesis aims at exploiting
these phosphenes to restore a form of vision in some cases
of blindness. Very schematically, a camera or a picture
capturing device transforms images into electrical signals
that are then adapted and passed on to some still functional
part of the visual pathways, thus bridging the defective
structures. The system has at least some parts implanted,
including electrodes and their stimulator circuits. A photo-
sensitive array in the eye could provide the necessary
image input, but most approaches use an external minia-
ture camera. Typically, the visual data handling requires
an external processor and the power supply as well as the
data are provided to the implant by a transcutaneous
transmission system.

Despite a first pioneering attempt by Brindley and
Lewin as early as 1968 (1) only very few experimental
visual prostheses have been implanted in humans so far.
The limited accessibility of the involved anatomical struc-
tures, the poorly understood neural encoding, and the huge
amount of information handled by the visual nervous
system have clearly hampered a development that can
not yet be compared with the far more advanced evolution
of cochlear implants (see article on Cochlear Implants in
this encyclopedia). The visual prosthesis is still at a very
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early stage, exploring different methodological directions,
and seeking minimal performances that would justify clin-
ical applications in the most severe cases of blindness. The
first fully fledged clinical study has yet to begin and the
experimental character of existing systems limits all trials
to a restricted number of well-informed adult volunteers.

Vision Basics and Retinotopy

A basic knowledge of the anatomy and physiology of the
visual system is necessary for a proper understanding of
the visual prosthesis in its various forms.

The eye can be compared to a camera with an adjustable
optics including the cornea and the lens, focusing inverted
images of the external world onto the retina. The retina is
in fact a thin slice of brain that has expanded into the eye
during the embryo development. It is made up of several
cell layers. Among these, the photosensitive cells called
cones and rods form the external layer with, as a result that
light entering the eye has to cross the complete retina
before to reach them (see Fig. 1c).

The 120 million or so photosensitive cells are not uni-
formly distributed. Their density is highest at the fovea, a
region that corresponds to the fixation point, near the
center of the visual field. Cones outnumber the rods in
the central retina and are the only kind of photosensitive
cells at the fovea. They discriminate colors. Rods predomi-

nate at the periphery. These very sensitive sensors play a
major role in night vision, but do not contribute to high
resolution nor color perception. The cellular hyperpolari-
zation generated by light impinging on the photoreceptors
is carried over to other the neuronal cell layers ultimately
connected to output layer represented by the ganglion cells.
With the exception of the fovea (most central part) and
especially in the periphery of the retina (i.e., of the visual
field), there is a great deal of convergence and encoding of
the visual signal that must be squeezed from the analog
modulation of � 130 million photoreceptor potentials into
the discharge bursts of little more than 1 million ganglion
cells. Roughly, the bipolar cells represent the main con-
verging vertical link between the photoreceptors and the
ganglion cells. The horizontal cells at the junction between
photoreceptors and bipolar cells and the amacrine cells at
the junction between bipolar cells and the ganglion cells
provide sideways connections. Functionally, the retinal
network can be subdivided in a number of parallel channels
each focusing on the transmission of one aspect of images.
These include a color coding system and movement detect-
ing circuits. Bipolar cells and ganglion cells also subdivide
in ON OFF types. The ON cells increase their activity on
exposure of the center of their receptive field to light
while their ongoing firing slows down when light strikes
in the periphery of that region. The OFF cells react in the
opposite way. Ganglion cells also respond more or less
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transiently. The result is a spatiotemporal retinal filter
providing the optic nerve with a complex and still not well
understood neural code Ganglion cell axons first runs over
the inner surface of the retina to joint the optic nerve head
located slightly nasally from the center of the retina. There,
all ganglion cell axons join before to leave the eye and form
the optic nerve.

In the orbit, the optic nerve is relatively slack, laying
between extraocular muscles, fat tissue and various blood
vessels and nerves. It is protected by a strong sleeve of dura
mater as well as a very thin pia mater with cerebrospinal
fluid in between. When the optic nerve enters the skull, it
looses its dura mater sleeve, which now lines the inner
surface of the skull. After a little >1 cm, the two intracra-
nial optic nerves meet and exchange fibers at the level of
the chiasma (see Fig. 1a). Ganglion cell axons of the nasal
hemiretina or temporal visual field cross the midline and
join the temporal axons of the other eye to form the optic
tract. Foveal axons split into one branch toward each side.
Some fibers (not represented) corresponding to accessory
functions leave the mainstream visual pathway to reach
the hypothalamus, pretectum and superior colliculus. The
axons directly involved in vision end in the lateral genicu-
late nucleus. This structure performs further signal pro-
cessing and receives control signals from various parts of
the brain. From the lateral geniculate nucleus, the visual
information reaches the occipital lobe of the brain through
the optic radiation. Interestingly, corresponding inputs
from both eyes are arranged in close proximity, but remain
segregated up to the level of the primary visual cortex.
From there, signals corresponding to various aspects of the
visual stimulus are dispatched to different brain locations
for further processing.

Consequently, of the fiber exchanges at the level of the
chiasma, except for the representation of the fovea, one
visual cortex receives only information about the contra-
lateral visual field. In addition, albeit with much distortion,
cells of the visual cortex tend to retain the topological
relationship of the retinal location from which they receive
their input. The resulting point-to-point correspondence
with the retinal locations, and hence the visual field is
called retinotopy. Some form of retinotopy is found at most
levels of the visual pathways up to the cortex (see Fig. 1b).
Despite an obvious need for corrective remapping, retino-
topy of the structure to be stimulated will be an essential
consideration for the development of a visual prosthesis.
Right from the level of the retinal ganglion cells on, reti-
notopy nevertheless remains an approximation that does
not take into account other significant aspects of the neural
signal encoding.

Blindness

Under ideal conditions, the human minimum angle of
resolution (MAR) is �0.5 arc min (20/10 vision). However,
the standard definition of normal visual acuity (20/20
vision) is the ability to resolve a spatial pattern separated
by a visual angle of one minute of arc (�4mm on the retina).
The Snellen visual acuity measures the pattern recognition
acuity as the ratio d/D, where D is the distance at which a
sign subtends 5 min of arc, and d is the distance at which

they can be recognized. Reference patterns subtend 5 min
of arc at a distance of 60 m and have features of 1 min of arc,
corresponding to the standard normal acuity. A visual
acuity of 3/60 means that such a sign can only be recognized
at a distance of 3 m. For practical purposes, the Snellen
chart is made up of different sized letters such that the
examination can be performed at a single distance.
Because the normal acuity corresponds to 1 min of arc,
the MAR value in arc minutes has the same numeric value
as the reciprocal of the Snellen fraction.

However, sight is a multidimensional ability that can-
not be measured by acuity alone. The effect of a visual field
defect or a reduced sensitivity to light cannot be compared
directly to acuity.

The International Statistical Classification of Diseases
and Related Health Problems of the World Health Orga-
nization (ICD-10) uses codes 1–5 to describe moderate,
severe, profound, near total, and total visual impairments,
respectively. Within that range, the label low vision (cate-
gories 1 and 2 ) designates a visual acuity >6/18 (0.3), but
<3/60 (0.05) in the better eye with optimal correction or a
visual field between 10 and 308. The label blindness encom-
passes categories 3–5. Code 3 corresponds to a visual acuity
<0.05 on the Snellen scale for the best eye using appro-
priate correction, or a central visual field diameter of <108
in its largest diameter. An acuity of <0.02 or a visual field
<58 is coded 4 (near total) while total visual impairment
means deprived of light perception.

To measure a visual acuity in near total visual impair-
ment, alternative methods are used including close range
on the Snellen chart reading, finger counting, the detection
of hand motion, or the perception of light.

Blindness can result from any cause potentially affect-
ing the visual pathways: genetic abnormalities, infections,
metabolic diseases, trauma, vascular deficiency, or cancer
for example. In one subgroup, mainly represented by reti-
nitis pigmentisa (RP), age related macular degeneration,
and stargardt’s disease, it has been shown that blindness
can result from a total destruction of the photosensitive cell
layer while a proportion of other cells of the retina and the
remaining of the visual pathways survive. The hereditary
disease retinitis pigmentosa in particular, is a relatively
frequent cause of severe and incurable blindness in devel-
oped countries with a prevalence of 1 in 5000 (2).

An essential distinction must also be made between
early and late blindness. Indeed, several years of normal
behavioral experience are required after birth for the
human visual system to fully organize and suitably weight
its synaptic connections (3). Those years are referred to as
the critical period. The visual brain of people who are born
blind is functionally different from that of those who lost
sight later in life (4). Early blindness indicates a loss of
vision before the end of the critical period. There is no
sharp separation between early and late blindness and
different visual functions each having their own critical
period. Motion detection would probably mature before
spatial localization, followed by object recognition, color
vision, and stereopsis. According to ophthalmologic obser-
vations in diplopia, the critical development period for
binocular vision ends around the age of 6. In addition,
the visual impairment might result from a progressive
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disease. Early blindness type increased metabolic activity
has been reported in cases where progressive total blind-
ness occurred around the age of 10 (4). By contrast, late
blindness features are observed when the first visual defect
appears before the age of 8–12, but only evolve toward total
blindness thereafter, or when vision is accidentally lost at
the age of 12 or later.

A prosthesis implanted after the critical period is
doomed to failure. Age of blindness onset, however, is
not the only factor resulting in a deviant visual system.
In diseases such as retinitis pigmentosa, the loss of photo-
receptors itself results in important remodeling of the
remaining retinal network (5), resulting in aberrant neural
connections and shielding by scar tissue, all potentially
limiting more or less severely the efficiency of a visual
prosthesis.

History

The idea of an electrical treatment for blindness is perhaps
as old as the discovery of electricity itself. The first real
attempt to implant a visual prosthesis, however, dates back
from 1968 (1). A set of 80 electrodes were implanted over
the occipital pole of the cortex of a blind person. Each
electrode could be activated transcutaneously by an equal
number of implanted radio receivers. Small precisely
located phosphenes were obtained, suggesting that a useful
prosthesis could indeed become possible, but the subdural
cortex surface electrodes had very high thresholds and did

not provide an adequate resolution. While intracortical
electrode arrays were being developed using technologies
derived from the semiconductor industry (6), it became
clear that in terminal retinitis pigmentosa, a significant
fraction of the ganglion cell population remains functional
despite total blindness (7,8). In such cases, a visual pros-
thesis interfacing with the surviving layers of the retina or
with the optic nerve, all referred to as the anterior type
could be as useful as the more complex cortical implant. As
a result, starting around 1990, perhaps partially dragged
by the success of the cochlear prosthesis, a renewed and
still growing interest in visual prosthesis rapidly expanded
worldwide.

Basic Theory of Operation of the Visual Prosthesis

In all published visual prosthesis approaches, the visual
system is very schematically seen as a transmission chain
in which retinal image pixels are encoded into series of
electrical pulses ultimately activating the visual cortex.
The visual prosthesis is meant to replace or by-pass the
defective link in the neural chain. At the cost of not using
still functional body parts (eye optics, e.g.), most visual
prosthesis designs replace the whole front end of the
sensory chain, requiring only the prosthesis output to be
connected to the nervous system (see Fig. 2). A picture of
the external and implanted components of a prototype of
the optic nerve visual prosthesis is given in Fig. 3 as an
example.
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Figure 3. Implementation exam-
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Depending on the approach, the prosthesis sensors can
be any imaging device from an implanted photoarrays (9) to
a miniature cameras worn on a pair of glasses. In this last
case, a small-size camera is also an asset for esthetical
reasons.

A processor is necessary to transform the video images
in properly encoded and modulated commands to the
implanted stimulator (10). The prosthesis must allow real
time object localization and identification. Visual informa-
tion quickly represents a huge amount of data imposing
high demands on the computational performances while
the processor including its power supply, must remain easy
to carry around. This portability often represents a tech-
nological challenge by itself. Adaptability to new and
rapidly emerging developments is also an essential
requirement in this quite young technology. Transcuta-
neous electromagnetic transmission of data and power
using magnet fixated antennas is now standard for
cochlear implants. This principle was already applied in
a more primitive way by Brindley back in 1968 (1). He then
solved the problems of parallel transmission through the
implantation of an array of transmitters. Recent projects
use combined power and data electromagnetic telemetry
systems similar to those of the cochlear implant systems
but with improved power and data performances.

Different Approaches

The neural interface typically represents the most critical
and challenging component involved. In keeping with this,
the different approaches to develop a visual prosthesis are
often classified according to their connection point along
the visual pathways: subretinal, epiretinal, transretinal,
hybrid, optic nerve, cortex surface, or intracortical. The
interface can be chemical or electrical. Until now, the
chemical approach has been limited to some work on
retinal devices. Many more projects use electrical stimula-
tion through specifically designed electrodes.

Chemical Stimulation. The basic idea of this approach is
to use neurotransmitters (L-glutamate, e.g.) or other spe-
cific chemicals that are known to activate neural or retinal
cells. Directly over the retina, photochemical reactions
(typically requiring ultraviolet, UV light) liberate active
components from an inactive parent molecule or from
‘caging’ molecules (C60, fullerene) (11). The result is a
direct translation of retinal images into a corresponding
neural activation pattern. Alternatively, an electronically
activated multichannel microfluidic device could deliver
the needed chemicals locally and be used in a visual
prosthesis as a substitute to electrodes (12). At present,
most research efforts are still devoted to basic problems
such as to reduce the required light energy level, biocom-
patibility, transport of the chemicals and reservoir refill
(13). In the future, however, chemical stimulation could
have several advantages. There is no electrode corrosion.
Stimulation selectivity can bear on the subgroups of retinal
cells, and so mimic the physiological activation achieved by
synaptic transmission. In addition, the proposed stimulat-
ing electrodes can be made on soft materials supposed to be
less damaging for the retina than electrode arrays (12).

Subretinal Implants. The most appealing aspect of the
subretinal implants is that it exploits the supposedly
healthy eye optics and interfaces to the visual pathways
before any neural processing has blurred the neural code.
The aim is indeed to replace the damaged photosensors by
an array of passive miniature photosensitive devices trans-
forming the retinal light image into local electrical stimu-
lating currents. These currents would in turn activate the
surviving neuronal circuits of the retina in keeping with
the light intensity they receive, much in the same way
as photosensitive cells do. The idea is straightforward and
logical. Natural accommodation and physiological eye
movements would remain functional. Very thin (100mm)
flexible electrode construction and perforations allowing
nutrient and other metabolic exchanges between the retina
and the choroid could insure biocompatibility (14). The use
of glycoprotein coating has been suggested to improve the
biocompatibility of the components. Small implants can be
quickly and securely trapped between the neural elements
and the pigmentary epithelium, which seems to pump out
this space (15). The light wavelength sensitivity of the
microphotodiodes is in the 500–1100 nm range, which cor-
responds reasonably well with the visible spectrum of 400–
700 nm.

Chow’s group developed a 25mm thick subretinal
implant of � 5000 subunits on a 2 mm diameter chip,
enough to provide a tunnel vision of a little > 88. Such
devices have been implanted in a number of retinitis
pigmentosa patients. After 6–18 months, no significant
side effect has been noticed and some patients reported a
transient improvement not related to the implant
position in the visual field. All the implants were electri-
cally functional, but no visual response of the implant
themselves was demonstrated (9). These devices are only
powered by incident light but, as shown by Zrenner’s
team, currents generated by microphotodiodes are by
far too low to activate bipolar cells. Available devices,
would require 12 klx (16) to do so while normal ambient
light typically reaches � 8 lx. An active amplification is
therefore necessary, finally sharing with other approaches
the need for an external power supply raising again the
problems of bulkiness, heat dissipation, energy and data
transmission.

Epiretinal Implants. In the epiretinal approach, micro-
electrode arrays are attached on the vitreal side of the
retina, just over the inner layer that contains the ganglion
cells and their axons. The stimulation contacts are sup-
posed to activate local ganglion and/or the bipolar cells.
Acute stimulation of the retina in human volunteers has
gone very far in demonstrating the feasibility of a pros-
thesis with a resolution of� 1.758 (17). Concerns have been
raised about the possibility to activate passing-by optic
nerve fibers as well, which would result in aberrant per-
ceptions (18). Also, because of the retinal preprocessing,
activity in the ganglion cells can no longer be seen as a
point-to-point representation of the retinal image and the
encoding at that level already exploits the time dimension
as well. Humayun’s team developed a prosthetic device
with an array of 16 electrodes connected to an implanted
stimulator located outside the eye. An external system for
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image acquisition and processing sends data and power to
the implanted electronics by telemetry. This device was
implanted in several blind RP patient. Initial results seem
encouraging (19).

The basic principle in most visual prosthesis approaches
is that stimulation through a small electrode will result in
the perception of a point-like phosphene of corresponding
retinotopic localization. An array of such electrode contacts
would produce a number of phosphenes that can be dis-
tinguished by their location in the visual field. After cor-
rection for any nonconformal localization, an image
perception could then be obtained by activation of the
corresponding pixel electrodes. It will be seen that this
pixel phosphene method to selectively activate a subset of
fibers or ganglion cells does not hold in the case of the optic
nerve stimulation.

The Transretinal Approach. A transretinal approach
(20) has also been suggested whereby a needle placed in
the vitreous is used as a single cathode facing a mini-
ature array of anodes slit under (or in the sclera), thus
yielding a transretinal stimulation. Evoked potentials
have been obtained in animals using eight contact on a
2� 4� 0.18 mm electrode with polyimide substrate. There
is no indication yet as to which cells form the primary
target.

The Hybrid Approach. The team of Yagi and Tano has
started research to grow transplanted neural cells from a
subretinal implant to the central nervous system using
axon-guiding substrates. This approach could also be
applied when ganglion cells are destroyed. This work
remains very much preliminary and no results are avail-
able yet.

The Optic Nerve Approach. A direct stimulation of the
ganglion cell axons with an optic nerve electrode can be
seen as an alternative to the epiretinal stimulation. The
basic idea here is that the simultaneous activation of a
number of contacts can focus the stimulation on a chosen
subset of the axon bundle by controlling the applied electric
field. As a result, electrode contacts around the nerve can
yield a selective activation (21). The number of different
fiber subsets that can be stimulated independently and
thus the number of phosphene perceptions that can be
obtained is much larger than the number of electrode
contacts available. This principle could be applied to all
electrodes carrying contacts at some distance from the
target cells. Focal stimuli are thus generated serially by
each multicontact activation instead of in parallel through
individual contacts.

This concept has been validated in a human implanta-
tion (22). The results confirm a retinotopic organization of
the intracranial optic nerve and phosphenes are obtained
with safe electric charges. Interestingly, due to the signal
encoding in the optic nerve, phosphenes do not reproduce
the distribution of the fiber activation and are much smal-
ler than expected. Their position in the visual field can be
controlled, which is of course essential in the prospect of
the visual prosthesis development, making it possible to
convey image information, even without resorting to more

complex selective stimulation schemes (e.g., superficial
fiber blocking).

It has been suggested (23) that a penetrating electrode
could increase the number of available independent
responses, but the damage inflicted to the nerve has not
yet allowed to validate such an alternative.

The first optic nerve electrode was implanted behind the
orbit just in front of the chiasma. A new surgical technique
has been developed to implant an eight contact electrode in
the orbit. Avoiding intracranial surgery is certainly reas-
suring for the patient, but the intraorbical approach is
technically difficult and has several drawbacks. At that
location, the optic nerve is indeed covered by the dura
mater, which shields off the fibers from the stimulation
and therefore results in higher thresholds. Also, somatic
sensory nerve fibers as well as blood vessels are present in
the dura mater, and eye movements could limit the stabi-
lity of the electrode contacts. Nevertheless, the feasibility
of this approach has been demonstrated recently.

The Cortical Approach. The very first implanted human
visual prosthesis prototype (1) included an array of 80
electrode contacts placed over the occipital cortex of a
blind person and linked to an equal number of miniature
transmitters placed under the scalp. High thresholds and
poor selectivity have led to the conclusion that intracortical
rather than cortex surface electrodes were necessary
(24). Subsequently, a two-dimensional (2D) device known
as the Huntington electrode (25) and a three-dimensionally
(3D) structured, single plane, Utah electrode (26) were
proposed for intracortical implantation. Resolutions of
� 400mm can be obtained (27) where the surface electrodes
of Brindley could only resolve minimal distances of 2–3 mm.
In an acute experiment, 38 intracortical microelectrodes
have been implanted , for a period of 4 months in the right
visual cortex of a human volunteer (6). Two-point resolution
was about five times better than had typically been achieved
with surface stimulation. All phosphenes were located in
the left hemi-field with the majority above the horizontal
meridian. There was a clustering of most of the phosphenes
within a relatively small area of the visual space (6). As
opposed to subdural electrodes, intracortical devices have
the potential advantage to reach the hidden parts of the
cortex in the depth of the calcarine fold corresponding
to the big gap in the region of the horizontal meridian of
the visual field as observed by Brindley.

Brindley himself stressed the important variability of
the cortical maps among individuals. Individual mapping
of each cortical implant is thus expected to be necessary.
Biocompatibility is still a major point of concern, owing to
the large number of electrode contacts and stimulator
connections, especially for chronic human implantation.
However, compared with the prechiasmatic approaches,
the intracortical alternative would in the long run have the
advantage of being applicable to many more conditions, not
just diseases of the retinal photosensors.

A consortium led by Troyk has undertaken the devel-
opment of an intracortical prosthesis based on a 256-
channel stimulator module and a 1024-contact array.
Recently, 152 intracortical microelectrodes have been
chronically implanted in area V1 of a male macaque.
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Receptive field mapping was done using a memory saccade
task (28). It is expected that such new animal psychophy-
sical tests will compensate for the lack of a linguistic report
and allow further developments in animals before finally
turning to human trials.

ENGINEERING ASPECTS

The Hardware

Typically, the hardware of a visual prosthesis is composed
of an external system and an implanted part. The external
system (see Fig. 4) includes some image capturing device,
an external processor and the external part of a transmis-
sion unit. Implanted (see Fig. 5) are the other one-half of
the transmission system, stimulators, and an electrode.

Depending on the approach, there are important variations
on this basic scheme. In subretinal projects, a photosensor
array implanted directly in the eye could replace the
external camera. Some specifications of the example of
the optic nerve prosthesis are given as an example in
Table 1.

External Components
The Image Grabber. A miniature video camera typically

mounted on glasses provides the image capturing device of
the visual prosthesis. A low weight camera with good
esthetical appearance is of importance to the blind person
and can be improved by miniaturization. It could further be
stated that the most trivial imaging devices largely out-
performs the needs of all present day visual prostheses
(29). Nevertheless, a good image quality including some
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Figure 4. Detailed representation
of the external components of Figs.
2 and 3.
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standard correction features for luminosity compensation,
autofocus, and avoidance of glare (e.g., could greatly sim-
plify the later required image analysis). Later, when the
usefulness of some image analysis procedures, such as
edge enhancement or nonuniform resolution will have
been demonstrated, it might become worthwhile to con-
sider implementing such features in the front end hard-
ware. The video camera would then be replaced by a
specific imaging device that could evolve into a real arti-
ficial retina.

In conditions, such as blindness, due to retinitis
pigmentosa, the main target group for all prechiasmatic
types of visual prosthesis, the optics of the eye can still be
functional. In the subretinal approach, a photosensor array
attached to the retina would transform the eye in an
artificial video camera, preserving an essential function-
ality of the natural eye, namely, gaze orientation . How-
ever, in addition to biocompatibility requirements,
mounting such a device as well as the necessary control
electronics will not be easy (15). Provision must also be
made to power the device and send its output signal to an
external processor, all with an acceptable level of power
dissipation (30).

The external processor. The bottleneck of all visual
prosthetic systems is the rather limited quantity of infor-
mation that can be handled by the neural interface. The
amount of data to be transmitted must therefore be
reduced by all possible means including image analysis.
This topic is likely to become very important in the near
future. Limiting images to black and white, thresholding,
and edge detection are just preliminary steps. More sophis-
ticated image processing techniques will have to be imple-
mented. Therefore, powerful belt wearable processors will

be necessary to translate visual data to neural stimulation
(see Fig. 4). Quite unlike the situation with cochlear
implants, however, little is known about the precise encod-
ing of visual information in the visual pathways and the
first human implants will contribute to such knowledge
(31) allowing more efficient algorithms to be developed.

Image processing can be subdivided in several steps
including: analysis, selection, mapping, and encoding.
The purpose of the image analysis is essentially to reduce
the amount of visual data to be transmitted through the
prosthesis. After an image data reduction step, a selection
procedure should allow only the most important features to
be send through. Mapping refers to the method used to
establish a correspondence between selected image pixels
or features and the phosphenes that can be generated.
Finally, a control signals must be generated such that
the implanted current sources will issue the intended
stimulus. This last encoding step is entirely defined by
the characteristics of the implanted device. Mapping on the
other hand is linked to the neural code in the neural
interface. Much of it is unknown and still requires experi-
mental work with implanted volunteers. Later on, because
of the anatomical variability, at least some individual
remapping will be required before revalidation itself can
be started with a visual prosthesis. Finally, except for the
most basic and empirical aspects, image analysis and
item selection will have to resort to further psychological
studies on perception. Some of these studies could be
done with healthy volunteers using virtual reality
simulations.

A detailed description of one example of stimulation
algorithm is given below. It should be stressed that a
communication interface with the processor (see Fig. 4)
is an important tool in the development and adaptation of
the translation algorithm. Using monitoring equipment,
the perceptions of volunteers can be explored and the
system can be customized or adapted according to the
findings.

Typically attached to the external processor, and prob-
ably the major weight to carry along, are the power supply
batteries. Note that all published visual prosthesis designs
use externally powered implants. Therefore, current is also
drawn from this main battery to provide power to the
implant. The main specifications to be taken into account
are the user friendliness of wearing and reloading the
rechargeable batteries. Their size will be defined by a
trade-off between weight and autonomy.

The Transmission Unit. Electromagnetic telemetry is
based on the classical cochlear implant design. It typically
uses two similar antennas holding a small biocompatible
(stainless steel encapsulated) magnet in their center. One
of these is implanted under the scalp just above the mas-
toid, behind the ear. The magnets maintain the external
antenna over its internal counterpart. This turns out to be
the most popular transcutaneous transmission system.
The normal skin thickness separating the antenna coils
is from 3.5 to 5 mm. However, just after surgery, swelling
up to �7 mm can be observed that can take >3 months to
recede. During this period, the increased distance might
cause malfunction of the antennas.
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Table 1. Example: Main Specifications of the Optic Nerve
Prosthesis

Image processing
Pixel size 1�18
Processed visual field 32� 648

Telemetry
Forward carrier frequency 12 MHz
Forward data rate (Frequency

Shift Keying modulation)
3 Mbit 	 s�1

Data frames length (including 6 bit CRC) 64 bit
Return carrier frequency 24 MHz
Return data rate 1.5 Mbit 	 s�1

Maximal power transmission (class E) 120 mW
Maximal antennae separation distance 5.5 mm

Implant
Power consumption 80 mW
No. of independent current sources 8

Current sources
Time resolution 21ms
Output voltage range �9 to þ9 V
Maximum output current 3.2 mA
Current resolution (exponential) 8 bitþ sign

Electrodes
Number of contacts 8
Contact recess depth 80mm
Contact area (platinum) 0.2 mm2



A telemetry return channel from the implant to the
external system is an important feature, providing
acknowledgment signals as well as technical diagnostic
and monitoring information. For example the output vol-
tage of the implanted controlled current sources gives an
indication about the proper operation of the system as well
as an estimation of the electrode contact impedance. Also, a
measurement of the supply voltage indirectly proves that
the power transmission is working adequately.

Alternative antenna arrangements have been consid-
ered. For example, as proposed by the Boston group
(see Fig. 6), an external primary antenna or coil could be
mounted on spectacles and the secondary coil could be
implanted on the eye surface or in the anterior segment
of the eye. Other transmission techniques exist. A trans-
cutaneous socket on the head (32) has been used but it
exposes the patient to severe infectious complications (33)
and it is not really acceptable on esthetical grounds.

An all-in-the-eye alternative has been suggested
whereby an infrared (IR) (820 nm) laser would transmit
power and signal to an intraocular prosthesis through the
transparent media of the eye. Data can be transmitted
efficiently but heat dissipation in the implanted compo-
nents is still not compatible with the power requirements of
practical devices. Eye movements would also represent a
tremendous challenge.

Implanted Components
The Stimulator Case. The following description pertains

to the intra-orbital optic nerve visual implant. The purpose
of choosing one example is to provide a set of realistic
numbers, but the principles apply to most visual prosthesis
approaches. The antenna is connected to an 8 mm thick
titanium case half engraved in the parietal skull. This neu-
rostimulatorhybridcircuit (seeFig.5) contains the transmis-
sion electronics as well as control logic circuits and the
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Figure 6. Picture of a number of different electrodes characterising the various approaches to the
visual prosthesis. (a) Details of a MicroPhotoDiode (MPD) chip intended to be implanted subretinally
in the space normally filled up by cones and rods. (Courtesy of Eberhart Zrenner.) (b) The Utah
Cortical Electrode Array. (Courtesy of Richard A. Normann.) (c) An overview of the epiretinal
prosthesis with wireless radio frequency transmission being built by researchers at the Boston
VA hospital, Harvard Medical School and Massachusetts Institute of Technology. Only a small
square end on the left will enter the eye. (Courtesy of Joseph Rizzo.) (d) The optic nerve spiral cuff
electrode.



current sources. This circuit occupies the major part of a
titanium encasing is closed by a laser welded plate carrying
10 feedthrough connections. This number of feedthroughs
is a main factor in determining the minimal size of the
stimulator case. The metal encasing is internally connected
as the common output reference electrode. A biocompatible
polymer cap carries two connectors (a two-contact one
for the antenna and an eight-contact connector to the
electrode) and protects their junction to the feedthrough
wires.

Each stimulator connection receive has two current
sources, one for each polarity, as required for the app-
lication of biphasic charge balanced pulses. As a rule,
implanted current sources are coupled to the stimulation
electrode through large output capacitors for safety rea-
sons. These capacitors (470 nF), significantly contribute to
the size of the implant.

In an attempt to reduce the chip size while providing a
large number of channels, alternative designs (34) do multi-
plex the output of a singlestimulator toa number of electrode
contacts instead of having one dedicated stimulator circuit
for each contact. Also, the telemetry data rate could be
reduced if less degrees of freedom were given in the stimulus
definition. The possibility to modify the shape of each pulse
individually does indeed require a high rate data transfer.

The Neural Interface or Electrode Assembly. Electrodes
(see Fig. 6) are the most characterizing component of the
different visual prosthesis approaches. They represent a
rather critical and important component in electrophysiol-
ogy applications (see the chapter on Bioelectrodes). In a
nutshell, electrodes form the interface between the electric
current carried by electrons along metallic conductors and
the ionic conduction found in aqueous solutions, such as
the body tissues. This potentially harmful transformation
is chemical in nature, called a reduction reaction at the
cathode and an oxidation process at the anode. A local pH
change is induced, becoming more acid at the anode and
more alkaline at the cathode. Of course, the exact nature of
the chemical reactions taking place will be influenced by
the electrode metal as well as the chemicals present in the
solution, their concentrations and the applied potential
among other factors. Irreversible chemical reactions cause
corrosion and might severely limit the electrode lifetime.
However, electric charge limits can be defined within
which the chemical changes remain mostly reversible.
Maximal values of 0.4 mC 	 cm�2 (35) are given in the
literature for platinum and 4 mC 	 cm�2 for iridium oxide
(36). These metals are most often used in implantable
electrode contacts. The reversible charge limits will
preserve the electrode contacts, but they have no direct
bearing on the potential damage to the living tissues being
stimulated.

As a rule, biphasic stimulation pulses are used in
implants in order to reduce the risk of deleterious effect.
The cathodic phase is meant to activate the neural tissue
while the anodic phase, often of smaller amplitude, but
with a correspondingly longer duration, is supposed to
compensate for the injected electric charge and thereby
revert the local chemical changes. Because the currents are
not uniformly distributed over a contact area, the electrode

geometry should also be taken into account in estimating
the allowable charge limit.

The contact impedance or voltage–currents is an impor-
tant characteristic of the electrodes. Dependent on a large
number of factors, it is nonlinear and decreases with the
current strength while increasing with the pulse duration.
Table 2 gives average values as measured in the example of
the optic nerve prosthesis. With epiretinal stimulation
(37), using 1 kHz 10mA sine waves, impedance values
are found to be distributed from <1 kV to 40 kV for the
same contact area 0.2 mm2 and larger values for 0.05 mm2

contacts. The higher values correspond to lower thresholds
and are found when the contacts are closer to the retina.

The Prosthesis at Work

Phosphene Generation
Phosphene Description. A first step in the rehabilitation

process with a visual prosthesis is to explore the available
tools, that is, the identifiable phosphenes that can be
generated by the system. A large number of stimulus
variable (selected contact, pulse amplitude, pulse dura-
tion, train duration and frequency) vectors are system-
atically tested. The resulting perceptions must be
carefully recorded for later use. A more straightforward
relationship between the stimulation parameters and
especially the contact being activated and the perceived
phosphene localization can be expected with the retinal
approaches. Still, however, the thresholds will have to be
determined and data will be required to correct for the
expected (18) mapping distortions.

With the optic nerve prosthesis, the phosphene dia-
meters are variable from a point-like perception to >108.
The distribution of these values has modal peaks�2, 4, and
78 depending on the stimulus parameters. The luminosity
is most often reported as weak. Some phosphenes, espe-
cially at the periphery of the visual field have the appear-
ance of solid patches while others have variable textures,
such as orderly arranged rows or columns of points or small
lines. Phosphenes are colored sometimes with contrasting
colors between texture elements and the local background.
The global background of the visual field is usually
described as black, but can sometimes be perceived as gray
or slightly colored. Fluctuations of the diffuse background
or spontaneous phosphenes occasionally hinder the percep-
tion of induced phosphenes.

In the optic nerve example, phosphenes remain located in
a quadrant of the visual field that reflects the retinotopical
position of the contact used. The center of the phosphenes is
located peripherally if near threshold, high frequency and
prolonged train stimuli are used and their position in the
visual field takes on a more central position for stronger
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Table 2. End Pulse Voltage–Current Ratioa

Pulse Duration 42ms 342ms

Cathodic Current
0.4 mA 2.4 kV 5.0 kV
1.6 mA 2.3 kV 3.2 kV

aPlatinum contacts of 0.2 mm2 referred to titanium case as anode



stimuli, the strength being expressed as a stimulation to
threshold current ratio. The most eccentric position that can
be accessed by a given train stimulus is located nearer the
center for short and/or low frequency trains (31). Phosphenes
generated by single pulses are systematically located in the
center of the visual field. It is thus possible to model and
control the average phosphene center position in the visual
field. Unfortunately, in the first implanted volunteer, phos-
phenes could only be induced in a small region of the visual
field (from8.58onthe left, to11.58onthe right,and from 68up
to 478 down). This limitation is likely to be linked to the
retinitispigmentosa itselfasit isknownthatonlyafractionof
the ganglion cells survive thisdisease (8) andthe periphery is
more affected than the central retina (38).

With retinal stimulation as well, it has been found that
the form of the percept did not always match the stimula-
tion pattern (18) despite the fact that small phosphenes
could be obtained at visual field positions corresponding to
the point of the retina being stimulated (18).

For all approaches, the phosphene position is clearly
referred to retinal coordinates and therefore to the eye
orientation at the time of stimulation. Any change in gaze
direction or head movement preceding the stimulation will
accordingly shift the perceived phosphene location. Thus,
for every visual prosthesis with an image capturing device
that is not attached to the eye, the users must learn to keep
their eyes fixed in the orbit.

Phosphene perceptions are described as short-lived,
flash-like. With repeated stimuli, flicker fusion has been
found to occur � 8–10 Hz and is associated with a percep-
tion threshold decrease. At very low repetition frequencies
(1–2 Hz) flashing phosphenes remain of stable brightness
as long as the stimulation is maintained. By contrast, at
higher frequencies, successive phosphenes are perceived a
with decreasing brightness and disappear after 1–3 s.

Brindley (cortex, subdural stimulation) did not obtain a
flicker fusion of cortical stimuli. Flicker fusion frequency
was found to be similar for normal vision and for electri-
cally generated perceptions using epiretinal electrodes
(39). In this last approach, the perceived stimulus bright-
ness increased with increasing stimulus rate as well as
with increasing the stimulus current, which is not the case
with optic nerve stimulation whereby the perceived phos-
phenes become larger with stronger stimuli. This differ-
ence might be related to the fact that the epiretinal
stimulus can activate bipolar cells in addition to ganglion
cells.

Simulation on Mathematical Models. Computational
models play an important role in this kind of work. Numer-
ical evaluation of the electric potential distribution in
inhomogeneous and anisotropic media (volume conduction
model), and of the resulting neural activation (neural
membrane model), can provide a better understanding of
the observed responses and provide a predictive design
tool. As later confirmed experimentally (40), modeling the
epiretinal stimulation has shown that cells or the initial
segments have lower threshold than the passing axons
(41). For pulses longer than 500ms, however, the bipolar
cells become activated first. Confronting modeling results
with experimental data has been useful in the interpreta-

tion of the results of optic nerve stimulation studies as well,
showing that the retinotopic extension of the perceived
phosphenes is quite unlike the corresponding topologic
distribution of the activated axons in the optic nerve.

Other techniques including an hybrid association bet-
ween an adaptive neural network model and analytical
expressions of physiological laws can describe the expected
localization of phosphenes generated by optic nerve stimu-
lation. These tools will in the future efficiently help to
develop individual lookup tables derived from preliminary
open loop testing sessions so that these can be kept as short
as possible. Such tables or mapping systems are of primary
importance for the development of a visual prosthesis, no
matter the approach.

Stimulation Thresholds. Despite the functional impor-
tance of the activation threshold, values applicable to a
given situation are hard to find in the literature. A first
reason for this is the lack of standardization. Current-
controlled stimulators being used in most approaches,
threshold current intensity could seem to be the logical
variable to describe. However, as shown by the strength–
duration relationship, the electric charge required for
activation approaches a minimum asymptotically for short
pulses, but increases very fast for pulses longer than the
above the chronaxy value (see the article on Functional
Electrical Stimulation). A threshold electric charge for
realistically (in terms of the electronic circuits and tissue
or stray capacitance) short stimuli can thus be seen as an
appropriate expression, with the advantage that it directly
relates to potential electrochemical damage to the elec-
trode and surrounding tissue. The charge per unit area of
electrode contact would be an even better characteristic
value including the size factor as a minimal geometric
parameter.

In an homogeneous medium, and at a distance much
larger than the electrode contact diameter, the thresholds
current is proportional to the square of the distance to
target (Ith¼ k ra), where a¼ 2. This power law can be
seriously distorted in real tissues. For example in the
retina (ganglion cell stimulation) exponent a can vary
between 0.84 and 3.19 depending on electrode geometry
and anatomical factors (29). Threshold values can further
be expected to depend on factors such as the pulse shape,
the nature of the primary target and the animal species.

The nerve membrane activation is not necessarily
linked to the production of a cortical evoked potential
neither the perception of a phosphene. For example, with
optic nerve stimulation, long high frequency train stimuli
have been found to yield much lower perception threshold
than identical single pulses while in both cases expected to
activate the axons at the same level (30).

Another aspect to be considered is that a disease, such as
retinitis pigmentosa itself, can be responsible for an impor-
tant increase in the stimulation threshold (42). The design
of a prosthesis must therefore take this fact into account as
well.

With a subretinal array, 1 nC or 10mC 	 cm�2 is reported
to be sufficient to excite surviving retinal neurons (43).
Phosphenes are generated by epiretinal stimuli of
350mC 	 cm�2 through an electrode contact with a diameter
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of 520mm (19). However, this threshold can vary between
24 and 702mA depending on the proximity to the retina
(37). The same authors indicate that there is no simple
relationship between the threshold and the electrode con-
tact area. For the transretinal stimulation, a threshold
value of 56mC 	 cm�2 is given, corresponding to a total
charge of 28 nC (20). In the case of the optic nerve pros-
thesis, an estimation for trains of 25 pulse (200ms dura-
tion) at 200 Hz would yield a threshold of 60mA with the
intracranial cuff (without dura mater) and 700mA with the
intracortical cuff. The respective threshold charges are 6
and 70mC 	 cm�2. The corresponding chronaxy values are
130 and 192ms. Brindley (1) gives a value of 13 V on an
impedance of 3 kV, yielding 4.3 mA to reach threshold with
a good electrode driven at 30 Hz with 200ms pulses. This
represents a charge of 860 nC. Thresholds down to 0.4 nC
were obtained with 200mm2 intracortical electrodes, which
corresponds to 1.9mA for 200ms pulses at 200 Hz (24).

Stimulation Upper Limits. The upper limit of the sti-
mulation range (44) is even more important to the designer
than the threshold. The maximal current will indeed define
the required minimal supply voltage as calculated from the
expected load impedance. Any stimulus strength above a
full activation of the target would represent a waste of the
stimulator range and lead to unwanted physiologic
response. However, despite the fact that they require
higher current values, short stimulation pulses in fact
activate the structures with lower charges, and therefore
with a lower risk for local tissue and electrode damage.
Unfortunately, the maximal current available is directly
related to the size of the stimulator ASIC, which should be
minimized, especially in a multichannel implant.

Increasing the electrode area to reduce the current
density might seem to be an alternative. However, much
of the gain in safe stimulus strength could easily be lost in
the higher threshold characteristics of larger contacts that
cannot be placed close to the target. Every approach will
thus lead to a trade off between the stimulus strength
required for proper activation, the safety limits and the
size of the implant. In the example of the intracranial
stimulation of the optic nerve, stable threshold levels have
been observed for >6 years of compliance with an upper
limit of 150mC 	 (cm2 	phase)�1 for charge compensated
biphasic pulses up to 50 Hz and <50mC 	 (cm2 	phase)�1

at higher frequencies.

From Phosphene to Visual Perception (Stimulation Algo-
rithm). Once phosphene perceptions can be elicited in a
controlled way, one is left with the question as how to use
them in order to convey visual information to the visual
system of the blind person. In the optic nerve visual
prosthesis example, a look-up table is first established
using a phosphene position model as a mean to average
and interpolate limited experimental data. From the col-
lection of theoretically elicitable phosphenes, only those
obtained with a charge density <300 nC/phase (0.2 mm2

contact area) are considered. Train stimuli longer than
40 ms total duration are excluded as well. The phosphene
center has to be at least 18 of visual angle apart and, in

cases of choice, the phosphene produced with the lowest
stimulus strength is selected. These criteria resulted in a
set of 109 individually addressable phosphene with defined
position. The portion of the visual field covered is limited
to 148 horizontally and 418 vertically. Even within that
region, there are holes where no phosphene can be
obtained. In addition, the phosphene area is usually >18
and there is thus a clear overlap in the patches of visual field
covered by neighbors. The usable look-up table is thus far
from representing a complete set of nicely tiled point sized
light perceptions covering the entire visual field.

Therefore, black and white images from a 1088 head-
mounted camera are cropped and digitized to an array of
328� 648 field of view with one square degree pixels and
8 bit resolution. Next, thresholding is applied in order to
further reduce the amount of visual information. In some
tasks, image processing also includes edge detection. In
real time, the processed image is then superimposed on the
position coordinates of the phosphenes of the look-up table.
If there is a coincidence between a phosphene position and
any part of the image, the corresponding stimulation vari-
able values are selected and send to the optic nerve stimu-
lator. A list of the last 10 occurrences is continuously
updated in order to avoid repeatedly inducing the same
visual sensation when there are several coincident phos-
phenes. The least frequently used coincident phosphene is
always chosen as the next stimulus. When a single phos-
phene is generated for each frame captured by the camera,
25 phosphenes can be induced per second.

The processor software and data can be accessed
through a communication port (see Fig. 4) allowing to
modify parameters, data tables, or the applied algorithms.
For example, the random selection above could be replaced
by a nearest neighbor selection or reference tables and
parameters could be adapted to the perceptions reported by
the volunteer. Some authors (45) have proposed a fitting
optimization algorithm comparing the input images with
the generated perception. This could work as an automatic
processor training method. A major problem, however, is to
make the subjectively perceived image available for com-
parison with the input counterpart. It is likely that much
a priori knowledge will always have to be included in any
system. A large share of that knowledge is still not avail-
able and will come, among others, from the contribution of
first blind volunteers to the preliminary experiments.

From Image to Phosphene Production (Image Processing).
No matter what encoding algorithm is used, it is obvious
that the amount of information that can be transferred on
by present day visual prosthesis prototypes remains extre-
mely poor compared to real world images. Although some
improvement can be expected from further interface devel-
opments, severe image reductions will be unavoidable for
quite some time.

Using some form of virtual reality in healthy volunteers,
a few teams have explored the minimum requirements to
obtain a useful pixelized vision according to the behavioral
task involved. An array of �600 dots is found to be a
minimum for useful reading performance (46). Face recog-
nition could be obtained with 10� 10–32� 32 grids (47). By
contrast, some subjects can recognize simple objects and

VISUAL PROSTHESES 541



symbols using a 4� 4 pixel simulated prosthetic vision (48).
Subject’s performances clearly increase with training.

It should be stressed, however, that quite unlike the
image pixels used in simulations phosphenes are not iden-
tical point-like ordered spots that neatly tile a surface.
Also, these laboratory experiments only deal with experi-
mental objects presented in an otherwise empty environ-
ment. In the real world, subjects will first have to localize
and segregate target objects by some preprocessing. How-
ever, little has been achieved along these lines hitherto.

Vision Rehabilitation. The ultimate goal of a visual
prosthesis is to rehabilitate a visually handicapped person.
Results must therefore be evaluated from the blind per-
son’s performances point of view and not in terms of device
features. Issues, such as the number of available phos-
phenes or their density, although contributing to the over-
all performance, cannot be considered as representative of
the value of a prosthetic system. Furthermore, isolated
analytic characteristics, such as the visual acuity, often
mean very little because they can be adjusted by acces-
sories, such as a straightforward optical compensation.

A measurement of the performances will most reliably
be obtained in laboratory conditions, but it is the useful-
ness in real-life that will decide of the success of a pros-
thesis. For mobility, the prosthesis will be judged against
available alternative obstacle detectors and rehabilitation
means, such as the long cane or the guide dog in mobility
tasks. Stationary visual tasks, such as object localization,
identification, and grasping as well as character reading,
face recognition, and scene identification are less likely to
be available through alternative means. In such tasks, the
error rate and the time to task completion will probably be
major criteria for acceptance.

Some evaluations of visual prosthesis implant proto-
types have been published (19), showing that light and
movement can be detected and simple shapes recognized.
With the optic nerve implant, basic patterns formed by bars
of 22� 320 mm and backprojected on a screen as black
shapes against a white background can be recognized with
the optic nerve prosthesis. The volunteer, sitting at a
distance of �0.5 m from the screen, uses scanning head
(and hence camera) movements to explore the pattern,
then draws the perceived figure using aluminum rods. A
learning effect can be demonstrated as well as an improve-
ment of the results with the number of elicitable phos-
phenes used in this test (49). A score of 87% of correct
recognition is obtained with 109 phosphenes after training.
Simultaneously, the task time decreased from >2 min to
�53 s (49). With the same system and after substantial
training, the volunteer was able to localize, discriminate,
and grasp objects on a table in front of them. Three among
six familiar objects lay each in one of the nine subdivisions
defined on a table surface. Grasping a specified object
among the three was systematically successful in �60 s.
In both experiments, the scanning strategy probably
explains the prolonged task completion times.

The emergence of multiple alternative designs and
improvements for the prosthesis now call for evaluation
standards. As suggested by these early results, these
should include stationary tests (pattern identification,

figure orientation, object localization, object discrimina-
tion, and grasping) as well as mobility trials (obstacle
localization and avoidance, landmark localization, and
identification). Evaluation of the usefulness of the visual
prosthesis in a natural environment will be essential.
Further down the road to improvement, face recognition,
scene identification, and finally reading tests will perhaps
also be considered but much better resolutions are still
required (29).

HUMAN AND MEDICAL ASPECTS

Candidates for a Visual Prosthesis

No matter what approach is chosen, all visual prosthesis
system require a functional visual brain to ultimately
interpret their output. This means that, with today’s lim-
ited performances, only people losing sight after the critical
period of development can be considered as suitable can-
didates.

Another selection criterion is the severity of blindness.
As long as the performances of the systems are question-
able, only totally blind persons should be considered as
candidates. The risk of interfering with residual vision can
indeed only be taken if the expected results are signifi-
cantly better than the remaining visual abilities. In addi-
tion, the evaluation of the rather limited performances of
an implant could be obscured by any surviving visual
functionality.

Other selection criteria are dependent on the chosen
approach. All the prechiasmatic approaches (subretinal,
epiretinal, optic nerve) require the survival of retinal gang-
lion cells and their axons in the optic nerve. Terminal
retinitis pigmentosa emerges as the condition most typi-
cally fulfilling all the selection criteria. Except in cases of
brain lesions, the cortical approach would be more gener-
ally applicable, including in many cases of acute blindness
where the psychological distress is usually more impor-
tant. Finally, the individual’s general health should also be
considered because satisfactory candidates are usually
terminal cases of RP and therefore rather old while the
implantation surgery requires a prolonged anesthesia.

A complete assessment procedure must precede implan-
tation.

A standard ophthalmologic examination is a good start-
ing point. Because of the chronic nature of the condition,
the diagnosis should be checked according to up-to-date
knowledge. Some candidates have not had an ophthalmo-
logic investigation for many years and only know that they
have an incurable eye disease. The blind patient could be
unaware of some additional eye problem or other inter-
fering condition. A proper evaluation of the total degree of
blindness is necessary and objective tests, such a absent
VEP and ERG, are very useful for comparison with the
postimplantation evaluation.

Taking into account the heterogeneous nature of reti-
nitis pigmentosa, this diagnostic label is not enough to
warrant the survival of ganglion cells in a given patient.
Eyelid surface stimulation is the technique of choice here.
A cathode is placed on the closed eyelid while an anode is
stuck on the heterolateral mastoid (50). Small current
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pulses allow to generate a phosphene perception. In
healthy subjects, for pulses >2 ms duration, phosphene
perception occurs well before the stimulus can be felt. A
threshold strength–duration curve (rheobase of 0.28 mA,
chronaxy of 3.07 ms in sighted subjects) can show the
perceptions to be genuine. Electrically evoked potentials
(51) is an alternative technique that would not have to rely
on the patient’s subjective perceptions. However, much of
this added confidence is lost in important stimulation
artifacts and the possible confusion with somatosensory
potentials, especially in RP patients in whom thresholds
are much higher. Some patients describe relatively abun-
dant spontaneous phosphenes and these can be enhanced
by the surface electrical stimulation. The same phenom-
enon could completely jeopardize the working of a visual
prosthesis and perhaps induce permanent unpleasant
symptoms.

A psychological evaluation is essential as long as the
procedure remains experimental. People do accept the idea
of pioneering research, but quite rightly want to make sure
they will not be misused as guinea pigs for the sake of
science alone. The motivation put forward is to help in the
development of treatments or simply for the satisfaction
of an active contribution or to give their grandchildren a
better chance in the frame of their hereditary disease.
Esthetic aspects are questioned right from the first con-
tacts. Visibility of a camera is a point of concern.

When the visual prosthesis will have become a clinical
treatment, expectations will still have to be confronted
with the systems limitations. Also, much attention should
be paid to human factors, such as the impact of an implant
on a person’s social integration.

Magnetic resonance imaging (MRI) is necessary for
some visual prosthesis approaches. For example, the optic
nerve size and diameter must be estimated on MRI images
for an appropriate nerve cuff electrode to be selected for the
optic nerve stimulation. The cortical approach might also
benefit from a detailed anatomical image before surgery.
An MRI examination could be dangerous and will yield
very distorted images after implantation of a prosthesis.
If for any reason, it is felt that such images will later be
useful, then they should be acquired before implantation.

Classical presurgical investigations including thorax
X rays and an electrocardiogram (ECG) are standard
presurgical procedures.

Surgical Methods

The surgical method is very specific to each of the
approaches. The cortical approach can obviously start
with a standard craniotomy. Implantation of intracortical
electrodes, however, can require a more specific method
including specifically designed instruments such as the
pneumatic insertion device (52).

The optic nerve approach has resorted to two kinds of
surgical methods, one to place the electrode intracranially
just in front of the chiasma and the other to implant the
electrode in the orbit. Basically, the intracranial method
uses a standard pterional transsylvian approach. That is,
after right temporo-fronto-parietal cutaneous incision and
preparation of the temporal muscle, a craniotomy is

performed at the meeting line between the great wing of
the sphenoid with the frontal, parietal and temporal bone
(pterion). Opening the dura gives access to the sylvian
fissure. From there, surgery further proceeds under a
microscope to carefully dissect the arachnoid, opening
the sylvian fissure until, in the depth, the optic nerve
can be separated from it’s surroundings. Only minimal
retraction of the basal posterior aspect of the frontal lobe
is required. The electrode is then wrapped around the optic
nerve and the lead suture to the dura.

The second surgical method involves the implantation of
the spiral cuff electrode around the intracortical optic
nerve. A medial orbital approach is used. After detaching
the internal rectus to allow careful retraction of the eye, a
thread can be inserted behind the optic nerve and be used
to pull the cuff in place.

The electrode leads exit temporally from the skull
(intracranial implant) or from the orbit (intraorbital
implant) and run backward under the scalp toward the
neurostimulator half buried in a recessed well made in
the parietal bone. The neurostimulator is also connected
to the antenna inserted under the scalp above the mastoid.

The epiretinal system involves the implantation of a
similar neurostimulator and wireless link unit as described
above. The placement of the electrode is of course comple-
tely different and works (19) as follows (19): The periocular
space is reached through a lateral canthotomy. The cable
and electrode are passed subconjunctivally all around the
eye behind each of the four recti muscle insertions and then
introduced into the eye through a 5 mm circumferential
scleral incision placed 3 mm posterior to the limbus. Prior
to the introduction of the implant, the majority of the
vitreous gel is removed. The electrode array is the posi-
tioned just temporal to the fovea and a single retinal tack is
inserted through the electrode array and into the sclera.
The attachment of the electrode to the retina is a main
issue here. Several solution have been proposed including
biocompatible glues, but recently developed types of min-
iature nail-like devices called retinal tacks appear to work
well.

At least two different subretinal electrode implantation
methods have been developed (15). The ab interno techni-
que, follows established vitroretinal and submacular sur-
gery procedures. Surgical instruments are inserted into
the eye. The vitreous body is then removed while the
intraocular pressure is maintained with infusion. Finally,
the retina is locally incised and the electrode array is
inserted in the subretinal space using a special forceps.
The ab externo implantation is designed to avoid damage to
the internal structures of the eye. In this procedure, a
flexible foil is inserted into the subretinal space through
an incision in the sclera and choroid. The implant is then
slit into a macular position along the guiding support foil.
The path opened by this implantation can also be used for
any required external energy supply leads.

Risks of Active Implants

A complete risk evaluation can only be performed on the
basis of a review of a significant number of cases after a long
postoperative period. Unfortunately, only a limited number
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of human trials have been described so far and most of them
using methods too different to allow any globalization. A risk
analysis will thus have to consider the various aspects of the
implantation in the light of similar procedures. The required
anesthesia is in itself a well known, low but finite life
threatening factor linked to the duration of the procedure
as well as the age and general condition of the volunteer.
The surgery as such is often mentioned as the most feared
aspectbypatients.Formostoftheprechiasmaticapproaches,
only structures of a nonfunctional organ exposed and the
worst failure would thus result in the loss of the possibility
to implant a new prosthesis. Risks linked to the visual
prosthesis itself can probably be considered to be similar to
those for cochlear implants where they are reported to be
negligible (53). In some approaches (intracranial optic
nerve and cortical), a craniotomy is performed and
electrodes are placed in the direct vicinity or in the brain.
In such cases, the possibility of an infection or of an
abnormal inflammatory reaction or even direct damage
to the brain are potential hazards of major consequences.

The possibility of an infectious metastasis around the
foreign material must be borne in mind and is well known
from passive implant applications. Similarly, experience
with other active implants can help to evaluate the burden
represented by possible electromagnetic interference,
including airport or other safety systems, mobile tele-
phone, interference between multiple implants and the
fact that magnetic resonance imaging is no longer available
to these patients.

The possibility of a total or partial failure of the implanted
system must be considered. Again, however, useful figures,
such as the typical lifetime of an implanted system and the
percentageof failure inthe initialperiod,cannotbeestimated
from the present heterogeneous and limited trials.

Heat production by implanted components and electro-
chemical changes at the level of the electrode contacts
are potential hazards insofar that they are not easy to
predict because many factors are involved. Safety limits
for functional electrical stimulation are difficult to estab-
lish. Electrode failure or tissue damage are real risk
factors. Also, unwanted stimulation of neighboring struc-
tures can lead, for example, to pain or abnormal muscular
contractions.

Living tissues can suffer from the activation itself.
Axonal potentials are propagated at the cost of cellular
metabolic energy. Too strong a functional demand on some
structures could create a state of imbalance between the
energy demand and supply, leading to cell dead. This type
of limit will vary very much in different tissues. For
example, peripheral motor axons typically discharge at
frequencies � 20 Hz and could be damaged by chronic
stimulation at 50 Hz while 100 Hz is a typical frequency
for afferent activities in the optic and cochlear nerves.

The electrical stimulation could also induce more subtle
changes. For example, with cortical stimulation, there is a
possibility to trigger repetitive firing and even epileptic
fits. For high stimulation currents, Brindley has indeed
described phosphenes lasting minutes after the stimula-
tion has ended (1). Such after-discharges could be mini-
mized by reducing the stimulus charge and avoiding
prolonged regular stimuli (24).

Psychological complications represent another possible
issue that should be monitored. Blindness is indeed a
severe disability to which most of the implantation candi-
dates as well as their surroundings have adapted over time.
An effective prosthesis will shake this equilibrium as well
as the person’s social insertion with consequences that
could look paradoxical if only the technical success of the
prosthesis was to be considered.

Ethical Aspects

With the project to fight one of the most basic human fears
using high tech methods supposed to carry out miracles, the
visual prosthesis is likely to enjoy a high profile to the layman
and to trigger suspiciousness to scientists. This is thus a very
emotional and sensitive subject that could be driven by many
political and psychological forces alien to the interest of
patients. That is why ethical questions should be dealt with
mostcautiously,especially intheearlystagesofdevelopment.

Basic ethical rules still derive from the Nuremberg code
of 1947. As a consequence of the Second World War, it
appeared that compliance with national laws could some-
times lead to unacceptable human behaviors. Some more
fundamental ethical principles were raised above the law.
This gave ethics a very special status. It is not a set of rules
dictated by any form of power but pertains to every human
being alike, above national or cultural differences (54).
Ethics has neither organized a hierarchical structure nor
an absolute reference. Progressively, from conferences to
declarations, sets of principles gain universal acceptance.

The World Medical Association Declaration of Helsinki,
now at its fifth revision since 1964 (55), is most often
considered as the main reference. Laws in democratic
countries as well as many organization including scientific
publishers enforce these basic principles. The European
governments have extended these rules in the Convention
on Human Rights and Biomedicine (56).

It is generally admitted that the implementation of
ethical principles is very dependent on cultural factors.
As a result, compliance of research projects with ethical
principles is considered to be ideally insured by submission
to an independent local ethical committee. National laws
and institutional rules tend to organize the working of such
committees. Typical questions investigated by these com-
mittees are the quality of the information to the volunteer,
signature of an informed consent, the risk/benefit ratio to
the volunteer, the evaluation of motivations and free deci-
sion as well as a specific insurance coverage including for
removal of the implanted material if requested. An abso-
lute preservation of the volunteers private life is a must
usually requiring anonymity.

The initial development of a visual prosthesis requires a
prolonged collaboration with volunteers. In that frame, it
was found that the organization in collaboration with the
Ethics Committee in charge, of within project meetings
between members of the experimental team and represen-
tatives of the volunteers could often be a very useful place
to solve communication issues and take some consensus
decisions with a volunteer.

A more general ethical question in human research is at
what stage to move experiments from animals to humans
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(57). Because human applications are the final goal, there is
always a point where one will have to decide on the involve-
ment of human volunteers. The prosthesis implantation is
not trivial. Although blindness is a severe burden, the
expected benefits are not life saving and for the time being,
at best limited. The balance between risks and benefits is
therefore not established. As a result, the informed consent
and the volunteer’s motivation become central issues. The
adequate information to be provided to a lay candidate
pertains to a very technical field and the many scientific
uncertainties are even more difficult to explain. As long as
the proposed visual implants are rather experimental
devices, candidates for an implantation must be explicitly
informed and accept that preliminary status. They should
also be aware of the fact that the postimplantation fine
tuning and rehabilitation might take much more time than
what would be expected from a well-established treatment.

The volunteer’s motivation on the other hand can be
biased by difficulties to cope with a heavy handicap and the
possible hereditary character of the disease involved. Time
spent with a candidate volunteer can certainly solve many
of the information and decision criteria issues, avoiding
above all to misuse volunteers as mere study objects.

MAIN ISSUES

Evaluation

The systems presently implanted in human volunteers
have the capacity of producing either 16 differently located
phosphenes simultaneously (19) either >100 phosphenes
send to the optic nerve at a pace of 25 phosphenes per
second (49). At first sight, it might seem that the serial
phosphene generation used in the optic nerve approach will
end up in less information per unit of time than in the
parallel scheme. The difference might perhaps not be as
important as initially thought considering the power
required to drive each stimulator output and the size of
each stimulation circuit. In a stimulator with a large
number of outputs, some multiplexing scheme is required
that makes the system serial as well. The tradeoffs
between the distance to target, the electrode contact area,
the required stimulation charge, the power dissipation, the
size of the current sources and the biologic tolerance might
represent the real bottleneck. In 2005, despite measurable
results, the performances of the visual prosthesis proto-
types remain limited and achieved through an unpractical
systematic scanning movement. No global image percep-
tion has been obtained so far. Learning effects have been
demonstrated however and much can still be done on the
side of image analysis to obtain an appropriately reduced
amount of visual data. A more optimistic view can perhaps
be derived from the past experiences with the now well
established and accepted cochlear implants. Based on the
number of papers published, the visual prosthesis seems to
lag �20 years behind its auditory counterpart.

Hurdles and Limitations

The number of pixels is not the only issue in the evaluation
of the quantity of visual data that can be transferred. In an

image, each pixel also carries luminance and color informa-
tion. Although the phosphene perceptions generated can be
colored, no approach has hitherto developed means to con-
trol it and this dimension can therefore not be exploited. The
brightness of phosphene perceptions is modulated by the
stimulus intensity, but intensity also modulates the spatial
recruitment and therefore, localization and brightness are
not independent. In the optic nerve approach, strong stimuli
will yield only large phosphenes centrally located in the
visual field. With the retinal approaches a stronger stimulus
increases the perceived luminosity but is likely to stimulate
different structures and interfere with the neural code. In
the case of stronger stimuli on the visual cortex surface,
Brindley reported the appearance of additional phosphenes
and their persistence up to 2 min after the stimulus ceased.
Until now, epiretinal or optic nerve approaches do not
explicitly take into account matters, such as the existence
of ON as well as OFF ganglion cells. Stimulating more than
a single cell or axon perhaps leads to some cancellation of
their perceptive effect. In addition, the electrical stimulation
may interfere with ongoing spontaneous firing of the
ganglion cells. The link between stimulus and light per-
ception can thus be expected to be rather complex.

The number of phosphenes that can be generated is still
by far not large enough to come to a realistic pixelization.
On the other hand, the central visual network does not
build an internal projection of the outside world images as
implied by such principles. The photosensors in the eye
capture images as pixels, but that is also where the pixel
structure stops. All other layers of the retina analyze and
encode the image according to many characteristics other
than a mere pixel position. Beyond a rough retinotopy, edge
enhancement, movement detection, and a few other known
features, the spatiotemporal encoding appears to be very
complex. Except for the subretinal approach, recreating a
natural image perception will require to interface a pros-
thesis with this complex and largely unknown code. This
hurdle is likely to be even more challenging for cortical
implants than for epiretinal or optic nerve approaches.

Another difficulty is that as long as a near perfect
perception will not be achievable, bilateral implantation
will not be able to convey distance information. Other
distance clues are also linked to a relatively high quality
vision. This means that before visual prosthesis reach a
very high degree of performance, indirect systems will be
required to provide the important distance information.

Another direction for future developments is set by the
need for image stabilization. The subretinal approach uses
the eye optics with the result that eye movements are
included in the normal physiological network of vision.
In all other approaches, an external camera is used. This
camera is attached to spectacles and follows head move-
ments instead of eye movements. For a correct localization
of the surroundings, the prosthesis user must learn to
inhibit eye movements as far as possible and only use slow
head movement to scan the environment. This is of course a
severe limitation. Eye and head movement tracking meth-
ods will at some point be necessary to stabilize images. The
most advanced solution would be to implant or integrate a
miniature camera in the eye as well. A feedback system
taking into account eye movements in the image analysis
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might be an intermediary step in the near future, before
the intraocular camera becomes a reality.

Further progress in electrode design, stimulation algo-
rithms, and electronic miniaturization will perhaps create
the prospect of a system capable to generate a high density
of phosphenes issued at cinematic rate. However, only that
part of the visual field that is still matched by surviving
ganglion cells will be available for rehabilitation, at least in
all prechiasmatic approaches. As a result, although it is
supposed to access the entire visual field, the optic nerve
approach appears to reactivate only a restricted field of
view. On the other hand, retinal approaches will have to
match the electrode location with the remaining retinal
cells in order to avoid an useless stimulation of death
tissue. Clearly, terminal cases of retinitis pigmentosa will
never regain a complete field using these methods. Better
results can of course be expected in less affected patients
where the prosthesis could be combined to some method to
prevent further degradation.

Future Perspectives, Advanced Applications

The visual prosthesis in no way represents a treatment of
the cause of blindness. The degenerative processes of
retinitis pigmentosa can thus evolve further. The effect
of chronic stimulation on sick ganglion cells is not known.
The stimulation could either speed up the degeneration,
have no influence on the natural course of the disease or, to
the contrary, prevent further cell losses (58). The cause
of retinitis pigmentosa lays in the biochemistry of the
photosensor cells and the degeneration of the other cell
layers of the retina could be considered as the result of
disuse as well as the consequence of abnormal chemical
intercellular exchanges. Keeping ganglion cells active
might help them to survive. If this is true, as has been
demonstrated in animals equipped with a cochlear implant
(59), then the implantation should be done as early as
possible, when a minimal number of bipolar and ganglion
cells have degenerated. Recovery of a broader visual field
can surely be expected in incomplete blindness stages but
interference with existing remnants of vision might create
new problems to be solved.

Again in keeping with the evolution of the clinical use
of cochlear implants, there might be a good reason to
foresee a visual prosthesis implantation in blind children.
An efficient prosthesis implanted before the end of the
critical period might perhaps induce the development of a
functional visual cortex and preserve the individual’s
chances to later benefit from similar devices in adulthood.
The limited efficacy of present day visual prosthetic
devices does, however, clearly not yet justify such an
undertaking.
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INTRODUCTION

Radiography is a form of physical diagnosis in which X rays
are used to obtain medically useful information about a
patient. X rays are generated in a controlled way, and a
beam of X rays is passed through the patient. The differ-
ential absorption of ionizing X-ray radiation by different
tissues modulates this beam. The transmitted beam is
detected, and its information content is recorded. In addi-
tion, radiological imaging methods are used to control,
guide, and monitor both diagnostic and therapeutic manip-
ulations such as needle biopsy, percutaneous transluminal
angioplasty (see CORONARY ANGIOPLASTY), and radiation therapy.

X-ray equipment is composed of many subsystems and
components, each of which presents unique choices and
tradeoffs for the equipment designer. These components
include means for X-ray production, spatial and spectral
shaping of the X-ray beam, patient handling, as well as
means for image detection and capture, intermediate
image handling, image processing, image display, and data
storage. Auxiliary equipment and logic are customarily
included in the design and construction of X-ray apparatus
for the control, synchronization, and automation of the
examination process. The X-ray equipment designer must
balance different and often conflicting requirements to
obtain an optimum solution for each examination category
or application. For example, fine spatial detail requires
minimization of both geometric blur (implying a fine focal
spot along with low power and low magnification) and
motion blur (implying short exposure time with high power
and a large focal spot). This leads to specialization of the
equipment for different medical applications. In addition to
clinical requirements, the apparatus must also be designed
to meet a wide variety of industrial and professional stan-
dards as well as comply with governmental regulations.

The functional organization of an X-ray imaging system
is shown in Fig. 1. In one form or another, these elements
are present in all X-ray imaging systems. This article will
follow the logical flow shown in Fig. 1, with emphasis given
to the material contained in the double-sided boxes.
Other articles in this Encyclopedia discuss the remaining
topics.

Power Components

The primary purpose of the power components in the
generator is to control the X-ray tube voltage, current,
and exposure time. The contrast and signal-to-noise ratio
(SNR) of a radiographic image, as well as dose delivered to
the patient, are partially controlled by adjustments of the

X-ray tube voltage. Other influencing factors include the
X-ray beam filtration, the X-ray attenuation characteris-
tics of the object (e.g., patient), and the nature of the image
receptor. The voltage applied to the tube has a major
influence on the shape of the X-ray spectrum emitted from
the tube (Fig. 2). This change in spectral shape as voltage is
varied produces changes in image quality, including the
common image metrics of contrast and SNR (see X RAYS,
PRODUCTION OF). An increase in voltage leads to decreased
image contrast (see X-RAY ATTENUATION IN MATTER) and
increased SNR. In addition, the total quantity of radiation
emitted from the tube is a power function of the voltage
applied across the tube (approximately a cubic function,
depending on the voltage range and beam filtration),
resulting in increasing dose to the patient. In the United
States, it is common to use voltage as the primary control
element for regulating the amount of X rays exiting from
the patient (termed penetration).

The amount of radiation emitted from a tube is also
controlled by the product of the current flowing through the
tube and the time during which the current flows
(expressed in units of milli-ampere-seconds, or mAs).
Use of exposure time is somewhat limited in an attempt
to minimize patient motion. Applied current can greatly
increase tube heating and reduce tube life, causing tube
cooling techniques to be a major design consideration,
especially in applications such as tomography, where high
rates of tube exposures are experienced due to the require-
ment for multiple sequential images to be produced and
detected. Tube current is controlled by adjustment of the
X-ray tube’s filament temperature. In most generators,
time is controlled by switches in the primary circuits. Some
generators use switching tubes in the high-tension circuit
of the generator, or a control element in the X-ray tube.
Figure 3 is a simplified schematic diagram of conventional
single-phase, line-operated generator. Such a system
draws its power directly from the main electrical distribu-
tion system. Conventional generators may be designed to
operate using either single- or three-phase power. When
one considers power-line impedance and generator self-
loading, single-phase equipment is usually limited to lower
peak power devices, whereas three-phase equipment may
be found at any power level. The consequences of power-
line loading are discussed briefly at the end of this section.

The need for high-power mobile X-ray generators in
hospitals has led to the construction of equipment incor-
porating energy storage devices, either capacitors or bat-
teries. These generators accumulate energy from a low-
capacity power line at appropriately low-power levels, and
then they discharge the stored energy through the X-ray
tube at a much higher power level. The currently preferred
design is the battery-operated mobile generator with a
high-frequency inverter.

Line-operated X-ray generators place unusual loads on
the hospital’s electrical distribution system. Most genera-
tors draw X-ray tube power directly from the lines during
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the time of X-ray exposure. Classic X-ray circuits (Fig. 3)
set the X-ray tube voltage by means of measurement of the
primary voltage before exposure. The combination of these
two effects requires that the power lines be well condi-
tioned and protected from extraneous loads. In addition,
other equipment in the hospital must be protected from the
effects of the brief high-power demands placed on the line
by the X-ray equipment. Also, in this era of ubiquitous
digital control, two-way isolation is required to protect both
the X-ray equipment and the remainder of the hospital
from the broadcast of digital noise, or real digital control
signals along the power lines. Power for X-ray generators
should be obtained from separate low-impedance supplies,
which include dedicated distribution transformers and
appropriate size conductors. To minimize conductor size,
high-power equipment is usually connected using a higher
line voltage. Line-operated X-ray equipment, with the
exception of low-power mobile units, is seldom operated

from 110 V supplies. Single-phase and low-power three-
phase equipment typically operates using a 220 V line.
Higher power equipment may require 440/480 V.

An undesirable characteristic of some X-ray generators
is ripple, defined as the percent variation of voltage during
an X-ray exposure. A high ripple factor can result in
undesirable X-ray flux and spectral variations leading to
unpredictability in image quality and patient dose. Single-
phase, full-wave rectified generators suffered from very
large ripple factors, and therefore they have been virtually
replaced by the constant potential generator for the most
demanding imaging applications, medical imaging being
one of them. Although these types of generators are gen-
erally larger, more complex, and expensive, they provide
extremely low (<5%) ripple factors, and they are essen-
tially constant in their voltage output. These generators
typically use single- or three-phase 50/60 Hz line voltages of
220 V or higher. One common type of constant potential
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Figure 1. Functional diagram of an X-ray imaging
system. Any system used for medical imaging must
provide the minimum facilities for delivering a con-
trolled X-ray beam to the patient, positioning the
patient relative to the beam, detecting the modulated
X-ray beam passing through the patient, and delivering
the image to the radiologist.



generator is the three-phase generator, using a three-phase
transformer with three sets of primary and secondary
windings. The newest type of constant potential generator
is the medium or high-frequency generator (also called the
inverter generator), where the constant potential voltage is
controlled by the frequency of the current provided by the
chopper/inverter. This generator type is popular both in
battery-powered and in mobile units, as well as in the
higher power applications of modern equipment. Starter
speed is also a consideration available to designers. The
starter controls the boost and operation of the rotating
anode. Typical low-speed anodes boost in approximately
3 seconds and reach a rotation speed of 3000 rotations per
minute (rpm). High-speed starters are often available as
add-ons that allow faster boost as well as rotation speeds in
excess of 10,000 rpm. Most generators also include a ther-
mal switch that will automatically stop the X-ray exposure

when an overheat signal is received from the tube. Addi-
tional tube details are provided in the following section.

X-Ray Tubes

The normal X-ray tube is a vacuum diode. Figure 4 is a
photograph of a typical X-ray tube housing as well as a
cutaway diagram of the typical interior tube components.
Electrons are generated by thermionic emission from the
filament of the tube. The electron stream is electrostati-
cally focused onto a small target on the anode by means of a
carefully designed, shaped, and sometimes charged, highly
polished nickel cathode focusing cup.

X rays are produced by interactions between the elec-
trons and the target (see X RAYS, PRODUCTION OF). Most
electrons emitted by the hot filament become current car-
riers across the tube. One can, therefore, set tube current
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Figure 3. Schematic diagram of a single-phase, full-
wave rectified generator. Feedback and stabilization
elements are not shown. X-ray tube voltage is
adjusted by setting the autotransformer before
exposure. Tube current is adjusted by setting
the filament voltage and hence its temperature.
A, Autotransformer; H, high-voltage transformer;
F, filament transformer; S, exposure switch; T,
radiographic timer; V, prereading voltmeter used
for kV indication.
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Figure 2. Sample spectra, generated via validated
computer simulation, using various tube potentials,
1 mAs exposure, and with 0.5 cm thick Al extrinsic
filtration, illustrate the effect on beam shape.

X-ray Spectra at Various Tube Potentials

0.00E+00

5.00E+06

1.00E+07

1.50E+07

2.00E+07

2.50E+07

1 7 13 19 25 31 37 43 49 55 61 67 73 79 85 91 97

Tube Potential (kVp)

N
u

m
b

er
 o

f 
P

h
o

to
n

s

40 kVp 

60 kVp 

80 kVp 

100 kVp 



(by adjusting the filament temperature) and tube voltage
(by adjusting primary voltage) as independent parameters.
Some X-ray tubes function as a triode with a bias voltage
applied between the filament and the cathode cup. At low
voltage, this bias can be used to modify the size and shape
of the focal spot by focusing the electron beam in the tube. A
further increase of the bias voltage can serve as a switching
device by gating the electron beam ON or OFF.

The X-ray tube converts a very small fraction of the
electrical energy delivered to it into useful X rays. In the
voltage region corresponding to diagnostic radiology (�20–
150 kVp), the physical processes involved in X-ray produc-
tion (primarily collisional deceleration of electrons in the
target) result in an X-ray production efficiency of <1%. The
remaining electrical energy is converted into heat. Tung-
sten is used as the target material for most general-purpose
diagnostic X-ray tubes. Its high atomic number (Z ¼ 74)
maximizes X-ray production efficiency. Tungsten’s high
melting point (3400 8C) and reasonable specific heat

capacity (Cp ¼ 130 J/kg-K) help with the thermal problems
associated with the waste heat. As special cases, molybde-
num (Mo), rhodium (Rh), or Mo/Rh alloy targets are used to
produce the specific X-ray spectra needed for mammogra-
phy. The use of these lower atomic number metals as
targets and filters isolates the K-characteristic X rays
produced by the target, resulting in a narrow spectral
beam at relatively low energy, useful for improving subject
contrast in screen-film imaging of the compressed breast.
The lower efficiency of X-ray production and lower melting
point makes these metals unacceptable for general radio-
graphy. Other materials, including silver, cerium, and
other exotic materials, continue to be proposed for target
materials for specialized applications ranging from small
animal imaging to computed tomography and additional
industrial applications.

A major task in X-ray tube design is the provision of
means for dissipating waste heat before tube structures are
damaged. Different tube structures place different thermal
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Figure 4. Diagram of a generic X-ray tube and
photograph of tube enclosed in its protective housing.
The useful X-ray beam emerges from the beam port at
the bottom center. The anode is rotated by coupling
magnetic fields through the glass envelope of the tube.
The stator coils that are used for this purpose surround
the tube on the left.



limitations on radiographic techniques and ultimately
limit the speed of performing examinations. Tube rating
charts that account for these different thermal restrictions
are available from all X-ray tube manufacturers. The first
consideration is the melting of the tungsten target at the
focal spot, the target area bombarded by the electron beam.
For sharp projection imaging, the geometry of the X-ray
‘‘optics’’ requires that the focal spot be as small as possible.
Design elements such as high-speed rotating anodes
(3,000–10,000 rpm) and shallow target angles (58–158)
are used to limit the power density incident on the physical
target location while creating a small effective focal spot,
yielding improved resolution. Effective short-term loading
in excess of 50 kW/mm2 of effective focal spot is realized
using these techniques. Some tubes even provide user-
selectable dual-anode angles or dual-position focal spots
for increased flexibility.

Once heat has entered the target region of the anode, it
is conducted away from the focal track into the bulk
material of the anode. This bulk material usually consists
of molybdenum or prolytic graphite. Massive anodes (sev-
eral kilograms) are used to temporarily store the thermal
energy before radiating it to the tube housing and even-
tually into the environment. The large anode mass, needed
for significant thermal energy storage (e.g., for applications
in computed tomography and cinefluorography), places
limitations on the starting time of the tube, due to the
moment of inertia of the anode, and on the length of life of
the anode’s bearings. The technical requirement of high
anode heat storage capacity is optimally met with a heavy
smaller diameter disk. The clinical requirement for short
radiographic exposure time demands high instantaneous
power levels. This requirement is optimally met with a
light large-diameter rotating anode disk. These conflicts
result in the design and use of many types of X-ray tubes
mechanically specialized to meet specific examination
requirements.

The tube housing serves several technical purposes.
Figure 4 (top) is a diagram of such a tube in its protective
housing. The housing is part of the electrical isolation
between the high-voltage circuits and the environment.
It also provides radiation protection for both patient and
operator. Tube housings are lead lined to keep the amount
of leakage radiation below legal limits (this requirement
assures that the major source of irradiation outside of the
beam comes from scatter and the useful beam in the
patient). The tube housing illustrated is a variety com-
monly used, whereby the low atomic number (usually
Beryllium) exit window for the X rays is located in the
center of the tube between the two poles (cathode and
anode) of the power supply from the generator. It is also
possible to obtain unipolar X-ray tubes for special applica-
tions. With only one single pole for the power supply, it
becomes possible to locate the exit window nearer the edge
of the tube to allow closer proximity imaging in special-
purpose applications, such as in computed mammotomo-
graphy. Also, these tubes are smaller and lighter than
standard dual pole tubes. Drawbacks of such tubes include
much lower maximum power (i.e., on the order of �100 W
to 6 kW, compared with the 100þ kW available on other
tubes), static anode and, consequently, the need for a larger

focal spot to reduce concentration of heat on the anode.
These tubes are usually liquid cooled.

Finally, the tube housing is a key portion in the waste-
heat handling system. Housings for tubes used at low mean
power levels (<100 W or so) can be adequately air cooled,
with or without a fan. As the mean load increases (i.e., for
applications such as angiography and computed tomogra-
phy), air cooling becomes inadequate. Additional cooling
may be obtained by circulating liquid through a heat
exchanger contained in the tube housing or by circulating
insulating oil through an external radiator.

Collimation and X-Ray Beam Definition

The geometry of projection X-ray imaging requires that the
produced X-ray photons be directly projected from the focal
spot onto a detector system. Radiation produced elsewhere
in the X-ray tube (off-focal radiation) and scattered radia-
tion from the vicinity of the tube contribute to geometric
blur in images. Scattered radiation emanating from the
vicinity of the patient, patient supports, and image recep-
tor may not cause observable blur but will still degrade
image SNR and contrast. Patient integral radiation dose is
minimized, and image quality is maximized by confining
the beam of radiation to the smallest possible area. Patient
dose and radiological contrast are also influenced by the
X-ray spectrum. This section will discuss means for con-
trolling the spatial extent and spectral shape of the X-ray
beam.

The production of scatter is reduced by limiting the
spatial extent of the X-ray beam by means of a device
called a collimator on the source side. The conventional
radiograph is produced using a two-dimensional, four-
sided cone of radiation. Minimizing the projected beam
size by restricting it to the area of interest reduces both
patient dose and image degradation due to scatter. Most
systems are equipped with adjustable source collimators.
Specialized equipment may be found that uses fixed colli-
mation. Modern collimators, both fixed and adjustable, use
several sets of apertures to minimize off-focal radiation. X-
ray photons emerging from the tube whose real or virtual
source is not the focal spot are termed off-focal radiation.
Off-focal radiation is produced by electrons scattering from
the focal spot with sufficient energy to produce X rays when
they collide with some other portion of the anode structure.
The use of metallic or partially metallic tubes, in place of
all-glass tubes, reduces the production of off-focal radiation
by providing alternative return conduction paths for scat-
tered electrons. X-ray photons produced in the focal spot or
elsewhere in the tube may be internally scattered and seem
to be produced anywhere in the tube. Simple, single-plane
diaphragms limit the size of the X-ray beam emerging from
the beam port, but they are not very efficient in minimizing
the emission of off-focal radiation and internal scatter.
Some tubes also include a hood around the anode to absorb
off-focal radiation and prevent it from exiting the tube.

In the United States, the law requires that the collima-
tor and the image receptor must be linked so that the
maximum settable beam size does not exceed the dimen-
sions of the receptor. The influence of scatter can be further
reduced by collimating to and using a one-dimensional fan
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of radiation or a pencil beam of radiation, provided that the
scatter geometrically misses the image receptor or is atte-
nuated before it reaches the receptor. The former method is
accomplished by having a small scanning detector aligned
with the useful beam (e.g., in slot scanning). The latter
technique involves the use of a secondary collimator
between the patient and image receptor that scans syn-
chronously with the X-ray beam. Slot scanning systems
have recently become commercially available. These sys-
tems use an X-ray fan beam synchronized with a moving
collimated slot of detectors to perform a planar patient
scan. The effect is to provide a digital radiograph with
significantly reduced scatter fractions (relative to grid
systems) compared with conventional commercial cone
beam systems. One drawback is a slightly longer scan with
potentially increased patient motion artifacts, as well as
other possible electrical or mechanical artifacts due to the
use of moving parts.

The energy spectrum of the X-ray beam emerging from
the target is modified (filtered) by its passage through
extrinsic filtration before it enters the patient. The X-ray
spectrum is further modified as it passes through the
patient. These spectral modulations are due to the inherent
energy dependence of the X-ray attenuation coefficients,
which are intrinsic characteristics of an elemental or com-
pound material.

An improper selection of the target material or filter,
relative to the examination being performed, can result
either in diminished image quality or excessive patient
dose. A certain amount of filtration is beneficial to the
patient. Low-energy photons that enter and are absorbed
by the patient’s tissues contribute to dose without contri-
buting to the image. These photons may be removed from
the X-ray beam by inserting additional filters between the
tube and the patient. High-purity aluminum is the filter
material that is commonly used for general radiography.
Because the attenuation coefficient of aluminum decreases
across the radiographic energy range, aluminum prefer-
entially absorbs the low-energy photons emitted from the
target and is therefore said to ‘‘harden’’ the X-ray beam.

Beam quality is usually described in terms of its half-
value layer (HVL) of aluminum. This is the amount of
aluminum needed to reduce the beam intensity by 50%.
The U.S. Public Health Service has placed minimum HVL
requirements on diagnostic X-ray beams. Too high an HVL
is also undesirable as it leads to poor SNR in screen-film
imaging systems. Alternatively, the molybdenum filter
used for mammography functions in a different manner.
As pure metals are relatively transparent to their own
characteristic radiations, a molybdenum filter passes most
of the K-characteristic radiation from a molybdenum tar-
get. At an appropriate tube voltage, the filter preferentially
removes both low- and high-energy photons. Such a
matched filter-target combination results in the transmis-
sion of a narrow energy band of X rays.

Several other methods are available for generation of
narrow X-ray spectra with an inherent improved dose
efficiency when the mean energy is matched to the object
and imaging task. Use of heavy (i.e., 7–10 HVLs) K-edge
filtration (Fig. 5) can provide a practical, low-complexity,
and relatively inexpensive means of using heavy attenua-

tion for beam hardening and near-complete elimination of
lower energy photons and using the K-edge to nearly
completely eliminate higher energy photons, thereby
producing a narrow, quasi-monochromatic beam. Higher
tube exposures are necessary, accompanied by increased
tube heating and reduced tube life, although the actual
object exposure may be similar to that with regular
filtration. Bragg diffraction can also be used to produce
quasi-monochromatic beams. Although Bragg diffraction
can produce a very narrow beam, devices using Bragg
diffraction suffer from longer scan times because only
narrow fan beams can be obtained; indeed, the object needs
to be moved relative to the beam because sweeping the
beam would compromise beam quality. Synchrotron light
sources have also been proposed for monochromatic radia-
tion but so far have proved far too expensive and imprac-
tical for routine medical imaging applications.

Bowtie filters can be employed within the collimator
attached to X-ray tubes (Fig. 6, top). These filters conform
to the general contour of the patient in that they are
thinnest (i.e., allow maximum flux) at the center where
the patient is thickest and become thicker near the edge
(i.e., allow minimum flux) where the patient contour gets
thinner. This allows reduction of dose to the patient while
providing a more uniform optical density (in the case of
screen-film) or SNR (in the case of digital detection) across
the image.

The interactions of X rays with the patient’s tissues and
other structures in the beam path result in the production,
by the Compton process, of copious quantities of scattered
radiation. A portion of this scattered radiation is directed
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Figure 5. Sample spectra generated via simulation using 60 kVp
tube potential, 1 mAs exposure with various extrinsic filters to
illustrate effect on beam shape. Illustrated are spectra for no
filtration, 0.5 cm thick aluminum, and 0.09 cm thick cerium
extrinsic filtration. These represent unfiltered, minimally
filtered (similar to standard filtration in commercial systems),
and heavily K-edge filtered beams. Note that the cerium filtered
beam is quasi-monochromatic (i.e., 7% full width at half the
maximum height), which can, by design, provide maximal dose
efficiency in a uniformly attenuating, homogeneous object.



toward the image receptor. The scattering process destroys
the imaging geometry, which consists of straight lines from
the focal spot to the image receptor. Scatter does not
contribute to the useful imaging process, but because of
its diffuse nature, scatter produces a generally uniform
background intensity, reducing radiologic contrast, and
decreasing the SNR of the image. In chest, for example,
surprisingly most (80–90%) X rays on film are scattered
radiation, although the image quality of a chest radiograph
is still good and full of fine detail.

The use of a grid (Fig. 6) exploits the lack of geometrical
coherence of scatter and helps to remove it. The lead strips
of the grid are geometrically aligned toward the focal spot
of the X-ray tube. Unscattered photons ‘‘see’’ only narrow
grid strips and relatively wide grid interstitial spaces. Only
a small fraction of these photons (the photons useful in the
imaging process) are absorbed by the grid. Scattered
photons produced in the patient have a wider angular
distribution. On average these scattered photons see much
wider grid strips and much narrower interstitial spaces.
Thus, a grid selectively removes scattered radiation.

When a grid is used, however, a comparatively higher
skin dose is required for the same SNR. The improvement
in image quality achieved with a grid usually justifies the
increased patient dose. Grids are constructed with thin
lead or tungsten strips, and interstitial spaces are com-
posed of a variety of uniformly thick materials including

aluminum, organic material (solid or foam), or air. Grids
are available in many different aspect ratios (the height of
the strips divided by the space between adjacent strips). A
higher ratio grid will reject more scattered radiation
(necessitating higher incident flux to maintain SNR) but
requires more precise positioning than a lower ratio device.
Grids, especially coarser ones, can also be moved during
the exposure so that the grid lines are blurred, and essen-
tially eliminated by the motion. The combination of a grid
and its movement mechanism is referred to as a Potter-
Bucky diaphragm. Grids are now available with varying
focal lengths and material compositions and can be con-
structed by extrusion, layering, or chemical etching.

One functional drawback to the grid is that the solid
geometry (of the lines of sight) is fixed, so the source to
image (SID) cannot be changed without changing the grid.
Several alternatives to the anti-scatter grid are available to
the designer for dealing with scatter, some or all of which
can be used in combination. These include the use of air
gaps between the object and imaging device, the slot scan-
ning technique, and algorithmic correction (including the
beam stop and deconvolution methods). Employment of
algorithmic correction is especially attractive in digital
systems.

Image Receptors

Although digital detector usage is increasing greatly, con-
ventional film and film-screen systems are still the most
widely used of all radiologic image receptors (see SCREEN-
FILM SYSTEMS). The radiographic cassette contains a rela-
tively high density and high atomic number scintillating
screen for converting X-ray energy to visible light. Visible
light provides better film exposure than the direct inter-
action of X rays in the silver halides embedded in film.
When irradiated, the screen fluoresces and exposes the film
to light. Most film blackening results from this fluorescent
light. A screen is held in close contact with the film in a
light tight cassette so that there is an optimal transfer of
the light to the film, with minimal resolution blur caused by
the bloom of light generated in the scintillator. Modern
film-screen systems have a detective quantum efficiency
(DQE) around 50% (DQE is a measure of the ability to
convert SNR presented to the film into recorded SNR and
includes metrics of resolution, noise, and efficiency). This
means that about half of the ultimate information in the
modulated X-ray beam is detected by the system. The
sensitivity (speed) of film-screen systems may be chosen
by selection of screen and film types. Systems that provide
proper film blackening at low dose either exhibit a great
deal of quantum noise or mask the noise by blurring both
the noise and the image detail. This is determined by
selection of screen type. Scintillators in the screen can
be amorphous (the majority of cases) or highly structured
in finely grown pillars. The shape of the gray scale transfer
function of the film-screen system is determined by the
choice of film. Ideally, the optimum visible absorption
efficiency of the film corresponds to the optimum light
wavelength output of the screen, although each of these
absorption and emission functions vary with wavelength.
Different film characteristics are often needed for the
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likely to be absorbed by the grid.



optimal performance of different radiographic examina-
tions. For example, a slow film speed film with finer spatial
resolution may be more useful for extremity imaging of fine
bone fractures, whereas a faster speed film with coarser
resolution is more useful for chest imaging where stopping
or minimizing the influence of cardiac motion is desired.

There are both advantages and disadvantages to the
development and use of digital X-ray detectors, but a
primary advantage is that there is a decoupling of the
image capture and image display process. In addition to
separating image capture from image display, the digital
representation of the radiographic image is key to the
successful implementation of a picture archiving and com-
munications system (PACS) system, which has already
shown to have a beneficial impact on the delivery of health
care. With advances in large-scale miniaturization and
packaging, and production of large-area electronics struc-
tures with high yield, there are continual advances in
production and manufacture of digital detectors with
increasingly finer spatial resolution. Indeed, there is a
projected 600% growth in demand of digital radiography
and digital mammography systems by 2008, along with
declining demand for screen-film and computed radiogra-
phy (CR) systems sales. Digital systems are expected to
surpass other film-screen based X-ray imaging systems in
the near future. Nevertheless, a large number of these
systems currently exist and are part of contemporary
radiography.

Photostimulable phosphor systems were introduced
several years ago and remain popular in radiographic
practice. In a CR system, an image storage plate ‘‘traps’’
an image of the attenuated X-ray distribution with excited
state electrons. When such a plate is scanned with a pencil-
tip-sized laser beam, the electrons are de-excited and
return to their ground state with the emission of visible,
phosphorescent radiation. This phosphorescence can be
measured, digitized, and subsequently used to produce
an image (fluorescent scintillation systems and phosphor-
escent systems differ in the decay time t of the scintillation
event, where fluorescence occurs in t �10�9 s, and phos-
phorescence can be considerably longer, lasting t �hours
or days). Such CR systems are capable of reproducing >1;
5 line per millimeter with an acceptable DQE. The phos-
phors used in these systems have a linear dose-to-photo-
luminescence response extending over several orders of
magnitude of absorbed dose. With proper reading technique,
this intrinsic linearity permits a decoupling of dose from
film blackening. Intentional or inadvertent exposure errors
can be compensated for by the reading electronics, thus
reducing retakes. Dose may be selected with regard to the
image quality requirements of the individual examination.

The X-ray-sensitive image intensifier, using charge
coupled devices (CCDs), is currently the universal image
receptor for fluoroscopy and fluorography (see IMAGE INTEN-

SIFIERS). This device converts the modulated X-ray beam
into a minified visible light image projected onto a small,
fine resolution (cooled) CCD. The conversion factor (image
blackening per unit of X-ray input) of modern image
intensifiers is high enough that the quantum sink in most
imaging chains is the X-ray intensity detected and photo-
electrons created at the tube’s input screen. The DQE of

these detectors is also in the neighborhood of 50%. Most
image intensifier-based image receptor systems use optical
diaphragms between the output of the image intensifier
tube and the input of the CCD. This diaphragm is used to
restrict the light intensity reaching the CCD, thereby
forcing enough X-ray intensity through the patient so as
to produce a statistically meaningful image. In some sys-
tems, this diaphragm is externally adjustable, permitting
the operator to set the dose to a level that is consistent with
the allowable X-ray quantum noise for the examination.

Image intensifier systems commonly use video as the
primary fluoroscopic display and recording medium. If the
video is used only for fluoroscopic monitoring or for simple
playback applications, normal broadcast video standards
are employed. For systems that use the video signal for
fluorographic applications, such as digital subtraction
angiography (DSA) (see DIGITAL ANGIOGRAPHY), better quality
nonstandard video formats may be used. A variety of
photofluorographic cameras can be used for image capture
and the production of hardcopy images (see CINE AND SPOT

FILM CAMERAS).
Flat panel detectors are becoming increasingly popular

for digital radiography (DR). Although they are more
expensive than CR systems and may not be able to be
retrofitted into existing gantry’s, they provide much faster
(i.e., instant) digital data acquisition and higher resolution
(now on the order 50 mm or 20 lp/mm) than CR systems.
DR detectors are generally divided into indirect and direct
detector categories. With indirect detection, a scintillator
(e.g., CsI, BGO, Gd2O2S, CdWO4) is used to convert X rays
into photons in the visible spectrum that are then detected
by a thin-film transistor (TFT)-based photodiode array.
With direct detection, X rays are detected and converted
directly into electric charge by the detection layer (e.g.,
amorphous-Se, CdZnTe, amorphous-HgI2) without the
need for an intermediate scintillation event. There is an
ongoing debate pertaining to the superiority of one
approach versus the other. Suffice to say here that direct
detectors can have finer spatial resolution leading to a
better MTF, and until very recently, indirect detectors
with higher overall stopping power had better detection
efficiency and hence DQE.

With digital detectors of any kind, one must be con-
cerned with image lag or ghosting characteristics that are
specific to the type of detector chosen. Acquisition and/or
correction techniques may have to be employed to minimize
these residual image effects and generally do not affect
image quality for planar projection images in the clinical
setting. Tomographic systems that require multiple rapid
image acquisitions are more likely to suffer from these
degrading effects.

Control and Supervisory Logic

Radiological equipment produces X rays with tube voltages
of 25 to 150 kV at power levels extending from less than
100 W to more than 100 kW. Exposure times range from a
millisecond to several minutes. A wide voltage range is
required to produce the required signal characteristics in
the final image. Wide power and exposure time ranges are
needed to deliver the appropriate dose rate and total dose

X-RAY EQUIPMENT DESIGN 557



to the image receptor. In addition, digital detection systems
require careful synchronization such that frames are not
exposed during the frame readout period. High-speed
frame-grabbing hardware is also required in specialized
applications, such as tomography, where frame rates can
be very high. Control, synchronization, regulation, and
automation of such elements necessitate the introduction
of control and feedback elements into X-ray systems (Fig. 1).
In many cases, installed radiographic systems have their
control primarily associated with the generator, especially
in screen-film systems. For newer digital systems, includ-
ing special applications such as tomography, the generator
becomes a component under the logical control of the overall
system host computer, which is responsible for controlling
and managing all components of the system.

One example of such synchronization and control is
illustrated by a timing diagram (Fig. 7). The diagram
shows multiple exposure cycles as would be typical in a
tomography application, using a digital detector, rotating
anode X-ray tube, and movable gantry, although other
implementations may exist. A signal must first be sent
to the generator starter to initiate rotation of the anode.
Once the anode has reached maximum speed, the detector
is checked for status availability. Exposures can be
initiated only if the detector is not in the process of reading
out the panel. The period between readouts is known as the
vertical blanking period. X rays can be exposed during this
time (the length of this period depends on the frame rate of
the detector). When the detector ready signal is verified, a
signal is sent to the X-ray generator to expose X rays. After
the X-ray pulse is complete, a signal is sent to the gantry to
move the assembly into position for the next image, and
simultaneously, a signal is sent to the frame grabbing
circuit to acquire the image from the detector controller.
Frame grabbers are specialized circuits responsible for
quickly obtaining or ‘‘grabbing’’ the exposed frame from
the digital detector.

The previous scenario gives maximal flexibility to the
system designer. Many other options are also available.
For example, the detector ready signal could be wired
directly to the generator so that exposures are initiated
automatically whenever the detector goes into a ready
state. In addition, some tomography applications have
the X-ray beam constantly on during the multiple acquisi-
tions for tomography and, instead, use a timed, physical
shutter for initiation of exposures.

The above scenario also assumes that exposure times
are predetermined and will take place at the preset values
when an expose signal is initiated. Another control option
available on many systems is that of automatic exposure
control (AEC). This involves the measurement of X-ray
transmission and is used as a control element for generator
switching. The commonly used feedback loop, which
switches the X-ray beam at a predetermined dose, remains
essentially the same as Morgan’s original phototimer. Most
AEC systems offer the choice of several different measur-
ing fields, with the selection of active fields being examina-
tion and projection dependent. With proper positioning,
this ensures proper exposure of critical anatomical detail.
Modern systems adjust sensitivities within the AEC system
to accommodate different film screen systems, compensate
for reciprocity loss in radiographic film, select different
measuring fields for different examinations and for other
control functions. This provides a high degree of uniformity
and image consistency via the automatic termination of an
exposure for a predetermined desired effect. So the overall
hope is that with AEC, the number of reshoots and/or call
backs for additional exposures is reduced. The most common
transmission measurement device used is an ionization
chamber interfaced to the phototiming circuit.

The radiographic technique is the selection of appro-
priate X-ray exposure factors, taking into consideration
patient size, shape, and physical condition, the examination
and projection to be performed, and the available choice of
radiological materials and supplies. This may, of course, all
be done properly by a technologist using his or her own
judgment with a manually controlled generator. However,
this process has become less a matter of technologist pre-
ference and more a part of a departmental standard protocol,
both in terms of required radiographic projections and tech-
nique factors. Many modern systems also provide anatomi-
cal programmed radiography (APR). APR typically provides
the technologist with dozens of examination views foreach of
several different anatomical regions in a menu at the con-
troller. By selecting a particular mode, APR automatically
sets the required technique factors, including kVp, mA,
time, focal spot, film speed, SID, and imaging receptor. In
addition, the operator may input the actual patient thick-
ness providing the optimal technique parameters for that
examination.

Patient Support Structures

Patient safety, handling, and comfort are critical elements
in the design of medical imaging equipment. The needs of
the physician or technologist must also be taken into
account. These are not trivial design problems. The engi-
neer must consider, among other things, the patient’s
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Figure 7. Timing diagram illustrating the necessity for synchroni-
zation when implementing an automated system that involves
many different system components, including X-ray generator,
digital detector, motion control devices, and frame grabbing devices.



physical condition, attached life support systems, required
accessory devices (i.e., traction slings or intravenous bot-
tles), and the patient’s mental attitude. In addition, the
ergonomics of the equipment should promote the expedi-
tious performance of the examination. For example, the
examination table should permit easy patient transfer with
a minimum amount of staff assistance. The key component
of each radiographic examination is the image receptor. To
this end, the technologist must have direct and unimpeded
access to the patient from a variety of directions. Nearly all
of the technologist’s tasks, with the exception of patient
handling and positioning, can be automated. The technol-
ogist’s ability to interact with a sick patient while obtaining
the desired imaging results is a fine art. Equipment design
and selection must be conducive to this process.

As many rooms often contain Potter–Bucky diaphragms
(they are referred to as table and wall Buckys, respec-
tively), the room must be designed to carry such devices. A
variant on the radiographic room is the use of a tilting table
in place of the flat (nontilting) table. The X-ray tube is
usually mounted on a ceiling suspension. A special-purpose
apparatus may be used to improve the efficacy of position-
ing for complex examinations such as skull radiography
and trauma-related procedures. C-arms may also be used
and must be accommodated.

Another major requirement in room design is that of
safety. Rooms must be shielded to prevent radiation from
reaching unintended areas while allowing visibility
between the operator, who is generally outside the perma-
nent room or behind some radiation shielding, and the
patient and scanner. Mobile leaded shields with various
sized lead-doped glass are available, and some dedicated
systems (e.g., in mammography) have attached operator
shielding to minimize exposure from the multiple studies
coordinated by the technologist. Thus, rooms must be
designed to accommodate both the general requirements
common to radiographic systems as well as special require-
ments for custom applications.

Custom Applications and Equipment Selection

The design of a radiology department in terms of the
number and type of procedure rooms and the selection of
equipment is an important consideration. The amount to
which equipment can be differentiated depends on the size
of the institution and the nature of its workload. It is a rare
department that can maintain an even patient flow
throughout the day. Most departments have a sharp peak
early in the morning and a secondary peak in the early
afternoon. Sufficient staff and equipment must be provided
to handle these peaks.

Radiologic equipment is classified by its technical com-
position and its clinical function. The simplest apparatus is
the dental, mobile, or portable generator. This consists only
of the means for X-ray generation and beam control.
Patient support, grids, image receptors, and so on, are
not included.

In fluoroscopy, the rooms are almost universally equipped
with radiographic components, a tilting table, an under-table
X-ray tube, and an image intensifier. The under-table tube
and image intensifier are linked together and mounted on a

spot film tower. The spot film device, located between the
patient and the image intensifier, is a specialized cassette
holder. Radiographic spot films, obtained during fluoroscopic
examinations, are captured using the spot film device and
conventional cassettes. The radiologist usually views the
fluoroscopic image by means of closed-circuit television or
on a computer screen. Fluorographic images are recorded
using camera systems directly focused on the output of the
image intensifier. The increasing use of fluoroscopic cameras
makes the conventional spot film device obsolete.

Angiographic and other interventional or special-proce-
dure laboratories are highly specialized rooms with film
changers and cameras adapted to the needs of rapid ima-
ging. Special procedures require especially easy access to
the patient by the staff as well as the capability for multiple
projection angles of the X-ray beam. The patient’s medical
condition and any attached life support devices dictate that
these examinations be performed with as little patient
handling as possible. In addition, the equipment should
provide adequate radiation protection for the staff. The
patient table and other mechanical equipment in these
rooms are therefore highly specialized to meet the needs
of different examinations. Under many circumstances, the
apparatus permits simultaneous radiography from two
directions (i.e., biplane imaging).

Tomographic imaging is another mechanically complex
procedure found in radiographic rooms. In a historical
tomographic apparatus, the film and X-ray tube were
synchronously moved so that overlapping structures in
the patient are removed. Tomographic apparatus ranged
from attachments to simple Bucky tables to dedicated
equipment capable of producing a wide variety of motions.
Contemporary computed tomography is still mechanically
complex, although manufacturers have gone to great
lengths to enable easy patient and technologist access in
a clutter-free system (see COMPUTED TOMOGRAPHY).

In radiotherapy, very high (MeV) tube potentials are
used for radiation of tumors. These systems may include a
separate but integrated keV imaging system for scouting
the area for treatment planning before irradiation. MeV
imaging systems are also being investigated for their abil-
ity to produce their own image without the need for a
separate keV system. In the past, direct film detection
was used because the incident energy and flux was high
enough to sufficiently expose film, but newer flat panel
digital devices are rapidly being adapted for this portal
imaging, MeV application. Designers must take these into
consideration.

Several other emerging areas including tomosynthesis,
small animal imaging, computed mammotomography, and
other dedicated or application-specific imaging technologies
are developing rapidly. Thus, it behooves the designer to
keep in mind potential future applications when considering
equipment selection options. The primary changes have
been rapidly occurring in imaging (i.e., detector) techno-
logies, in moving from analog to digital systems, and the
Internet technology associated with their image processing,
sharing, and transfer. There are several initiatives to modify
the X-ray sources for both improved focal spot character-
istics (e.g., smaller, faster, switching capabilities) and target
and filtration materials (i.e., for more optimal spectra used
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in application specific imaging paradigms). To most appro-
priately synchronize and use these emerging, digitally
based technologies, computer-based, centralized data con-
trol and acquisition technologies need to keep pace with
these other emerging technologies. Only through properly
using and synchronizing these various necessary X-ray
system components can the lowest ionizing radiation doses
be applied to obtain images that provide the most informa-
tion content available to the clinician, whose proper inter-
pretation will affect the patient under observation.
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X-RAY QUALITY CONTROL PROGRAM
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INTRODUCTION

In order to improve or maintain an optimal achievable level
of healthcare, most medical facilities usually have some
type of quality assurance program. The quality assurance
programs encompass a variety of functions, such as devel-
opment of comprehensive safety rules, establishment of
infection control guidelines, provisions for the efficient
management of critically ill patients, establishment of
accurate record-keeping functions, and the development
of adequate educational training for the staff (1). In radi-
ology, a portion of the overall quality assurance program is
devoted to a quality control program for the X-ray equip-
ment. The American College of Radiology (ACR) defines
quality control (QC) programs as a periodic monitoring of
aspects of the precision or accuracy of the X-ray equipment
pertaining to the successful performance of the equipment,
techniques, or tests rather than to the clinical decision
making (2). In general, QC involves equipment rather than
patient care.

Most X-ray QC programs have several very specific
goals toward which they are directed. The list merely
enumerates these items. (1) Image quality, (2) patient
radiation doses, (3) safety, (4) consistency, (5) economic
factors, (6) Regulatory requirements.

The type of QC testing performed is often dependent on
the particular goals that are being evaluated. Usually,
state or local regulatory agencies require that a QC pro-
gram for X-ray equipment be conducted on a routine basis.
Some regulatory agencies have very specific items that
must be measured by a qualified expert or licensed medical
physicist at least annually. These items may include typi-
cal patient doses (doserate) and generator calibrations.
Moreover, the Federal government has published many
documents in which suggested survey procedures for X-ray
equipment are discussed (3–5). In 1992, the Federal gov-
ernment enacted the Mammography Quality Standards
Act (MQSA), which requires: the accreditation of all mam-
mography units, U.S. Food and Drug Administration
(FDA) certification of mammography facilities, and at least
annually physics QC testing of mammography equipment.
In addition, the Joint Commission on the Accreditation of
Healthcare Organizations (JCAHO) mandates an ade-
quate QC program that has qualified staff and maintains
patient safety. Hence, QC programs for X-ray equipment
are mandated by various regulatory agencies and accred-
itation organizations like the American College of Radiol-
ogy (ACR) and JCAHO.

Some of the regulatory requirements, however, do not
have a major impact upon image quality or economic
factors. For example, one regulatory restriction requires
that X-ray and light field be congruent with each other to
within 2% of the source to image receptor distance
(between the X-ray tube focal spot and the image receptor)
(SID). Another regulatory requirement is directed toward
checking the various interlocks in the X-ray system.
Although these regulatory requirements affect radiation
protection, they have little impact upon the operation of the
equipment or upon image quality. Hence, some of the
various QC tests mandated by regulatory agencies, and
theresultsmustcomplywith legal standardsofperformance.

Another reason for performing QC tests is to assess
mechanical, electrical, and radiation safety of the X-ray
equipment. These evaluations include inspections directed
toward eliminating any electrical shock hazards or the
failure of cables, locks, mechanical supports, or counter-
balances that could result in the injury to patients or staff
The mechanical inspections require that the system com-
ponents be both visually inspected and the components be
manipulated to test their integrity. Radiation levels to the
patients and staff must be measured to determine that
there is adequate radiation safety and that radiation levels
are not excessive.

Another feature of QC programs is to determine the
functional performance of an X-ray system. Various con-
trols, switches, and function buttons must be tested to
make certain that they are operating properly. These tests
are directed toward making certain that the equipment
functions as it was designed. A common malfunction of
X-ray equipment is a selector switch that indicates some
change has been made when in actuality nothing happens.
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The optimization of the image quality in radiology pro-
cedures is one of the most important reasons for QC
programs. The QC programs establish a test procedure
by which the image quality can be measured and establish
a standard level of image quality one attempts to maintain
(6). Thereafter, the image quality can be measured on a
regular basis and corrective actions are taken as necessary.
Degraded image quality can often hamper the proper
clinical diagnosis and thereby have a severe negative
impact on patient care. One would not like to deliver
radiation doses to the patients that result in limited or
no diagnostic information. Hence, a major goal of QC
programs in diagnostic radiology departments would be
the assessment of image quality.

Quality control programs must also attempt to maintain
a consistent level of equipment performance. X-ray outputs
that are not reproducible from one exposure to the next will
result in over- and under-exposed images. Unusable radio-
graphs result in unnecessary patient radiation dosages,
delays in diagnosis and treatment, and economic losses in
terms of technologist’s and physicians time and film. Simi-
larly, the technologists should be able to expect that adja-
cent rooms with similar X-ray equipment will have similar
X-ray outputs and similar calibrations within reasonable
tolerances attributed to differences in the models and
manufacturer’s designs of the equipment. Automated film
processors should be adjusted to produce similar radio-
graphs regardless of where the films are developed. Simi-
larly, digital X-ray imaging like Computed Radiography
(CR) and Digital Radiography (DR) must have consistent
X-ray exposures, image processing, and display of images.
Consistency of a given X-ray room and consistency in
comparing the various X-ray equipment is essential to
maintaining a standard level of radiographic image quality
for the entire facility.

Finally, economic considerations are a major impetus
for having an effective QC program. It has been estimated
that each radiographic film that must be repeated costs the
facility �$35 (1986 prices) (7). The cost of repeated films
include items such as film prices, X-ray tube usage, X-ray
equipment depreciation, chemistry usage, processor depre-
ciation, technologist’s and physician’s time, and facilities
cost (rent, heat, and electricity). A study performed by the
federal government indicated that repeat rates can often be
decreased by a factor of two by effective QC programs (8,9).
Without QC programs, repeat rates can be expected to be
10–16%; with QC programs, repeat rates can be expected to
be 5–8%. These repeat rates are due to patient motion,
positioning errors, or other technologists’ errors. Repeat
rates can often be drastically reduced by the usage of charts
in which the technical factors to be selected are listed for a
variety of patient procedures and patient sizes. The devel-
opment of these technique charts should be considered to
be part of a good QC program. Furthermore, a good QC
program often identifies and corrects equipment malfunc-
tions before they become serious and result in excessive
downtime of the equipment. Thus, a good QC program
usually provides cost savings to a X-ray facility that can
offset the cost of the program (10,11).

In summary, there are a number of good reasons for the
establishment of a QC program for a medical X-ray facility.

First, a number of regulatory agencies mandate the need
for a QC program. Second, a QC program is necessary to
ensure adequate mechanical, electrical, and radiation
safety. The QC program may decrease the legal problems
that can be encountered from various malpractice suits. In
addition, the QC program should result in a good and
consistent quality of the diagnostic information obtained
from the radiological procedures. Finally, an economic
benefit should be realized in terms of reduced repeat rates
and diminished equipment downtime.

Even though the justification for, and the goals of, the
QC program can be easily identified, the description of the
measurement procedures for the program is difficult for a
number of reasons. First, there are often several different
ways by which a given measurement can be performed with
varying amounts of accuracy. The methodology chosen will
often depend on the kind of test equipment available and
the training of the QC personnel. A rudimentary QC
program that would be restrained to have limited expen-
ditures might utilize very basic tools that could be readily
operated by inexperienced QC personnel. This type of
program would utilize items, such as pocket ionization
chambers, step wedges, digital kVp meters, and pennies
for field alignment locators (12). A more sophisticated QC
program might utilize items, such as oscilloscopes, digital
exposure–exposure rate detectors with waveform outputs,
highvoltagebleederunits forpeakkilovoltagemeasurement,
andspecial teststands.TheleveloftheQCprogramisusually
determined by the size of the X-ray facility, the complexity of
the X-ray equipment, the goals of the QC program, the
funding for the QC program, the training of the QC per-
sonnel, and the caliber of the support provided by the X-ray
service organizations. In the material that follows, the
parameters that should be measured and acceptable levels
of tolerance will be indicated. Although a method for per-
forming the measurements may be indicated, the reader
should be aware that there may be several alternative
means for performing the measurements. The author has
notattemptedto listallQCmeasurementmodalities (13–17).

Furthermore, there is a large diversity of X-ray equip-
ment. Each type of X-ray installation requires certain
specialized tests unique to that type of installation. In
general, diagnostic radiology equipment can be categorized
into the following groups: (1) simple radiographic (rad
units), (2) chest radiography units, (3) mammographic
units, (4) body section tomographic units, (5) dental units,
(6) portable radiographic units, (7) portable C-arm fluoro-
scopic units, (8) ultrasound units, (9) combined radiographic
and fluoroscopic (R & F) units, (10) special procedure rooms
(with digital and/or cine), (11) computerized axial tomo-
graphic (CT scanners), (12) magnetic resonance imaging
(MRI), (13) automated film processors, (14) CR and DR
units, (15) video display terminals (monitors or VDTs),
(16) picture arching and communications systems (PACS).

Even though there is a diversity in the types of diag-
nostic X-ray installations there are some common compo-
nents of all units; for example, all X-ray installations
(regardless of their type) have an X-ray tube, collimator
system, control panel, and an X-ray generator. If the QC
program were described in terms of the types of X-ray
units, the tests for the various components would be
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repeated many times. Instead, it is more efficient to
describe the QC testing in terms of the components that
would be common to many different types of installations
(e.g., the X-ray tube). Items that are unique to a given type
of installation are listed separately.

Finally, the level of what is deemed as acceptable per-
formance for the equipment can vary. Older equipment
cannot be expected to perform as well as newer equipment.
Equipment manufactured after August 1974 is required by
Federal regulation to meet certain performance levels and
have certain special features. This equipment is designated
as compliant equipment. Automatic collimation to the cas-
sette size (PBL, positive beam limitation) was previously
required; although this requirement is no longer manda-
tory, many modern X-ray units still employ PBL (18).
Equipment manufactured prior to this date is not as strictly
regulated. Moreover, equipment that is well maintained and
routinely calibrated should be expected to perform better
than equipment not receiving this attention. Hence, perfor-
mance standards must have some leeway for interpretation.
The performance standards that will be quoted here are for
newer compliant equipment that is properly maintained.

An evaluation of the performance of X-ray equipment
should involve an understanding of the accuracy of the
measurements, the condition and age of the X-ray equip-
ment, and its usage. Having stated the various caveats and
limitations, the material that follows provides a basic QC
outline for various components in the X-ray system.

X-RAY TUBE

The X-ray tubes are the source of the X rays produced
in the X-ray equipment. Figure 1 shows a sketch of the
X-ray tube. Without exposure initiation, there is usually a

standby current passing through the filament. This cur-
rent is sufficient to keep that filament warm, but it should
be less than that necessary for thermionic emission. There
are two or more different filaments. The larger filament is
used when more thermionic electrons are needed for
increased X-ray production. The use of larger filaments,
however, results in a larger area on the anode where the
electrons collide with the target; this area, as seen from the
position of the image receptor, is called the effective focal
spot. Large focal spot sizes can result in the degraded
image quality due to geometric blur. An important part
of a QC program, therefore, is the measurement of effective
focal spot size.

Just prior to making an X-ray exposure, the rotor pre-
paration switch is depressed. This switch increases the
current through the filament so that sufficient electrons
are boiled off in order to yield the correct amount of electron
flow (tube current) between the cathode (filament) and the
anode (target). Simultaneously, the anode begins to rotate,
increasing to its correct speed. The rotation is needed to
distribute the heat created by electron bombardment of the
target. Upon depression of the exposure switch, the
selected high voltage in kilovolts (kVp) is applied between
the cathode and the anode. This voltage accelerates the
thermionics electrons from the filament and causes them to
hit the anode with high speed. The collisions result in X-ray
production. The lead lining attenuates X rays in all direc-
tions except in the region of the tube port where the lead is
missing. Some of the X rays do penetrate through the lead
shielding and they are called leakage radiation. This radia-
tion must be measured to determine if it is within legal
limits. At the end of the exposure, the high voltage is
removed. The filament current then returns to the standby
level, and electromagnetic braking is provided to slow the
anode to a stop (19–21).
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Figure 1. Diagram of an X-ray tube assembly that depicts the major components.



Several types of X-ray tube malfunctions can occur that
should be assessed through QC testing. An X-ray tube that
has a vacuum leak is known as a"gassy" tube. Gassy tubes
have a decreased X-ray output, show spikes in the milli-
ampere and radiation waveforms, and show decreased
penetration. A tube that has been overheated repeatedly
may cause metal pitting in the anode; the rough anode
surface decreases X-ray output (22). The overheating of the
anode can also cause metal to evaporate and desposit inside
the glass envelop of the X-ray tube; this phenomenon is
known as metalization. Metalization can result in electri-
cal arcs which produce spikes in kilovolts, milliamperes,
and radiation waveforms. Overheating the filament results
in a thinner filament due to evaporation of the metal. This
increases the resistance of the filament. Without a tube
current feedback circuit, the X-ray production can be
decreased. If the filament becomes too thin, the filament
will break and X-ray production will cease. Another X-ray
tube malfunction is destruction of the bearings upon which
the anode rotates due to excessive heat and mechanical
wear. As the bearings fail, the anode does not rotate at the
proper speed and the heat destroys the target. Bearing
problems create excessive noise during anode rotation.
Improper warm-up procedures can crack the anode and
cause noise during anode rotation. The QC procedures
should be able to detect these malfunctions.

MECHANICAL INSPECTION

The X-ray tube housing should be inspected visually for
physical damage and/or oil leakage. The alignment of the
X-ray tube in the support rings (trunions) should be
checked.

ELECTRICAL INSPECTION

All cables into the X-ray tube should be visually inspected
for damage to the insulation. The high voltage cables
should be checked to make certain that connectors are
properly tightened in the X-ray tube housing.

BEARING ROTATION

There are both optical and vibration sensors that can
determine the anode speeds. The typical anode speeds
are 3600 rpm on low speed and 10,000 rpm on high speed.
The best method for checking the bearings is to listen to the
sounds made during preexposure boost and slow down. The
pitch of the sound should increase for 1–2 s and stabilize as
a steady, even hum. During braking, the sound should be
rapid 5–10 s deceleration. A metallic clinking sound and
other irregular metallic sounds are indicative of bearing
failures.

CENTRAL BEAM ALIGNMENT

An X-ray tube can be misaligned in its mountings or the
insert can move inside the housing. To check the central
beam alignment, a Lucite block with holes drilled in it (or a

special hollow plastic cylinder with a central hole on both
the top and bottom surface) can be used. The device is
placed on a image receptor cassette. The center of the block
is positioned at the center of the central beam as shown by
the collimator cross-hair. The hole that appears most cir-
cular in the film image is at the central axis of the X-ray
beam. Off-axis positions have oblong images on the film.
This is illustrated in the X-ray image shown in Fig. 2.

X-RAY OUTPUT

The X-ray output could decrease significantly for a number
of different reasons. Some sources of a decreased output
include excessive X-ray beam filtration, low kilovoltage
calibration, low milliampere calibration, damage to the
anode from overheating, a pitted anode, or gassy X-ray
tube. To test the X-ray output, a radiation detector is placed
at 1 m from the X-ray tube focal spot and suspended
several centimeters above the table top to decrease back-
scatter. The output should be measured at 100 kVp with a
large-focal-spot milliampere setting and exposure times
>1/10 s. The measured air radiation dose in milligray
(mGy) is divided by the mAs used to make the exposure;
the measurement can then be converted to a standardized
output by expressing the value as mGy per 100 mAs. For a
three-phased, 12 pulse X-ray unit, or a high frequency
X-ray generator, the X-ray output should be between
7–10 mGy per 100 mAs at 100 kVp and a distance of
1 m. A single-phase, full-wave rectified unit would mea-
sure�50% less. X-ray outputs that are outside these limits
by more than �15% should be considered to be abnormal
unless the X-ray tube has significant filtration (>3 mm Al
equiv or >0.1 mm Cu).

RADIATION WAVEFORM

Irregularities in the radiation waveform can be indicative
of severe problems with the X-ray tube, cables, and/or
X-ray generator. Some sources of irregularities in the
radiation waveform include gassy X-ray tubes, pitting of
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Figure 2. A radiograph of a device utilized to locate the central
axis of the X-ray beam.



the X-ray tube anode, arcing cable connections, malfunc-
tioning milliampere stabilizer, phase imbalance in the
power line, rectifier failure, and other generator problems.
Modern radiation detectors usually have a BNC or com-
puter output by which the radiation waveform can be
monitored. A coaxial cable can be connected to a storage
oscilloscope to record the radiation waveform (see Fig. 3). A
three-phase, 12-pulse X-ray tube unit usually exhibits a 5–
10% ripple in the wave form; high frequency units have a
variable ripple (that depends on kVp and mA used) of
3–20%; a three-phase, 6 pulse unit usually exhibits 20–
25% ripple; single-phase units exhibit 100% ripple. The
peak values of each of the pulses in the waveform, however,
should be relatively constant; the peak values should not
change by >7%. The display of spikes or dropouts in the
waveform are indicative of problems.

FOCAL SPOT SIZES

Focal spot measurements are usually only performed for
new X-ray tubes; focal spot measurements are not routi-
nely performed during QC: unless some spatial resolution
problems are being investigated. The size of the X-ray tube
focal spots can have a significant influence upon the radio-
graphic image quality. Objectional bur can be introduced
by excessively large focal spots. One way to measure focal
spots is to use a leaded star pattern that is taped to the
center of the collimator face plate. For focal spots >0.6 mm,
a 28 star pattern is adequate; <0.6 mm focal spot sizes, a 18
pattern should be utilized. Typically 75–80 kVp should be
used along with a milliampere value that is midrange for
the focal spot size being measured. Focal spot sizes
decrease as peak kilovoltage increases and milliamperage
decreases. Imaging of the star pattern should use plain film
in a paper cassette (without intensifying screens that is
called direct film exposures). The magnification factor
should be small enough that the outermost interference
pattern should appear in the film image (see Fig. 4). In
general, a magnification factor of �1.5� should be utilized

with a 1.2 mm focal spot, and a magnification factor of
�2.5� should be utilized with a 0.6 mm focal spot. The
distance, d, between the outermost interference patterns is
measured on the film. The effective focal spot size, a, can be
calculated from the following equation (23,24)

a ¼ pu

180

d

ðm� 1Þ

where u is the number of degrees in the star pattern and m
is the magnification factor. The measured focal spot sizes
should be within �0 to þ50% of the manufacturer’s stated
specifications in the small dimension (width) and within
�0 to þ100% in the long (length) directions. Small focal
spots (<0.4 mm) often have a�0 toþ 50% tolerance in both
orthogonal directions.

LEAKAGE RADIATION

Since the X rays produced in the anode of the X-ray tube
are nearly isotropic in direction, the lead lining within the
X-ray tube housing is intended to reduce leakage radiation
to acceptable levels. In order to measure the leakage
radiation, the highest peak kilovoltages utilized clinically
are selected. To accommodate the relatively slow response
time of many exposure rate detectors, a relatively long
exposure time is required (2–6 s). Federal regulations
specify that the leakage radiation be measured at several
locations 1 m from the focal spot and averaged; leakage
techniques are specified as the highest peak kilovoltage
with the highest continuous tube current. The X-ray tube
can only be operated continuously at very low tube cur-
rents. These currents are typical of those used during
fluoroscopy. Unfortunately, radiographic units usually
cannot be operated at low currents in a continuous manner;
radiographic units are designed for pulsed operations at
high currents with short exposure times. To measure
leakage radiation with radiographic units, a high peak
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Figure 3. Equipment used to display radiation waveforms. The
radiation detector has an output terminal that is connected with a
coaxial cable to a storage oscilloscope in order to display the
waveform.

Figure 4. The radiograph of a 28 star pattern used to measure
focal spot sizes. The radiograph was taken at 120 k Vp and 100 mA
with a magnificaion factor of 2.9. The manufacturer’s specified
focal spot size was 0.60 mm. The measured focal spot was
0.83 � 0.90 mm.



kilovoltage and low milliamperage are selected with a
several-second exposure time. The adjustable collimators
are closed completely and an additional lead sheet (at least
3 mm thick) is placed to block the primary X-ray beam; in
this way, only leakage radiation is measured. Readings are
taken with an exposure rate meter at several locations 1 m
from the other focal spot and averaged. The average value
is scaled down to a value corresponding to a low milliam-
pere continuous tube current (typically 5–10 mA). Federal
regulations required that the average leakage exposure
rate measured at a distance 1 m from focal spot at leakage
techniques be <100 mR	h�1 (0.87 mGy	h�1). Higher read-
ings are indicative of problems with the lead lining inside
the X-ray tube housing. Excessive leakage radiation levels
are rare occurrences. Moreover, these measurements need
only be performed after X-ray tube replacement; they
should not be a part of the routine QC program.

COLLIMATOR ASSEMBLY

The collimator assembly has variable lead shutters that
define the size of the X-ray field. The assembly also con-
tains a light bulb and mirror that are used to project a light
field identical in size and location to the X-ray field. Col-
limator assemblies usually contain metallic filters (usually
composed of aluminum or maybe also a thin layer of copper)
that remove low energy X rays that are not very penetrat-
ing. These low energy X rays do not have sufficient energy
to penetrate through the patient anatomy that is being

radiographed in sufficient quantity to influence the imager
quality; these low energy X rays, however, can contribute
significantly to the patient radiation dose. Therefore, the
X-ray tube plus collimator assembly should contain suffi-
cient metallic filtration to remove the very low energy
X rays and harden the X-ray spectra. Figure 5 shows a
typical collimator assembly. The QC procedures should
evaluate the X-ray field–light field congruency and the
penetration of the X-ray beam (19–21).

X-RAY FIELD–LIGHT FIELD ALIGNMENT

If the localizer light is misaligned with the X-ray field, the
radiographic image can be too small, too large, or miscen-
tered on the X-ray field. The alignment can be checked by
placing a image receptor cassette at a given distance from
the focal spot. The typical SID utilized in diagnostic radi-
ology is 1 m. With the light localizer turned on and pointed
at the cassette, metal markers are used to delineate the
periphery of the light field; pennies are often used for
the markers. A radiographic exposure of the film is made.
The misalignment of the metal markers with the edge of
the X-ray field is determined from the developed image.
Figure 6 is an example of a misaligned X-ray–light field.
Federal regulations specify that the misalignment in any
one orthogonal direction should not exceed 2% of the SID.
For automatic collimation (PBL), the error in any one
direction must be <3% and the sum of the errors in two
orthogonal directions must be <4%.
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Figure 5. Diagram of an X-ray
collimator assembly that depicts
major components.



HALF-VALUE LAYER DETERMINATION

The half-value layer (HVL) for each X-ray unit is a mea-
surement of the penetration of the X-ray beam. The HVL is
the thickness of aluminum necessary to reduce the X-ray
beam intensity by 50%. The HVL is measured in order to
determine whether there is sufficient filtration in the X-ray
beam. Insufficient filtration will result in increased patient
dose. Excessive filtration results in extra stress on the
X-ray tube, a loss in radiographic contrast, and increased
exposure time. Increased exposure times can result in blur
due to patient motion.

The HVL is measured by placing a radiation detector in
the X-ray field. Although any selection of peak kilovoltage
and mAs can be chosen, usually 80 kVp at 200–400 mA and
0.10 s is selected on the X-ray control. Two exposures are
taken with no added filtration in front of the detector; the
average value of these two readings represents 100%
transmission through the X-ray tube and collimator assem-
bly. Sheets of 1100 aluminum (mammography uses extra
high purity aluminum filters) are then placed (one at a
time) between the X-ray tube and the detector. The alu-
minum should be placed closer to the X-ray tube, allowing
at least a 30 cm air gap between the aluminum and the
detector to minimize scatter effects.

After each new piece of aluminum is added, an exposure
is taken and the radiation measured is recorded. When the
exposure measured is <50% of the baseline value, the data
are plotted on semilog paper and the HVL determined. For

80 kVp, the Federal regulations require the HVL to be >2.3
mm of aluminum equivalent (3). The following table pro-
vides the minimum acceptable HVL values for different
modalities as a function of the kVp used:

The maximum HVL should not be >6 mm Al equiv at
80 kVp for routine fluoroscopic, and radiographic units
nor >9 mm Al equivalent at 80 kVp for angiography and
cardiac fluoroscopy. For CT scanners at 120 kVp, typical
values of the HVL are between 6 and 10 mm Al equiv.

ILLUMINATION OF THE LIGHT LOCALIZER

It is important that the collimator light be bright enough to
visualize the borders of the light field during normal light
conditions in an X-ray room. Otherwise, the X-ray field
would not be properly determined and collimated. A visual
inspection of the collimator localizing light can be con-
ducted under normal room lighting. If a light meter is
available, the intensity of the collimator light should be
measured with the room lighting turned off. Federal reg-
ulations require that the light intensity of the collimator
localizer >160 lux (15 ft	C) at a distance of 100 cm.

POSITIVE BEAM LIMITATION

Some X-ray equipment has an automatic collimation sys-
tem for the X-ray beam. This automatic collimation system
is designated as PBL. The PBL restricts the X-ray field size
to the size of the cassette placed into the bucky tray. If this
sytem malfunctions, the X-ray field size could be larger
than the cassette and result in unnecessary X-ray dose to
the patient. A smaller field size due to malfunctions could
result in a loss of diagnostic information toward the per-
iphery of the film. If the PBL system is present, some state
regulatory agencies have performance criteria for the col-
limation accuracy.

To test the PBL system, two identical cassettes can be
used. The collimator field size is opened to its maximum
extent, and one cassette is placed into the bucky tray. The
localizer light is turned on in the collimator, and the tray is
inserted into position. One should visually observe the
light field decrease to the approximate size of the cassette.
The second cassette is placed upon the table and centered
in the light field. The light field should be slightly inside all
boarders of the cassette on the tabletop. In fact, for a 1 m
SID and an 8 cm distance between the cassette in the bucky
tray,and the tabletop, the light field should be 7.5% smaller
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Figure 6. Radiograph of the markers used to measure X-ray–light
field congruence. The fields were severely misaligned in this image.

Modality Equation for Minimum HVL

Mammography >(kVp/100) þ 0.03 mm Al

<(kVp/100) þ C mm Al

Where C ¼ 0.12 Mo/Mo, 0.19

Mo/Rh, and 0.22 Rh/Rh

Radiograph and
routine fluoro

>[2.26 (kVp/100)] þ 0.48 mm Al

Angiography and
cardiac fluoro

>[3.5 (kVp/100)] þ 0.08 mm Al



than the cassette in each of the two orthogonal directions. A
typical criteria for the PBL collimation is an accuracy of
�3% of the SID error in either orthonal direction and �4%
of the SID sum error without regard to sign for both
directions.

MINIMUM SOURCE-TO-SKIN DISTANCE

In order to prevent placement of the X-ray tube too close to
the patient, the federal regulations specify the minimum
distance that the bottom of the collimator must be from
the focal spot. This regulation usually does not apply to
overhead X-ray tubes where the patient would never be
placed next to the collimator under routine clinical condi-
tions. This distance can be determined from geometric mag-
nification effects. If an object of known size (OS) is placed at
thebottomof thecollimator and radiographed, the imagesize
(IS) will be magnified. The distance from the object to the film
should be measured (OFD). The source-to-skin distance
(SSD) can be determined from the measurements.

SSD ¼ ½OFDðOS=ISÞ�=½1� ðOS=ISÞ�

For radiographic units, the federal regulations specify that
the SSD be >30 cm (12 in.) for mobile systems. For fluoro-
scopic units, the Federal regulations specify that the mini-
mum SSD should be >38 cm (15 in.) for stationary certified
fluoroscopic units, 30 cm (12 in.) for mobile fluoroscopic
units, 19 cm (7.5 in.) for mobile fluoroscopy c-arm with an
SID ¼ 45 cm that are used for extremity imaging and 20 cm
(8 in.) for image intensifierfluoroscopicunitsused forspecific
surgical applications. In general practice, the minimum SSD
for stationary certified fluoroscopic units is usually 45 cm
(17.7 in.).

X-RAY GENERATOR

The X-ray generator controls X-ray production. The timer
circuit determines the duration of the X-ray exposure. The
milliampere selector determines the number of electrons
per second that bombard the anode. Hence, the product of
milliamperage and time determines the number of X rays
produced; this product is known as mAs. kVp selector
provides the high voltage between the cathode and anode
that accelerates the electrons in an X-ray tube. The peak
kilovoltage determines both the energy spectrum and the
number of X-ray produced. As peak kilovoltage increases,
the penetration of the X-ray beam increases (19–21).

In order to be able to consistently take acceptable radio-
graphs, it is important the X-ray generators be properly
calibrated. Moreover, the exposure should be reproducible
and the various X-ray equipment should be calibrated to
the same standard. In order to meet these criteria, the QC
procedures should carefully evaluate the generator perfor-
mance. Most extremity imaging and some other projections
are performed using manual X-ray generator settings.

X-RAY REPRODUCIBILITY

If an X-ray generator is operating properly, the amount
of radiation produced for a given selection of technique

factors should be constant. If there is a problem with
milliampere stabilization, peak kilovoltage waveform,
arcing in the X-ray tube, and/or timer viability, the
measured X-ray output at any fixed location will vary.
A radiation detector should be placed in the central ray
�30–70 cm from the bottom of the collimator. Five-to-ten
separate X-ray exposures are recorded for some fixed
selection of technique factors (e.g., 80 kVp, 300 mA,
and 0.10 s). The average value and the standard devia-
tion for these exposures is calculated. The ratio of one
standard deviation divided by the average exposure is
also computed. The ratio is called the coefficient of
variation (CV). Federal regulations require that the
CV be <0.050 for compliant X-ray units and it is desirable
that this value really be <0.02 for properly functioning
X-ray generators.

TIME ACCURACY

Since the exposure duration timer circuitry partly deter-
mines the mAs used, inaccuracy in the timer could result in
variations in the radiographic density for film images and
mottle for digital images. The duration of X-ray exposures
can be easily measured by either special electronic X-ray
timers or some digital exposure detectors. One merely
places these devices in the X-ray beam and reads the
measured exposure time. Other methods utilize the display
of a radiation waveform on an oscilloscope and determining
the exposure time from the width of the displayed wave-
form full width at half-maximum (fwhm). It is recom-
mended that the timers be accurate to within �5% or
�1 ms, whichever is larger at all timer settings on the
control panel; Single-phase equipment should only be
accurate to 1 pulse or �8.3 ms. Instead of testing
all the timer settings, however, 5–10 timer settings from
the shortest to the longest should be checked. The X-ray
tube chart should be consulted to avoid exposures that
would overheat the tube.

TIMER REPRODUCIBILITY

One reason for the lack of exposure reproducibility is an
inconsistently functioning X-ray timer circuit. The time for
five identical exposures should be measured. Federal reg-
ulations require that average exposure time (T) for any
fixed selection of technique factors be greater than five
times the worse excursion in the exposure duration

½5ðTmax � TminÞ�

MILLIAMPERAGE ACCURACY

Another factor that influences the selected mAs is the
milliampere calibration. Again, inaccuracies among the
milliampere stations can result in improper radiographic
densities on the film. Moreover, it is desirable that various
rooms in a large X-ray department have a similar calibra-
tion. Therefore, technique charts for procedures through-
out the department can be standardized.
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Several different ways to measure the milliamperage
accuracy are available. A simple method is the use of
noninvasive current probes (25). These probes clamp
around the high voltage cables to the X-ray tube and
measure milliamperes indirectly by sensing the induced
magnetic field around the cable. Figure 7 shows this equip-
ment. This method is usually better for measurement of the
larger milliampere settings. It is recommended that all
milliampere stations be calibrated to within�5% or�1 mA
(whichever is larger) of the indicated value on the control
panel. Furthermore, the shape of the milliampere wave-
form should be observed on an oscilloscope to detect pro-
blems, such as arcing, loading, lack of stabilization,
rectification problems, and excessive ripple. The waveform
should be regular and the peaks in the milliampere
waveform should not vary by >7%.

MILLIAMPERE LINEARITY

The assessment of the relationship between the various
milliampere settings and their corresponding measured
X-ray output is called milliampere linearity. If the milli-
ampere is increased by a factor of 2 with all other settings
unchanged, the X-ray output should also increase by a
factor of 2. If the milliampere settings on the control are
miscalibrated, the actual milliamperage will not increase
linearly with the selected values.

In order to make milliampere linearity measurements,
one merely places a radiation detector in the X-ray field
along the central ray. The detector is kept at a fixed
location. One peak kilovoltage and time setting is selected
(e.g., 80 kVp and 0.1 s). A series of fixed exposures are
measured for each of two (or more) different milliampere
settings (e.g., 200 and 400 mA). The average exposure
value for each of the 2 mA stations is calculated (E1 and
E2). The average exposures are divided by the mAs values
used to produce the exposures mGy per 100 mAs (or mR
mAs�1). The term (X1 ¼ E1	mAs�1) should be the same for

all selections of milliamperage employed. A linearity factor
(LF) is then calculated as follows:

LF ¼ jX1 � X2j=jX1 þ X2j

Federal regulations require that the LF to be <0.10. Actu-
ally, most X-ray generators are capable of LF values <0.05
for the 2 mA settings with the largest discrepancies (if
properly calibrated and functioning correctly).

PEAK KILOVOLTAGE CALIBRATION

Improper peak kilovoltage calibration of the X-ray gen-
erator has major influences upon image quality and patient
dose. High peak kilovoltages reduce patient contrast,
increase scatter, and increase subject latitude; they also
result in reduction of patient dose. Low peak kilovoltages
have the opposite effect. Moreover, miscalibration results
in non-uniform X-ray quality throughout a large X-ray
department. Thus, a standard for the determination of
peak kilovoltage accuracy is important.

There are a number of methods by which peak kilo-
voltage calibration can be measured. These methods
include high voltage bleeder resistor networks and non-
invasive kVp meters (26–29). A simple method often
utilized is noninvasive kVp meters, such as one shown
in Fig. 8. These meters are placed in the X-ray beam
and display a digital number for the measured peak kilo-
voltage. The meters contain several solid-state radiation
detectors, each with different amounts of copper filtration.
By measuring the amount of penetration of X-ray beam
through these filters the peak kilovoltage can be computed.
These noninvasive peak kilovoltage meters are usually
accurate to within �2 kVp. Even though more accurate
peak kilovoltage instrumentation exists, the relative ease
with which is noninvasive peak kilovoltage measurements
can be made is their principal advantage. It is recommended
that peak kilovoltage calibration be accurate to within
�5% or �2 kVp, whichever is larger at all milliampere
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Figure 7. Equipment used to measure and display milliamperage
of the generator. The noninvasive probe shown on the X-ray cable
measures the milliamperage indirectly by sensing the induced
magnetic fields. The storage oscilloscope is used to display the
milliampere waveform.

Figure 8. Equipment used to measure and display to peak
kilovoltage of the generator. The device shown below the X-ray
tube is a noninvasive peak kilovoltage meter. The storage
oscilloscope is used to display the peak kilovoltage waveform.



stations for a range of peak kilovoltage settings. For
radiographic units, the checks are usually made at 60,
90, and 120 kVp, using a variety of milliampere settings.
The shape of the kVp waveform can also be observed by a
BNC output connection from the noninvasive kVp meter to
an oscilloscope. The peak kilovoltage waveform is moni-
tored to detect problems with arcing, excessive or irregular
ripple, stabilization problems, rectification failures, phase
imbalances, and noise. The peaks in the kVp waveform
should not vary by >7%.

OPERATOR’S CONTROL PANEL

The control panel contains the selection switches that
determine the technique factors for the X-ray exposure.
The QC program should determine that selection switches
function properly and that regulatory requirements are
met.

FUNCTION CHECKS

The various selection switches should be tried; it needs
to be determined that the switches actually function.
Furthermore, all lights, meters, and digital displays should
be checked to make certain they are operational.

EXPOSURE CONTROL

Recommendations suggest that the exposure control
should be secured at least 40 in. (1 m) from the edge of
the secondary radiation protection barrier. It should not be
possible to carry the exposure switch into the room and/or
make an exposure while inside the X-ray room.

REGULATORY CHECKS

The operator’s control panel is required to have certain
features. The QC procedures should check for these reg-
ulatory items. There must be a warning label with a
caution about the hazards of X-ray irradiation. The tech-
nique factors must be indicated on the control panel prior to
an exposure. During an exposure, there should be a visible
beam-on indicator and an audible indicator of exposure
termination. Following the exposure, there should be an
automatic resetting of the exposure termination timer. For
fluoroscopic units, there should be a 5 min timer; after
5 min of fluoroscopy, there must an audible indicator at the
and of each 5 min of fluoroscopy. The 5 min timer alarm
must continue to sound until the timer is reset (18). How-
ever, the reset of the alarm must not affect the cumulative
timer that accumulates the total fluoroscopy time during
each study.

TABLE AND TUBE STAND

Foremost, the mechanical functions of the table and tube
stand motion should be checked. All typical positions uti-
lized clinically should be tried. The accuracy of distance

indicator for the SID should be determined; a tape measure
can be used to check the SID indicator. The mechanical
safety of the table and tube stand should be visually
inspected. Anticollison devices should be checked.

AUTOMATIC EXPOSURE TERMINATION

Automatic Exposure Control (AEC) or phototiming utilizes
a radiation detector to measure the amount of X-ray radia-
tion incident upon the film–screen or CR cassette. When
the detector measures sufficient radiation to produce ade-
quate density on the image or a level of mottle on digital
image receptors that is deemed appropriate, the detector
sends an electronic signal to the X-ray generator, which
terminates the exposure. In this manner, with properly
functioning phototimers, radiographs should have satis-
factory density (film) or minimally acceptable noise (CR/
DR) to prevent degradation of image quality. In order to
check the AEC system, the phototimer tracking should be
measured.

PHOTOTIMER TRACKING

An accurate AEC circuit can result in a decrease in the
repeat rate and a consistent image quality for a variety of
patient sizes. However, phototimer circuits can be suscep-
tible to variations with changes in the peak kilovoltage,
non-linear responses of film–screen systems, a limited
range of patient sizes, or a lack of reproducibility. The best
method to check the phototimer is to use acrylic plastic
sheets to stimulate the patient and to take radiographs of
the plastic. The acrylic sheets are placed in front of the
phototimer to simulate various patient sizes. For various
peak kilovoltage settings or changes in the plastic thick-
ness, the density of the exposed and developed film (as
determined with a densitometer) or Exposure Index Num-
ber for CR or DR cassettes should remain constant. If the
phototimer circuitry is performing properly, it is recom-
mended that the measured film density be within�0.15 du
at one standard deviation (or�10% for digital system index
number) of the average value for all variations in peak
kilovoltage or simulated patient thickness. Furthermore,
for conditions of fixed peak kilovoltage and thickness,
reproducibility of the measured film density should be
within �0.05 du (one standard deviation) or �5% for the
digital system index number.

BUCKY TRAY

The tray into which the film-screen or CR cassette is
inserted is called the bucky tray. Above the tray, there
is usually a moving grid that is used to remove some of the
scattered X rays. It is important that the grid moves
properly during the exposure and that it does not contain
any defects. A common problem is that the wrong grid is
inserted into the table. The detente mechanism that posi-
tions the X-ray tube over the cassette may also not be
properly centered. The QC tests should attempt to inves-
tigate for possible problems.
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VISUAL INSPECTION

If possible, the grid should be removed from the bucky
assembly on an annual basis. It should be visually
inspected for damage and for spills of contrast material.
The focal distance and grid ratio marked on the grid should
be checked to determine if they are appropriate for the
intended radiographic procedures. It should also be deter-
mined that the correct side of the grid faces the X-ray tube;
inverted grids result in cutoff of image density toward the
edges.

GRID UNIFORMITY

In order to ascertain that there are no defects in the grid
and that there are no irregular cutoffs, a cassette should be
placed in the bucky tray and a rapid exposure made to
result in a film density of �1.20 du (or appropriate digital
image index number). Exposure times should be <20 ms in
order to stop grid motion. The developed film should have
uniform density throughout and the grid lines should be
visible. Irregularities in the grid lines or nonuniform den-
sity may be indicative of a grid problem.

BUCKY MOTION

Sometimes, the device that causes the grid to oscillate
during the exposure malfunctions or is not properly syn-
chronized with the X-ray exposure. To test for bucky
motion, a cassette is placed in the bucky tray and an
exposure is taken with a longer exposure time selected.
Exposure times should be >100 ms. The developed image
should have a uniform density and grid lines should not be
visible. The bucky motion should blur all the grid lines on
the image. If the grid lines still appear, there is a problem
with the bucky motion.

CENTERS ALIGNMENT

The miscentering of the X-ray field and the center of the
image receptor cassette could result in the loss of diagnos-
tic information. For this test, the detente and collimator
light systems are used to position the X-ray tube assembly
over the film–screen cassette that has been placed in
the bucky tray. The X-ray field size must be smaller than
the cassette. An X-ray exposure of the cassette is made and
the centers of both the X-ray field and the image are deter-
mined. The misalignment of the center of the cassette with
the center of the X-ray field must be <2% of the distance
between the X-ray tube focal spot and the cassette (SID).

FLUOROSCOPIC X-RAY EQUIPMENT

Some of the components in fluoroscopic X-ray equipment
are similar to those in radiographic equipment. The same
X-ray generators are often used to operate several X-ray
tubes in a single radiology room; often a fluoroscopic and
radiographic X-ray tube are connected to the same X-ray
generator. However, in addition to the standard radio-

graphic components, fluoroscopic X-ray equipment usually
includes additional components, such as image intensifier,
cassette spot film devices, television systems, 100 mm (or
digital) fluoroscopic spot film cameras, and a tilting table.
The fluoroscopic system is designed to operate as a real-
time dynamic imager. The X-ray tube operates with low
milliampere values for contiuous fluoroscopy so that X-ray
production can continue for minutes without overheating
the X-ray tube. Pulsed fluoroscopy utilizes large milli-
ampere values (>100 mA), but the duty cycle (actual
X-ray production) is �5–30%. The image intensifier stops
the X rays transmitted through the patient and converts
them to a light image. The light from the image intensifier
can then be recorded by the television system, cassette spot
film, or the spot film camera. The QC tests should also
include those components that are specific to fluoroscopic
systems. The QC procedures for the X-ray generator and
tube have been described previously (30).

TRACKING TEST

The image-intensifier assembly (IIA) on fluoroscopic X-ray
systems can be positioned at various heights above the
table. It is important that the collimator on the X-ray tube
adjusts to track the image receptor properly, otherwise, the
X-ray field size could possibly exceed the image receptor
size. This function is observed by placing an object in the
fluoro field and moving the IIA up and down. The collima-
tor should adjust automatically. Federal regulations
require compliant fluoro systems to have tracking with
SID adjustment.

INTERLOCK TEST

When the IIA is placed in the park position, fluoroscopic
X-ray production should be inhibited. If fluoroscopic X-ray
production were not inhibited, the patient could receive a
radiation dose without any image being recorded (i.e.,
unnecessary dose). The test is performed by placing the
IIA in the park position and then placing a radiation
detector on the table surface. The fluoroscopic ‘‘on’’ switch
is depressed and the detector indicates whether X rays
were produced. IIA interlocks are required for compliant
units.

PRIMARY BARRIER TRANSMISSION

The IIA acts as a primary radiation barrier. Any X ray
impinging upon it should be drastically attenuated. Trans-
mission of the X rays should be minimal. The test is
performed by placing a 1.5 in. (3.8 cm) aluminum pene-
trameter on the table surface in the primary X-ray beam
and depressing the fluoro switch. The entrance radiation
exposure rate into the penetrameter is measured as well as
the exposure rate of the radiation transmitted through the
IIA. Federal regulations require that the exposure rate
transmitted through the IIA should not exceed 2 mR	h�1 at
10 cm above the IIA surface for each roentgen per minute of
entrance exposure.
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MAXIMUM ENTRANCE EXPOSURE RATE

In order to limit the patient dose, the federal government
has established regulations to limit the maximum fluoro-
scopic entrance exposure rate. The measurement can be
performed with no backscatter material according to reg-
ulatory specifications; however, more realistic conditions
can be simulated by placing a 1.5 in. (3.8 cm) aluminum
penetrameter on the table with a radiation detector next to
the penetrameter on the side toward the X-ray tube. Once
the detector is centered in the X-ray beam, a lead sheet
(3 mm thick) is placed on the penetrameter side toward the
IIA. Both the Automatic Brightness Control (ABC) and the
manual adjustments are used serially to obtain the highest
X-ray radiation levels. The radiation detector is used to
measure the exposure rate. Federal regulations require
that the entrance rate at the point where the center of the
useful beam enters the patient shall not exceed
87 mGy	min�1 in air (10 R	min�1) in the ABC mode, except
during the recording of the fluoroscopic image (cassette or
spot exposures) or when provided with an optional high
level control. When provided with the optional high level
control, the equipment shall not be operable at any combi-
nation of tube potential and current that will result in any
exposure rate in excess of 87 mGy	min�1 in air (10 R	min�1)
at the point where the center of the useful beam enters
the patient unless the high level control is activated. In
the higher level fluoroscopy mode, a special buzzer or chime
must sound and the maximum patient entrance exposure
rate must be<174 mGy	min�1 in air (20 R	min�1). Further-
more, equipment that does not employ ABC shall not be
operable at any combination of peak kilovoltage or milli-
ampereage that will result in an exposure rate in excess of
43 mGy	min�1 in air (5 R	min�1) at the point where the
center of the useful beam enters the patient, except during
recording of the fluoroscopic images or when provided with
an optional high level control.

TYPICAL PATIENT ENTRANCE EXPOSURE RATES

In order to assess the normal operation of fluoroscopic or
cine equipment, typical patient entrance exposure rates
should be measured. These rates can be influenced by the
improper functioning of the equipment and by adjustments
made by the service personnel. A 3.8 cm (1.5 in.) aluminum
penetrameter to which 0.5 mm copper has been added can
be utilized to simulate an average male patient of�75 kgm
weight; the measurement procedure is the same as that for
maximum dose rate, except that the lead is not placed in
the X-ray beam. It is recommended that the simulated
patient entrance exposure at the point the X-ray beam
enters the phantom should not exceed 8.7–26.1 mGy	min�1

in air (1–3 R	min�1) in the 23 cm (9 in.) Field-of-View (FoV)
with ABC. During these measurements, the indicated
fluoroscopic peak kilovoltage should >55 kVp and
<90 kVp. During digital cine recording in the 23 cm
(9 in.) mode, the measured entrance exposure should be
less than 200 mGy per frame ( 23 mR per frame) with the
same phantom of 3.8 cm (1.5 in.) of aluminum plus 0.5 mm
of copper. Some local regulatory agencies require that

typical patient radiation levels be measured annually for
all X-ray equipment.

LIMITATION OF THE X-RAY FIELD TO THE IMAGE
RECEPTOR SURFACE

The intent of this test is to limit the X-ray field size to the
IIA surface such that the patient is only irradiated over a
surface for which a TV image can be seen. If the X-ray field
size were larger, the patient would be unnecessarily receiv-
ing a radiation dose over an area that would not be imaged.
In order to perform the measurement of X-ray field size, a
leaded ruler is placed in two orthogonal directions upon a
film in a cardboard cassette. The film with the ruler can be
placed in the X-ray beam anywhere between the tabletop
and the IIA surface. The film and ruler are then fluoros-
coped. The TV image is viewed to determine the amount of
the scale that is visible on the TV monitor. The exposed film
is then developed and the size of the fluoro X-ray field is
indicated by the darkened portion on the film. Federal
regulations specify that the misalignment between the
X-ray field size and the image receptor in the fluoroscopic
mode must be<3% of the SID in either orthogonal direction
and less than a sum of 4% of the SID for the two orthogonal
directions combined.

FLUOROSCOPIC X-RAY OUTPUT

The fluoroscopic X-ray output is valuable information uti-
lized in several ways. These data can then be used to yield
patient dose estimates. Furthermore, miscalibrations in
peak kilovoltage and/or milliamperage and filtration pro-
blems would become apparent in the fluoroscopic X-ray
output measurements. Additionally, malfunctions in the
X-ray tube, such as anode deterioration, should cause
drastic changes in the fluoroscopic output. The measure-
ment is performed by placing an X-ray detector on the
table surface (without backscatter) in the X-ray beam to
measure the air dose rate in mGy	(mA	min)�1 [or exposure
rate in R	(mA	min)�1] during fluoroscopy for various peak
kilovoltage settings. It is recommended that the fluoro-
scopic X-ray output measured at the table surface (�46 cm
or 18 in.) from the focal spot should be between 13 and 22
mGy (mA	min)�1 [or 1.5 and 2.5 R	(mA	min)�1] at 100 kVp,
except for heavily filtered X-ray beams.

RADIATION INTO INPUT RECEPTOR(S)

The operation of fluoroscopic X-ray equipment is closely
aligned to levels determined by feedback control loops that
measure parameters associated with the input radiation
exposure levels. Thus, proper equipment performance
necessitates that the levels be adjusted appropriately.
Within the guidelines listed below, the levels should be
high enough to limit fluoroscopy image noise to tolerable
levels, but low enough to limit patient dose and contrast
losses associated with the ABC driving to high peak
kilovoltage settings. These tests are performed with a
3.8 cm (1.5 in.) aluminum plus 0.5 mm copper in the
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X-ray beam and the brightness being controlled by the ABC
mode. The IIA should be placed high above the aluminum
and copper attenuator in order to limit scattered X-rays
from being measured. The radiation detector should be
placed at the IIA surface with the grid removed (on some
units the grid cannot be easily removed). It is recom-
mended that the following radiation levels for input expo-
sure rates the image receptor be established:

1. Fluoroscopy for 23 cm (9 in.) mode (no grid)
� 6 mR�min�1 (100 R�s�1 or 0.9 Gy�s�1)

2. Fluoroscopy for 15 cm (6 in.) mode (no grid)
� 12 mR�min�1 (200 R�s�1 or 1.8 Gy�s�1)

3. Digital cine recording for 23 cm (9 in.) mode (no grid)
� 20 R/frame or 0.17 Gy�f�1

4. Digital subtraction angiography radiographic expo-
sures (no grid) � 1.0 mR per image or 8.7 Gy per
image for 23 cm (9 in.) mode

Excessive input radiation levels are indicative of problems,
such as the selection of too small an aperture (a diaphragm
placed behind the objective lens of the IIA) or deterioration
of the image intensifier.

SPATIAL RESOLUTION MEASUREMENTS

The image quality analysis of fluoroscopic X-ray systems
requires the measurement of the spatial resolution cap-
abilities of the various imaging modalities. Unfortunately,
the TV chain usually degrades the spatial resolution avail-
able from the output phosphor of the image intensifier (II).
Hence, measurements of II spatial resolution require the
removal of the TV camera; direct observation of the II
output phosphor with a special telescope is necessary. This
measurement is rarely done. Furthermore, the spatial
resolution is dependent upon: the magnification mode for
the II [6 or 9 in. (15 or 23 cm) field size], the use of a grid,
amount of scatter, the type of test pattern, the location of
the test pattern on the II surface, the peak kilovoltage
employed, and the focal spot size. Focal spot influences
are minimized by the placement of the bar test pattern as
close as possible to the II input surface; however, clinical
usage has the object of interest displaced away from the II
input surface. Therefore, a second test should be performed
with the test pattern located at a position corresponding to
the patient’s location. In this case, the combined effect of
focal spot and II distortion is included in the spatial resolu-
tion measurement.

A variety of measurement procedures for assessing the
spatial resolution of the II are utilized; the following meth-
odology, however, is suggested. A 3.8 cm (1.5 in.) aluminum
penetrameter should be placed on the tabletop at the center
of the X-ray beam. A 0.10 mm lead bar pattern (0.5–5.0 line
pairs per millimeter) should be taped at the II surface with
the grid removed. The equipment should be operated in the
ABC mode with 60–80 kVp. The output phosphor of the II
should be observed through a special telescope. An alter-
native procedure would be to record the image of the bar
pattern with the fluoroscopic spot film camera. The mea-

sured spatial resolution for the II should he > 3.8–4.0 line
pairs per millimeter in the 15 cm (6 in.) mode and 2.5–2.7
line pairs per millimeter in the 23 cm (9 in.) mode. The TV
camera should then be reattached and the spatial resolu-
tion on the TV monitor should be examined. The lead bars
should he oriented at 45 degree to the raster lines on the TV
system. For a 525 line TV system, the spatial resolution
should be at least 1.8–2.0 line pairs per millimeter in the
15 cm (6 in.) mode and at least 1.2 line pairs per millimeter
in the 23 cm (9 in.) mode. For 1023 line TV units, the
measured spatial resolution is typically 50–80% better.
Flat panel image receptors typically have resolutions of
2.2–2.8 line pair millimeters in all FoV.

CONTRAST RATIO

Due to light scattering from adjacent areas (veiling glare)
in the fluoroscopy image, contrast can be degraded. It is
therefore important to measure the maximum contrast
achievable. To perform this measurement, a lead disk
[at least 0.32 cm (1/8 in.) thick] is placed at the center of
the input surface. The diameter of the disk should be 10% of
the II input area selected. It is suggested that a thin
penetrameter be placed in the X-ray field. For modern
digital systems (without film recording) a light meter
can measure the intensity levels behind the lead disk
and the surrounding background on the display monitor
using standardized ontrast and brightness control set-
tings. The contrast ratio is a ratio of the light intensity
in the area surrounding the disk to the area directly under
the disk. For satisfactory fluoroscopy image receptors, the
contrast ratio measured with a light meter should be
>40 : 1–60 : 1. For film type measurements, the ratio should
be >20 : 1.

CONVERSION GAIN

The conversion gain of an II defines the efficiency by which
the device can convert incident X-ray radiation at the II
entrance into light output at the output phosphor of the II.
Conversion gain (Gx) is measured in units of nit (cd�m�2) of
light output per mR�s�1 of X-ray radiation input. The
conversion gain degrades with age and usage; typical
amounts for the decrease in conversion gain are 5–10%
year�1.

As the II conversion gain decreases the patient radiation
dose will increase and the X-ray tube heat loading will
increase. Although II conversion gain measurements can
be performed by medical physicists, it is usually better to
request the manufacturer’s service personnel to do the
measurement (31,32). Conversion gain should be measured
immediately after installation when the II is new. By the
time that the conversion gain drops to 50–60% of its initial
value, replacement of the II would be recommended.

SCATTERED RADIATION LEVELS

Information about the scatter radiation levels is relevant to
the assessment of radiation protection criteria for radiology
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personnel. In order to limit the radiation to the radiologists
to 870 Gy (100 mR)per week, the measured levels should be
<170–220 Gy	h�1 (20–25 mR	h�1) for an estimated max-
imum of 4–5 h of actual fluoro time per week.

The scatter radiation measurements are performed by
placing 25 cm of acrylic in the fluoro beam with the
collimator wide open. The ABC is used to control the
radiation levels. A portable survey meter is used to mea-
sure the scatter radiation levels. It is assumed that pro-
tective curtains and flaps will be utilized where they are
available. Radiation levels are measured for eye, chest, and
gonadal levels at standard positions of staff in the fluoro-
scopic rooms.

MAMMOGRAPHIC X-RAY EQUIPMENT

Mammographic equipment is a special category of X-ray
units. These units can either be used with special film–
screen cassettes or as digital units. Mammographic units
intended for both types of units typically have a molybde-
num X-ray tube target with a beryllium window and either
a molybdenum or rhodium X-ray beam filter. (Some mam-
mography units are available with either rhodium or tung-
sten X-ray tube targets.) Digital units typically contain an
image receptor with a scintillator phosphor coupled to
photodiode array or a direct conversion amorphous sele-
nium radiation detector array. Both types of mammogra-
phy units operate at low peak kilovoltages usually with
X-ray tube potentials of 25–35 kVp. The measured HVLs
will depend on the type of unit being tested. Federal
regulations specify that the HVL at 30 kVp must be at
least 0.33 mm of aluminum equivalent using ultra pure
aluminum filters (not 1100 Al) (see table in Half Value
Layer Determination).

At these low peak kilovoltages, small irregularities in
the compression plate, grid, or cassette can produce arti-
facts on the radiographs. Even a small piece of tape (or dirt)
inadvertently placed on the compression plate can create
objectional artifacts. Another consideration is that the
female breast is radiation sensitive. Therefore, the radia-
tion dosage during mammography should be kept as low as
reasonably possible (ALARA). Finally, mammography
strives to achieve better spatial resolution than other types
of film–screen radiographs. To achieve these goals, an
X-ray tube with a small focal spot size is used to minimize
geometric blur. The film–screen cassette is also designed to
provide excellent film–screen contact. Beyond the afore-
mentioned factors, the mammographic equipment has
many features in common with the standard radiographic
units. The QC procedures for mammographic equipment
must be expanded to encompass their special features.
Specialized tests required for mammographic units are
listed below (33–35)

TYPICAL PATIENT DOSE

There are a number of methods to specify the patient dose.
One can either measure a skin entrance dose, a mid-breast
dose, or an average glandular dose; the average glandular
dose is being recommended due to its biological significance

(34). Because of the ease of measurement, however, the
skin entrance exposure value is most often determined.
The measurement is dependent on breast size, breast
composition, peak kilovoltage used, anode and filter com-
bination used, and the type of image being recorded (digital
or film-screen). To simplify the measurement, 4–5 cm of
BR-12 plastic or acrylic plastic can be used to represent a
typical breast. The exposure should be taken to obtain
normal densities or digital exposure settings for the image.
The skin entrance exposure is then measured with a
radiation detector that has a good low energy response.
The measured radiation with grid should be 5.2–13 mGy
(600–1500 mR)dependent on: the type of mammography
unit, film–screen or digital selection, image processing
conditions, film density, anode type, filtration type, and
kVp used. The average glandular radiation dose for a
4.2 cm compressed breast must be <3.0 mGy (300 mrad).
Typical values for both film–screen and digital units with a
4.2 cm ACR phantom are �1.5–2.0 mGy (150–200 mrads).
Although the use of grids increases the measured exposure
values by 2.0–2.5 times, grids are essential to obtain good
image contrast.

SPATIAL RESOLUTION

To assess the spatial resolution of the imaging system, a
bar pattern (same one described previously in radiography
and fluoroscopy section) should be placed on top of a 4–5 cm
plastic block (BR-12 or acrylic) that simulates a typical
breast. An image should be recorded and the spatial reso-
lution seen on the image should be determined. This mea-
surement combines the effects of the focal spot and image
system blur. In general, the spatial resolution of most
mammography systems is excellent. It should be antici-
pated that the measured spatial resolution should be >13
line pairs per millimeter with bars along the anode–
cathode direction and 11 line pairs per millimeter with
bars in the perpendicular direction for film–screen sys-
tems. The spatial resolution for digital systems is limited
by the detector pixel size; and it is usually in the 5–10 line
pairs per millimeter range for current technology.

ARTIFACTS

To identify artifacts, an image of the 3–5 cm acrylic sheets
should be imaged. The density should be appropriate and
uniform across the surface. Any changes in density are
indicative of potential artifacts.

IMAGE QUALITY

Good mammographic image quality involves an assess-
ment of numerous factors. The QC procedures should
require that a radiographic image of a phantom that
includes several different types of test objects be taken.
Figure 9 is an image of the ACR phantom that contains
fibrils, calcium specks, simulated masses, and a plastic
disk for contrast assessment. For film–screen units, at
least 4 fibrils, 3 speck groups, and 3 masses must be clearly
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visible for a total score of 10 objects (according to ACR and
MQSA standards). Digital mammography systems should
be able to visualize even more objects in the phantom. The
ACR Mammography Accreditation Manual should be con-
sulted for details about many of the mammography equip-
ment tests.

TRAY TRANSMISSION

Since the patient’s lap is often situated beneath the
cassette tray, it is important that the back surface have
sufficient lead lining to significantly attenuate or block
the X-ray beam. A radiation detector should be used
to measure the amount of radiation transmitted during
typical mammographic exposures. It is recommended that
the transmission be <0.01% of the primary beam.

BODY-SECTION TOMOGRAPHIC EQUIPMENT

The purpose of the equipment is to image thin planar
sections through the patient’s anatomy using film–screen
or CR cassettes. The X-ray tube and cassette move in
opposite directions about a pivot (or focal) plane to blur
objects outside this focal plane. The motion is done such
that the anatomy at a preselected depth in the patient will
remain in focus on the image receptor cassette. All other
anatomy outside the focal plane will be blurred by the
motion.

The QC procedures of these tomographic units should
include additional tests directed toward analyzing the tube
motion and the planar radiographs (36).

PINHOLE IMAGES

The angle through which the X-ray exposure is made
influences the thickness of the imaged tomography planar
sections. Moreover, it is important that the motion be
uniform and symmetric about a central point. All these
factors can be assessed through a pinhole image.

To do this test, a lead sheet with a small hole [(�1
8 in.

(0.32 cm)] drilled in it should be suspended several inches
above the tabletop at the height of the focal plane. A film–
screen cassette should be placed on the table top beneath
the hole in the lead sheet. With the X-ray tube at zero
degree tomo angle, the pinhole should be placed along the
central ray and a short exposure taken with no tomo
motion to mark this position. Then, a routine tomographic
exposure should be made and the cassette film developed.
The track on the film should be of uniform density and
symmetrical about the zero tomo angle point. The tomo-
graphic angle can be computed from the height of the
pinhole above the cassette (h) and the width of the track
on the film (W). For linear tomography, the tomographic
angle is given by the following equation:

u ¼ 2 tan�1 W

2h

The measured exposure angle should correspond to the
selected angle within � 18.

SLICE THICKNESS

A standard tomographic phantom has been designed to
measure the slice thickness and image quality for the body
section units (37). The phantom is merely placed on the
table and a preselected depth is chosen. A routine tomo-
graphic scan is taken and the image developed. Figure 10
shows a tomographic image through this phantom. Exam-
ination of the portion of the image that is not blurred yields
the depth accuracy, slice thickness, and image quality. It is
recommended that both the location of focal plane depth
and the slice thickness be accurate to within �1.0 mm.

COMPUTED TOMOGRAPHY

Computed tomography scanners are composed of many
major subsystems. The hardware contains a variety of
complex equipment, such as the X-ray source, the rotating
mechanical assemblies in the gantry, radiation detectors,
signal-processing electronics, computer systems, display
systems, and input–output devices (38). The X-ray source
consists of a standard X-ray tube and generator. This
portion of the equipment can be tested in the routine
manner to check the peak kilovoltage, milliamperage, and
time calibration. Because it is difficult to evaluate each of
the other CT subsystems individually, the QC tests assess
the overall image quality through the use of phantoms.
Other tests are directed toward measurement of the patient
dosimetry, slice geometry, and table motion. There are
several different types of CT phantoms that can be used
for QC testing (39–42). The procedures that will be described
here are based upon use of the ACR CT Accreditation
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phantom. Similarly, there are many methods by which the
CT dosimetry can be performed; however, most often a
specialized CT ionization chamber with 100 mm length is
used. The chamber is placed in holes drilled in cylindrical
acrylic phantoms with a 16 cm diameter cylindrical head
and 32 cm diameter body phantom are used for this purpose.

CT NUMBER LINEARITY

The CT numbers of a computerized axial tomographic unit
represent the effective linear attenuation coefficients of the
various materials being analyzed. In order to be able to
differentiate various kinds of body tissues, the CT scanner
must be able to measure the effective linear attenuation
coefficients correctly for a wide range of materials from air
to compact bone, that is, the CT scanner must be able to
detect small differences in the way different substances
stop X-rays. Usually, the CT numbers (in Hounsfield units)
represent the difference in the linear attenuation coeffi-
cients between air and water as 1000 units. The CT number
linearity is determined by plotting the CT numbers for
known materials (usually plastics) versus their effective
linear attenuation coefficients, as published in the litera-
ture. Linear attenuation coefficients are a function of the
photon energy, as well as the X-ray beam filtration. A

typical average energy for a well filtered 120 kVp X-ray
beam is�70 keV; this effective energy is often used for this
assessment.

One section of the CT phantom contains various rods of
plastic embedded in a water equivalent plastic cylinder
that has a diameter of 20 cm. The rods consist of air,
polyethylene, acrylic, and simulated bone. The anticipated
CT numbers for these materials at 120 kVp are approxi-
mately �1000, �95, 120, and 955 Hounsfield Units (HU),
respectively. Water (or water equivalent plastic) has a
reference value of zero. The CT numbers for the various
substances are plotted against their attenuation coeffi-
cients. The linear regression fit to the data should have
a correlation coefficient of >0.99. In order to compare
different types of tissue by their CT numbers, it is impor-
tant to eliminate both CT number offsets and/or slope
differences in the linearity scale.

CONTRAST SCALE

The contrast scale for any given CT scanner can be arbi-
trary. If calibrated properly, however, the CT number of air
should be �1000 and the CT number of water should be
zero. Compact bone should have a large positive value near
þ1000 or more. In this manner, an acceptable gray scale
will be established for the various anatomical substances
shown in scans of patients.

The contrast scale is the change in the effective attenua-
tion coefficient per CT number unit. Usually, measure-
ments are performed with reference to plexiglass and
water. The contrast scale (CS) is represented by the follow-
ing equation:

CS ¼
mplex � mwater

ðCT No:Þplex � ðCT No:Þwater

For most CT energies, the numerator of the equation is
equal to �0.024 cm�1. The CS value should be �0.0002.

In order to determine whether the contrast scale is
suitable, one must compute the anticipated CT numbers
for air and compact bone based upon the contrast scale
measurements.

ðCT No:Þx ¼ mx � mwater

CS

A number of references list the linear attenuation coeffi-
cients for air and compact bone. For 120 kVp, mair ¼
0.000208 cm�1 and mbone ¼ 0.414 cm�1. For water, mwater

is usually taken to be 0.190 cm�1. Hence, based upon the
measurement of CS, the CT numbers of air, water, and
bone can be estimated. Usually the CT units set air at
�1000 and compact bone at þ1000 HU. (Bone actually has
a wide range of CT number values due to the various
densities it may have in the human body.) A comparison
of the measured values with the ideal values indicates
whether the CS is satisfactory.

COMPUTER TOMOGRAPHY NOISE LEVELS

When one images a uniform material in a CT scanner, the
CT numbers for a localized region should all be the same. In
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Figure 10. Radiograph of a tomographic phantom used to assess
performance of linear tomographic units.



practice, the CT numbers vary around some average value.
The reason for these variations are changes in the X-ray
output, small differences and drifts in the detectors, extra-
neous electronic noise, and small errors in the computer
processing algorithm. All of these parameters introduce
variations in the CT numbers. The variations are lumped
collectively into a term called the noise of the CT system.

The noise is determined by scanning a uniform water-
bath section of the CT phantom and evaluating all the
different CT numbers in a small region. The mean value (X)
and the standard deviation (s) of the CT numbers are
computed. The CT noise is then expressed as a percentage
variation of the linear attenuation coefficient of water.

% swater ¼ ð100sCSÞ
mwater

The noise value should be measured at various locations in
the phantom; both the average noise value for the various
locations and the worst case value should be quoted (see
Fig. 11).

The noise values for CT scanners are very important
performance parameters. The difference in the attenuation
coefficients between normal and pathological tissue is
small. High CT noise values tend to obscure small tissue
differences. For example, differences in the CT values
between white and gray matter in the brain are �0.5–
0.6% relative to water (1% on most CT scanners are�10 CT
numbers). In fact, most body tissues have CT numbers of
nearly the same value, �8% (except for bone). Further-
more, the use of lower peak kilovoltages also tends to
differentiate tissue better. CT noise levels for a 10 mm
slice thickness with 0.50 mm pixel sizes should be below
0.5% of the linear attenuation value of water.

The measured CT noise levels, however, are a function of
many parameters. The noise level decreases as the radiation
dose is increased. As the slice thickness is increased, the
noise level decreases. The noise levels are also higher for
large patients. The relationship to the various factors to the
noise level is usually given as the following equation:

%swater/ ½B=ðHW3DÞ�0:5

where B is percentage attenuation, H is slice thickness, W is
pixel width size, and D is patient dose per scan. In many
modern CT units, the noise changes little with pixel size. CT
nosie is also closely related to the type of reconstruction
kernel chosen. The CT noise is greater for edge enhance-
ment kernels, and CT noise is less for smoothing kernels. To
maintain quality control of the CT scanner, noise levels
should be monitored on a regular basis. An increase in
the noise level is indicative of a developing problem in the
CT scanner.

SPATIAL UNIFORMITY

It is extremely important that the response of a CT scanner
be uniform across the field being scanned. A CT scan of a
uniform material should only exhibit random fluctuations
due to system noise. No areas of nonuniform response nor
artifacts should be appearing in the scan. This feature is
tested by scanning uniform water equivalent plastic sec-
tion in the CT phantom and examining the CT numbers in
different portions of the image. The mean CT numbers
should be the same in all portions of the scan. The difference
between the average CT number in the various portions of
the image should not differ by >2–3 x values the standard
deviation of the CT numbers (or �10 CT numbers).

HIGH CONTRAST SPATIAL RESOLUTION (HOLE PATTERN)

One of the performance criteria of CT scanners is their
ability to image small objects. The ability of the scanner to
image small objects depends on the subject contrast. The
CT scanners have the best spatial resolution with high
subject contrast. The ability of the CT scanner to image
small, high contrast objects can be measured by a section of
the ACR CT phantom; this section has many plastic bars
and spaces of different sizes. These bars are of vastly
different CT number from the plastic in the spaces to create
high contrast, spatial resolution test objects. For each set of
bars, a spatial frequency in line pair per cm can be
assigned. The frequency ranges from 4 to 12 line pairs
per cm. The CT display window and level settings are
adjusted to best display bars and spaces. The just barely
discernable bar pattern is identified and recorded. It has
been suggested that a scanner be capable of resolution
approximately twice its smallest pixel size (for pixel-
limited resolution). With a 512 � 512 matrix and a
25 cm FoV, the spatial resolution would be limited by pixel
size to �10 line pairs per cm. For small FoV, the spatial
resolution is limited by factors, such as the focal spot size,
detector size, and reconstruction algorithms. The modern
CT units are capable of spatial resolution of �8–10 line
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Figure 11. Society of Motion Picture and Television Engineers
(SMPTE) test pattern for the evaluation of VDTs used with digital
imaging systems.



pairs per cm for high contrast objects using image zoom
display features.

HIGH CONTRAST SPATIAL RESOLUTION (IMPULSE
RESPONSE)

Another way of determining scanner resolution is the
scanning of a metal pin in a water bath. This scan will
produce a point spread response function (PSF). One
usually plots the numbers and draws a smooth curve.
The point spread for a CT unit can usually be fit with a
Gaussian function given below:

FðxÞ ¼ A exp½�a2ðx� eÞ2�

This equation can be rearranged in order to determine the
value of a and e. The modulation transfer function (MTF)
can be computed directly using the value a (43).

LOW CONTRAST RESOLUTION

The CT scanner must not only be able to detect small
objects with high contrast, but it must also be able to image
small objects with low subject contrast. The difference
between normal tissue and pathology is usually small
differences in subject contrast (1–2% differences). A good
CT scanner should be able to detect small low contrast
lesions, that is, low contrast is more important than high
contrast resolution.

In order to test low contrast resolution, CT scans are
taken through a section in the phantom composed of a
plastic with CT numbers only slightly different from water.
This section contains various size holes of a slightly dif-
ferent plastic than the surrounding material. The contrast
between the plastic and the water is usually 0.4–0.6%. The
delectability is dependent upon the radiation dose used,
but it would be desirable to have low contrast discrimina-
tion of 4–6 mm holes at 0.5–0.6% contrast.

BEAM HARDENING

X-ray beams are polychromatic. Therefore, filtration
changes the X-ray spectrum and its effective energy. When
CT scanner X-ray beams pass through a lot of bone or long
paths through tissue, the X-ray spectrum is altered. The
effective linear attenuation coefficients for these hardened
X-ray beams change because attenuation is a function of
X-ray energy. Therefore, the CT numbers of tissue behind
extensive sections of bone may decrease appreciably due to
beam hardening. These effects are highly undesirable as
some tissues appear abnormal in CT number. This beam
hardening artifacts in CT numbers are undesirable.

In order to evaluate beam-hardening effects, 1 in.
(2.5 cm) diameter plastic rods with high attenuation coeffi-
cients are taped on the opposite sides of the surface of the
water section of a CT phantom. This section is scanned, and
the CT numbers along the line between the rods are
measured. CT scanners should be designed in a manner
that the water values are not depressed more than three
times the noise standard deviation.

IMAGED CT SLICE THICKNESS

The CT image slide thickness (i.e., sensitivity profile) is
measured by scanning a section of the phantom that con-
tains small wires that are displaced along the longitudinal
axis of the phatom by a 0.5 mm distance and angled. By
counting the number of wires visible in the image, the
image slice thickness can be assessed. The measured sen-
sitivity slice thickness should be within �0.50 mm of the
selected slice values.

PATIENT TABLE TOP INDEXING

It is extremely important that the patient table top moves
by the selected distance, otherwise either clinical informa-
tion or the patient radiation exposure is compromised. This
motion is tested by taping a radiation therapy verification
film to the outside surface of a cylindrical phantom. After-
ward, a series of scans are taken. Each slice thickness
setting should be tried; the table motion should be equal
to the slice thickness. Three or more consecutive scans
should be taken for each collimator setting; the table
should index at least 20 mm between different slice thick-
ness settings. Following these scans, the film is developed
and examined. There should neither be gaps nor overlaps
for consecutive scans. Moreover, the table motion should be
accurate to within 1.0 mm for 100 mm of motion in 10 or
more steps.

ARTIFACTS

Artifacts can be misinterpreted as anatomical abnormal-
ities in patient scans. Various software and scan techni-
ques should be used to scan the water section of the CT
phantom. Since water equivalent plastic should be homo-
geneous, any artifacts should be clearly visible in the CT
image. The various window level and width settings should
be utilized to view the image.

PATIENT DOSIMETRY

A special CT ionization chamber (100 mm long) is inserted
into cylindrical acrylic phantoms designed to simulate a
typical head and body of a patient. The head CT phantom
has a 16 cm diameter and the body phantom has a 32 cm
diameter. Each phantom has holes drilled at the center and
at other locations with different distances from the surface
of the phantom. At least one hole is 1 cm inside the outer
surface. The ionization chamber is placed in both the center
hole and later at the periphery hole. Empty holes are filled
with acrylic rods. A single, axial CT slice is taken in the
middle of the cylinder, and the exposure measured by the
ionization chamber (Em) is recorded. The radiation dose is
then computed by the following equation:

CTDI ¼ ðC� f � Em� 100 mm=XWÞ

where C ¼ calibration factor for detector, f ¼ exposure to
absorbed dose conversion factor, Em= measure exposure,
XW ¼ X-ray beam width specified.
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The f-factor for acrylic is 0.78 cGy	R�1, and the f-factor
for tissue is about 0.92 cGy	R�1. The f-factor for air is
�0.87 cGy	R�1. A weighted CTDI (CTDIW) is calculated
using (1/3) of the center value and (2/3) of the peripheral
value.

For these data, the actual radiation dose values can be
scaled using clinical setting of kVp, milliamperesecond,
and pitch. Pitch is the table movement between rotation
of the X-ray tube divided by the width of the X-ray beam.
The CTDIvolume is equal to the CTDIW divided by the pitch.
It is recommended that the CTDIvolume for clinical head CT
scans of patients be <6.0 cGy (rad) and that the body value
is <3.5 cGy (rad).

FILM PROCESSORS

Because the film processing affects the end product of film–
screen radiographic images, this is one of the most impor-
tant aspects of the QC program for diagnostic radiology.
Film processing conditions can affect film contrast, the
speed of the film-screen system, and base plus fog levels.
Indirectly, inadequate processing usually causes the tech-
nologist to alter kilovoltage or mAs that could result in an
increased dose to the patient.

In general, a 1 8F (0.6 8C) temperature change in the
developer chemistry produces a 0.03–0.07 density change
in the developed radiograph. The film density decreases for
a decrease in the developer temperature. For an 8–18 8F
(4.4–10 8C) decrease in the developer temperature, a 50%
increase in the patient exposure is necessary. Similarly,
increasing the developer temperature by 5 8F (2.8 8C) can
cause a latitude film to appear to have increased contrast.
Contamination of the processing chemistry also causes
changes in the film density and contrast. The magnitude
of the effects are dependent on the type of film, the kind of
chemistry, and the processor design.

In order to maintain consistency in the film develop-
ment, a routine maintenance program for the processor
should be established. The replenishment rates should be
adjusted properly for the workload. The rollers should be
cleaned and inspected on a regular basis and the chemistry
should be changed as required. Moreover, steps should be
taken to minimize inconsistencies in the chemistry. Within
reason, all processors should operate from the same batch
of fixer and developer; this can be accomplished by mixing
large batches for delivery or using electronic mixers with
modular chemistry canisters.

The QC program for processors should utilize daily
sensitometry strips that are run through each processor
(44). In conjunction with the sensitometry, the processor
replenishment rates and temperatures should be checked.
Light sensitometers are recommended for making the
sensitometry strips (45,46) (see Fig. 12). The film used
for sensitometry should be the fastest high contrast film
routinely used in the facility. Since variations can be
found in different film emissions batches of the same kind
of film, strips from both old and new emulsion batches
should be run simultaneously during transition periods.
The processed sensitometry strips should have the den-
sities measured with a densitometer. A sensitometer step

with a density�1.0 du above the base plus fog level should
be selected as the speed point. The difference in densities
of two points in the linear portion of the characteristic
curve should be used to determine a contrast index.
The base plus fog level on the sensitometry strips should
also be measured. These three parameters should be
compared to optimal values supplied by the film manu-
facturer and average values should be established for the
facility. The speed point should not be allowed to change
by more than �0.15 du about the average value. The
contrast index should not change more than �0.15 units.
Since the base plus fog is not very sensitive to variations, a
small change is indicative of significant abnormalities in
the processing. With good maintenance and QC pro-
cedures, the film processors should be very stable and
consistent.

DIGITAL IMAGE RECEPTORS

Digital image receptors could be either CR Cassettes with
their electronic readers or DR image receptors (47). With
both systems, a QC program should be routinely imple-
mented to ensure consistency, identify artifacts and eval-
uate physicians display monitor (48). Most CR and DR
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Figure 12. A reproduction of a developed sesitometry strip that is
used to evaluate processor performance. The steps used for speed
point and contrast index are shown on the strip.



systems have an index number to ensure sufficient radia-
tion is utilized to avoid excessive quantum mottle. The QC
program should assess that the AEC is properly adjusted to
maintain proper radiation exposure. For CR systems, cas-
sette should be exposed to measure spatial linearity, spa-
tial resolution, uniformity of density and proper size and
collimation. Both CR and DR units should be evaluated for
artifacts and dirt. The physicians’ review video monitor
should be checked with a video pattern such as the SMPTE
(Society of Motion Picture & Television Engineers) for low
contrast visibility, spatial linearity, spatial resolution and
a reasonable contrast scale. A light meter can then be
employed to ensure that maximum luminance and contrast
scale are adjusted similarly on all video monitors (Fig. 13).

SUMMARY

There are numerous reasons for providing a QC program in
diagnostic radiology. Quality control is mandated by sev-
eral regulatory agencies; hence a radiology facility must
demonstrate that some type of QC is being performed.
Another reason for QC programs is to ensure electrical,
mechanical and radiation safety for patients and staff.
Moreover, the QC program should provide better image
quality and a consistency in the radiographs. Finally, the
QC program should result in financial savings and
improved equipment performance.

The effectiveness of the QC program will depend on the
extent of testing performed. A cursory QC program is
usually conducted to just meet minimum regulatory
requirements. A more extensive program will attempt to
establish and maintain a high standard for equipment
performance.

Because of the diversity in the diagnostic equipment,
the QC program should be directed toward evaluating the
special features of each type of equipment. Hence, there are

many specialized aspects to QC testing. Although other
testing could be used to supplement and strengthen the QC
procedures described, the information given in this article
provides a basis for establishing an effective QC program
for diagnostic radiology equipment.
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X-RAY THERAPY EQUIPMENT, LOW AND
MEDIUM ENERGY

C-M CHARLIE MA

Fox Chase Cancer Center
Philadelphia, Pennsylvania

INTRODUCTION

X-rays were used to treat cancer patients within a year of
their discovery by Wilhelm Roentgen in November 1895
(1). However, it was not until the invention of the hot
cathode tube by Coolidge in 1913 that X-ray beams could
be delivered in a stable manner and, hence, the output
controlled and measured with any precision. Further
improvements in the accuracy of X-ray beam dosimetry
occurred with the publication of the first central-axis depth
dose tables in 1922 (2) and with the definition of the
Roentgen and its use as a standard unit for X-ray dosage
in 1928 as recommended by the Second International
Congress of Radiology in Stockholm, Sweden.

In those early years, the energy of X-ray beams was
limited to 140 kV, and therefore only relatively superficial
lesions could be successfully treated. The situation was
improved in the early 1920s as higher energy (up to 400 kV)
X-ray units became available to permit the treatment of
deep-seated lesions (3). Since cobalt-60 treatment units
(average g-ray energy ¼ 1.25 MeV) came into use in the
late 1950s and electron linear accelerators capable of pro-
ducing high energy (�4 MeV), X rays in the early 1960s, the
use of kilovoltage X-rays in radiation therapy has drasti-
cally declined for deep-seated tumors.

The use of low energy X rays for the treatment of
superficial lesions is still popular, even though the use
of electrons has replaced them for treating such lesions in
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many cancer clinics. Electron beams have finite ranges
that are ideal for treating shallow tumors to spare distal
normal tissues. However, clinical accelerators that pro-
duce electron beams for radiation therapy are more
expensive then X ray units. There is an increased use
of low energy X rays for intraoperative radiation therapy,
such as for stereotactic brain irradiation or treatment of
the dura, for endocavitary irradiation of rectal cancers,
and treatment of other malignant skin lesions. The depth-
dose properties of X rays are considered by some oncolo-
gists to be more favorable than electron beams for ade-
quate surface coverage and for treating macroscopic
diseases at depths. Medium energy X rays still play a
role in many developing countries, where the technology
is easier to support and maintain than electron linear
accelerators and safer than cobalt-60 teletherapy units.
Medium energy X rays are also widely used in radiation
biology research for in vitro cell irradiation or in vivo
animal experiments.

X-RAY DEVICES FOR RADIATION THERAPY

Medium energy X rays (also called orthovoltage X rays) are
generated by X-ray devices at an accelerating potential
between 150 and 500 kV. Low energy X rays (also called
superficial X rays) are generated by X-ray devices at an
accelerating potential between 50 and 150 kV. Very low
energy X rays that are generated at an accelerating poten-
tial <50 kV have mainly been used in contact therapy.

The manner in which X rays are generated is similar
between therapeutic and diagnostic X rays. Electrons
emitted from a heated filament are accelerated in an
evacuated tube onto a tungsten anode (also called target),
producing bremsstrahlung photons with peak energy up to
the accelerating voltage. Because of the intended applica-
tions, however, therapeutic and diagnostic X-ray tubes have
some very different design features as discussed below.

One difference is the target design for heat dissipation.
Diagnostic tubes are generally run for shorter times (from

a fraction of a second to several seconds) at high current (up
to 500 mA) leading to high instantaneous rates of heat
production. Tungsten is used as the target material since it
has a high melting point (3370 8C). In addition, rotating
targets are used in diagnostic tubes to spread the heat
deposition over a large area, thereby increasing the max-
imum permissible loading of the tube. Therapeutic tubes
are often run for longer times (several minutes being com-
mon) at relatively low currents (5–30 mA). The instanta-
neous rate of heat production is low for therapeutic tubes,
but the total amount of heat generated during a therapy
session can be quite high. Therefore, therapeutic tubes use
stationary targets that can be cooled by oil or water. The
target is often made of tungsten and is mounted on a
massive copper stem that serves as a good heat conductor.

The second difference is the target angle, which effec-
tively defines the X-ray source size. Small target angles in
the range of 6–208 are used in diagnostic tubes in order to
produce small focal spots that will result in a small geo-
metric penumbra of the image. In therapeutic tubes, how-
ever, geometric penumbra is not of primary concern.
Therefore, therapeutic tubes can use larger target angles
in order to produce radiation beams with large field sizes
(up to 20� 20 cm) at target-to-surface distances (SSD) that
are usually much shorter than the SSDs employed in
diagnostic tubes. The resultant X-ray source size of a
therapeutic tube may be as large as 1.0 cm in diameter.

Another difference is the target shielding for secondary
electrons. For therapeutic tubes running at an accelerating
potential >200 kV, damages to the tube may result if
secondary electrons from the target are allowed to reach
the glass envelope. The target in a therapeutic tube is often
surrounded by a double-layered shield as shown in Fig. 1
(4). The inner layer is made of copper that stops most
electrons while its low atomic number (Z ¼ 29) minimizes
bremsstrahlung production. The outer layer is made of
tungsten (Z ¼ 74), which absorbs most stray bremsstrah-
lung photons produced in the copper layer. A thin beryl-
lium (Z ¼ 4) window in the shield below the target absorbs
most secondary electrons, but allows the useful X-ray beam
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Figure 1. An X-ray tube for radiation
therapy constructed with a hooded anode
design.



to pass through with little attenuation. This type of shield-
ing design for therapeutic tubes is called a hooded anode.
The X-ray tube is enclosed in an oil shield that serves two
purposes: (a) tocool the tubeand (b) toattenuatestray Xrays.

Many major manufacturers have ceased manufacturing
kilovoltage X-ray therapy units (5). The three currently
available orthovoltage treatment units are Therapax
DXT300 manufactured by Pantak, Inc. (East Haven,
CN) and Gulmay D3300 and Gulmay D3225 manufactured
by Gulmay Medical Ltd. (Mississauga, ON). The same two
vendors also produce two superficial therapy units, Ther-
apax HF 150 and Gulmay D2000. Some kilovoltage units
are no longer available, but are still in wide use, such as the
Philips RT-250 and RT-305 units and the Siemens Stabi-
lipan. The most popular contact unit still in clinical use is
the Philips RT-50, formerly manufactured by Philips Med-
ical Systems (Shelton, CN). A new, and novel, contact
therapy device available is the Photon Radiosurgery Sys-
tem, Model PRS400, manufactured by Photoelectron Corp.
(Lexington, MA).

Orthovoltage Units

Most orthovoltage units operate at 200–300 kV with a tube
current of 10–20 mA and have various filters to provide
beams with half value layers (HVL) between 1 and 4 mm
Cu. The X-ray generators used in these units may be single
phase, that is, self-rectified or half-wave rectified, or may
employ a Villard-type voltage-doubling circuit or a con-
stant potential circuit (6). The constant potential circuit
maintains the accelerating potential at a nearly constant
value so that X rays can be produced continuously rather
than in pulses. This type of circuit allows for treatments at a
shorter treatment time with a higher average X-ray energy.

The energy absorbed by the anode of an X-ray tube is
proportional to the product of tube current, accelerating
potential, and operating time. For orthovoltage units, which
may be operated continuously at high tube voltages, the
anode must be cooled efficiently. The copper anodes of ortho-
voltage units are usually massive to serve as heat conduc-
tors. Oil circulated cooling is used instead of water circulated
cooling, as shown in Fig. 2 (7), where a hollowed-out anode

provides efficient oil circulation for heat dissipation. The
oil then flows through a reservoir where heat is removed by
either circulating water or forced-air cooling. Orthovoltage
units usually require a warm-up time of several minutes,
which allows the tube potential to increase gradually in
order to minimize the strain of high voltage on the tube.

Figure 3 shows a currently available microprocessor-
controlled orthovoltage treatment unit, Therapax DXT300
(5). This unit features a dual channel dosimetry system in
which the primary means of termination of treatment
dose can be either a timer or the integrated signal from
a transmission ionization chamber. It features a metal
ceramic tube, a control panel that incorporates micro-
processor technology, a Diamentor dose monitor, and a
Cockcroft–Walton multiplier generator that gives a very
stable output. The unit can be ceiling or stand mounted.
The Therapax DXT300 unit offers energies and filtrations
from 300 kV (3 mm Cu) down to 30 kV (0.1 mm Al). The
treatment field shape and size can be defined by a variable
collimator (rectangular or square fields up to 20 cm� 20 cm
defined at 50 cm SSD) or by fixed square or circular cone-type
applicators: open-ended cones (30 cm SSD) or close-ended
cones (50 cm SSD).

Superficial Units

Superficial units operate at an accelerating potential
50–150 kV with a tube current 5–15 mA. The X-ray
generators in these units are generally half-wave recti-
fied. The X-ray tube has a hooded anode and is enclosed
in an oil shield that is constructed with expansion bellows
to allow oil to expand as temperature increases. Super-
ficial units may also operate continuously for long treat-
ment times, and therefore require additional cooling in
parallel to heat conduction by the copper anode stem and
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X rays

Oil circulation

Figure 2. The anode of an orthovoltage X-ray tube. The back of
the anode is hollowed out to permit oil circulation.

Figure 3. The Therapax DXT300 orthovoltage unit manu-
factured by Pantak.



convection and absorption by the oil shield. Figure 4
shows a cooling system that employs circulating water
to remove heat from the oil continuously (7).

Orthovoltage tubes can also produce X-ray beams in the
superficial energy range with matching HVLs. The princi-
pal difference between a superficial unit and an orthovol-
tage unit is that a superficial unit typically has shorter SSD
cone applications and, consequently, higher dose rates (5).
For example, the Therapax HF150 (Fig. 5) is the compa-
nion device to Therapax DXT300 and produces X rays in
the range 20–150 kV with HVLs from 0.1 to 10.78 mm Al.
The DXT300 can also produce X rays down to 30 kV with an
HVL of 0.1 mm Al. The HF150 has 15 cm SSD cone
applicators while the DXT300 has 30 and 50 cm SSD cone
applicators.

Contact Units

Both orthovoltage and superficial units can produce X-ray
beams in the contact X ray range with complete overlap of
available energies and HVLs. The Philips RT-50 unit is
strictly a contact therapy unit, operating at energies
between 10 and 50 kV. This unit has a slim, long body
measuring 43 cm in length and 6 cm in diameter, tapering
down to 3 cm at the tip. The SSD is only 4 cm and its dose
rate in air is up to 20 Gy	min�1. These features make it
especially suitable for endocavitary irradiation (e.g., for
treating rectal cancers).

The Photon Radiosurgery System (PRS) is a special
treatment unit (Fig. 6) consisting of an X-ray source, a
control console, and associated calibration devices (8). The
X-ray source is small, measuring 17.5 � 11 � 7 cm and
weighing 1.6 kg, with X rays being produced at the tip of a
10 cm long, 3.2 mm diameter probe. A plastic, biocompa-
tible sheath covers the probe tip to avoid direct tissue
contact when used interstitially. The X-ray energy can
be 30, 40, or 50 kV with a tube current of 5, 10, 20, or
40 mA. The whole unit is small enough to be hand-held,
though it is designed to work in conjunction with a con-
ventional stereotactic head frame. The system has a built-
in internal radiation monitor to measure the output of the
beam and to determine the length of the treatment. Addi-
tional monitors include a timer and an external radiation
monitor that has to be calibrated at the start of each
treatment since its output is geometry dependent. Other
dosimetry devices are provided to measure the isotropy of
the beam, the straightness of the probe, and the relative in-
air output of the beam during routine calibration and in the
operating room immediately prior to the procedure.

X-RAY BEAM QUALITY

X-ray beams with different energy spectra will differ in
their ability to penetrate in a medium such as tissue. The
quality of an X-ray beam refers to its penetrating power,
with high beam quality indicating deeper penetration. The
exact knowledge of beam quality plays an important role in
clinical radiotherapy to ensure proper treatment target
coverage and adequate skin sparing. It is desirable to
use more than one beam quality parameter to specify an
X-ray beam (9). The usual quantities used are the accel-
erating potential and the HVL. However, most dosimetric
data for kilovoltage X rays have been given using one beam
quality parameter, usually HVL.

The peak voltage across the X-ray tube determines the
maximum photon energy in an X-ray spectrum. The accel-
erating potential is expressed in kilovolts for a kilovoltage
X-ray beam to indicate that the X-ray beam actually has an
energy spectrum with its maximum energy up to its accel-
erating potential. Higher accelerating potentials produce
more penetrating X-rays and, therefore have a direct effect
on the beam quality.

The HVL is defined as the thickness of an absorber that
reduces the air kerma rate of a narrow unidirectional X-ray
beam at a point distant from the absorber to 50% of that
of the nonattenuated beam (9). For orthovoltage X rays,
both aluminum (Al) and copper (Cu) can be used as the
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N N’

Figure 4. The cooling system for superficial X-ray tubes. Water
circulates through the pipe N–N0 to remove the heat from
the oil.

Figure 5. The Therapax HF150 superficial unit manufactured by
Pantak.



absorbing material for the determination of HVL
although Cu is more frequently used. The beam quality
is expressed in mm Al or mm Cu. For superficial and
contact X-ray beams, only mm Al is used to express HVL.

The HVL is measured using an ionization chamber with
a narrow beam setup, in which a collimating aperture is
placed half-way between the X-ray target and the measure-
ment chamber. The field size is reduced just enough to
encompass the chamber. The absorbing materials are
placed at least 50 cm from the measurement chamber
and close to the collimating aperture. The absorber should
be made of high purity material and the thickness of the
absorber should be measured accurately. The thickness
that reduces the air kerma value to one-half is obtained by
interpolation. A monitor detector is used to correct fluctua-
tions of air kerma rate. The measurement chamber must
have limited beam quality dependence (within 5% between
40–300 kV) for accurate HVL measurements. Thin-walled
chambers are used for lightly filtered beams to measure the
low energy X-ray components accurately (HVL errors of up
to 10% were observed for a lightly filtered 100 kV beam
using a Farmer-type cylindrical chamber).

DOSIMETRY CALIBRATION

Methodology

For kilovoltage X-ray beams, the absorbed dose to water is
usually determined with an ionization chamber calibrated
in air in terms of either exposure or air kerma. The
commonly used ionization chambers are generally consid-
ered to be ‘‘photon detectors’’ as the well-known Bragg–
Gray cavity theory no longer applies to this energy range
(10). To determine the dose to water, the measured air
kerma is converted to water kerma using the ratio of mass
energy absorption coefficients for water to air, evaluated
using the energy spectrum at the position of interest. The
dose to water is considered to be the same as water kerma
for this energy range due to the negligible difference
between kerma and collision kerma (electrons have very
small ranges) assuming that quasicharged particle equi-

librium exists. This is generally true for measurement
points at depths equal to or greater than the depth of
maximum dose for kilovoltage X rays.

Two different methods have been recommended for
kilovoltage X-ray dosimetry calibration by national and
international dosimetry protocols (11–14). The in-air
method measures the air kerma free in air and then con-
verts it to dose to water with the ratio of mass energy
absorption coefficients for water to air and a backscatter
factor. The in-phantom method measures the air kerma at
the reference depth in water under reference conditions
and then converts it to the absorbed dose at the depth of the
center of the chamber in undisturbed water using the ratio
of mass energy absorption coefficients for water to air and
other beam quality- and chamber-dependent correction
factors.

The ICRU Report 23 was the first to recommend the in-
phantom method for orthovoltage X-ray beams since it was
difficult to make accurate measurements in regions at or
close to the surface of a phantom, and the dose distribution
there, unlike at greater depths, was considerably affected
by the details of the beam collimation system (11). For this
reason, the British Journal of Radiology Supplement 11
gave two distinct sets of depth-dose tables for close-ended
applicators and open diaphragms, respectively (15). It was
also clear that by normalizing the depth-dose curves at a
depth rather than at the surface the differences in the
recommended depth-dose curves would be virtually elimi-
nated. The dose values at greater depths were more clini-
cally relevant since orthovoltage X-ray beams were
primarily used for treating deep-seated tumors in the
1970s.

Several more recent dosimetry protocols still recom-
mended the in-phantom method for reference dosimetry
for orthovoltage X-ray beams, but used a reference depth of
2 rather than 5 cm (12–14). This was aimed at reducing the
measurement uncertainty at lower X-ray energies. How-
ever, the in-air method has been the commonly used
method for the whole kilovoltage energy range in clinical
radiotherapy, especially in North America (16). This may
be explained by the fact that nowadays orthovoltage beams
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Figure 6. AschematicdiagramshowingthePhoton
Radiosurgery System for interstitial treatment.



are mainly used for treating tumors close to the skin. The
primary point of interest is the dose near the surface rather
than at greater depths. Another reason is that it is more
convenient to perform routine beam calibration free in air
than in a water phantom.

The American Association of Physicists in Medicine
(AAPM) recommended that both methods be used for
absorbed dose determination for orthovoltage X-ray beams
depending on the measurement point of interest (9). To
improve measurement accuracy, the in-air method should
be used if the primary point of interest is at the phantom
surface. On the other hand, if one is more interested in the
dose at large depths than at the surface, the in-phantom
method should be used. Better agreement in measured
PDD curves at depth ¼ 1 cm and greater can be achieved
when they are normalized to the values at the 2 cm
reference depth than normalized to the surface values.
The AAPM recommended that only the in-air method be
used for superficial X-ray beam dosimetry (9).

Measurement Equipment

Phantoms. Water is the recommended phantom mate-
rial when the in-phantom method is used in orthovoltage
X-ray beam dosimetry (9). Conversion factors are used to
convert from the air kerma in the sensitive chamber cavity
to the dose to water. Plastic phantoms are not recom-
mended for in-phantom reference dosimetry for orthovol-
tage X rays as the chamber correction factors and
conversion factors to derive dose at a depth in water for
these phantoms are poorly known. Some water equivalent
plastics are commercially available for orthovoltage X-ray
measurements. However, their properties must be inves-
tigated before they can be used as water substitutes.

Dosimeters. Air-filled ionization chambers are recom-
mended for kilovoltage X-ray beam reference dosimetry (9).
Measurements for orthovoltage X rays are performed
either free in air (in cases where the surface dose is the
primary concern) or at a 2 cm depth in water (dose at
greater depths is the primary concern). Cylindrical cham-
bers that have a calibration factor varying with the beam
quality by <3% in this energy range are recommended for
the beam output measurement. For superficial X rays, only
the in-air method is used. Cylindrical chambers that have a
calibration factor varying with the beam quality by <5%
between 50 and 150 kV are recommended. Extensive stu-
dies have been carried out on the correction factors for the
commonly used Farmer-type chambers for the in-phantom
measurement (16–21). Other cylindrical chambers may
also be used. However, correction factors must then be
determined by comparing these chambers with a chamber
with known correction factors. If measurements are per-
formed in water, a thin waterproofing sleeve should be
used and appropriate correction factors should be applied
depending on the material and thickness used. If measure-
ments are made in air, the thimbles of cylindrical chambers
are thick enough, so no build-up cap is required. For X-ray
energies <70 kV, calibrated parallel-plate chambers with a
thin entrance window are recommended. Thin plastic
build-up foils should be added to the entrance window, if

necessary, to provide full electron buildup and to eliminate
electron contamination (see Table 1). All measurements
should be corrected for temperature, pressure, ion recom-
bination, and polarity effect.

Electrometers. Electrometers for kilovoltage X-ray
therapy measurements should be capable of reading cur-
rents on the order of 0.1 nA, with an accumulated charge of
50–100 nC. They are calibrated by a standards laboratory
with proper correction factors applied in the measurement.
These correction factors are generally close to 1.000; but
can occasionally be 5% different from 1.000. Electrometers
and ionization chambers can be calibrated either together
or sometimes separately and if so their calibration factors
must be combined.

Detector Calibration

Modern dosimetry protocols for kilovoltage X rays are
based on the air kerma, Kair, which is defined as the kinetic
energy, DE, transferred from X rays to charged particles
per unit air mass, Dm (i.e., Kair ¼ DE/Dm). Assuming that
Kair is the air kerma at the reference point in air for a given
beam quality and M the reading (corrected for tempera-
ture, pressure, recombination, and polarity effect) of an
ionization chamber to be calibrated with its center at the
same point, the air kerma calibration factor, NK, for this
chamber at the specified beam quality is defined as

NK ¼
Kair

M
(1)

Previous dosimetry protocols for kilovoltage X rays were
based on the exposure, X, which is defined as the total
electric charge, DQ, of all ions of one sign (e.g., electrons),
produced in air by X rays in a unit mass of air, Dm (i.e.,
X ¼ DQ/Dm). A similar equation can be used to derive the
exposure calibration factor, NX:

NX ¼
X

M
(2)

The relation between the air kerma calibration factor and
the previous exposure calibration factor is given by

NK ¼ NX
W

e

� �

air

ð1� gÞ�1 (3)

where (W/e)air has the value 33.97 J/C (or 0.876 cGy�R�1)
for dry air, (1 g) corrects for the effect of radiative losses by
charged particles to bremsstrahlung photons (g is the
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Table 1. Thickness of Build-Up Material for Thin
Window Parallel-Plate Chambers Used for In-Air
Calibrations with X-Ray Energy <100 kV

Generating Potential, kV Thickness of Foil, mg cm�2

50 1.5
60 3.0
70 4.7
80 6.6
90 8.7

100 10.9



fractional energy lost to bremsstrahlung photons in air,
which is practically zero for X-ray beams below 300 kV).

The NK or NX factors can be obtained from a standards
laboratory for a number of available X-ray beam qualities
to match the beam energies in a clinic. In the calculation of
dose to a patient for a kilovoltage X-ray beam, the accu-
racy of the chamber calibration determines the final
accuracy. Each chamber involved in reference dosimetry
of the clinical kilovoltage setup should be calibrated, since
there can be up to 8% differences between the calibration
factor, NK, for different chambers of the same type. In
addition, each chamber should be calibrated at a number
of beam qualities to determine the energy dependence of
its response. One generally expects this energy depen-
dence to be at most 6% between 40 and 300 kV for well-
designed chambers.

Determination of Absorbed Dose

Formalism for the In-Air Method. The in-air method can
be used for both superficial and orthovoltage X-ray dose
determination. If the point of interest is at the phantom
surface the in-air method is more accurate than the in-
phantom method. In this method, the measurement is
performed with the chamber free in air and the dose to
water at the phantom surface (theoretically, this only
applies for depths beyond the range of the contaminant
electrons and where quasicharged particle equilibrium has
been established) can be calculated by

Dw ¼MNK
men

r

� �w

air

BwPstem;air (4)

where M is the corrected ionization chamber reading, NK

the chamber air kerma calibration factor at the user’s beam
quality, ðmen=rÞwair the ratio of mass energy absorption
coefficients for water to air, evaluated over the X-ray
energy spectrum free-in-air, in the absence of a phantom,
Bw the backscatter factor that accounts for the effect of the
phantom (water) scatter, and Pstem,air the chamber stem
correction factor that accounts for the change in photon
scatter from the chamber stem between the calibration and
measurement (mainly due to the change in field size). Here,
ðmen=rÞwair is independent of the field size used since it is
evaluated over the primary beam only (22). The AAPM
recommended values of ðmen=rÞwair and Bw for some typical
beam qualities are given in Tables 2 and 3 (taken from
Ref. (9)). The parameter Pstem,air is taken as unity for a
calibrated chamber if, for a given beam quality, the same
field size is used in the calibration and the measurement.
Otherwise, the Pstem,air factor can be measured by inter-
comparing the chamber with unknown Pstem,air with a
reference chamber for which Pstem,air is known (9). A
Farmer-type cylindrical chamber with flat response can
be used as a reference chamber for the measurement of
Pstem, air of another chamber since its stem effect varies
little with field size (<1%).

Formalism for the In-Phantom Method. For orthovoltage
X rays, the in-phantom method is recommended (9) if the
point of interest is at a depth in the patient. For the 2 cm
reference depth in water the dose to water for orthovoltage

X rays can be calculated using

Dw ¼MNKPQ;chamPsheath
men

r

� �w

air

(5)

where M is the corrected ionization chamber reading, NK

the chamber air kerma calibration factor at the user’s beam
quality, and ðmen=rÞwair the ratio of mass energy absorption
coefficients for water to air, evaluated over the X-ray
energy fluence at 2 cm depth in water, in the absence
of the chamber. The overall chamber correction factor
PQ, chamaccounts for the effect of the change in chamber
response due to photon energy and angular variation
between chamber calibration in air and measurement in
water, the effect of chamber stem between calibration in air
and measurement in water and the effect of displacement
of water by the chamber in the measurement in water. The
sheath correction factor Psheath is needed when a water-
proofing sheath is used (23), which is not directly related to
the individual chamber type. The values of PQ, cham, Psheath

and ðmen=rÞwair for some typical beam qualities are given in
Tables 4–6. The values were taken from Ref. 9.

CLINICAL DOSIMETRY

Percentage Depth Dose

Percentage depth dose (PDD) and lateral dose profiles are
difficult to measure for kilovoltage X rays because of the
significant variation of X-ray energy (especially for lightly
filtered beams) and angular distribution with depth and
field size. Detectors for the PDD and dose profile measure-
ment should have high spatial resolution and constant
energy and angular response. Solid detectors, attractive
because of the small size of their sensitive volume (diode
detector, TLD, film), usually show significant beam quality
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Table 2. Ratios of Average Mass Energy Absorption
Coefficients for Water to Air to Convert Air Kerma to
Water Kerma, Free-in-air for Both Superficial and
Orthovoltage X Rays

HVL

mm Al mm Cu ðmen=rÞwair (free-in-air)

0.03 1.047
0.05 1.046
0.08 1.044
0.10 1.044
0.3 1.035
0.5 1.028
0.8 1.022
1.0 1.020
3.0 1.021
5.0 1.029
8.0 1.045

0.1 1.020
0.3 1.035
0.5 1.050
0.8 1.068
1.0 1.076
3.0 1.100
5.0 1.109



dependence or large experimental uncertainties. Well-
designed cylindrical chambers have nearly constant
energy response in this beam quality range and are sui-
table for in-phantom measurements. However, the mea-

surement depth is limited to no less than the outer radius
of the chamber. Parallel-plate chambers have been used
for measurements at smaller depths. Those chambers
designed for electron beams usually have a calibration
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Table 3a. Water Kerma-Based Backscatter Factors, Bw, for Different Field Diameters (d) and SSD for Superficial X Rays

HVL, mm Al

SSD (cm) d (cm) 0.03 0.05 0.08 0.1 0.3 0.5 0.8 1.0 3.0 5.0 8.0

20 1 1.005 1.007 1.011 1.014 1.028 1.036 1.043 1.046 1.061 1.058 1.053
3 1.005 1.008 1.014 1.019 1.049 1.069 1.092 1.105 1.158 1.165 1.158
5 1.005 1.008 1.014 1.019 1.054 1.080 1.112 1.131 1.215 1.234 1.236

10 1.005 1.008 1.014 1.019 1.057 1.088 1.129 1.155 1.291 1.334 1.354
15 1.006 1.008 1.014 1.019 1.058 1.090 1.133 1.162 1.321 1.380 1.414
20 1.006 1.008 1.014 1.019 1.058 1.091 1.136 1.165 1.334 1.402 1.444

30 1 1.005 1.007 1.011 1.015 1.027 1.035 1.043 1.047 1.063 1.059 1.053
3 1.005 1.008 1.014 1.019 1.048 1.069 1.093 1.107 1.164 1.168 1.158
5 1.005 1.008 1.014 1.019 1.053 1.079 1.111 1.130 1.221 1.242 1.237

10 1.006 1.008 1.014 1.019 1.057 1.088 1.130 1.157 1.298 1.350 1.367
15 1.006 1.008 1.014 1.019 1.058 1.091 1.136 1.165 1.332 1.403 1.434
20 1.006 1.008 1.014 1.019 1.058 1.091 1.138 1.169 1.350 1.428 1.472

50 1 1.005 1.007 1.011 1.014 1.027 1.035 1.042 1.045 1.065 1.059 1.052
3 1.005 1.007 1.013 1.018 1.049 1.070 1.093 1.106 1.163 1.169 1.160
5 1.005 1.007 1.013 1.018 1.054 1.081 1.113 1.132 1.226 1.241 1.242

10 1.006 1.007 1.013 1.018 1.057 1.091 1.134 1.159 1.309 1.352 1.375
15 1.006 1.007 1.013 1.018 1.058 1.093 1.140 1.169 1.346 1.411 1.448
20 1.006 1.007 1.013 1.018 1.058 1.094 1.142 1.173 1.363 1.443 1.493

100 1 1.005 1.007 1.011 1.014 1.028 1.036 1.042 1.044 1.062 1.059 1.053
3 1.005 1.008 1.014 1.019 1.050 1.070 1.092 1.104 1.163 1.169 1.162
5 1.006 1.008 1.014 1.019 1.055 1.082 1.113 1.131 1.225 1.240 1.243

10 1.006 1.008 1.014 1.019 1.058 1.091 1.134 1.158 1.311 1.351 1.381
15 1.006 1.008 1.014 1.019 1.059 1.094 1.140 1.169 1.354 1.417 1.460
20 1.006 1.008 1.014 1.019 1.059 1.095 1.143 1.172 1.375 1.451 1.508

Table 3b. Water Kerma-Based Backscatter Factors, Bw, for Different Field Diameters (d) and SSD for Orthovoltage X rays

HVL, mmCu

SSD (cm) d (cm) 0.1 0.3 0.5 0.8 1.0 3.0 5.0

20 1 1.061 1.055 1.053 1.048 1.045 1.024 1.018
3 1.158 1.168 1.155 1.147 1.140 1.082 1.057
5 1.214 1.242 1.233 1.219 1.209 1.127 1.088

10 1.290 1.352 1.353 1.339 1.326 1.204 1.141
15 1.320 1.407 1.415 1.403 1.389 1.251 1.174
20 1.333 1.434 1.447 1.436 1.421 1.278 1.194

30 1 1.063 1.056 1.052 1.047 1.044 1.024 1.018
3 1.164 1.169 1.155 1.146 1.139 1.084 1.055
5 1.220 1.242 1.235 1.221 1.211 1.130 1.087

10 1.297 1.363 1.367 1.347 1.332 1.214 1.147
15 1.330 1.417 1.438 1.422 1.405 1.270 1.189
20 1.348 1.446 1.478 1.464 1.446 1.302 1.213

50 1 1.065 1.054 1.052 1.047 1.045 1.025 1.018
3 1.163 1.170 1.157 1.148 1.140 1.084 1.057
5 1.225 1.247 1.240 1.226 1.214 1.131 1.089

10 1.308 1.367 1.376 1.360 1.344 1.222 1.152
15 1.345 1.433 1.452 1.446 1.428 1.285 1.195
20 1.361 1.471 1.499 1.495 1.478 1.325 1.226

100 1 1.062 1.055 1.052 1.047 1.045 1.025 1.018
3 1.163 1.170 1.160 1.150 1.142 1.085 1.057
5 1.224 1.245 1.241 1.227 1.217 1.132 1.090

10 1.310 1.370 1.383 1.369 1.353 1.226 1.155
15 1.353 1.447 1.463 1.458 1.441 1.291 1.204
20 1.373 1.490 1.513 1.516 1.499 1.334 1.237



factor varying with beam quality by 20–40% for kilovoltage
X rays. Significant corrections with depth may be required
for the PDD measurement with these chambers. Specifi-
cally designed parallel-plate chambers for low energy
X rays usually have a flat energy response in air but not
at a depth in a phantom. For example, >10% variations in
chamber response have been observed for the Capintec
PS-033 chambers. Thus, a depth-related correction factor
may be required for these chambers to be used in accurate
PDD measurements.

The suitability of X-ray detectors for relative dosimetry
measurement has been evaluated extensively (16,24,25).
As a general requirement for the evaluation of a specific
detector, the relative in-air chamber response and the
relative in-phantom response should be compared with a
well-behaved cylindrical chamber at depths, where reason-
able measurements with the cylindrical chamber can be
performed. Diamond detectors and the NACP parallel
plate chamber (type) have been found to require relatively
small depth-dependent correction factors for orthovoltage
X-ray beams (16).

Care must be exercised in the measurement of PDD
and dose profiles for kilovoltage X-ray beams because of
their significant depth and field size dependence. A water
tank with a small-volume scanning ionization chamber is
ideal for the PDD and profile measurement. A monitor
chamber is often needed to eliminate the effect of erratic
fluctuations in dose rate. If a thin window parallel plate
chamber is used, the chamber must have sufficient
buildup material placed over its entrance window (see
Table 1). Because of the finite size of the ionization cham-
ber in the beam direction, it is necessary to extrapolate
the dose to the surface. Since the dose distribution may
be nonlinear near the phantom surface, caution should be
exercised in extrapolating over the last few millimeters
(24,25).

If desired, the depth-dose distribution can be measured
by placing thin sheets of water-equivalent material over
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Table 4. Ratio of Average Mass Energy Absorption
Coefficients for Water to Air at 2 cm Depth in Water for
a 100 cm2 Field Defined at 50 cm SSD for Orthovoltage
X rays

HVL

mm Cu mm Al ðmen=rÞwair

0.1 2.9 1.026
0.3 6.3 1.037
0.5 8.5 1.046
0.8 10.8 1.055
1.0 12.0 1.060
2.0 15.8 1.081
3.0 17.9 1.094
4.0 19.3 1.101
5.0 20.3 1.105

Table 5. Overall Chamber Correction Factors PQ,cham for Commonly used Cylindrical
Chambers in Orthovoltage X-Ray Beamsa

Chamber Type
HVL, mm Cu NE2571 Capintec PR06C PTW N300 01 NE2611 or NE2561

0.10 1.008 0.992 1.004 0.995
0.30 1.023 1.008 1.021 1.017
0.50 1.025 1.010 1.023 1.019
0.80 1.024 1.010 1.022 1.018
1.0 1.023 1.010 1.021 1.017
2.0 1.016 1.007 1.015 1.011
3.0 1.009 1.005 1.010 1.006
4.0 1.004 1.003 1.006 1.003
5.0 1.002 1.001 1.002 1.001

aThe data applies to the in-phantom method for a chamber at 2 cm depth in water and a 100 cm2 field.

Table 6. Correction Factors for PMMA Sheaths When Using Cylindrical Chambers for
In-Water Measurements in Orthovoltage X-Ray Beamsa

HVL PMMA (Lucite)

(mm Cu) (mm Al) t ¼ 0.5 mm t ¼ 1 mm t ¼ 2 mm t ¼ 3 mm

0.1 3.0 0.998 0.995 0.991 0.986
0.3 6.1 0.998 0.997 0.994 0.991
0.5 8.5 0.999 0.998 0.996 0.994
0.8 11.0 0.999 0.998 0.997 0.996
1.0 12.1 1.000 0.999 0.998 0.997
2.0 15.2 1.000 1.000 1.000 0.999
3.0 17.6 1.000 1.000 1.000 1.000
4.0 19.4 1.000 1.000 1.000 1.000
5.0 20.9 1.000 1.000 1.000 1.000

aThe data applies to 2 cm depth in water and a 100 cm2 field.



the chamber in a phantom and moving the chamber back
by the same amount to maintain a constant SSD. The
water-equivalence of the material in the energy range of
interest must be verified. The Poly (methyl methacrylate)
(PMMA) is not suitable for this purpose. Strictly speaking,
an ion chamber measures the depth-ionization distribu-
tion rather than the depth-dose distribution. However,
the difference between them is small (16). If a suitable
detector for relative dosimetry cannot be identified in the
clinic it is recommended to use the data from the British
Journal of Radiology Supplement 25 (26) or published
data that match the kV and HVL values of the user’s
beams (27–31).

Output Factors

Output factors are required for all combinations of SSD and
field size used for kilovoltage X-ray treatment. The output
factor is defined as the surface dose value for a given SSD
and field size relative to that under the reference condi-
tions. Since the scatter contribution from the inside of a
cone applicator may be significant, it is not sufficiently
accurate to estimate output factors for different applica-
tors using the ratio of the backscatter factors correspond-
ing to the respective field sizes. The output factor for each
individual applicator must be measured at each beam
quality. If the in-phantom calibration method has been
used for orthovoltage X rays it is necessary to obtain the
PDD in order to determine the dose at the surface. Note
that this may result in large uncertainties in the output
factors since the uncertainties are generally high in the
PDD values near the surface.

Isodose Curves

Isodose curves are obtained by joining together the points,
which have the same dose values. This can be done using
the depth dose and lateral profile data if they already exist.
A water tank with a small volume ionization chamber is
recommended for the dose distribution measurement. A
monitor chamber is needed to eliminate the effect of dose
rate fluctuations. Dose values at various depths across the
beam are measured and the points of equal dose are con-
nected to give the isodose curves. Published dose distribu-
tions may be used as reference if a suitable detector for
relative dosimetry cannot be identified in the clinic. How-
ever, the published data must have the same kV and HVL
values as those of the clinical beams.

Quality Assurance

A well-established quality assurance (QA) program will
ensure the safe and accurate delivery of radiation therapy
treatments using kilovoltage X rays. The safe delivery
of radiation therapy is ensured by machine interlocks and
strategically placed emergency-off buttons. Accurate
delivery of radiation treatment is ensured by maintaining
the mechanical accuracy within the specification of treat-
ment unit, maintaining the beam quality in its original
condition, and maintaining the accuracy of dosimetry
calculation and measurements for treatment planning
and plan verification. All dosimetry data and mechanical

limits are established during the initial machine commis-
sioning period before the system is first used for treating
a patient and thereafter annually, or after any change
which may significantly alter the dosimetry data and
the mechanical limits. Once the baseline is established,
maintaining the baseline data becomes the mission of
the dosimetry QA program. Documentation for each full
yearly calibration is maintained for 5 years after the
completion of calibration. Documentation of weekly and
monthly spot check measurements is maintained for
2 years.

The test frequency of each mechanical component and
dosimetry data for a treatment machine is determined by
the significance of the tests that indicate beam dosimetry
changes and mechanical tolerance changes within the
limited amount of time. Unlike clinical linear accelerators,
the number of combinations of energy and filter for a
kilovoltage X-ray machine are high, but only a few combi-
nations are used on a routine basis. The number of patients
that are treated using kilovoltage X-ray beams are much
less than for megavoltage radiotherapy. Therefore, the
check of the beam dosimetry should depend on the fre-
quency of the beam usage. The dosimetry QA items and
their frequencies are summarized below:

Daily Checks.

� Beam output constancy for energy and filter combina-
tions in use.

� Functionality of the audiovisual monitor.

� Door and energy interlock circuits and emergency
stops.

Monthly Checks.

� Items included in the daily checks.

� Beam flatness and symmetry.

� Timer operation.

� Light-radiation congruence.

Annual Checks.

� Items included in the monthly checks.

� Dose rate for all energy and filter combinations.

� Output factors for each of the applicator (cone).

� Timer accuracy (verification of the timer error).

� Accuracy of the light localizer system.

� Accuracy of distance measuring devices.

� Beam quality.

� Accuracy of depth dose data and isodose charts.

� Accuracy of field size dependence data.

� Agreement of dose rate with distance from target.

� Attenuation in lead for patient block thickness.
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INTRODUCTION

X-ray interaction with matter forms the backbone of med-
ical physics. The basic interaction and its applications can
be found in many subfields of medical physics. Some of the
more common examples are applications in diagnosis and
treatment of cancer, shielding design of accelerators,
radiation detectors, biological response to radiation, and
radiation protection. A thorough understanding of the
interaction process is therefore mandatory to appreciate
many exciting phenomena encountered in medical physics.
Although the title of this article refers to X-ray interaction
with a medium, the physics of the process applies equally
well to gamma (g) rays. Furthermore, in this article, all
electromagnetic radiation is referred to as photons regard-
less of whether their origin is atomic (X rays) or nuclear
(g rays). How a given photon will interact with matter
depends on the energy of the photon and not on its birth-
place.

When a beam of X rays passes through the medium, it
undergoes attenuation or loss of intensity. In other words,
some photons are removed from the beam. This attenua-
tion may be due to either absorption or scattering of
photons by the medium. In absorption, the energy of the
photon is completely transferred to the atoms, whereas in
scattering, the X-ray beam undergoes a change in direction
that may be accompanied by a change in its energy. In both
absorption and scattering, the net result is the transfer of
energy to the medium. The amount of energy deposited per
unit mass of the medium is called dose (measured in the SI
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unit, gray, 1 Gy ¼ 100 cGy), which is an important quan-
tity in radiotherapy applications. How much energy will be
transferred to the medium depends on the medium com-
position and the energy of X rays.

X-ray energy transfer to the medium is a two-step
process. First, incident photons interact with the medium
and release electrons. Next, in traveling through the med-
ium, these electrons lose their energy via excitation or
ionization of atoms. Therefore, photons are labeled as
‘‘indirectly ionizing’’ radiation, in contrast to charged
particles, such as, electrons that are ‘‘directly ionizing.’’
It is the latter that act as a vehicle for photon energy
transfer to the medium. If the electrons have sufficient
energy, they may also eject secondary electrons from atoms
that form their own tracks known as d rays.

MODES OF PHOTON INTERACTION

A photon can interact with the medium in any one of
several competing but independent processes. The main
modes of interaction are as follows:

1. Coherent (or Rayleigh) scattering

2. Photoelectric effect

3. Compton scattering

4. Pair production or triplet production

5. Photodisintegration

Each of the above processes is characterized by the photon
interacting with a different subatomic particle in the med-
ium. For example, the photon interaction may be with the
entire atom (as in photoelectric effect, coherent scattering),
atomic electrons (Compton scattering), atomic nucleus
(photodisintegration), electric field of electrons (triplet pro-
duction), or nuclear field (pair production). As a result, the
photon may undergo elastic (coherent) scattering, inelastic
(incoherent) scattering, or complete absorption. For a beam
of photons emanating from a linear accelerator and having a
mixture of energies (polyenergetic beam), all of these
interactions may be taking place simultaneously. Which
interaction process will dominate and govern the fate of
most photons in the beam depends on the energy of photons
and the type (atomic number, Z) of attenuating material.

The interaction processes listed above are in an increas-
ing order of importance as the photon energy increases. For
example, coherent scattering is the most important inter-
action at very low photon energies, whereas photodisinte-
gration occurs only at very high photon energies. In the
energy domain most common in medical physics (few
Kiloelectronvolts to several Megaelectronvolts), the inter-
actions of greatest interest are photoelectric effect, Comp-
ton scattering, and pair production. It is these interactions
that will be the primary focus in this article.

SOME DEFINITIONS OF INTEREST

Before describing each interaction in further detail, it is
useful to define terms that are commonly used in describ-
ing a photon beam.

Photon Fluence (F)

The photon fluence of an X-ray beam is the number of
photons crossing a unit area. If we find that N photons pass
through an area A perpendicular to the beam, then the
photon fluence through the medium is

F ¼ N

A

Fluence Rate (Flux Density, f)

The rate at which photons pass through an area is called
fluence rate. If N photons pass through an area A in time t,
then the fluence rate is

f ¼ N

At

Energy Fluence (C)

If the energy of each photon is hv (where v is the frequency
and h is Planck’s constant, h ¼ 4.135 � 10�31 MeV/s),
then the energy fluence is

C ¼ EN

A
¼ dE

dA
¼ hn

dN

dA

Energy Fluence Rate (c)

Also called the intensity of the beam, and it is defined as c

(or I)

I ¼ EN

At
¼ dC

dt

Photon Attenuation

Linear Attenuation Coefficient (m). Suppose that a
monoenergetic beam consisting of N0 photons is incident
on an attenuator of thickness x (Fig. 1). The number of
photons N that will pass through the attenuator and get
registered by the detector may be written as

N ¼ N0e�mx (1)

where m is known as the linear attenuation coefficient of
the attenuator and represents the fraction of incident
photons that interact in a unit thickness of the medium.
Therefore, m represents the probability that a photon will
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Figure 1. Experimental setup to determine photon beam
attenuation in an absorbing medium.



interact in the absorber medium. The attenuation coeffi-
cient is a function of both the absorber material and the
incident photon energy. As the incident beam is assumed
to be monoenergetic, m is a constant. Because mx must be a
dimensionless number, when x is expressed in centimeters,
the linear attenuation coefficient m has units of 1/cm.

Equation 1 may also be written in terms of the beam
intensity:

I ¼ I0e�mx (2)

where I0 is the intensity of incident photons and I is the
transmitted intensity. The plot of intensity (I) versus
thickness of absorber (x) is an exponential curve on a linear
graph or a straight line on a semilogarithmic graph (Fig. 2).
The plot shows that the percentage of photons removed
from the photon beam is the same with each unit increase
in absorber thickness.

Half-Value Layer. The thickness of the absorber that
will attenuate a photon beam to 50% intensity is known as
the half-value layer (HVL). It can be shown from equation 2
that

HVL ¼ ln 2

m
¼ 0:693

m
(3)

HVL is a measure of the penetrability of the beam: a high-
energy X-ray beam (with low m) will have a large HVL.

Tenth Value Layer. The tenth value layer (the thickness
of the absorber required to reduce the transmitted inten-
sity to one tenth of the original intensity) or TVL can be
written as

TVL ¼ ln 10

m
¼ 2:302

m
¼ 3:323ðHVLÞ (4)

The beam generated from an X-ray tube or a linear accel-
erator is not mono-energetic, but it is composed of a spec-
trum of energies. The average energy of such a beam of
photons is approximately one third of the maximum photon
energy. When this poly-energetic beam passes through the
absorber, it is the low-energy X rays that are absorbed or
filtered out first. After the low-energy photons have been
removed, the filtered beam becomes more energetic or
‘‘harder.’’ As the filter thickness increases, the average
energy of the beam increases. Therefore, for an X-ray
beam, the plot of beam intensity versus absorber thickness
is not quite a straight line (Fig. 3). Instead, we see that the
first HVL in the absorber is smaller than the second HVL;
the second HVL is smaller than the third HVL, and so on.
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Figure 2. A graph of number (%) of photons transmitted through
an absorber versus absorber thickness. Each HVL of absorber
reduces the incident number of photons by half.

Figure 3. Transmitted intensity for a polyenergetic X-ray beam
incident on an absorber. As the beam gets ‘‘harder’’ in passing
through the absorber, the corresponding HVL gets larger.



Mean Free Path. As stated above, m is the probability
that a photon will undergo an interaction in a unit thick-
ness of the absorber; therefore, 1/m can be thought of as the
average distance a photon will travel between two succes-
sive interactions. Hence, the mean free path (MFP) is

MFP ¼ 1

m
(5)

It can be observed from equation 1 that approximately 37%
of photons are left in the photon beam after traveling one
MFP in the absorber.

Mass Attenuation Coefficient (m/r). The linear attenua-
tion coefficient (m) varies with the density of the medium.
As an example, water, water vapor, and ice have the same
atomic composition, but their linear attenuation coeffi-
cients are all different due to the difference in physical
density. However, if we divide the linear attenuation coef-
ficient m by the density r of the medium, we get a more
fundamental quantity, known as the mass attenuation
coefficient (measured in squared centimeter/gram):

mm ¼ m=r (6)

The absorber thickness, in this case, is rx and has the
units of gram/squared centimeter (i.e., mass of the absorber
per unit area). Here the density dependence of the attenua-
tion coefficient has been removed andmm is a function of the
material composition only. In the aforementioned example,
water, water vapor, and ice all have the same mass
attenuation coefficient mm.

The attenuation coefficient of a mixture of elements
(such as water) can be calculated from the attenuation
coefficients of individual elements:

m

r

� �
¼
X

i

wi
m

r

� �

i

(7)

where wi is the fractional weight of the ith element in the
mixture.

As photon beam attenuation depends on the number of
electrons and atoms in the path of the beam, the corre-
sponding attenuation coefficients can be defined as follows.

Electronic Attenuation Coefficient. When the absorber
thickness is expressed as electrons/squared centimeter,
the corresponding attenuation coefficient is the electronic
attenuation coefficient. If Ne is the number of electrons/
gram, then

me ¼
m

r

1

Ne

� �
¼ m

r

A

NAZ

� �
(8)

where A is the atomic mass number, Z is the atomic
number, and NA is the Avogadro’s number ¼ 6.02 �
1023 atoms per atomic weight in grams. The electronic
attenuation coefficient, me (expressed in squared centi-
meter/electron) represents the probability that an incident
photon will have an interaction with an electron in the
absorber. As Z/A ffi 0.5 for all materials (except hydrogen),
the number of electrons/gram is a constant for all materi-
als: Ne ¼ (NAZ/A) ¼ 3 � 1023 (Table 1). As we will see

later, the near constancy of Ne across the periodic table
has important implications for the Compton effect.

Atomic Attenuation Coefficient. Similarly, the atomic
attenuation coefficient may be defined as the probability
that the photon will have an interaction with an atom in
the absorber. The coefficient is related to linear attenua-
tion coefficient via

ma ¼
m

r

Z

Ne

� �
¼ m

r

A

NA

� �
(9)

The atomic attenuation coefficient ma is expressed in
squared centimeter/atom, when the absorber thickness is
in the units of atoms/squared centimeter.

We now look at each interaction in more detail.

COHERENT OR RAYLEIGH SCATTERING

Coherent scattering refers to the elastic scattering of a
photon beam with atomic electrons, in which no energy
transfer to medium takes place. The incident photon inter-
acts with bound electrons as a whole (hence called coherent
scattering). The electrons are temporarily set in motion
(or oscillation) by the photon’s electromagnetic field, and
they return back to their original state by emitting a
photon with the same energy as the incident photon
(Fig. 4). The incident photon energy is too small to break
free any electron from its shell. The scattered photon is
emitted at a small angle relative to the incident photon.
When a single electron from an atom participates in the
process, the reaction is called Thomson scattering.
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Table 1. Number of Electrons Per Gram

Material Density (g/cm3)

Atomic
Number (Z)

Number of
Electrons/Gram

Hydrogen 0.0000899 1 6.00 � 1023

Carbon 2.25 6 3.01 � 1023

Oxygen 0.001429 8 3.01 � 1023

Aluminum 2.7 13 2.90 � 1023

Copper 8.9 29 2.75 � 1023

Lead 11.3 82 2.38 � 1023

Effective Z

Fat 0.916 5.92 3.48 � 1023

Muscle 1 7.42 3.36 � 1023

Water 1 7.42 3.34 � 1023

Air 0.001293 7.64 3.01 � 1023

Bone 1.85 13.8 3.00 � 10 23

From Johns and Cunningham, The Physics of Radiology.

Figure 4. Illustration of coherent scattering: A photon with
energy hv scatters off an atom without transferring any energy.
The scattered photon has the same energy as the incident energy.



The probability of coherent scattering (scoh) is highest
when photon energy is very small and the medium atomic
number Z is very large. Likewise, the probability of coher-
ent scattering is lowest when Z of the medium is small and
the photon energy is large. Consequently, coherent scatter-
ing is not very likely to occur in tissue and therefore is not
of much interest in medical physics.

PHOTOELECTRIC EFFECT

In the photoelectric effect, the incident photon interacts
with an atom and ejects one of the bound electrons (from
K, L, M, or N shells) (Fig. 5). The photon disappears by
transferring all of its energy to the atom. Some of the
photon’s energy is used to overcome the binding energy
of the electron, and the rest changes into the kinetic energy
of the electron:

K:E: ¼ hn� Eb (10)

where hn is the incident photon energy and Eb is the
binding energy of the electron. For the photoelectric effect
to take place, the energy of the incident photon must be
larger than the binding energy of the bound electron.

For example, suppose that the incident photon ejects
an electron from the K-shell. After the photoelectron is
ejected, a vacancy is created in the electron shell and the
atom goes into an excited state. The vacancy left by the
electron is filled by an outer shell electron (say, from an L-
shell) with a lower binding energy. This leads to emission of
characteristic X rays with energy ¼ EK � EL. If the char-
acteristic X rays have sufficient energy, they may also
knock out electrons (called Auger electrons) from the
surrounding shells. These Auger electrons leave behind
more vacancies that in turn leads to generation of more
X rays. The cycle is repeated until all of the photon energy
is absorbed by the medium. In the tissue, the binding
energies of electron shells are very small. Therefore, the
characteristic X rays released in tissue are of very low
energy and hence are locally absorbed. In the photoelectric
energy range, all incident radiation on tissue is locally
absorbed with no scatter radiation. In contrast, the char-
acteristic radiation produced in high Z material (e.g., lead)
is more energetic and is absorbed some distance away from
the site of photoelectric effect.

The probability that a photon will undergo photoelec-
tric effect depends strongly on its incident energy E ¼ hn
and the atomic number Z of the absorbing material. In
fact, the photoelectric mass attenuation coefficient t/r
varies directly as the cube of atomic number and inversely
as the cube of photon energy (Z3/E3). Figure 6 shows a plot
of t/r versus energy for water (Z ¼ 7.5) and lead (Z ¼ 82).
Due to the Z3 dependence, a photon is 1000 times more
likely to undergo photoelectric interaction in lead than in
a water-like medium (e.g., tissue). Also, if it has sufficient
energy to knock out an electron, a low-energy photon is
more likely than a high-energy photon to participate in
the photoelectric effect. It can be observed from the figure
that as the photon energy increases, the probability of
photoelectric interaction decreases rapidly (as 1/E3). The
curve for lead also shows sharp discontinuities for inci-
dent photon energies of 15 keV and 88 keV. These peaks
correspond to the binding energies of L- and K-shells,
respectively, for lead and are called absorption edges. A
photon having energy less than the electron’s binding
energy cannot undergo a photoelectric effect with elec-
trons in that shell. However, as soon as the photon energy
exceeds the binding energy of the electron, the probability
of the photoelectric effect increases dramatically (like a
resonance) and a sudden jump (or discontinuity) is
observed in the plot of photoelectric attenuation coeffi-
cient versus energy. The discontinuity is greatest for the
K-shell and becomes weaker for higher shells (L, M, N,
etc.). Therefore, it is noticed that the most tightly bound
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Figure 5. Photoelectric effect: A photon incident on an atom is
absorbed with the emission of photoelectron. In the process,
characteristic X rays and Auger electrons may also emitted.

Figure 6. Variation of photoelectric mass attenuation coefficient
with incident photon energy. Curves shown are for water
(Z ¼ 7.82) and lead (Z ¼ 82).



electrons have the greatest chance of undergoing photo-
electric interaction. For water, the plot of t/r again shows
the same steady decline with energy, although the curve
is much smoother. As the K-shell binding energy for a low
Z medium is only about 0.5 keV, no discontinuities are
observed.

The above behavior of the photoelectric effect has many
important applications in medical physics:

1. Due to the Z3 dependence, differential absorption of
photons by bone, muscle, and fat is exaggerated and
provides excellent X-ray film contrast in mammogra-
phy and other diagnostic applications.

2. High Z materials, such as, BaSO4 and Hypaque, are
ideally suited for contrast enhancement in CT scan-
ning.

3. As lead is a good absorber of low-energy photons, it is
commonly used for shielding in diagnostic radiology
procedures (for example, lead aprons).

The angular dependence of emitted photoelectron is a
function of the photon’s energy. For a low-energy photon,
the electron has small kinetic energy and is emitted at 908
relative to the direction of the incident photon. As the
photon energy increases, the photoelectrons also have
higher energy and are emitted in a more forward direction.

COMPTON SCATTERING

As the incident photon energy increases (beyond 30–40
keV in tissue-like medium), the probability that it will
undergo photoelectric effect decreases and the Compton
effect becomes the dominant mode of interaction. This is
the most important mode of interaction for tissue like
materials.

In Compton scattering, the incident photon with
energy hv0 interacts with a loosely bound (or ‘‘free’’)
electron from an outer shell and transfers some of its
energy to it. The photon is scattered at a lower energy
(hv0) and scattering angle u, and the recoil (or Compton)
electron is ejected with an energy E at an angle f relative
to the incident photon’s direction (Fig. 7). From conser-
vation of energy and momentum, the following relations

can be obtained:

E ¼ hv0
að1� cos uÞ

1þ að1� cos uÞ

hv0 ¼ 1

1þ að1� cos uÞ
cotf ¼ ð1þ aÞtan u=2

(11)

where a ¼ hv0/m0c2 and m0c2 ¼ 0.511 MeV is the rest
mass energy of the electron.

In terms of a photon’s wavelength, after undergoing a
Compton interaction, the scattered photon has a longer
wavelength l0 than that of the incident photon l. The
change in wavelength or ‘‘Compton shift’’ is independent
of the incident photon energy and depends only on the
scattering angle u:

Dl ¼ l0 � l ¼ h=m0cð1� cos uÞ ¼ lCð1� cos uÞ (12)

where lC ¼ h/m0c ¼ 0.02426 Å ¼ 2.426 � 10�10 m is the
Compton wavelength, or the wavelength of a photon whose
energy is just equal to the rest mass energy of the electron.

The scattered photon’s energy, and therefore how much
energy is imparted to Compton electron, depends on the
scattering angle and incident photon energy. Let us first
consider the dependence of transferred energy on the
photon’s scattering angle u (Fig. 8). If the photon undergoes
a ‘‘head-on’’ collision with the electron, the photon is scat-
tered backward (u ¼ 180) and the electron moves forward
(f ¼ 0). In this case, the photon transfers most of its energy
to the electron (hv0 ¼ hv0min and E ¼ Emax). If the photon
makes a ‘‘glancing’’ hit with the electron (u ¼ 0), the elec-
tron receives very little energy and the scattered photon
continues forward with the same energy as the incident
photon (hv0 ¼ hv and E ¼ 0). In summary, when a photon
is scattered at small angles (u! 0), very little of its energy
is transferred to the electron. However, as the photon
scattering angle increases (u ¼ 0 ! 180), a greater frac-
tion of the incident energy is imparted to the electron.
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Figure 7. Compton effect: Incident photon scattering off a free
electron.

Figure 8. Compton scattering: Relationship between energy
transferred to Compton electron and the scattering angle.



Unlike the photoelectric effect, however, the photon does
not give all of its energy to the electron. The directional
dependence of scattered electron and photon is governed by
equation 11.

We next study the dependence of Compton effect on
incident photon energy. For a low-energy photon, only a
small portion of its energy is imparted to the electron. The
scattered photon’s energy is almost the same as the inci-
dent photon. Note that in the limiting case (hv0 ! 0), this
reduces to Rayleigh scattering where the incident photon
suffers no loss of energy. As the photon energy increases,
the fraction of energy transferred to the electron increases.
For a very high-energy photon, the photon loses almost
all of its energy to the electron and is emitted with a low
energy.

It can be shown that a photon scattered at 908 can have
energy of no more than 0.511 MeV regardless of the inci-
dent photon energy. If the photon is scattered backward, its
maximum energy is only 0.255 MeV. These results are
independent of the incident photon energy and have impor-
tant consequences in the shielding design for treatment
rooms in radiotherapy. For example, for side-scattered
radiation (908 scatter), one needs to only shield for
0.511 MeV photons, and for backscattered radiation
(1808 scatter), the maximum required shielding is for
0.255 MeV photons. However, a photon scattered in the
forward direction can have any energy up to that of the
incident photon. As the incident photon energy increases,
the recoil electron angle f becomes smaller; i.e., the elec-
tron is more likely to be ejected in the forward direction.

As the Compton interaction involves a free electron, it is
independent of the atomic number Z of the medium and
depends only on the number of electrons per gram, which
is constant for almost all materials (Table 1). Thus, the
Compton mass attenuation coefficient s/r is the same for
all materials. In other words, gram for gram all materials
will undergo the same Compton interaction. However, the
linear attenuation coefficient s will be larger for denser
materials: In the Compton energy range, 1 cm of bone will
attenuate more than 1 cm of tissue. The inherent contrast
in the Compton range is due to density difference and not
due to Z dependence as observed in the photoelectric effect.
This fact, coupled with the presence of scattered photons,
causes the mega-voltage X ray film quality to be inferior to
that of kilovoltage films. In the soft tissue, the Compton
effect is most important for photons with incident energy
0.1–10 MeV. As the photon energy increases, the probabil-
ity of Compton interaction decreases.

PAIR PRODUCTION

A photon with energy more than 1.02 MeV may interact
with the medium through pair production. In this reaction,
the photon interacts with the field of the nucleus and
disappears with the creation of a positive and negative
electron (eþ/e�) pair (Fig. 9). This reaction is an example of
energy converting into mass. As the rest mass energy for
electron or positron is m0c2 ¼ 0.511 MeV, the threshold for
pair production is 1.022 MeV. The total kinetic energy of
the electron–positron pair is

hn� 1:022 ¼ Eþ þ E� (13)

The excess energy is generally shared equally between eþ

and e�; however, any ratio is possible. As the products have
equal and opposite charge, the net charge is conserved in
the reaction.

The above reaction can also take place in the presence of
an electron: a process known as triplet production (eþ/e�

pair and the interacting electron). The threshold energy for
triplet production is 2.04 MeV. However, the likelihood of
triplet production is small compared with pair production.

The electron and positron formed in the pair- (or triplet-)
production lose their energy in passing through matter via
ionization and excitation of atoms, until they come to rest.
Near the end of its track, a positron combines with an
available electron to produce two annihilation photons,
each with an energy of 0.511 MeV (Fig. 9). The photons
are emitted in opposite directions (180 degrees apart) to
conserve momentum. This reaction is opposite to the pair
production in that matter is now converted into energy.

The likelihood of pair production is very small when the
photon energy is about 1–2 MeV. However, it increases
rapidly with energy and becomes the dominant interaction
for photons with an incident energy above 10 MeV. This
behavior is in contrast to the other photon interaction
processes considered so far that decrease in likelihood with
increasing photon energy. The pair production interaction
also increases with Z of the atomic nucleus.

It varies as Z2/atom or Z/g. This implies that high-
energy X rays will be readily absorbed in high Z materials,
leading to ‘‘beam-softening.’’ For this reason, lead is not
recommended as a flattening filter in high-energy linear
accelerators. For the same reason, HVL is not a useful
concept in specifying beam quality of high-energy X rays.
This can be explained by recalling that HVL is related to
the attenuation coefficient as HVL ¼ 0.693/m. In the high-
energy range,m increases (or HVL decreases) as the photon
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Figure 9. Illustration of pair production
process and subsequent production of
annihilation radiation.



energy increases. Therefore, HVL is not a meaningful
quantity in describing a beam of high-energy photons.

PHOTODISINTEGRATION

A photon with still higher energy may penetrate the
nucleus and knock out one of its constituents: a proton,
neutron, or alpha particle along with more gamma rays.
The incident photon is absorbed, and the nucleus is trans-
formed into an unstable reaction product. The latter next
returns back to a stable state via radioactive decay of a
nuclear particle, for example, as in (g, p) and (g, n) reactions.

The threshold for the photodisintegration reaction is
essentially the binding energy of nucleons in the nucleus.
For low Z nuclei, this is above 10 MeV (except for Be: 2 MeV
and 2H: 1.5 MeV). For heavy nuclei, the nuclear binding
energy is about 7 MeV. Due to Coulomb repulsion, the
threshold for (g, p) is lower than that for the (g, n) reaction.
Beyond the threshold energy, the probability for photodi-
sintegration increases rapidly with increasing incident
photon energy, reaches a maximum value, and then drops
with further increase in energy. This peak is referred to as
the nuclear giant resonance and is due to the electric dipole
absorption of the incident photon.

Compared with the other reactions described above, the
probability for photodisintegration is small and hence
does not contribute significantly to photon attenuation.
However, the interaction has great importance in shielding
considerations for radiotherapy room design.

RELATIVE IMPORTANCE OF VARIOUS TYPES OF
INTERACTIONS

Up to now we have considered how a monoenergetic beam
of photons interacts with a medium having an atomic
number Z. However, an X-ray beam from a radiotherapy
machine is not monoenergetic, but it consists of a mixture
of photons with various energies. Such a beam, in passing
through an absorber, will undergo all of the above inter-
actions to various degrees. The total linear attenuation
coefficient may be written as the sum of the photoelectric,
coherent, Compton, and pair production coefficients:

mtotal ¼ tþ sR þ sC þ k (14)

Figure 10 shows a plot of mtotal versus photon energy along
with contributions from individual component interactions.

The total mass attenuation coefficient may be written as

mtotal

r
¼ t

r
þ sR

r
þ sC

r
þ k

r
(15)

The relative probability of various interactions depends
on the incident photon energy and the Z of the material. In
general, the photoelectric interaction is most common at
low photon energies; the Compton effect dominates at
intermediate energies and the pair production at high
energies. As explained above, as coherent scattering is
significant for low-energy photons (<10 keV) incident on
high Z materials, it may be ignored.

Let us consider the plot of total mass attenuation coeffi-
cient as a function of photon energy for water and lead,
which, respectively, represent a low Z and high Z material
(Fig. 11). At low energies (�10 keV), the photoelectric effect
is dominant. The attenuation coefficient displays Z3/E3

behavior in this region. Therefore, m is much higher for
lead (103 times) compared with water and decreases
rapidly with increasing photon energy.

As the photon energy exceeds electron binding energy
(�100 keV and higher), the Compton effect takes over. As
the Compton interaction is independent of Z of medium,
lead and water have practically the same attenuation. As
the photon energy is further increased, the attenuation
coefficient decreases until the pair production becomes the
dominant mode of interaction (for photon energies higher
than 1 MeV).

In the pair production range, the attenuation coefficient
increases with energy as log E. Also, the likelihood of
interaction is higher in lead than in water because of
the Z dependence of pair production interaction. The above
behavior of various modes of interactions is summarized in
Table 2 for tissue-like material.

Another way to discuss the relative importance of var-
ious interactions is to look for them as regions of dominance
in the plot of hv versus Z (Fig. 12). The curves display
points in the hv and Z space for which the Compton effect
equals the photoelectric effect and pair production. The
Compton effect is most dominant between 1 and 5 MeV
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Figure 10. A plot of total linear attenuation coefficient that is
composed of Rayleigh, photoelectric, Compton, and pair
production processes.

Table 2. Relative Importance of Photoelectric, Compton,
and Pair Production Processes in Water

Energy Photoelectric Compton Pair Production

10 keV 95 5 0
25 keV 50 50 0
150 keV 0 100 0
4 MeV 0 95 5
24 MeV 0 50 50
100 MeV 0 16 84



regardless of the type of material. According to this figure,
for low Z (tissue-like materials), the Compton effect is the
main interaction over a much wider energy range. For high
Z materials, however, the photoelectric effect is dominant
at low photon energies and pair production is the main
interaction at high energies.

ENERGY TRANSFER AND ENERGY ABSORPTION
COEFFICIENTS

When a beam of photons passes through an attenuator,
either part or all of its energy is transferred to the medium
(Table 3). The exact fraction of energy transferred depends
on the incident photon energy and Z of the medium. If part
of the incident energy is transferred, then the remaining
photon energy is emitted as scattered photons. The scat-
tered photons may further interact with the medium and
lose some or all of their energy. Thus, a photon may
undergo multiple interactions with electrons in the med-
ium before it is absorbed or escapes out. Suppose hv is the

incident photon energy, out of which, Ētr is the average
energy transferred to the medium. Let Escat be the energy
of scattered photons; then

hv ¼ Ētr þ Ēscat ð16Þ

The fraction of photon energy transferred to electrons
kinetic energy per unit absorber thickness can be written
as

mtr ¼
Ētr

hv
m ð17Þ

where mtr is the linear energy transfer coefficient. The
corresponding mass energy transfer coefficient is mtr/r.

Most of the energy transferred to the electrons is depos-
ited in the medium at the site of interaction via ionization
and excitation of atoms and is referred to as the absorbed
energy Eab (related to radiation dose delivered). However, a
portion of the transferred energy is radiated away in the
form of bremstrahlung radiation (Erad):

Ētr ¼ Ēab þ Ērad ð18Þ

Therefore, the energy absorption coefficient may be written
as

mab ¼
Ēab

hv
m ð19Þ
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Figure 11. A plot of total mass attenuation coefficient
as a function of incident photon energy for lead and
water.
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Figure 12. Relative importance of the three major types of X-ray
interactions. The curves show the values of Z and hv for which two
neighboring effects are equal.

Table 3. Depth of Maximum Dose and Percent Depth Dose
at 10 cm Depth for Megavoltage Photon Beams

Photon Beam Energy
Depth of

Maximum Dose (cm)

Percent Depth
Dose at 10

cm depth (%)

1.25 MV (60Co) 0.4 58.7
4 MV 1 63
6 MV 1.6 66.7
10 MV 2.5 73.2
18 MV 3.5 79.2
25 MV 5 84.5



X-RAY BEAM ENERGY PARAMETERS

As we have noted, the type of interaction an X-ray beam
will undergo with a medium depends on its energy. This
section presents some ways of defining energy of incident
radiation.

The most comprehensive description of an X-ray beam
is obtained via spectral energy distribution, i.e., a graph
showing the relative population of different energy photons
in the beam. The spectral distribution can be measured
by several methods, including magnetic spectrometry,
photoactivation, Cerenkov detection, and total-scintilla-
tion spectrometry, or it can be approximated by computa-
tional techniques based on bremstrahlung interaction in a
target. Although useful, the exact determination of the
spectra is labor intensive. In addition, the spectral distri-
bution consists of a vast amount of information that makes
it difficult to compare two X-ray beams using this informa-
tion. Instead, alternative simpler methods may be used to
describe the quality of the X-ray beam and its spectra.

Beam Energy, Maximum Energy, or Peak Energy

Typical X-ray spectrum consists of photons with energy
ranging from 0 to a maximum energy (Emax). X-ray energy
as nominally specified by the manufacturer is generally the
energy of the peak intensity. This energy is the energy of
the most probable electrons incident on the patient. The
peak energy, however, is not a good indication of the X-ray
spectrum, as two beams with same peak energy may have
different spectrum.

Effective Energy

The X-ray beam is usually composed of photons of a mix-
ture of energies. These will attenuate differently in matter.
The effective energy of such a heterogeneous beam is
defined as the energy of a monoenergetic beam that has
the same HVL as the beam in question.

Half-Value Layer

HVL is the thickness of the absorber required to attenuate
the beam intensity to half its original value.

Weighted Mean Energy

The weighted mean energy of a heterogeneous X ray
beam is found from the mean mass-attenuation coefficient
weighted by the energy fluence of the photons. The mean
energy of the heterogeneous beam is approximately one
third of the peak energy.

FURTHER READING

Khan FM. The Physics of Radiation Therapy. 3rd ed. Philadelphia,
PA: Lippincott Williams and Wilkins; 2003.

Johns HE, Cunningham JR. The Physics of Radiology. 4th ed.
Springfield, IL: Thomas; 1984.

Evans RD. The Atomic Nucleus. Malabar, FL: Krueger; 1955.
Cember H. Introduction to Health Physics. 3rd ed. New York:

McGraw-Hill; 1996.

Ter-Pogossian MM. The Physics Aspects of Diagnostic Radiology.
New York: Harper & Row; 1967.

Hendee WR, Ritenour ER. Medical Imaging Physics. 4th ed. New
York: Wiley Science; 2002.

See also RADIATION THERAPY, QUALITY ASSURANCE; SCREEN-FILM SYSTEMS;
THERMOGRAPHY.

X-RAYS, PRODUCTION OF

BRUCE HORN

Kaiser Permanente
Los Angeles, California

INTRODUCTION

Soon after Wilhelm Roentgen discovered X rays in 1895,
scientists recognized their usefulness to visualize the
internal anatomy of humans. For a number of years, X-ray
tubes that radiologists used for this purpose were unreli-
able and produced low X-ray output. In 1913, William
Coolidge invented the forerunner of the modern X-ray
tube. Unlike earlier designs, this tube featured a heated
tungsten filament as the source of electrons and utilized a
high quality vacuum instead of the low gas pressure pre-
viously employed. The result was a reliable X-ray tube
whose X-ray output could be reproducibly controlled over a
wide range. Today’s wide range of X-ray imaging tech-
niques, from a simple chest radiograph to a multislice
computed tomogram, still depend on an X-ray tube to
produce X rays. Recent developments in X-ray tube design
include improved heat handling capability, increased
X-ray output, and reduced focal spot size.

PRODUCTION OF X RAYS

X rays, like radio waves, light, g rays, and other types of
electromagnetic radiation, are defined by their energy and
source. X rays are produced by two methods involving the
interaction of electrons with matter. In the first method, a
stream of electrons directed at a target is decelerated by
forces between the incident electrons and the atomic nuclei
of the target material. Since a deceleration implies that
kinetic energy is lost, one of the ways in which electrons
lose energy is by creating photons of electromagnetic
energy equal in energy to the kinetic loss. This process
is call bremsstrahlung, or ‘‘braking radiation’’. The photons
produced by this interaction are commonly called X rays. If
a large number of electrons, all having the same initial
kinetic energy, interact with a target material, the result-
ing bremsstrahlung consists of photons, or X rays, with a
continuum of energies from zero to a maximum equal to the
initial electron kinetic energy. This range of energies is
called the X-ray spectrum. The shape of the spectrum
remains the same regardless of the kinetic energy of the
electrons. Although X rays are produced by this mechan-
ism even if the target consists of a gas, the efficiency of
X-ray production by bremsstrahlung is directly propor-
tional to the product of the atomic number (Z) of the target

X-RAYS, PRODUCTION OF 599



material and the kinetic energy of the electrons. Since the
portion of the kinetic energy of the incident electrons that
is not converted to X rays results in heating the target
material, it is desirable to utilize high energy electrons and
target materials of high atomic number to increase the
efficiency of bremsstrahlung production as much as possible.
However, in either therapeutic or diagnostic medical
applications, X-ray beam penetration is controlled by
selecting the initial kinetic energy of the electrons, which
is controlled by the electrical potential difference between
the electron source (cathode) and the target (anode).
Although other considerations may dictate the choice of
target material when designing X-ray tubes for some diag-
nostic applications, such as mammography (molybdenum
or rhodium), the target material remains as the variable
that can be optimized to provide the most efficient X-ray
production. Due to its high atomic number, relative high
melting point, good heat-transfer characteristics, and low
cost, the best target material for use in diagnostic imaging
applications is tungsten. At energies commonly employed
in medical applications, approximately �1% of the kinetic
energy of the electrons is converted to bremsstrahlung by
interaction with a tungsten target. The remaining 99% of
the incident energy results in heating of the target. As will
be discussed later, the primary challenge of X-ray tube
design is how to most effectively handle heat generated by
the X-ray production process.

In the second method, electrons impinging on the target
also interact with the orbital electrons of the atoms in the
target. If the incident electron has a kinetic energy greater
than or equal to the binding energy of an orbital electron,
the bound electron may be ejected from the atom as a result
of the interaction. The resulting vacancy is then filled by
one of the other orbital electrons falling into the potential
well of the vacancy. This transition results in the release of
a photon with an energy equal to the difference between
the electronic states of the vacancy and the orbital electron
that fills the vacancy. The released photon is called a
characteristic X ray. Due to the quantized energy levels
of orbital electrons, characteristic X rays have specific
energies independent of the original kinetic energy of
the accelerated electrons. For tungsten, the K-shell binding
energy is 69 keV, and the L-shell binding energy is 11 keV.
Characteristic X rays resulting from interactions with
L-shell electrons are not important for medical applications
since the resulting low energy photons are not useful and
are severely attenuated by the encapsulating materials
used in a practical X-ray tube. As a result, for practical
purposes, the X-ray spectrum from a tungsten target
produced by electrons with kinetic energies <69 keV will
not exhibit characteristic X-ray production. X-ray spectra
produced by electrons with kinetic energies >69 keV will
have a series of narrow peaks of increased X ray production
at photon energies corresponding to the energy differences
for the possible K-shell orbital transitions superimposed
on the bremsstrahlung spectrum. Figure 1 illustrates the
typical shape of bremsstrahlung spectra, as well as the
difference in characteristic X-ray production between two
accelerating potentials. The existence of characteristic
X rays in the spectra is relatively unimportant for most
medical diagnostic imaging procedures. On the other hand,

the characteristic X rays produced by a molybdenum target
X-ray tube are important to the process of image formation
for film-screen mammography.

CONSTRUCTION OF X-RAY TUBES

An X-ray tube consists of a cylindrical envelope (tube insert)
that contains the primary components necessary to produce
X rays in a controlled manner. This envelope is contained
within a tube housing that provides physical protection
of the tube insert, stray radiation protection and a means of
transferring heat generated during the X-ray production
process from the insert to the surrounding environment.
The insert contains an electron source (filament), a
means of directing the electrons in the intended direction
(focusing cup), and a target (anode). A typical X-ray tube
insert is shown in Fig. 2. Unlike radiation emitted by
radioactive material, X-ray production can be electrically
switched on and off by controlling the voltage applied to the
X-ray tube.

Envelope

The envelope housing the X-ray generating components
is usually constructed of blown glass. However, some
specialized X-ray tubes have metal or ceramic envelopes
to improve the tube’s heat handling capabilities. Air is
evacuated from the envelope until an acceptable vacuum
is achieved so that the electrons used in the X-ray
generation process will not interact with gas molecules.

Filament

A small helical coil of tungsten wire, similar to the filament
in an ordinary light bulb, is used to produce the electrons
needed for the X-ray generation process. Passing an elec-
tric current through this tungsten filament, heats it to the
point where free electrons are sufficiently energized to
escape from the filament. This process is called thermionic
emission. The freed electrons form a cloud, or space charge,
around the filament. A separate filament is provided for
each focal spot size, usually two per tube. During the X-ray
generation process, a large negative electrical potential
difference is applied to the filament relative to the anode
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Figure 1. Diagnostic X-ray spectra.



so that electrons supplied by the cloud are repelled by the
filament and attracted by the anode. If large quantities of
electrons (high X-ray output) are needed at low accelerat-
ing potentials, the repulsive force of the space charge may
inhibit thermionic emission and reduce the rate at which
electrons are released.

Focusing Cup

A metal focusing cup (cathode) surrounds the filament on
all sides, except that facing the anode. Figure 3 shows a
typical focusing cup and filaments. During the X-ray gen-
eration process, the same large negative potential differ-
ence that is applied to the filament is also applied to the
focusing cup. The surface of the focusing cup adjacent to

the filament is shaped in such a way as to focus the beam of
accelerated electrons onto the anode. Therefore, the size of
the filament and shape of the focusing cup control the size
of the focal spot on the surface of the anode.

Anode

The anode (target) is the medium with which the electrons
interact to produce X rays. In a typical X-ray tube used for
medical applications, the anode is constructed of tungsten
or an alloy of rhenium and tungsten. In the case of film-
screen mammography, molybdenum or rhodium is often
used for X-ray tube anodes because its characteristic X rays
are better suited for breast imaging than the spectrum of X
rays from tungsten. It is not necessary that the entire
anode be constructed of the target material. Since the
interactions of the electrons with the target take place
near the surface, the target can be relatively thin and
backed by a material that exhibits better heat-transfer
characteristics, such as copper or graphite. During the
X-ray generation process, a large positive electrical poten-
tial difference is applied to the anode to attract electrons
emitted by the filament. As a result, the electrons are
accelerated during their passage from the filament to
the anode by the potential difference between the filament
(cathode) and the anode, typically 20,000–150,000 V.
Because the voltage supplied to the X-ray tube from a
single-phase, full-wave-rectified source varies from zero
to maximum and back to zero every 8.3 ms, this accelerat-
ing voltage is specified by its maximum value in units of
peak kilovolts (kVp). Although three-phase or high
frequency voltage sources exhibit considerably less voltage
variation, their voltage waveforms are also described in
terms of peak voltage. An X-ray tube with an anode-to-
cathode potential difference of 100 kVp produces a spec-
trum of X rays with a maximum energy of 100 keV.

The surface of the anode is angled slightly from per-
pendicular with the electron beam. This angle is referred to
as the target angle. The area on the anode where the
electrons interact to produce X rays is called the focal spot
or focus. The geometry of the X-ray tube components is
designed so that the X-ray beam exits the tube at a 908
angle with respect to the electron beam inside the tube. The
effective size of the focal spot is the size of the spot on the
anode projected along the central axis of the X-ray beam.
Since the width of the focal spot is the dimension along the
axis perpendicular to both the electron beam and the X-ray
beam central axis, only the length of the focal spot is
affected by the target angle. The effective focal spot size
is important because it determines an X-ray tube’s ability
to image small objects. The focal spot area in the plane of
the surface of the anode is important because it limits the
number of electrons per unit time that can impinge on
the target without overheating. The relationship between
the effective focal spot size and the actual size on the anode
is given by the following formula:

f ¼ F sina

where f is the length of the focus effective size, F is the
length of the actual focus on the anode, and a is the target
angle. The concept of having a large focal area, over which
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to distribute heat while maintaining a small focal area for
imaging by use of an angled target, is called the line-focus
principle and is demonstrated in Fig. 4. For example, a 128
target angle with an effective focal spot of 1.0 � 1.0 mm
has an actual focus size of 4.8 � 1.0 mm.

As illustrated in Fig. 5, the maximum X-ray field size is
the largest field size that can be produced by the tube at a
specified distance from the focal spot. Since X rays emitted
by the focal spot at an angle greater than the target angle
will be absorbed by the anode, the maximum field size
(centered on the X-ray beam) along the dimension parallel
to the anode–cathode axis of the X-ray tube is dependent on
the target angle as follows:

where S is the maximum size of the X-ray beam, d is the
distance from the focal spot along the central axis of the
X-ray beam, and a is the target angle. Therefore, although
a larger target angle will result in a larger maximum field
size, it will also result in lower heat loading capability.
Conversely, a smaller target angle will result in a higher
heat loading capability, but a smaller maximum field size.
Simple algebra using the formula for maximum field size
results in the conclusion that a target angle of at least 128 is
required to cover the typical diagnostic imaging maximum
field size of 43 cm at the commonly used distance of 100 cm.
Diagnostic X-ray tube target angles typically are in the
range of 12–158, with a few special-purpose X-ray
tubes having target angles as small as 98. The intensity
distribution of X rays along the direction parallel with the
anode–cathode axis of the X-ray tube is not uniform. As
shown in Fig. 6, comparison of the intensity at points
equidistant from the central axis of the X-ray beam and
equidistant from the focus indicates that the intensity of
points toward the anode is less than that of corresponding
points toward the cathode. This effect is called the heel
effect. Since the X rays are generated from interactions of

602 X-RAYS, PRODUCTION OF

Figure 4. Line-focus principle.

Figure 5. Maximum X-ray field size. Figure 6. Heel effect.



the electrons slightly below the surface of the anode,
X rays at the anode end of the field will have had to travel
through additional anode material when compared with
the cathode end. This attenuation of the X rays by the
anode material produces a reduced intensity at the anode
end. It also selectively reduces the number of low energy
photons, which causes the spectrum of X-ray energies at
the anode end of the X-ray field to have relatively more
high energy photons and fewer low energy photons than
the cathode end. As a result, the X rays at the anode end
have a higher average penetrating power.

Due to the limiting effect of target angle on field size and
the desire for higher heat loading capabilities, the rotating
anode was developed. Rather than continuously directing
the electron beam toward the same area on the anode
throughout an X-ray exposure, directing the electron beam
to different areas on the anode during the exposure will
produce higher heat loading capability. By using a disk-
shaped anode and rotating the disk about its central axis,
the focus traces a circular path, or focus track, on the anode
during an exposure. Since heat is distributed over a larger
area, the X-ray tube’s heat loading capability is greatly
increased. For example, a rotating anode with a 10 cm
diameter focus track and a 1.0 mm focal spot is capable of a
heat loading >300 times that of the same anode held
stationary during the exposure. Due to their exceptional
heat loading advantage, essentially all X-ray tubes used for
medical imaging have rotating anodes. On the other hand,
fixed-anode tubes are used for dental radiography since the
techniques employed do not produce enough heat to
require the use of a rotating anode. Typical rotating-anode
diameters are 7.5–10 cm, with some special purpose X-ray
tubes employing anodes that have a diameter of 12.5 cm.

The tungsten disk in a rotating-anode X-ray tube is
supported on its central axis by a molybdenum stem that
is concentrically connected to a copper cylinder, or rotor.
The rotor is supported internally on ball bearings to allow
the entire anode/stem/rotor assembly to rotate. Figure 7
shows a typical tungsten rotating-anode assembly. Unlike
a fixed-anode tube in which heat is transferred from the
anode by conduction, the mounting of a rotating anode is
designed to insulate the bearing from the heat contained in

the anode and, as a result, to prevent damage to the
bearings. Heat transferred to the bearings decreases their
lubrication, resulting in premature bearing failure. A
rotating anode transfers heat to the surrounding tube
housing by radiation, rather than by conduction.

Although the electrons are focused to a specific area on
the anode, they may rebound from the focus with sufficient
energy to interact at other positions on the anode to gen-
erate X rays. This off-focus radiation produces imaging
artifacts. Generally, rotating-anode tubes generate more
off-focus X rays than fixed-anode tubes because they have
larger tungsten surfaces with which to interact. Although
a significant amount of the output of an X-ray tube may
be due to off-focus radiation, a well-designed collimator
attached to the tube will reduce the affect of this radiation
on clinical imaging.

Focus

As stated previously, a typical diagnostic X-ray tube has
two focal spots, one approximately half the size of the other,
with nominal sizes ranging from 0.3 to 2.0 mm. The larger
focus is used for clinical applications that demand the
shortest possible exposure time (consequently maximum
heat generation). Conversely, the smaller focus is used for
applications that require the capability to resolve the
smallest anatomical features. X-ray tubes incorporating
two focal spot sizes are usually built so that their foci are
superimposed on the surface of the anode, even though two
separate filaments are used to produce the two focal spots.
This design alleviates alignment problems that would
occur if the foci were not superimposed. However, X-ray
tubes have been manufactured that employ a biangular
anode so that the focus tracks of the two focal spots are on
separate areas of the anode with different target angles.
This design allows optimization of the target angle for each
of the foci, but also causes some alignment problems.

When selecting an X-ray tube, one of the important
factors to consider is the size of the focal spot. In order
to have a standardized method of defining focal spot
size, the National Electrical Manufacturers Association
(NEMA) in the United States and the International
Electrotechnical Commission (IEC) in Europe have
each developed standards that address focal spot size
specification and measurement. Since the X-ray tube manu-
facturing process is somewhat imprecise, the labeled
focus size is a useful nominal value when comparing the
relative sizes among different tubes. However, the actual
focal spot size may vary considerably from the nominal
size. In fact, measured focus length as much as 100%
greater than the nominal size are considered to be within
the tolerance specified by the standards. For example, a
nominal 1.0 mm focus may have a measured length as large
as 2.0 mm. Several methods of characterizing the focal spot
have been developed: (1) slit method, (2) resolution or star
pattern method, and (3) pinhole method.

The slit method employs a rectangular slit 10 mm wide
and at least 5000 mm long used at enlargement factors of
1.0–3.0. The long axis of the slit is placed perpendicular to
the axis of the focal spot whose dimension is desired. The
resulting image on the film is a one-dimensional (1D)
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distribution of the focal spot intensity along the chosen
axis. Two images are therefore necessary to measure both
the width and length of the focal spot. Both NEMA and the
IEC specify the slit method as the method to be used for
measuring the dimensions of focal spots. However, while
the NEMA standard specifies measurement by eye using a
5–10X magnifying glass that has a built-in calibrated
graticule, the IEC standard specifies the use of a scanning
microdensitometer to obtain the line-spread function (LSF)
of the width or length of the focal spot. The dimension of the
focal spot is specified as the full width at 15% of maximum
of the LSF.

The resolution method measures the ability of the
focal spot to spatially resolve small objects and specifies
the results in terms of spatial frequency (e.g., line pairs
per mm), but does not provide a measurement of the
dimensions of the focal spot. In this method, a line-pair
resolution phantom is placed on the central axis of the
X-ray beam between the focal spot and a single-emulsion
film. The line-pair phantom consists of alternating lines
of absorbing material (usually lead) and spaces, where
adjacent lines and spaces have the same width. The width
of the line pairs varies systematically over the face of
the phantom to provide a range of line-pair sizes. The
largest line-pair width, for which the line pair is completely
blurred, is proportional to the focal spot size along the
X-ray tube axis perpendicular to the line pairs. In order
to facilitate the measurement of focal spot sizes by this
method, a specialized phantom, commonly called a star
pattern, which consists of alternating wedges of absorbing
material and spaces in a circular configuration, was
developed. Star pattern line-pair widths vary continuously
from the outside edge to the center of the phantom. Using
this phantom, both dimensions of the focal spot can be
characterized from the same exposure. Since the phantom
is circularly symmetric, the orientation of the phantom
relative to the axes of the X-ray tube is unimportant. The
image of the phantom on the film is analyzed by finding
the points closest to the outside edge of the phantom for
which the line pairs are completely blurred. The focal
spot resolution can then be calculated using the following
formula:

R ¼ 180M=puD

where R is the focal spot resolution in line pairs
per millimeter, u is the angle in degrees of a single wedge
of absorbing material, D is the diameter of the blur on the
film in millimeters, and M is the magnification factor of
the phantom image. For the typical star pattern phantom
with 28 wedges, this formula reduces to

R ¼ 28:65M=D

The diameter corresponding to the resolution of the
focal spot parallel with the anode–cathode axis of the
X-ray tube (length) is the blur diameter that is perpendi-
cular to this axis. Likewise, the diameter corresponding
to the focal spot resolution perpendicular to the anode–
cathode axis (width) is the blur diameter that is parallel
with the anode–cathode axis. The principal advantage of
the star pattern method of characterizing focal spots is its

ease of use. It does not require long exposure times and
evaluates both the width and length of the focal spot from
one exposure. The disadvantage of this method is that it
does not provide an indication of the shape or intensity
distribution of the focal spot.

The pinhole method utilizes a small circular pinhole
30–100 mm in diameter to image the focal spot onto a
single-emulsion X-ray film for the purpose of determining
its overall shape, orientation, intensity distribution and
relative location. Although this method was used in the
past to measure the dimensions of the focal spot, it is no
longer considered suitable for doing so. The pinhole must
be carefully aligned with the central axis of the X-ray beam.
The distances between the focal spot and pinhole and
between the pinhole and the film are adjusted so as to
provide an enlargement factor of 1.0 or 2.0, depending on
the nominal focus size. The film is exposed for a sufficient
amount of time to produce an image of the focal spot with a
density of 0.8–1.2 O.D. above base plus fog. Figure 8
illustrates the measurement geometry. The pinhole image
is examined by eye using a magnifying glass, or by use of a
scanning microdensitometer to quantitatively characterize
the focal spot.

The focal spot size depends on the technique factor used
during an exposure. Generally, the size of the focus
increases as the tube current (mA) increases, and slightly
decreases as the tube potential (kVp) increases. An
increase in X-ray tube current means that more electrons
travel from the filament to interact with the anode. The
self-repulsion of the electrons causes the electron beam to
slightly defocus, thereby interacting with a larger area on
the anode. Since neighboring electrons in the beam are
closer and more plentiful for larger tube currents, the effect
of self-repulsion increases the focus size. An increase in
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X-ray tube potential means that the electrons that travel
from the filament to the anode are more energetic, and
therefore have higher velocities. In addition, since neigh-
boring electrons experience self-repulsion for a shorter
period of time, the effect of self-repulsion is diminished
and the focus size decreases. It is because of the effect of
tube potential and current on focus size that both NEMA
and the IEC specify the exposure factors for which focal
spot sizes are measured. For a typical diagnostic X-ray
tube, factors of 75 kVp, 50% of the maximum rated tube
current at this tube potential, and 0.1 s exposure duration
are employed.

Due to the line-focus principle, the projected focal spot
size is dependent on the position in the X-ray field from
which the actual focus on the anode is viewed. The
observed target angle from a point at the cathode end of
the X-ray field is larger, thereby producing a larger focal
spot. Conversely, the observed focal spot size at the anode
end is smaller. For example, the projected focus size at the
cathode edge of a 40-cm field is 1.9 mm for an X-ray tube
with a 128 target and a nominal focus size of 1.0 mm. All
focal spot sizes are therefore specified relative to the
central axis of the X-ray beam.

Stator

By surrounding the neck of the X-ray tube with a coil of
wire in combination with a copper rotor attached to the
anode inside of the tube forms an electric motor that
rotates the anode. Exciting the coil with 60 Hz alternating
current (ac) results in the anode being rotated at 3600
rpm, or one revolution every 16.7 ms, since it acts as a
synchronous motor. However, this rotation speed is insuf-
ficient to avoid overheating the focal spot while meeting
the clinical need for short, intense X-ray exposures of only
a few milliseconds duration. For example, a 3 ms exposure
would use only 18% of the available focal track. By apply-
ing 180 Hz ac to the stator windings so that the anode is
accelerated to �10,000 rpm within 1–2 s, heat will be
spread over a greater percentage of the focal track (e.g.,
50% of the track for a 3 ms exposure). The delay while
the anode accelerates to the desired speed is called the
‘‘prep’’ time. During the prep time, the filament circuit is
boosted so that the filament will have already reached
its operating temperature by the time the X-ray exposure
is initiated (when the anode has reached its desired
speed). As soon as the exposure is completed, the accel-
erating voltage is removed from the stator. Due to
mechanical resonances in the anode bearings, it is neces-
sary to apply a braking voltage to the stator windings
to decelerate the anode from 10,000 to 3,600 rpm within
�20 s. This action prevents destruction of the bearings by
mechanical resonances. The anode is allowed to coast to a
standstill once its speed is <3600 rpm. Maintaining the
anode speed at 10,000 rpm for long periods of time causes
the bearings to wear out quickly.

Window. In most diagnostic X-ray tubes, the glass
envelope of the tube insert serves as a window through
which the X-ray photons pass. However, for X-ray tubes
designed for applications requiring low energy photons, a

beryllium window is used because beryllium, unlike glass,
does not significantly attenuate low energy photons.

Tube Housing

The X-ray tube insert must be contained within a metal
tube housing, shown in Fig. 9, which provides a number of
functions: mechanical protection against breakage of the
glass envelope, an electrically grounded enclosure for
safety, lead shielding against stray radiation emitted by
the X-ray tube, a means to transfer heat from the anode to
the outside environment, connections for the electrical
cables from the high voltage power supply or generator,
as well as a mechanical mounting for attachments. A glass
or plastic window in the tube housing that is aligned with
the central axis of the X-ray beam serves as a means for the
useful X-ray beam to exit the tube. It also offers a means for
directly viewing the anode to determine its physical
condition. The volume between the insert and the tube
housing is filled with oil to aid the transfer of heat deposited
in the anode from the insert to the housing.

Although the X-ray photons emitted toward the
window are desired, X-rays are also produced in many
other directions. For this reason, the tube housing must
contain sufficient lead shielding to reduce this ‘‘leakage’’
radiation to acceptable levels, since it does not serve a
useful purpose. The allowable amount of X-ray tube
leakage radiation is controlled by government regulations
that specify that the maximum magnitude of the leakage
radiation shall not exceed 100 mR in 1 h at any point 1 m
from the focal spot when the X-ray tube is operated at its
maximum continuous rated tube current and maximum
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tube potential. Although an X-ray tube may be capable of
operating at tube currents as high as 1000 mA for brief
periods, the maximum continuous rating for a typical
diagnostic X-ray tube is 150 kVp and 3–6 mA. All manu-
facturers of diagnostic X-ray tubes, both dental and
medical, must certify that their tube housings provide
the required degree of shielding. In practice, tube leakage
rates are significantly lower than required by regulations.

Most X-ray systems balance the tube potential differ-
ence between the anode and cathode so that the voltage
difference between anode and ground is equal to the
voltage difference between ground and the cathode. In
other words, a 100 kVp tube potential means that the
anode is 50 kVp positive with respect to ground, and the
cathode is 50 kVp negative with respect to ground. For this
reason, special high voltage connectors are required for
both the anode and cathode. The standard high voltage
connector contains three receptables, each insulated from
ground. In the anode connector, all three receptacles are
electrically connected together, as well as to the anode. In
the cathode connector, one receptacle is connected to the
cathode, one receptacle is connected to the small focus
filament, and one receptacle to the large focus filament.
The receptacle connected to the cathode also acts as the
common connection for the small and large filaments. In
this way, the filaments are maintained at the same
potential difference from ground as the cathode or focusing
cup. The exceptions are X-ray tubes that utilize a biased
focusing cup to shape the focal spot distribution, neces-
sitating a cathode high voltage connector with four recep-
tacles instead of three. The fourth receptacle is used to
apply a bias voltage between the focusing cup and the
filaments. Since the connectors are standardized, X-ray
tubes from different manufacturers can be easily used with
an X-ray system.

As discussed previously, X-ray photons emitted by the
tube have a spectrum of energies. Since lower energy
photons have little penetrating power, they tend to be
absorbed near the skin surface of a patient undergoing a
diagnostic exam and do not contribute to the X-ray image.
For patient protection purposes, it is therefore desirable to
eliminate or filter these low energy photons before they
reach the patient. By reducing the low energy content of
the beam, the materials used in the construction of the tube
insert and tube housing that are in the path of the useful
X-ray beam serve this purpose. Aluminum permanently
mounted in the tube housing window provides additional
filtration. All of the filtration that is permanently in the
useful beam is referred to as the inherent filtration.
Government regulations specify the minimum amount of
inherent filtration that must be present in the X-ray beam
as a function of the maximum tube potential at which the
tube is operable.

HEAT DISSIPATION IN X RAY TUBES

Much of the design of an X-ray tube is predicated on
the heat generated by the inefficiencies of the X-ray
production process. Although the use of a rotating anode
increases the ability of the focal spot to handle the instan-

taneous heat load during the short period of X-ray gen-
eration, there are limitations as to the total amount of
heat that the anode and tube housing can each store.
Basically, there are five parameters that describe the
heat dissipation characteristics of an X-ray tube: (1) focal
spot loading, (2) anode heat capacity, (3) anode cooling
rate, (4) housing heat capacity, and (5) housing cooling
rate.

These heat characteristics are described in terms of one
of two units, heat units or watt	seconds. In the United
States, heat parameters are specified in heat units (HU).
The number of heat units generated by an X-ray exposure
is given by the following formula:

HU ¼ CVAt

where HU is the number of heat units, C is a waveform
factor, V is the tube potential in peak kilovolts, A is the
tube current in milliamperes, and t is the exposure
duration in seconds. The waveform factor corrects for
the differences in heating effect resulting from differences
in average power of different high voltage waveforms. For a
full-wave-rectified, single-phase waveform, the waveform
factor is 1.0. For a 12-pulse, three-phase waveform, the
waveform factor is 1.35. For example, an X-ray exposure of
100 kVp, 500 mA, 0.2 s using a single-phase generator
would result in 10,000 HU. The same technique using a
three-phase generator would result in 13,500 HU.

In Europe, heat parameters are expressed in
watt	seconds (W	s) or joules (J). The heat generated by
an X-ray exposure is given by the following formula:

E ¼ KVAt

where E is the heat in watt	seconds or joules, K is a
waveform factor, V is the tube potential in peak kilovolts,
A is the tube current in milliamperes, and t is the exposure
duration in seconds. In this case, the waveform factor for a
full-wave-rectified, single-phase waveform is 0.74 and for a
12-pulse, three-phase waveform is 1.0. Therefore, the
quantity of heat represented by one heat unit is 26% less
than the quantity represented by 1 W	s or joule. Using the
technique factors of the previous example (100 kVp, 500
mA, 0.2 s) results in 10,000 J of heat generated.

Focal Spot Loading

The heat handling characteristic of the X-ray tube focal
spot is expressed in terms of kilowatts for an exposure
duration of 0.1 s. The kilowatt loading of the focal spot
is equal to the product of the tube potential in peak kilo-
volts and the tube current in milliamperes divided by 1000.
It is the amount of power, or energy per second, deposited
as heat in the anode. Typical X-ray tube inserts used in
diagnostic radiology for high power procedures have focal
spot loading capabilities of 30–40 kW for a small focus of
0.6 mm, and 100 kW for a large focus of 1.2 mm. The small
focus of such a tube could not be used for the example
technique of 100 kVp, 500 mA, because the focal spot
loading would be exceeded. This demonstrates the trade-
off between focal spot size and heat loading capability. A
focal spot of 0.3 mm may have a maximum heat loading of
as little as 9 kW. A tube insert with this rating could not be
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used with a tube current >90 mA at 100 kVp, or >125 mA
at 72 kVp, for an exposure duration of 0.1 s.

Anode Heat Storage Capacity

The maximum amount of heat that can be stored in the
anode at any one time is its heat capacity. Depending on
the manufacturer, the heat capacity is specified in terms of
heat units or joules. The size and construction of the anode
determine its heat capacity. Rotating anodes 3 in. (7.6 cm)
in diameter have less heat storage capacity than anodes
4 in. (10.2 cm) in diameter. The typical ‘‘high power’’
diagnostic X-ray tube has a heat capacity of 300,000–
400,000 HU. This is equivalent to the heat generated by
22–29 three-phase exposures of 100 kVp, 500 mA, 0.2 s
each. Since the heat storage capacity is defined by the
amount of energy deposited in the anode that raises its
temperature from some reference temperature to the
maximum operating temperature of the anode, the speci-
fied heat storage capacity will depend on the choice of
reference temperature. For example, the storage capacity
of an insert may be 400,000 HU when referenced to a
‘‘warm’’ anode, but is 600,000 heat units when referenced
to ambient room temperature, that is, a ‘‘cold’’ anode. For
this reason, it is important to be aware of the corresponding
reference temperatures when comparing anode heat sto-
rage capacities of tube inserts of different manufacturers.

Anode Cooling Rate

Heat deposited in the anode is transferred to the tube
housing. The rate at which the anode cools is dependent
on the temperature difference between the anode and the
tube housing. When the maximum rated amount of heat is
stored in the anode, the cooling rate will be maximum;
when the anode is cold, the cooling rate will be minimum.
For this reason, the cooling rate of the anode is given as a
cooling curve of heat stored in the anode as a function of
time, with no additional heat deposited, as illustrated in
Fig. 10. For an X ray tube with a maximum anode cooling
rate of 72,000 HU	min�1, at least 11 s would be required to
transfer the heat generated by a 100 kVp, 500 mA, 0.2 s
three-phase exposure from the anode to the tube housing.
Since the maximum continuous heating rate is equal to
the maximum cooling rate, the anode of this tube could
be subjected to 1200 HU	s�1 continuously (e.g., 100 kVp,
8.9 mA).

Tube Housing Heat Capacity

Just as the anode is limited as to the amount of heat
that can be stored in it at any one time, the heat capacity
of the tube housing is also limited. Since the housing has
a much larger mass than the anode, its heat capacity is
significantly greater. The typical diagnostic X-ray tube
housing has a heat storage capacity of 1,500,000 HU. This
is equivalent to the heat generated by 111 three-phase
exposures of 100 kVp, 500 mA, 0.2 s each.

Tube Housing Cooling Rate

Heat deposited in the tube housing is transferred to the
surrounding ambient environment. The maximum housing

cooling rate occurs when the housing is heated to its
maximum capacity; the minimum cooling rate occurs when
the housing contains little heat. The maximum cooling rate
of a typical tube housing is �15,000 HU	min�1, unless
additional measures have been taken to increase the
cooling rate. A typical tube housing that has a fan to
increase air flow over the housing has a maximum cooling
rate of �24,000 HU	min�1. Another method of increas-
ing the cooling rate is to constantly circulate the oil
contained in the housing through an external heat
exchanger. This method results in a maximum cooling rate
of �50,000 HU	min�1. For high work load applications
where X-ray exposures occur frequently enough that the
heat generated by the exposures will not be totally dis-
sipated from the X-ray tube before the next exposure,
the cooling rate of the housing determines the rate at
which heat can be generated in the tube. It is for this
reason that manufacturers use the additional cooling
measures discussed. For example, at least 54 s would be
required to transfer the heat generated by a 100 kVp,
500 mA, 0.2 s three-phase exposure from a housing with
a cooling rate of 15,000 HU	min�1. The addition of a fan
would reduce this cooling time to 34 s.

Tube Rating Chart

To allow X-ray equipment users to easily determine
whether a desired exposure technique exceeds the heat
characteristics of an X-ray tube, all tube heat parameters
are combined into one chart called a tube rating chart. A
chart is provided by the manufacturer for each focal spot
size and anode rotation speed. Each chart consists of a set
of curves of tube potential versus exposure duration for
different tube currents that defines the maximum single
exposure capability of the X-ray tube when the tube is cold.
An exposure technique that falls ‘‘below’’ the corresponding
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curve on the chart is allowed; a technique that is ‘‘above’’
the corresponding curve is not allowed.

Using the tube rating chart shown in Fig. 11, the point
corresponding to a technique of 100 kVp, 500 mA, 0.2 s is
above the curve for 500 mA. Therefore, this technique
exceeds the heat capabilities of this particular X-ray tube
and is not allowed. Examination of this 500 mA rating
curve reveals that a tube potential of 100 kVp is not
allowed, regardless of the duration of the X-ray exposure.
The point corresponding to 100 kVp and 0.2 s indicates
that a maximum tube current of �280 mA is obtainable
for 100 kVp and 0.2 s exposure duration. Similarly, the
point where the 500 mA rating curve intersects 0.2 s
indicates that a maximum tube potential of 54 kVp is
obtainable for a 500 mA and 0.2 s exposure technique.
Since the amount of film blackening is proportional to the
product of the tube current and exposure duration, the
technique of 100 kVp, 500 mA, 0.2 s could be changed to
100 kVp, 250 mA, 0.4 s without affecting the resulting
diagnostic image. The point on the tube rating chart for
this latter technique is below the 250 mA rating curve and
the technique is therefore allowed. Some manufacturers
provide tube rating charts that provide rating curves of
tube current versus exposure duration for different tube
potentials, but these can be utilized in a similar manner.

Single-exposure tube rating charts are not useful for
determining the feasibility of multiple radiographic expo-
sures (or radiographic exposures combined with fluoro-
scopic exposures) that may come close to exceeding a
tube’s heat capabilities. The appropriate cooling and
heating curves, combined with direct calculation of heat
units produced, must be used in these cases. The data
sheets for X-ray tubes designed for serial exposure applica-
tions such as cineangiography often include tables of max-
imum allowable techniques for serial exposures.

X-RAY TUBE FAILURE

Like electric light bulbs, X-ray tubes have a limited length
of life. Due to the electrical, mechanical, and heat stresses

that an X-ray tube experiences during its normal use, there
are several types of X-ray tube failures.

Bearing Wear

Since the X-ray tube insert is a sealed envelope, the bearings
of a rotating anode can only be lubricated at the time of
manufacture. Although the insert is designed to prevent
heat deposited in the anode from reaching the bearings,
sufficient heating of the bearings takes place in the long
term to gradually reduce their lubrication. Prolonged opera-
tion at high rotor speeds also rapidly decreases the lifetime
of the bearings. Eventually, the bearings become noisy and,
if the tube insert is not replaced, will seize, thus preventing
the anode from rotating.

Filament Evaporation

By design, an electric current is used to heat the filament to
produce electrons. If this current is excessive, the filament
will melt, resulting in an open filament. In addition, eva-
poration of the filament material is a natural consequence
of filament heating. This may result in a loss of filament
material sufficient to cause failure.

Cracked Anode

If an X-ray exposure is made with the anode stationary, the
anode may crack due to intense heat build-up at the focal
spot. This may be caused by either bearing or stator failure.
Even if the problem of the stationary anode is resolved
(i.e., the stator repaired) the cracked anode presents a
safety problem because it may shatter, implode the glass
envelope, and pierce the tube housing. It is also possible to
crack a rotating anode if the anode is subjected to a very
high heat-generating technique when it is cold. For this
reason, some manufacturers recommend that X-ray
tubes be warmed up by making several low tube-current,
long-duration exposures (70 kVp, 75 mA, 6.0 s) whenever
the tube has not been used for 1 h or more.

Tungsten Deposition

The heating of the tungsten filament and tungsten anode
during normal operation of the X-ray tube causes some of
the tungsten to evaporate and to build up gradually as a
deposit on the glass envelope of the tube insert. This
deposit causes the glass envelope to be less able to repel
electrons reflected from the anode because it reduces the
electrical insulating properties of the glass envelope,
thereby reducing the magnitude of the induced negative
charge on the envelope. The electron bombardment of the
glass releases trapped gases that cause the electrical
breakdown (arcing) of the tube when the amount of gas
released becomes great enough.
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Anesthesia machines
Anesthesia information system (AIS),
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Angina, 2:50–51
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implants and, 1:112
structure and function of, 4:598–599

Anticancer therapy, cyclodextrins in, 2:459
Antigen recognition, 4:597–598
Antigens, tumor-specific, 4:605
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ARMAX (autoregressive moving average

with inputs) model, 1:492, 493. 494
Arm ergometry, 3:251
Aromatic carbon compounds, 1:296
Array design, in ultrasound imaging,

6:457–458
Arraying robots, 4:367–369
Array platforms, hybridization and fluidics

stations in, 4:369
Arrays, DNA, 2:433

Arrhenius rate process, burns modeled as,
1:192
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569; 6:402. See also Arterial tonometry

measurement of, 5:235
Arterial elasticity

mathematical expression of, 1:87–88
measurement of, 1:85–87
pressure–diameter relations for, 1:87–88
strain energy equations for, 1:88

Arterial hemodynamics, assessing,
3:490–492

Arterial input function (AIF), 6:435–436
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Arterial-venous oxygen difference (AVO2

difference), 2:21
Arterial walls

structure and basic characteristics of,
1:85

uniaxial tensile behavior of, 1:87
Arteries

elastic properties of, 1:85–91
elastic properties of diseased, 1:89–91
elastic properties of normal, 1:88–89
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future directions of research on,
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applications of, 3:518–521
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1:90–91
vascular graft prostheses and, 6:491–493

Atherosclerotic disease, 2:50–51
Athletic performance, factors underlying,

1:392
Atomic absorption spectrometry

equipment for, 3:319–321
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Atomic emission detector (AED), 4:323
Atomic force microscope (AFM), 4:503–504.
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measurements and, 1:244
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auditory threshold estimation/prediction
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classification of, 1:98
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early work in, 1:70–71
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2:392–400
current usage of, 2:403–405
cytochemical probes in, 2:390–392
data acquisition, processing, and
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future prospects for, 2:405
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Automated external defibrillators (AEDs),
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Automated hematology analyzer, 2:410
Automated perimetry, 6:529
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Automatic exposure control (AEC), 6:569
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Automatic gain control, in neonatal
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Automatic pattern recognition WBC
counting technique, 2:412

Automation, human factors and, 3:541
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power spectrum estimation using,
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Autoregressive moving average (ARMA)
model, 3:71–72

Autoregulation, in whole-body models,
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airway pressure, 2:333–334
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Axial CT scan, 2:237–238
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3:556–557
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structures, 2:4
Back focal plane interferometry (BFPI),
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Backscatter factor, 2:130
Back surface topography, in scoliosis,

6:127–128
Bacteremia, implant-related, 1:116
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biological response to, 1:113
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BANG gel dosimeter, 5:491, 492f
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Bar-coded drug infusion system, 2:503
Barotrauma. See Hyperbaric medicine
‘‘Barrel Method,’’ 2:35–36
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2:416–418
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simulator, 2:271–273
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Beamformers, 1:241
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Beam hardening artifact, in computed

tomography, 2:255–256
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Beckman Coulter LH 750 Hematology

System, 2:418
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Bellows assembly, anesthesia machine,
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Benzoyl peroxide (BPO), 1:541–542
Berlin Heart Excor, 3:452
BetaCath delivery device, 1:605
b-hemolytic streptococci, 1:114
Beta waves, EEG, 3:66–67
Bias current tolerance standards, 1:159
Bicarbonate, in blood CO2 transport, 1:468
BiCMOS receiver circuitry, 1:425, 426
Bicycle ergometer, 3:251
Bidirectional intracardiac shunt, 2:16–17
Bilateral cochlear implants, 2:139
Bilayers, 1:348
Bilevel positive airway pressure, 2:332
Biliary complications, after liver

transplantation, 4:272
Bilirubin measurement, optical sensors in,
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Bilirubin monitoring, neonatal, 5:28–29
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616 INDEX



Binary display feedback schedule,
1:176

Binary leaf collimator, 6:397
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and, 1:349
Binomial distribution, 6:244–245
Binomial variables, binomial test for,

6:249–250
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Bioactive fixation, 1:285, 289
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Bioactive glasses, 1:284, 285

bioactivity mechanism of, 1:285–286
melt-derived, 1:287
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sol–gel-derived, 1:287–289

Bioactive materials, 1:104, 284
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genetic control by, 1:290
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See also Skin substitutes
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resorbable, 1:285
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interface, 1:122–137
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skin preparation for, 1:136–137
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neutron capture therapy, 1:572
Biological effects

of systemic hyperthermia, 4:46–51
of ultraviolet radiation, 6:474–476

Biological interactions, biomaterial failure
related to, 1:279–281

Biological network analysis, 1:224–227
Biological polymers, 1:329–330
Biological-probabilistic approaches, to

treatment plan optimization, 6:44–46
Biological responses

to biomaterials, 1:108–113
microbioreactors for understanding,

4:394–395
to sol–gel-derived bioactive glasses,

1:293–294
Biological samples

chemistry, conformation, and
conductivity of, 4:519–521

identification of compounds in, 3:345
Biological tags, nanoparticles as, 5:5
Biological tissues, propagation of

ultrasound in, 4:66–67
Biologic devices, sterilization employed on,

6:278t
Biologic scaffold materials. See also

Biomaterial scaffolds
ethylene oxide sterilization of, 6:276–277
heat sterilization of, 6:275–276
ionizing radiation sterilization of,

6:277–278
sterilization of, 6:273–282

Biology, scanning tunneling microscopy in,
4:517–519

Biomagnetic instrumentation, 1:231–242
Biomagnetic liver susceptometry (BLS),

1:247
Biomagnetic measurements, applications

of, 1:242–248
Biomagnetism, 1:230–255

future directions of, 1:248–249
Biomagnetometer signal interpretation,

1:238–242
Biomagnetometer systems, 1:236–238
Biomarkers, in exercise stress testing,

3:255–256
Biomaterials, 1:104, 267–283. See also

Absorbable biomaterials; Bioceramics
antimicrobial, 1:118
biocompatibility of, 1:281–282
biological response to, 1:108–113
in bone tissue engineering, 6:390–391
carbon, 1:296–308
in cardiovascular tissue engineering,

6:392–393, 393–394
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composite, 1:108
corrosion and wear of, 1:308–322
covalent modification of, 6:388–389
defined, 1:267
for dentistry, 1:322–329
factors in failure of, 1:278–281
future directions for, 1:282
government regulation of, 1:268–270
healthcare treatments requiring, 1:270t
history of, 1:267–268
journals related to, 1:269t
market size and applications related to,

1:268
normal local tissue response to,

1:108–110
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standards for, 1:281–282
structural properties of, 1:362–364
for tissue engineering, 1:367–375;

6:383–387
types of, 1:270–278
in vascular graft prostheses, 6:498

Biomaterials Access Assurance Act, 4:315
Biomaterial scaffolds, for engineering

articular cartilage and meniscus, 2:74.
See also Biologic scaffold materials

Biomaterials testing, 1:354–365
materials and methods related to,

1:355–357
Biomaterial surfaces, 1:341, 342–354

adsorption of proteins at, 1:344–345
ambient techniques for characterizing,

1:351–352
analysis of, 1:348–351
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modification of, 1:345–348
properties of, 1:343–345

Biomaterial–tissue interface, degeneration
of, 1:110–111

Biomechanical models, of mastication,
6:417–424

Biomechanical research, strain gages in,
6:287

Biomechanics
of diabetic skin ulceration, 6:206–207
of engineered tissue, 3:200–201
of exercise fitness, 1:384–403
as a hospital problem, 6:114
occipital–atlantoaxial complex,

3:554–555
of scoliosis, 6:122–137
of scoliosis progression during growth,

6:129
skin, 6:202–208
of spine stabilization procedures,

3:568–591
Biomedical applications

capacitive microsensors for, 2:1–12
of fluorescence measurements,

3:345–346
of microfluidics, 4:426–427
of polymers, 1:333–341

Biomedical devices, surface modification
used in, 1:346t

Biomedical engineering
defined, 4:372
thermocouples in, 6:345–346

Biomedical engineering applications,
polymers in, 5:388–391

Biomedical engineering associations/
societies, in the United States,
4:316–321

Biomedical engineering education,
1:403–409

career preparation in, 1:404–405
core curriculum subjects in, 1:406t
course requirements in, 1:405–406
history of, 1:403–404
professional skills and, 1:406–408
undergraduate curriculum in, 1:405–408

Biomedical Engineering Society (BMES),
1:403; 4:316, 319–320

Biomedical engineers, 1:403
Biomedical equipment maintenance,

3:223–229
documentation of, 3:227–228
environmental rounds in, 3:228
evaluation of preventive maintenance

program, 3:225–227
historical background of, 3:223–224
inclusion criteria for, 3:224
inventory in, 3:224
preventive maintenance procedures in,

3:225
selecting the preventive maintenance

interval, 3:224–225
staffing requirements for, 3:228

Biomedical laboratory, data in, 2:308–310
Biomedical laboratory computer system,

2:306–321
architecture of, 2:310–313
basics of, 2:313–314
emerging and future developments for,

2:316–320
software in, 2:314–316

Biomedical laboratory research, historical
origins of, 2:307–308

Biomedical programs (BMDP), 6:263
Biomedicine, photomicrography in,

5:296–297
Biometric systems, in management of

medical records, 4:358–359
Biomimetic materials, 1:277
Biomolecule manipulation, nanoparticles

in, 5:6–7
Biomolecule separation/purification,

nanoparticles in, 5:5
Biophysical Society, 4:320
Biopolymers, 1:329–342
Biopotentials, in biofeedback

instrumentation, 1:168
Bioprosthetic heart valves, 3:413–415,

429–430, 443–445
dynamics of, 3:421–422
versus mechanical heart valves,

3:446–447
Biopsy, stereotatic, 6:269
Bio-Pump, 3:454
Bioreaction kinetics, 4:387

Bioreactors
in bone tissue engineering, 6:391
in cardiovascular tissue engineering,

6:393, 394
design of, 6:388
in tissue engineering, 6:387–388

Bioreactor technology, engineered tissue
and, 3:200

Bioresist, 1:411
Bioresorbable ceramics, 1:272
Biosensors, 4:376
Biosensor techniques, impedimetric, 4:143
Biosignal monitoring electrodes

external, 1:137–139
implanted and external, 1:130
standards for, 1:158–160

Biostator artificial pancreas, 5:227
Biosurface engineering, 1:409–417

patterning methods in, 1:409–414
Biosusceptometers, 1:238
Biosusceptometry, 1:231

biomagnetic measurements and, 1:247
Biotelemetry, 1:417–429
Biotelemetry systems, 1:418–423

diagnostic applications of, 1:423
interface electronics in, 1:418
packaging and encapsulation of,

1:422–423
power sources for, 1:422
rehabilitative, 1:424–427
therapeutic applications for, 1:424
transducers in, 1:418
wireless communication in, 1:418–422

Bioterrorism, monoclonal antibodies and,
4:607

Biotribology, 1:314
Biphasic theory, 2:69
Biphasic waveforms, 1:128
Bipolar electrodes, 1:151

configuration of, 1:198–199; 3:106
Bipolar forceps electrode field, in

electrosurgery, 3:175–176
Bipolar lead systems, in exercise stress

testing, 3:248
Bipolar recording configuration, 3:114–115
Bipolar recordings, with EEG biofeedback

instrumentation, 1:171
Bipolar umbilical cord occlusion, 4:179
Birdcage electrode design, 1:154
Bispectral index (BIS), 2:506

neurological monitor, 5:38–39
Bispectral Index Score (BIS), 4:560
Bispectrum analysis, EEG, 3:71
Bisphenol A polycarbonate, 1:338
‘‘Bisping’’ transvenous screw-in electrode,

1:152
Bite block, 5:590
Black body, 6:361
Bladder, overactive, 1:441
Bladder applications, for porous

biomaterials, 5:403
Bladder dysfunction, neurostimulation of,

1:429–443
Bladder dysfunction hardware, future of,

1:441–442
Bladder function, visceral neural signals in

control of, 3:128–129
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Bladder stimulation, 1:430
Bleeding. See also Blood

lower GI, 3:391–392
upper GI, 3:385–390

Blindness, 6:532–533
defined, 1:443–444
prevalence of, 1:444t

Blind persons
assistive technology for, 1:443–455
readings aids for, 1:445–447

Blind source separation, 1:242
Blogs, in office automation systems, 5:156
Blood. See also Artificial blood; Bleeding;

Hemo-entries
banked, 1:512–513
mass and thermal transport via, 1:188
measurement of oxygen in, 6:522–524
measurement of pH and carbon dioxide

in, 6:525–526
thermal properties of, 2:28

Blood-cell cancers, 4:606
Blood cell counters, 2:81–90. See also

Complete blood cell count
automated, 2:88–89
electronic, 2:84–85
history and principles for, 2:82–86
rationale for cell count, 2:82
types of, 2:82–86

Blood cell counting, impedance
plethysmography and, 4:130

Blood cells. See also Red blood cell entries;
White blood cell entries

characteristics of, 2:81t
measuring rheological properties of,

1:506–507
nature of, 2:81–82
biomaterial failure and, 1:280

Blood collection, tube guide for, 1:457t
Blood collection/processing, 1:455–465

safety in, 1:456
specimen storage in, 1:460t
standard changes in, 1:455–456

Blood collection system/equipment,
1:457–458

Blood compatible glassy carbons, 1:301
Blood component home health care devices,

3:531–532
Blood contact, biomaterial failure related

to, 1:280
Blood flow. See also Blood rheology;

Cutaneous blood flow
character of, 3:21–22
cooling and, 3:466
effective, 2:16–17
heat transfer and, 1:191
maldistribution of, 6:164
pulmonary, 2:16–18
smooth muscles and, 1:190
systemic, 2:16–18
thermotherapy and, 3:464–465

Blood flow conductivity, based on
erythrocyte orientation, 1:208

Blood gas analysis
considerations in, 6:526–527
impact of, 2:113

Blood gas analysis apparatus, 2:112
three-function, 2:113

Blood gas catheters, intravascular optical,
5:168–169

Blood gas diffusion, through the skin,
1:476–477

Blood gas electrodes, 1:465–467
principles of, 1:466

Blood gas measurement(s), 1:465–483
basic concepts in, 1:465
capnometry and capnography, 1:478–

483
continuous intravascular blood gas

monitoring, 1:474–476
ear oximetry, 1:471
intrapartum fetal pulse oximetry,

1:475–476
neonatal, 4:590–591
in neonatal monitoring, 5:22–25
optical sensors in, 5:168
oximetry in, 1:469–471
pulse oximetry, 1:471–474
transcutaneous blood gas monitoring,

1:476–478
Blood gas monitoring

continuous intravascular, 1:474–476
fetal, 3:298–299
transcutaneous, 1:476–478

Blood gas physiology, 1:467–469
Blood glucose

controlling, 3:402–403
prediction of, 3:402

Blood glucose monitoring, ambulatory,
1:16–17

Blood glucose sensors, 1:16–17
Blood loss anemia, hyperbaric medicine

and, 4:26
Blood oximeters, 6:523
Blood-oxygen-level-dependent (BOLD)

imaging, 5:246
Blood oxygen monitoring

methods development in, 2:113–114
transcutaneous, 2:113

Blood pCO2, methods of measuring, 2:109–
110

Blood perfusion, 1:188
effects on heat transfer, 1:189–190

Blood platelet aggregation, collagen-
induced, 1:107

Blood pressure (BP). See also Arterial
tonometry; Continuous BP monitoring

automatic control of, 1:490–500
central and peripheral, 3:491–492
control schemes for, 1:491–498
estimation of, 1:488
home health care devices, 3:526–527
monitoring equipment for, 4:569–570

Blood pressure load, 1:14–15
Blood pressure measurement, 1:485–490

algorithmic components of, 1:487–488
arterial, 5:235
continuous, 5:235–237
direct techniques of, 1:485–486
in exercise stress testing, 3:247–248
in shock patients, 6:165
instantaneous, 5:235
neonatal, 5:26–27
noninvasive (indirect) techniques of,

1:485, 486–489

sources of inaccuracy in, 1:488
Blood pressure measurement devices,

1:489
accuracy of, 1:489–490

Blood pressure measurement techniques,
alternative, 1:488–489

Blood pressure monitoring, 2:8–9;
4:568–569

ambulatory, 1:13–16, 489
equipment for, 4:569–570
finger, 1:489
semiautomatic, 1:489
static calibration in, 4:570
wrist, 1:489

Blood pressure profile, interpretation of,
1:15

Blood rheology, 1:500–511. See also Blood
flow

clinical conditions and, 1:503–509
rheological properties of blood,

1:500–502
Blood specimen processing, 1:459–464
Blood specimens, collecting, 1:19
Blood vessels

anatomy of, 6:491
in coronary artery replacement, 6:394
engineered, 3:204

Blood viscosity, 1:500–502
Blotting techniques, 4:603
Blue light phototherapy, 6:486
B lymphocytes, implants and, 1:112, 113
Bode plot, 1:124–125; 5:375
Bodily systems, age-related alterations in,

1:390
Body

oxygen transport in, 5:209–210
temperature regulation of, 6:378–319

Body composition, impedance
plethysmography and, 4:129–130

Body fat home health care devices, 3:530–531
Body fluid analysis, reasons for, 1:18
Body mold systems, 5:589–590
Body-section tomographic equipment,

quality control of, 6:574
BODY Simulation, 5:303, 304–305
Body surface area (BSA), 2:15, 18
Body surface potential mapping, 3:49–50
Body temperature

defined, 6:312
effects of elevated, 4:46–48

Body temperature home health care
devices, 3:529–530

Body tissues, values of resistivity of, 4:122t
Body weight home health care devices,

3:532–533
Bohr effect, 2:41
Bohr equation, for physiological dead

space, 5:431–432
Bokros, Jack, 1:302
Boltzmann transport equation, 5:534
Bolus, 5:596
Bolus infusion test, 4:4
Bond angles, in protein structure

prediction, 1:220
Bonding. See also Bone bonding

fusion, 2:3, 4f
hydrophobic, 2:3
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Bone. See also Osteo- entries
adaptive properties of, 1:534–535
anisotropic properties of, 1:529
bioceramics and, 1:284–285
cancellous, 1:524, 533–534
ceramic biomaterials and, 1:272–273
chemical bonding to biomaterials,

1:109–110
as a composite material, 1:532–533
elastic anisotropy of, 1:526t
elasticity of, 1:525
elastic properties of, 1:526t
electrical properties of, 1:535–536
electric character of, 1:558–560
fatigue strength of, 1:531
feedback mechanisms of, 1:535
fracture in, 1:542
mechanical properties of, 1:523–534;

6:420
properties of, 1:523–540
stiffness of, 1:525t, 529
strength of, 1:530
stress concentrations of, 1:531
structure of, 1:523–524
synthetic hydroxyapatite and, 1:285
treatments invasive (implanted) electric,

1:562–563
viscoelasticity of, 1:531–532
yielding and plastic deformation of,

1:530–531
Bone bonding, 1:109–110
Bone cement(s). See also Acrylic bone

cement
commercial, 1:541t
components of, 5:193t
creep of, 1:546–547
PMMA, 1:336

Bone cement polymerization process,
phases of, 1:542t

Bone defects, treatment efficacies for,
1:568

Bone deformities, developmental,
6:231–232

Bone degeneration, spinal, 6:232
Bone densitometry

radiography-based, 1:550–553
single-energy, 1:551

Bone density analysis, computed
tomography and, 2:243

Bone density measurement, 1:550–558
radiography-based densitometry,

1:550–553
Bone disease, implants for, 6:234
Bone fixation, 1:256
Bone grafts, for spinal fusion, 6:236
Bone health, strain gages in, 6:287
Bone imaging, using single photon

emission computed tomography, 2:283
Bone implants, tissue response to,

1:109–110
Bone ingrowth, 1:109
Bone measurement

QUS parameters in, 1:554–555
speed of sound or ultrasonic wave

propagating velocity for, 1:555
Bone mineral density (BMD), 1:529–530

assessment of, 1:550

Bone quality, motivation to assess,
1:555–556

Bone remodeling, 1:534–535
cellular and biochemical aspects of, 1:535

Bone scans, with Anger camera, 1:53f
Bone status measurement methods,

1:555–556
Bone stimulators, 6:237
Bone strain, in vivo, 1:531
Bone substitutes, 1:355
Bone tissue, engineered, 3:203
Bone tissue engineering

combination approaches to, 6:391–392
inductive approaches to, 6:391
strategies for, 6:389–392

Bone treatment, noninvasive electric,
1:563–564

Bone tumors, cryosurgical treatment of,
2:375

Bone ununited fracture, 1:558
Books/reports. See Medical books/reports
Boolean networks, 1:226
Bootstrap method, 6:260
Boranes, polyhedral, 1:573–574
Borderline hypertension, 1:15
Borg scale, 3:252
Borg scales of perceived exertion, 3:254t
Boron-containing agents, optimizing

delivery of, 1:576–577
Boron-containing amino acids, 1:573–574
Boron-containing porphyrins, 1:575
Boron delivery agents, 1:573

high molecular weight, 1:576
low molecular weight, 1:573–575

Boron neutron capture therapy (BNCT),
1:571–58; 6:8, 9

clinical studies of, 1:579–581
clinical trials related to, 1:579–582
neutron sources for, 1:577–579
radiobiological considerations related to,

1:572–573
Boronophenylalanine (BPA), 1:572

clinical trials of, 1:581
Boston brace scoliosis treatment, 6:131
Boston Scientific ablation system, 6:373
Boundary lubrication, 1:315; 6:417
Bovine plexiform bone, 1:524, 525f
Bovine spongiform encephalopathy (BSE),

1:513, 517
Bowel disease, inflammatory, 3:392
Boyle, Henry, 1:40
Boyle’s law, 2:14; 4:19
Brace function, biomechanical evaluation

of, 6:130
Braces

orthopedic, 6:231
use in scoliosis, 6:130

Brachytherapy, 5:482. See also High-
dosage-rate brachytherapy;
Intravascular brachytherapy (IVB)

gels in, 5:492–493
high dose rate, 6:26–27
regulations related to, 2:162, 163t

Brachytherapy formalism, standardized,
5:423

Bracing, computer modeling of, 6:130–131
Braille Institute, 1:446

Braille readers/displays, 1:445–446
Brain. See also Magnetoencephalography

(MEG)
musculoskeletal system and, 1:385
stroke and, 2:52–53

Brain dysfunctions, EEG and, 3:68
Brain function, MEG studies of, 1:244
Brain-generated noise, 1:234f
Brain imaging, using single photon

emission computed tomography, 2:283
Brain injury

acquired, 6:71
biofeedback clinical outcome literature

related to, 1:182–183
cognitive training for persons with,

6:71–72
language disorders associated with,

2:211
Brain monitoring, in anesthesia, 4:558–560
Brain pathology, MEG applications and,

1:245–246
Brain perfusion, impedance

plethysmography and, 4:128
Brain perfusion monitoring, in shock

assessment, 6:167
Brain stimulation, electromagnetic, 3:60.

See also Electroconvulsive therapy
(ECT)

Brain tumors
clinical studies of BNCT for, 1:579–581
recent and ongoing clinical trials related

to, 1:579–581
Branched polymers, as biomaterials, 1:274
Branching, in thermoplastics, 1:332
Breast bridge, 5:590
Breast cancer, high intensity focus

ultrasound for, 4:78–79
Breast cancer detection, IR imaging in,

6:349
Breast magnetic resonance imaging, 4:294
Breathable layers, for electrodes,

1:140–141
Breath control devices, 5:593
Breathing

sleep-disordered, 6:211–212
work of, 6:517–518

Breathing circuit(s), 1:31–32, 40
Breathing frequency

measurement of, 6:520–522
monitoring, 6:515

Breath sounds, 5:378
in neonatal respiratory monitoring, 5:17

Bridges, dental, 1:325–329
British Hypertension Society (BHS), 1:489,

490
Broadband ultrasound attenuation (BUA),

1:554
in trabecular bone measurement, 1:555

Bromcresol green (BCG), 1:20
Bronchial tumors, cryosurgical treatment

of, 2:374
Brookhaven studies, of BNCT tolerance,

1:580–581
Brush electrode systems, 1:156
Bryant–Cardan angles, 4:210–211
Bubble equilibration methods, 2:109–110
Buckminsterfullerene, 1:298
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Bucky balls, 1:298, 305
Bucky tray, 6:569
Bulk micromachining technologies, 2:3, 4f
Bulletins, Nuclear Regulatory

Commission, 2:171
Burger, Rudolph, 1:138
Burn injury, 6:170–172
Burns, 1:192

bioactive skin substitutes for, 6:169–179
deep second degree (deep partial

thickness), 6:170–171
etiology and prognosis relative to depth

of, 6:171t
laser Doppler flowmetry for, 2:382
mean survival rate after, 6:171t
scars and pain in, 6:171–172
size and depth of, 6:170
superficial second degree, 6:170
third degree (full thickness), 6:171

Bursae, 4:199–201
Bursitis, tissue regeneration and, 1:109
Burst and analyzing methods. See EEG

burst and analyzing methods
Burst detection

reasons for, 3:73–74
methods of, 3:79–80

Burst-episodes, analyzing, 3:74
Bursting, signal-power changes during,

3:74–79
Bursts, mechanisms of, 3:72–73
Butler–Volmer equation, 1:124, 129

Cabling, in electroneurography, 3:116
Cadaver models, osteoligamentous, 3:573
Cadaver skin, as a skin substitute,

6:173–174
CADe schemes, 2:298
Cadmium telluridide (CdTe) detectors,

5:518
CAD schemes. See also Computer-assisted

detection/diagnosis (CAD)
evaluation of, 2:298–302
scoring criteria for, 2:299–300

CAD server, 2:303
CADx schemes, 2:297–298
Cages, in spine stabilization, 3:571–572
Calcineurin inhibitors, 4:275
Calcium alginate scaffolds, 1:367
Calcium ceramics, resorbable, 1:260–262
Calcium concentration, in bioactivity

testing, 1:360–361, 364–365
Calcium-containing materials, bone

bonding to, 1:109–110
Calcium ions, bioactive glasses and, 1:286
Calcium oxides, as biomaterials, 1:273
Calcium phosphate materials, 1:261–262
Calcium phosphates, as biomaterials,

1:108
Calcium scoring, computed tomography

and, 2:243
Calcium sulfate materials, 1:260–261
Calendars, in office automation systems,

5:154
Calibration

audiometric, 1:93
in effective thermal property

measurements, 1:196

in intraoperative radiotherapy, 6:23
resistance, 1:194, 195

Caloric testing, vision-related, 5:140
Calorimetry, in determining absorbed dose

and air kerma, 5:469–470
Cameras, fundus, 5:291
Canada, infrared imaging in, 6:353
Cancellous bone, 1:524

mechanical properties of, 1:533–534
Cancer(s). See also Carcinogenicity;

Oncology; Tumors
adoptive T cell immunotherapy of,

4:115–116
blood-cell, 4:606
cryosurgical treatment of, 2:373–374
positron emission tomography in,

5:413–414
systemic hyperthermia in, 4:56–59

Cancer chemotherapy effects, biofeedback
clinical outcome literature related to,
1:180

Cancer immunotherapy, approaches to,
4:605

Cancer risks, associated with low-dose X
rays, 2:259–260

Cancer therapy. See also Cancer treatment
heavy-ion radiotherapy in, 6:10–11
nanoparticles in, 5:6

Cancer treatment, prostate, 6:376
Cantilever calibration, in force

spectroscopy, 4:510
Capacitance

double-layer, 1:123
at electrode-electrolyte interface, 1:125

Capacitance strain gages, 6:283
Capacitance-to-frequency converter, 2:8
Capacitive coulometry oxygen analysis,

5:204
Capacitive coupling (CC), 1:563–564
Capacitive electronic interfaces, 2:7–10
Capacitive microsensors, 2:1–12

fabrication technologies for, 2:2–5
medical field applications of, 2:2
operation issues of, 2:5–6
sensitivity of, 2:5–6

Capacitive pressure sensors, 2:2, 5
Capacitive transducers, 2:2
Capillary array electrophoresis, 2:432
Capillary electrometer, 1:137
Capillary electrophoresis, 2:432–433

in microdialysis sample analysis,
4:409–410

Capillary gas chromatography, 2:104
Capillary isoelectric focusing (CIEF), 2:106
Capnography. See also Capnometry

clinical uses of, 1:481
limitations of, 1:481
in neonatal monitoring, 5:14
phases of, 1:480–481
role in CPR, 1:483

Capnometers
CO2 sampling techniques using,

1:479–480
components and operational principle of,

1:482
Capnometry, 1:478–480

measurement techniques in, 1:478–479

role in CPR, 1:483
sublingual, 1:481–482

Carbamino compounds, in blood CO2

transport, 1:468, 469
Carboflo vascular graft, 1:276f
Carbon, as a biomaterial, 1:273. See also

Carbons
Carbon biomaterials, 1:296–308

biocompatibility of, 1:301
medical applications of, 1:301–306
properties of, 1:300–301

Carbon dioxide. See also CO2 entries; End-
tidal CO2; pCO2 electrode

in anesthesia delivery, 1:31, 32
in blood, 1:465; 6:525–526
in circle breathing circuit, 1:33
CPR and, 2:39–40
measurement in gas, 6:526

Carbon dioxide content (ctCO2), 2:19–20
Carbon dioxide electrodes. See CO2

electrodes
Carbon dioxide monitor, 1:43f
Carbon dioxide transport

in blood gas physiology, 1:468–469
cardiopulmonary resuscitation and,

2:40–41
Carbon fibers, 1:299
Carbon-filled silicone rubber electrode,

1:148f
Carbonic acid, in blood CO2 transport,

1:468
Carbon monoxide, in anesthesia delivery,

1:33
Carbon monoxide poisioning, hyperbaric

medicine and, 4:26
Carbons. See also Carbon

activated, 1:300, 301–302
amorphous, 1:297
glassy, 1:299
naturally occurring, 1:296–298
pyrolytic, 1:302–306
structure of, 1:296
synthetic, 1:299–300

Carcinogenicity
implants and, 1:112–113
of metallic biomaterials, 1:104–105

Cardiac action potential, 3:143–144
Cardiac arrest dysrhythmias, 2:44–48
Cardiac Arrest Survival Act, 2:49
Cardiac arrhythmia(s), 6:370

biofeedback clinical outcome literature
related to, 1:180–181

Cardiac autoregulation, in whole-body
models, 5:307

Cardiac catheter ablation, 6:369–372
Cardiac catheterization, in shock

assessment, 6:167
Cardiac cells, mathematical modeling of,

3:144–145
Cardiac compression–cardiac flow

hypothesis, 2:37–38
Cardiac contractility, 3:478–480
Cardiac cycle, 1:485; 3:477; 4:163
Cardiac cycle event detection, 1:201–202
Cardiac death, sudden, 1:69
Cardiac electrical activity, 2:43–44; 3:40f
Cardiac electrodes, 1:149–150
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Cardiac Event Monitoring (CEM), 1:13
Cardiac function, assessing, 3:480–482
Cardiac gated CT, 2:238
Cardiac index (CI), 2:18
Cardiac magnetic resonance imaging,

4:292–294
Cardiac mapping and imaging, 6:371
Cardiac monitors, combined with

transthoracic impedance, 5:22
Cardiac muscle, 2:43; 6:393
Cardiac neonatal monitoring, 5:13
Cardiac operation, minimally invasive,

4:525
Cardiac output (CO), 2:12–13, 15; 3:21.

See also Heart entries
determination of, 4:573–574
Fick technique for, 2:12–21
indicator dilution measurement of,

2:21–25
noninvasive measurement of, 1:200–201
thermodilution measurement of, 2:25–35

Cardiac output computers, 2:31
Cardiac pacing, 1:150–151, 151–152
Cardiac performance, age-associated

changes in, 1:390
Cardiac perfusion imaging, using single

photon emission computed
tomography, 2:282

Cardiac physiology, 2:42–44
Cardiac rhythms, 1:174. See also Cardiac

cycle
Cardiac structures, physical modeling of,

5:287–288
Cardiac surgery

high frequency jet ventilation and, 3:507
history of, 3:459–461

Cardiogenic artifact, 5:19
Cardiogenic artifact rejection, in neonatal

respiration monitoring, 5:22
Cardiogenic shock, 6:164

management of, 6:168
Cardiology, use of endoscopes in,

3:181–183. See also Heart entries
Cardiomyocytes (CMs), 6:393
Cardiopulmonary biofeedback, 1:174–176
Cardiopulmonary bypass (CPB), 3:459–460
Cardiopulmonary bypass circuit,

3:461–462
Cardiopulmonary resuscitation (CPR),

2:35–63. See also Cardiac physiology;
Community CPR; Pulmonary
physiology

adult, 2:53–55
airway obstruction and, 2:55–56
automatic external defibrillator and,

2:56–57
cardiac arrest dysrhythmias and,

2:44–48
cardiovascular disease and, 2:50–51
cerebrovascular disease and, 2:51–53
certification in, 1:456
historical events in, 2:59
historical perspective on, 2:35–38
oxygen and carbon dioxide transport

and, 2:40–41
pediatric and infant, 2:57–58
pulmonary circulation and, 2:41–42

role of capnometry–capnography in,
1:483

Cardiopulmonary stress testing, 5:440–441
Cardiotocography, fetal, 3:296–298
Cardiovascular applications, polymers in,

1:276
Cardiovascular–circulation systems

modeling, 5:307–310
Cardiovascular devices, biomaterial

surfaces of, 1:343
Cardiovascular disease, 2:50–51
Cardiovascular events, hypertensive

patients with high risk of, 1:15–16
Cardiovascular medicine, bioimpedance in,

1:197–216
Cardiovascular monitoring, thermistors in,

6:335
Cardiovascular reactivity

biofeedback clinical outcome literature
related to, 1:180–181, 182

Cardiovascular regulation systems
modeling, 5:310–313

Cardiovascular system
high intensity focus ultrasound in,

4:79–81
role in respiratory mechanics, 6:105–106

Cardiovascular tissue engineering,
strategies for, 6:392–394

Cardioverter defibrillators, implantable,
1:69–70, 71–79

Career preparation, for biomedical
engineering, 1:404–405

CareSuite system, 1:44–45
Carol, Mark, 6:397
Carpometacarpal (CMC) thumb joint

replacements, 1:304
Cartilage. See also Collagen(s)

articular, 4:202–204
biomaterial scaffolds necessary for

engineering, 2:74
cells capable of generating, 2:73
composition and structure of, 2:63–66
engineered, 3:203–204
functional tissue engineering of, 2:74–75
hyaline and articular, 2:63–65
mechanical properties of, 2:66–71
properties of, 2:63–80
regeneration of, 2:73
repair strategies of, 2:71–73
in tissue engineering, 1:366; 2:73–75
wear and degeneration of, 2:71

Cartilage applications, for porous
biomaterials, 5:403

Cartilaginous joints, 4:199, 202f
Cartilaginous tissue, masticatory system,

6:420–421
CARTO system, 6:372
Casette-type ECG recorder, 1:13
Cash flows, negative and positive, 1:26–27
Cassen, Benedict, 1:51
Casson fluid, blood as, 1:501, 502
Catheterization, umbilical artery/vein,

4:589–590
Catheters, 2:2

balloon, 2:350–352
calibrating, 2:31
distal, 4:12

guiding, 2:349
with heating elements, 2:27, 28
intravascular optical blood gas,

5:168–169
in microsurgery, 4:532
mixed-venous fiber optic, 5:165–166
proximal, 4:9–10
pulmonary artery, 2:29–30; 4:572–573
Swan–Ganz, 2:26, 30
for thermal dilution measurement, 2:24f
umbilical artery, 4:594–595
umbilical artery/vein, 4:590
umbilical venous, 4:595
volume conductance, 1:206–207
water-perfused, 1:62

Catheter-tip transducer systems, 4:579
Cathode, 1:465–466
CEDIA enzyme immunoassay, 1:21
Cell adhesion, protein-mediated,

5:396–397
Cell-based drug screening, impedance

spectroscopy as a tranducer in,
4:140–142

Cell behavior
growth factors necessary for modulating,

2:74
at surfaces, 1:345

Cell counters, blood, 2:81–90
Cell culture, in medical microbiology, 4:375
Cell Culture Analogs (CCAs), micro, 4:393
Cell elasticity measurements, 4:512
Cell imaging, impedance plethysmography

and, 4:130–131
Cell manipulation, nanoparticles in, 5:6–7
Cell-mediated immune response, 1:113
Cell metabolism

cooling and, 3:466
temperature and, 3:464

Cell patterning, potential applications for,
1:413–414

Cell Preparation Tube (CPT), separation of
peripheral blood mononuclear cells
using, 1:462–464

Cells
in automated cytology, 2:389–390
in biosurface engineering, 1:409
controlling attachment, morphology, and

differentiation of, 1:414
instrumentation for defining,

enumerating, and isolating, 4:603–604
monitoring attachment and spreading

in, 4:139–140
in tissue engineering, 1:366
tissue regeneration and, 1:108–109

Cell seeding, in tissue engineering, 6:387
Cell separation, in microbioreactors,

4:390–391
Cell separation/purification, nanoparticles

in, 5:5
Cell sorting, 2:397–399
Cell sources

in bone tissue engineering, 6:390
in cardiovascular tissue engineering,

6:392, 393, 394
Cell-to-cell interactions, in engineered

tissue, 3:200
Cell types, in engineered tissue, 3:192–193
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Cellular cardiomyoplasty (CCM), 6:393
Cellular imaging, 2:90–101

fluorescence and, 2:91
Raman and CARS microscopy, 2:98–99

Cellular parameter measurement
in automated cytology, 2:392–400
devices used in, 2:397–400

Cellular patterning techniques, 1:409–414
Cellular processes, in engineered tissue,

3:190–194
Cellular solid porous biomaterial

fabrication, 5:400
Cellular thermal damage, 4:48
Celsius temperature scale, 6:312
Cemented prosthesis fixation, 5:194
Cementless prosthesis fixation, 5:194–195
Cements

calcium phosphate, 1:262
dental, 1:324–325

Censoring, 6:262–263
Centigrade temperature scale, 6:312
Central auditory processing disorder, 2:211
Central auditory system, 1:95
Central limit theorem, 5:534
Central nervous system applications, for

porous biomaterials, 5:404
Centrifugal flow ventricular assist device,

3:454–455
Centrifuges, separation of peripheral blood

mononuclear cells using, 1:462
Cerabone, 1:287
Ceramic materials, use in medical devices,

1:313–314
Ceramic-on-ceramic hip joints, 3:521
Ceramic-on-metal hip joint bearing,

3:521–522
Ceramics

as biomaterials, 1:107–108, 272–273
as prosthetic restorative materials,

1:326–327
resorbable calcium, 1:260–262

Cerebral autoregulation, in whole-body
models, 5:306–307

Cerebral cortex, organization of, 3:63
Cerebral function monitor, 5:35–36
Cerebral injury, EEG and, 3:67
Cerebral metabolism, EEG and, 3:67
Cerebral State Monitor (CSM), 4:562
Cerebral systems modeling, 5:313–316
Cerebral topography, EEG and, 3:67
Cerebrospinal fluid (CSF), 4:576–578

circulation of, 4:1–2
pulsations of, 4:2
resistance to reabsorption of,

4:3–5
Cerebrospinal fluid drainage valves,

4:10–12
Cerebrovascular disease, 2:51–53

vascular graft prostheses and, 6:493
Cervical cap, 2:340–341
Cervical dilatation, continuous monitoring

of, 3:300
Cervical region, surgical procedures and,

3:566–568
Cervical spine, anatomy of, 3:547–551
Cervical spine region, degeneration–

trauma in, 3:562–564

Cervical spine stabilization/fusion,
3:573–579

CFR–CFRg correlations, 2:357–359
‘‘Chain of Survival,’’ 2:49, 51, 52, 56
Chain polymerization, 1:330–331
Change

anchor-based methods of determining,
5:445t

clinically significant, 5:447–449t
distribution-based methods of

determining, 5:446t
group versus individual, 5:451

Char, 1:299
Charcoal, medical applications of, 1:301–302
Chardack electrode, 1:151
Charge-coupled device cameras, 4:492–493
Charge-coupled devices (CCDs),

5:296–297; 6:557
Charged particle patient totals, 6:2t
Charge transfer mechanism, at electrode-

patient interface, 1:120
Charles’ law, 2:14; 4:19
Charnley, John, 1:255, 540, 541
Chart abscissa generation, in graphic

recorders, 6:51
Chat systems, in office automation

systems, 5:157
Checkmate delivery device, 1:604
Chemical ablation, 6:367–368
Chemical colorimetric airway detector,

1:482–483
Chemical composition, of thermoplastics,

1:332
Chemical dosimetry, in determining

absorbed dose and air kerma,
5:470–471

Chemically modified FETs (CHEMFETs),
4:190

Chemicals, as a hospital problem, 6:111.
See also Compounds

Chemical shifts, X-ray photon spectroscopy
and, 1:349–350

Chemical sterilants, 6:279t
Chemical stimulation, in developing visual

prostheses, 6:534
Chemical vapor deposited (CVD) carbons,

1:299–300
Chemical vapor deposition, for porous

biomaterial fabrication, 5:401
Chemistry, of biological samples, 4:519–521
Chemistry analyzers, 1:19–23
Chemotherapy

in conjunction with hyperthermia, 4:68
systemic hyperthermia and, 4:56–58

Chest electrodes, 1:138
Chest pain, 2:50
Chicago scintillation camera, 1:52
Child Language Analysis (CLAN), 2:216
Children

EGG in, 3:93–94
high frequency ventilation in, 3:508–509
indications for liver transplantation in,

4:269t
w2 test, to compare unpaired samples,

6:250–251
w2 value, 6:249
China, infrared imaging in, 6:353

Chin vs. St. Barnabos Medical Center,
3:538–539

Chitosan, in tissue engineering, 1:370
Chloride electrode test, 2:387
Chondrocytes, 2:63. See also Cartilage

entries
Chromatographic systems, 2:102
Chromatography, 2:101–109

general theory of, 2:102–103
types of, 2:103–108

Chromium, from implants, 1:111–113
Chromosome analysis, automated cytology

for, 2:403
Chronic implantable system, 1:434–435

surgical technique for, 1:435–436
Chronic pain, morphine analgesia for, 3:32
Chronic regional pain syndromes, 6:229
Chronic rejection, following liver

transplantation, 4:272–275
Circadian blood pressure variability,

dipping and, 1:15
Circle breathing circuits, 1:32f. See also

Semiclosed circle system
anesthesia machine, 1:38
virtues and limitations of, 1:33–34

Circuits
in integrated-circuit temperature

sensor, 4:159–160
ISFET, 4:191–193

Circular collimators, radiosurgery based
on, 5:578

Circular electrodes, current density under,
1:145–146

Circulation
assisted, 3:459–461
of cerebrospinal fluid, 4:1–2
coronary, 3:482–483
pulmonary, 2:41–42; 4:567
systemic, 4:567
in whole-body models, 5:305

Circumferential cuff electrodes, 3:123–124
Clarion hi-focus electrode system, 1:154
Clark-type sensor, 1:477
Class A and B bioactive materials, 1:289
Classical conditioning, 1:166
Classification

in automated cytology, 2:403
in computer-assisted detection/

diagnosis, 2:296
Clausius–Clapeyron equation, 1:5
Cleanliness, as a hospital problem, 6:114
Cleft palate–lip, 2:211
Clemson Advisory Board, 1:267
Clinical and Laboratory Standards

Institute (CLSI), 1:455–456
Clinical applications, strain gages in, 6:288
Clinical biofeedback training, 1:167–168
Clinical dosimetry, X-ray, 6:586–589
Clinical engineering, medical device safety

program and, 6:117
Clinical inspection, of EEG chart records,

3:69
Clinical laboratory automation, 1:23–24

automation options and system design
in, 1:23–24

available automation systems for, 1:24
NCCLS guidelines for, 1:24
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Clinical literature, intracranial pressure
monitoring, 4:580–582

Clinically significant change, studies for
determining, 5:447–449t

Clinical management software, for
communication disorders, 2:212

Clinical significance. See also Clinically
significant change

checklist for assessing, 5:450t
determining and interpreting, 5:444,

445–451
recent developments related to, 5:451

Clinical studies
of BNCT for brain tumors, 1:579–581
CAD, 2:301
codes and regulations for, 2:147

Clinical target volume (CTV), 5:545, 546
Clinical testing questionnaire, 3:221t
Clinical trials, 6:262–263

codes and regulations related to,
2:143–144

double blind, 6:262
hyperthermia and chemotherapy,

4:70t
hyperthermia and radiation, 4:69t
within patient studies versus across

patient studies, 6:262
Clitoral vacuum, 6:154
Clitstim, 6:154
Closed-loop system control, 2:504
Closed scavenger systems, anesthesia

machine, 1:39
Clotting. See also Coagulation; Thromb-

entries
biomaterial failure and, 1:280
in pulmonary artery catheters, 2:30

CLUSTAL-W, 1:219
Clustering, in tracer kinetics, 6:435
Clusters of orthologous groups (COG)

genes, 1:223
CMOS MEMS interface electronics, 1:418
CMOS technology, 1:420, 421, 422, 423,

426, 427; 2:10
CO2, transcutaneous, 2:114–116. See also

Carbon dioxide entries
CO2 absorbents, 1:32–33
CO2 electrodes, 2:109–120. See also Blood

gas entries
accuracy of, 2:117
applications of transcutaneous

technology, 2:116–117
design details of, 2:111–113
history of, 2:110–111
limitations of, 2:117

CO2 sampling techniques, 1:479–480
Coagulase negative staphylococci, 1:114
Coagulation, of blood, 1:503. See also

Clotting
Coating properties, of plasma

polymerization monomers, 1:346t
Coatings, development of biologically

responsive, 1:347–348
Coating techniques, 1:355–365
Cobalt

from implants, 1:112–113
properties of, 2:122t

Cobalt-60 units, 2:120–133

activation physics related to,
2:122–124

calibration of, 2:128–130
design of, 2:125
first clinical applications of, 2:132
geometric penumbra and, 2:131
head design in, 2:125–126
history of, 2:121–122
isodose charts and, 2:131–132
mounting, 2:126–127
radiation beam characteristics in,

2:127–128
relative dose functions and, 2:130–131
source strength specification and,

2:124–125
Cobalt alloys, as biomaterials, 1:270, 271
Cobalt–chromium alloys, 1:312

as biomaterials, 1:105
in metal-on-metal prostheses, 1:317

Cobalt–chromium–nickel alloys, in dental
prosthetics, 1:325

COBAS AMPLICORTM analyzer, 4:376
Cochlear implant electrodes, 1:154, 155
Cochlear prostheses, 2:133–141

acoustic and electrical stimulation in,
2:138

auditory periphery and, 2:134–135
auditory system and, 2:133–134
benefits and risks of, 2:137
bilateral implants of, 2:139
candidates for implants, 2:133s
conditioning pulses and, 2:138–139
evaluation of, 2:137
fine structure and, 2:139
future of, 2:138
high density electrode arrays and, 2:138
history of, 2:133
implantation cost of, 2:137–138
operation of, 2:135–137

Coded excitation, 6:469–471
Coded harmonic excitation, 6:469–471
Codes, medical device, 2:141–153. See also

Radiation codes/regulations
Cofactors, in enzyme activity

measurement, 2:195
Cognition, evoked potentials and,

3:236–237
Cognitive assessment, for augmentative

and alternative communication
systems, 2:208

Cognitive rehabilitation, computers in,
6:71–79

Cognitive task analysis, effect on human
factors and medical devices, 3:540

Cognitive training
for persons with brain injury,

6:71–72
for persons with dementia, 6:73–74
for persons with psychiatric disorders,

6:72–73
for students with learning disabilities,

6:72
virtual reality for, 6:74

Cohen, David, 1:230
Coherence function, in separating

ventricular fibrillation from
tachycardia, 1:79

Coherent anti-Stokes Raman (CARS)
spectroscopy, 2:98–99

Coherent scattering, 6:593–594
Coke, 1:299
Cold indicator solution, 2:30–31
Cold packs, 1:190
Cold therapy. See Heat and cold therapy
Cole, Kenneth S., 1:197–198
Cole-Cole plot, 1:209–210
Colitis, ischemic, 3:392
Collaborative writing systems, in office

automation systems, 5:157
Collagen(s), 1:340–341, 523–524. See also

Cartilage
in arterial walls, 1:85
as biomaterial, 1:107
cooling and, 3:466
in skin, 6:203–204
synthetic hydroxyapatite and, 1:285
in tendons and ligaments, 4:241–242
thermotherapy and, 3:464
in tissue engineering, 1:367–370; 6:384

Collagen-induced blood platelet
aggregation, 1:107

Collagen matrices, naturally derived,
6:196–198

Collagen scaffolds, 1:378
College of American Pathologists (CAP),

1:455
point of care testing guidelines by, 1:22–

23
Collimation

Anger camera, 1:56–58
in CT scanners, 2:235

Collimator assembly, in X-ray equipment,
6:565

Collimators, 6:554–555
multileaf, 5:576

Colloidal chemistry, nanoparticle
fabrication via, 5:3

Colloidal drug delivery devices, 2:464–486
characterization of, 2:466
classification of, 2:465

Colloids, oxygen-carrying, 1:515–516
Colonography, computed tomography,

2:261–263
Colonoscopy, virtual, 2:261–263
Colon targeting, cyclodextrins in, 2:460
Color Doppler, 3:1–2, 9, 10
Color Doppler flow imaging (CDFI), 5:245
Color Doppler signal processing, 3:11f
Color flow Doppler, 6:464–465
Color flow imaging (CFI), 5:245
Colorimetric airway detector, 1:482–483
Colorimetry, 1:469; 2:187–197; 4:323–324

clinical applications of, 2:191–196
future developments in, 2:196
instrumentation for, 2:189–190

Colposcope, 2:198
Colposcopy, 2:197–202

accessory instruments to, 2:200–202
digital, 2:201–202
findings in, 2:198
indications for 198, 2:199
technique of 199, 2:200

Combined blood gas analysis apparatus,
2:112
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Combined gas law, 2:14
Combined magnetic field (CMF), 1:567
Committed effective dose, 5:505
Committed equivalent dose, 5:505
Committees, in a total hospital safety

program, 6:115
Common peroneal nerve stimulation,

1:430
Communication devices, 2:202–210. See

also Augmentative and alternative
communication (AAC) systems

Communication disorders
assessment of, 2:214–217
assistive devices for, 2:221–224
computer administration–information

processing and, 2:211–213
computer applications for, 2:210–229
future directions of, 2:224–225
intervention in, 2:217–221
normal function analysis and, 2:213–214

Communication, in a total hospital safety
program, 6:115

Communication networks, in
teleradiology, 6:305–306

Communicative competence, training for,
2:208–209

Community CPR, mechanisms for,
2:48–50

Compact bone
as a composite material, 1:532–533
electrical properties of, 1:536
mechanical properties of, 1:523–534

Comparative genomics, 1:222–223
Comparative protein modeling techniques,

1:221
Compartment modeling, 6:431–434

three or more compartments in, 6:433
Compartment syndrome, hyperbaric

medicine and, 4:25–26
Compensating filter, 5:597
Complement system, implants and, 1:112
Complete blood count (CBC), 1:459, 460;

2:86–88
Complex formation

in colorimetry, 2:192
methods used to detect, 2:454

Complex impedance plot, 1:124
Complexity-based neurological monitor,

5:39
Complexity measurements, in separating

ventricular fibrillation from
tachycardia, 1:79

Complex systems, niosomes in, 2:475
Compliance, in anorectal manometry, 1:67
Compliance issues, in continuous positive

airway pressure, 2:335–336
Composite biomaterials, 1:108. See also

Composites
Composite resins. See Resin-based

composites
Composites. See also Composite

biomaterials
bioactive, 1:289
resin-based, 6:93–99
resorbable, 1:262–264

Compound biological effectiveness (CBE),
1:572

Compound microscope, 4:523
Compounds. See also Chemicals

fluorescent, 3:345
identification in biological samples,

3:345
Comprehensive Accreditation Manual for

Hospitals (CAMH), 6:115
Compressed gas drive mechanism, 6:506
Compressed gas inlets, in anesthesia

machines, 1:34–35
Compressed Gas Association (CGA) gas

system standards, 3:381
Compressive properties, of cartilage and

meniscus, 2:67–69
Compton scattering, 6:595–596
Computation, in exercise training, 1:395
Computational modeling, 1:224–227
Computational models

dissemination of, 3:147–148
impact on ventricular cells, 3:148
of murine ventricular action potentials,

3:146–147
visual prostheses and, 6:540

Computation times, in computer-assisted
detection/diagnosis, 2:296–297

Computed radiography (CR), 5:337
comparison with digital radiography,

5:345–346
for mammography, 4:302

Computed radiography systems, 5:337–338
available, 5:339
technological advances in, 5:339–340

Computed tomography (CT), 2:230–258.
See also Computed tomography
screening; Computerized tomography
entries; CT entries; Single photon
emission computed tomography
(SPECT)

artifacts in, 2:253–257
basic principles of, 2:230–233
cardiac gated, 2:238
cone beam, 2:250
in diagnosing implant-related infection,

1:116
display techniques in, 2:239–242
electron beam, 2:232–233
evolution of, 2:231–233
fast X-ray, 5:246
helical, 2:233
image quality in, 2:250–253
multidetector, 2:233
noise levels in, 6:575–576
numbers in, 2:238–239
phantom materials in, 5:266–267
quality control in, 6:574–578
quantitative analysis in, 2:243
radiation dose in, 2:244–246
in radiosurgery treatment planning,

5:577
scan pitch in, 2:237
special clinical functions of, 2:242–244
stereotaxis based on, 6:267
techniques in, 2:237–238

Computed tomography angiography
(CTA), 2:242–243

Computed tomography colonograpy,
2:261–263

Computed tomography screening, 2:258–
266

cancer risks associated with, 2:259–260
for early stage lung cancer, 2:263–264
full-body, 2:26
radiation doses from, 2:260–261

Computed tomography simulation
for advanced radiation therapy,

2:273–275
for intensity modulated radiation

therapy, 2:273–274
process of, 2:269–273
for stereotactic radiosurgery, 2:275
for tomotherapy, 2:274–275

Computed tomography simulator,
2:266–277; 5:529–530. See also
Computed tomography simulation

future of, 2:275–276
patient data acquisition using, 2:268
patient positioning and immobilization

for, 2:268–269
Computer administration–information

processing, for communication
disorders, 2:211–213

Computer-aided anesthesia control,
1:47–50

Computer aided design (CAD), in
orthopedic device designs, 5:190

Computer-aided diagnosis (CAD), 6:351.
See also Computer-assisted detection/
diagnosis (CAD)

Computer-aided radiation dose planning,
5:455–463

dose calculation in, 5:458–460
dose display and plan evaluation in,

5:462–463
image registration in, 5:457–458
treatment plan optimization in,

5:460–462
virtual simulation in, 5:455–457

Computer algorithms, in pulse generators,
5:222. See also Algorithms

Computer analysis
of polysomnographic data, 6:214–219
of sleep microstructure, 6:219
of sleep studies, 6:213–224

Computer animation, in EEG biofeedback
instrumentation, 1:171

Computer applications, for communication
disorders, 2:210–229

Computer-assisted anesthesia control
systems, 1:48, 49f

Computer-assisted cognitive retraining
(CACR), 6:71–72

Computer-assisted detection/diagnosis
(CAD), 2:284–306. See also CAD
entries

advanced applications of, 2:302–303
clinical studies of, 2:301–302
defined, 2:285
future studies of, 2:303
need for, 2:287–288
workings of, 2:285–287

Computer-assisted detection/diagnosis
algorithms, 2:288–297

evaluation of, 2:297–302
Computer-assisted instruction (CAI), 6:72

INDEX 625



Computer-assisted sleep staging (CASS),
6:215–219

Computer-based biofeedback
instrumentation, 1:168–169

Computer-based heart beat detection,
3:50–51

Computer-based instrument systems,
software in, 2:314–316

Computer-based interactive programs, for
Alzheimer’s disease, 6:73

Computer-based medical record systems,
4:351–361. See also Computer-based
patient records (CPRs)

Computer-based monitoring ECG systems,
3:50–51

Computer-based patient records (CPRs),
4:352–353

exclusive features of, 4:353–354
features of, 4:355–358
roadblocks in implementing, 4:354–355

Computer-generated technology, for
rehabilitation, 6:74

Computer information technology, in
anesthesia, 1:44–47

Computerization, in exercise stress testing,
3:249

Computerized decision support, in
hemodynamic monitoring, 4:575

Computerized injectors, in anesthesia
machines, 1:41

Computerized medical device management
systems, 6:118

Computerized Profiling (CP), 2:216
Computerized tomography, in cryosurgery,

2:372. See also Computed tomography
(CT)

Computerized tomography books/reports,
4:344

Computerized variable bypass vaporizers,
in anesthesia machines, 1:41

Computer modeling, of bracing, 6:130–131
Computer networking, 5:350–353
Computer networks, large-area, 1:47
Computers. See also Personal computers;

Virtual reality
in anesthesia, 1:42–51
in biomechanics, 1:385, 386–387
in the biomedical laboratory, 2:306–321
books/reports on, 4:349
cardiac output, 2:31
in cognitive rehabilitation, 6:71–79
with EEG instrumentation, 1:172
in electrocardiography, 3:34–53
in exercise training, 1:393–401
in hybrid SPECT/CT and PET/CT

systems, 5:119–121
image processing, analysis, and display

using, 5:117–118
information technology and, 5:118–119
integration into polysomnography, 6:214
limitations in sleep analysis, 6:221–223
in medical education, 4:307–311
in NM imaging, 5:108–114
in nuclear medicine, 5:106–124
in tomographic reconstruction,

5:114–117
patient records and, 4:310–311

talking, 1:445, 446–447
utility in advanced anesthesia

monitoring, 1:43–44
Computer simulation, 1:45–46

applications of, 5:121–122
Computing, statistical, 6:263–264
Comroe, Julius, 5:430
Concentration, activity and, 1:123
Concentration recovery, in microdialysis

sampling, 4:412
Concentration–time curve, in

pharmacokinetics, 5:270–272
Concentric contraction, 1:392
Concept validation, in IR-based breast

screening, 6:352–353
Condensation polymeric biomaterials,

1:274
Condensation polymerization, 1:330
Condenser lens, in the transmission

electron microscope, 4:481
Conditioned response (CR), 1:166
Conditioned stimulus (CS), 1:166
Conditioning, 1:166
Conditioning film, 1:115
Condoms. See also Contraceptive devices

female, 2:339–340
male, 2:338–339

Conductance. See Skin conductance
activity (SCA)

Conductance catheter systems, 1:206–207
Conduction-heat devices, 3:467
Conductive electrodes, 1:146–148

current density under, 1:145–146,
148

Conductive keratoplasty, 6:378
Conductive rubber electrodes, 1:148
Conductivity, of biological samples,

4:519–521
Conductors, 1:466
Cone beam CT, 2:250
Cone beam errors, in computed

tomography, 2:257
Cone-plate visometer, 1:505f
Conference of Radiation Control Program

Directors (CRCPD), 2:156–157, 172.
See also CRCPD model regulations

Confocal fluorescence microscopy,
4:493–494

Confocal microscope light detectors,
4:455–457

Confocal microscopy, 4:449–477. See also
Confocal fluorescence microscopy

acoustooptic tunable filters in, 4:457–459
advantages and disadvantages of,

4:453–455
Airy disk and lateral resolution in,

4:462–464
Alexa Fluor dyes in, 4:467–468
benefits of acoustooptic tunable filters in,

4:459–461
cyanine dyes in, 4:468
fiber-based, 3:309–310
fluorescent dyes in, 4:466–467
fluorescent environmental probes in,

4:468–469
fluorescent proteins and, 4:471–472
fluorophores for, 4:464–465

laser and arc-discharge spectral lines in,
4:466t

laser scanning, 2:92–93
laser scanning configuration in,

4:452–433
organelle probes in, 4:469–470
principles of, 4:450–452
quantum dots in, 4:470–471
quenching and photobleaching in,

4:472–474
resolution and contrast in, 4:461–462

Conformal particle therapy, 6:34
Conformation, of biological samples,

4:519–521
Conformity–Gradient Index (conformal)

(CGIc), 5:583
Conformity–Gradient Index score (CGIg),

5:582–583
Confrontation visual field exam, 6:528–529
Congenital cystic adenomatoid

malformation, 4:172–173
Congenital diaphragmatic hernia, 3:506
Congenital nystagmus, 5:140
Congestive heart failure (CHF),

1:205–206
Conical metal disk electrodes, 1:139
Connection errors, in thermocouples, 6:344
Consent, for electroconvulsive therapy,

3:55
Constant compliance regime, 1:351
Constant flow infusion method, 4:4–5
Constant phase angle impedance, at

electrode–electrolyte interface, 1:125
Constant pressure infusion method, 4:4
Constant temperature heating technique,

1:193–194
Constipation, manometric features of,

1:65–66
Constipation pain, biofeedback clinical

outcome literature related to, 1:180
Constitutive laws, 1:88
Contact impedance, at electrode-skin

interface, 1:121
Contacting motion sensors, in neonatal

respiratory monitoring, 5:16
Contact lenses, 1:277; 2:321–329

astigmatic designs in, 2:326
care of, 2:324
corneal physiology and response to,

2:324–325
designs for presbyopia and monovision,

2:326–327
fitting of soft contact lenses, 2:323
fitting philosophy for rigid gas permeable

contact lenses, 2:323
history of, 2:321–322
optics and design of, 2:322
for orthokeratology, 2:327
poly(methyl methacrylate)-rigid gas

permeable design for, 2:322–323
safety of, 2:325–326
soft, 2:323
wear schedules for, 2:323–324

Contact potential, at electrode-skin
interface, 1:121

Contact units, for radiation therapy, 6:583
Container electrode, 1:143
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Contamination, of polymerase chain
reaction, 5:381–382

Content-Addressed Storage (CAS), 5:350
Content-based image retrieval (CBIR),

4:359
Contingent negative variation (CNV),

3:237
Continuous BP monitoring, 5:235–237.

See also Blood pressure entries
Continuous flow ventricular assist devices,

3:454
Continuous intraarterial pO2

measurement, 5:212–213
Continuous intravascular blood gas

monitoring (CIBM), 1:474–476
clinical uses for, 1:475
limitations and complications of, 1:475

Continuous intravascular neonatal blood
gas/biochemical sensors, 4:591–592

Continuous phase composite (CPC), 1:263
Continuous positive airway pressure

(CPAP), 1:38; 2:329–336; 6:508,
511–512

advantages of, 2:336
comfort/compliance issues in, 2:335–336
definitions related to, 2:330t
indications for use of, 2:334–335
leak circuit modification in, 2:329–330
monitoring/titration issues related to,

2:332–334
in obstructive sleep apnea/hypopnea

syndrome (OSAHS), 2:329–332
variations in, 2:330–332

Continuous variables
parametrical hypothesis testing on,

6:251
probability density function for, 6:244

Continuous wave Doppler (CW), 3:1
Continuous wave Doppler ultrasound (US),

in peripheral vascular noninvasive
measurements, 5:241–242

Contraception, research and development
related to, 2:347–348

Contraceptive devices, 2:336–349
bilateral tubal sterilization, 2:346–347
cervical cap, 2:340–341
efficacy of, 2:337–338
female condom, 2:339–340
informed consent concerning, 2:338
intrauterine devices, 2:345–346
Lea’s shield, 2:341
male condom, 2:338–339
transdermal contraceptive patch,

2:343–344
vaginal spermicides, 2:340

Contraceptive diaphragm, 2:342–343
Contraceptive implants, 2:344–345
Contraceptive patch, transdermal,

2:343–344
Contraceptive sponge, 2:341–342
Contraceptive vaginal ring, 2:344
Contractility, of the heart, 4:567
Contraction, of muscles, 1:391–392
Contrast, in computed tomography,

2:252–253
Contrast bath hydrotherapy, 3:464
Contrast dye echocardiography, 2:38

Contrast enhancement, in computed
radiography, 5:340

Contrast imaging, 6:465–471
in echocardiography, 3:23

Contrast perturbation, 1:610
Contrast ratio, in X-ray systems, 6:572
Contrast/resolution

in computed radiography systems, 5:339
in confocal microscopy, 4:461–462

Control advance moving average controller
(CAMAC), 1:493

Control interface, in augmentative and
alternative communication systems,
2:204

Controlled drug delivery
principles of, 2:437–440
various approaches to, 2:438–440

Controllers, for near-field scanning optical
microscopy, 4:438–439

Control mechanisms, for movement,
1:385–386

Control panel, in X-ray equipment, 6:569
Convection hydrotherapy, 3:468
Conversion gain, in X-ray systems, 6:572
Convolutions, in CT reconstruction

methods, 2:247–248
Convolution–superposition radiation dose

calculation, 5:459
Convolution theorem, 2:248–249
Cooled thermal detectors, 6:349–350
Coordinated movement, 1:385–386
Coordinate systems, in joint biomechanics,

4:209
Cooximetry, versus oximetry, 1:470–471
Copolymers, 1:332; 5:388
Copper–nickel–titanium alloys, in dental

prosthetics, 1:325
Coral, as biomaterial, 1:272–273
Coral-derived apatite, in tissue

engineering, 1:374
Cordis Checkmate system, 1:602–604
Cornea, physiology and response to contact

lens wear, 2:324–325
Cornea ablation, 6:378
Corneal reflection recognition, 3:270
Corneocytes, 1:131
Coronary angioplasty, 2:349–360

percutaneous transluminal, 4:542
Coronary artery bypass

minimally invasive, 4:541–542
predicting improved survival with, 3:258

Coronary artery disease, 2:50–51
Coronary artery replacement, 6:394
Coronary atherosclerosis, vascular graft

prostheses and, 6:491–493
Coronary autoregulation, in whole-body

models, 5:307
Coronary circulation, 3:482
Coronary interventions, percutaneous,

3:258
Coronary micro-syringe, 2:503
Coronary systems modeling, 5:316
Corpectomy models, 3:573
Correction-based radiation dose

calculation, 5:458–459
Correlation analysis, EEG, 3:69–70
Correlations, 6:256–257

Correlation waveform analysis (CWA),
1:70

in separating ventricular fibrillation
from tachycardia, 1:79

template matching by, 1:76
Correlation waveform analysis, 1:74
Corrosion

biomaterial failure from, 1:278
of biomaterials, 1:308–314

Corrosion fatigue (CF), 1:311
Corrosion rate, of metallic biomaterials,

1:309, 311
Corrosion resistance

of metallic biomaterials, 1:104–105
of nickel–titanium shape memory alloys,

1:7–8
Corrosive wear, 1:315
Cortical approach, to developing visual

prostheses, 6:535–536
Cortical bone, 1:524
Cortical injury monitor, 5:35
Corticosteroids, 4:273–274
CORVUS system, 6:397
Costs, of high-dosage-rate brachytherapy,

1:599–600
Cough reflex, 1:64
‘‘Coulter Counter,’’ 1:23, 24
Counseling, in speech intervention, 2:218
Counterpulsation principle, 4:164
Count rate performance, Anger camera,

1:60
Coupled motion, in scoliosis, 6:126
Coupling efficiency, in illumination fibers,

3:306
Coupling medium, in lithotripsy, 4:260
Cournand, Andre Frederick, 5:430
Covalent modification, of biomaterials,

6:388–389
Craniofacial research, strain gages in,

6:287–288
Craniospinal system, hydrodynamics of,

4:3
Craniotomy, stereotactic, 6:269
Crawling, by mammalian cells, 1:345
CRCPD model regulations, 2:172–173
Creep, of bone cement, 1:546–547
Creutzfeldt-Jakob disease (vCJD), 1:513,

517
Crevice corrosion cells, 1:310
Critical Assessment of Fully Automated

Structure Prediction (CAFASP), 1:221
Critical Assessment of techniques for

protein Structure Prediction (CASP),
1:221

Critical care analyzers, 1:21–22
Critical care instruments, 1:22t
Critical cell path length, in tissue

regeneration, 6:185–186
Critical stress intensity factor (K1c), of

bone, 1:530
Crossed cylinder wear geometry, 1:316
Cross-linked polyethylene hip joints, 3:521
Cross-linked polymers, as biomaterials,

1:274
Cross-linking

in elastomers, 1:332–333
in thermosets, 1:332
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Cross-linking (Continued)
in UHMWPE, 1:334–335
of ultrahigh molecular weight

polyethylene, 1:316–317
Cross-spectral analysis, EEG, 3:70–71
Crosstalk minimization, in ocular motor

recording, 5:146–147
Crowns, dental, 1:325–329
Crush injury, hyperbaric medicine and,

4:25–26
Cryoablation (cryotherapy, cryosurgery),

6:366–367, 371, 374, 376
Cryobiology, 1:188–189, 192
Cryogenics, 1:236
Cryopreservation, 1:192

of engineered tissue, 3:201–202
Cryoprotective agents (CPAs), 1:192
Cryosurgery, 2:360–378

apparatus associated with, 2:363–366
clinical uses for, 2:372–376
comparison with other treatment

methods, 2:376
effect on tissue, 2:362–363
future directions in, 2:376–377
historical developments in, 2:361–362
monitoring technique for, 2:368–372
techniques for, 2:366–368

Cryosurgical device, 2:365f
Cryotherapy, 3:474–475

history of, 3:463–464
Crystalline carbons, 1:296–297, 298f
Crystalline polymers, 1:314
Crystallinity, polymer degradation via,

1:257–258
Crystal structures, of nickel–titanium

shape memory alloys, 1:3–4
CsCl-type structure, for Ni–Ti shape

memory alloy, 1:3–4
CT image slice thickness, 6:577
CT imaging system, Hi-ART II, 6:399–401
CT perfusion imaging, 2:242–243
CT reconstruction techniques, 2:246–250
CT scan. See also Computed tomography

(CT)
axial, 2:237–238
dynamic, 2:238
helical, 2:238

CT scanners
components of, 2:234–237
primary technical parameters of, 2:269t

CT simulators, 5:527, 586–587
Cuff electrodes, 1:157
Cuff oscillometry, 1:14
Cultured epithelial autograft, 6:190–191
Curable prosthetic intervertebral nucleus

(PIN), in situ, 3:586
Current. See also Currents

at electrode-electrolyte interface,
1:126–127

endogenic ionic, 1:199
high frequency, 3:157

Current–clamp technique, 3:142–143
Current density, distribution under an

electrode, 1:144–146, 148
Current density hotspots, 1:121
Currents. See also Current

brain, 1:238–239

extracellular, 3:110–111
Currents of linearity, 1:128–129
Current sources, in temperature

measurement electronics, 6:327
Cushion form hip joint bearings, 3:522
Cutaneous afferent feedback

for correction of dropfoot, 3:126–127
for restoration of hand grasp, 3:127

Cutaneous blood flow, Doppler
measurement of, 2:378–384. See also
Laser Doppler flowmetry

Cutting processes, electrosurgical,
3:169–170

CW Doppler assessment, 5:243
Cyanide poisoning, hyperbaric medicine

and, 4:27
Cyanine dyes, 4:468
CyberKnife robotic radiosurgery unit,

5:578
Cycle length (CL) values, in rate-based

arrhythmia detection, 1:71
Cyclodextrins (CDs), 2:452–454

as drug delivery systems, 2:454–460
elimination of, 2:454
toxicological profile of, 2:454

Cyclotron radionuclide production, 5:92
Cyclotrons, regulations related to, 2:175
Cylindrical model, of a vessel segment,

1:199–200
Cylindrical tubes, blood rheology studies

in, 1:504–505
CYPHER stent, 1:278
Cystic fibrosis sweat test, 2:384–388. See

also Quantitative Gibson–Cooke
Pilocarpine Iontophoresis Sweat Test
(GCST/QPIT)

history of, 2:385
state of the art of, 2:386–387

Cystoscopy, 3:183
Cytochemical probes, 2:390–392
Cytochemistry, 2:411
Cytokine-release system, for tissue

engineering, 1:375–377
Cytokines, in whole blood, 1:460
Cytology. See Automated cytology; Cell

entries
Cytoplasmic granularity, 2:411

Dacron, 1:338
in cardiovascular applications, 1:276
vascular graft prostheses, 6:494

Daily activity and sleep home health care
devices, 3:534

Dalton’s law, 1:465; 2:14; 4:19
Danazol, 6:154
Danmeter AEP Monitor/2, 4:561–562
Data, in the biomedical laboratory,

2:308–310
Data acquisition

in automated cytology, 2:400–403
in single photon emission computed

tomography, 2:278–280
Data acquisition system

in CT scanners, 2:235–237
in neurological monitors, 5:34

Data analysis
for DNA microarrays, 4:366

in joint biomechanics, 4:209–211
for prosthetic heart valve testing,

3:431–432
Database management system (DBMS),

4:355, 356–357
Databases, for automated arrhythmia

detection, 1:81
Data collection

in exercise training, 1:394–395
in kinematic analysis, 4:207–209

Data conferencing, in office automation
systems, 5:158–159

Data knife, 4:529
Data manipulation software, for

communication disorders, 2:213–214
Data migration, 5:348–349
Data presentation/analysis, for impedance

spectroscopy, 4:134–135
Data reformatting, in teleradiology, 6:305
Data restoration, using deconvolution,

4:522
Data samples

in statistical methods, 6:240–241
types of, 6:241

Data storage, in phonocardiography, 5:287
Data transformation, in exercise training,

1:395–396
Davey, Humphrey, 5:430
DaVinci, Leonardo, 5:429
Daytime sleepiness, 6:212
d-Be (deuteron-beryllium) reaction, in

neutron production, 5:58–59
DC offset voltage standards, 1:158, 161
dc power, in linear variable differential

transformers, 4:254–255. See also
Direct current entries

d-D (deuteron-deuterium) reaction, in
neutron production, 5:60

Decision assistance, anesthesia-related,
1:50

Decision support, computerized, 4:575
Decision Support System (DSS), 5:151
Decompression illness (DCI), 4:23
Deconvolution, imaging artifacts and data

restoration using, 4:522
Deep brain stimulation (DBS), 3:27
Deep heating devices, 3:470
Deep reactive ion etching (DRIE), 2:5
Deep second degree (deep partial

thickness) burns, 6:170–171
Deep zone, of articular cartilage, 2:64, 65
Defecation, 1:67

rectoanal pressure changes during, 1:64
Defender, 1:77
Defibrillation, 2:49. See also Defibrillators

cardiopulmonary resuscitation via,
2:36–37

mechanisms of, 2:409
open chest, 2:37
terminal arrythmia and, 2:47

Defibrillation electrode, 1:144f
Defibrillation overload recovery standards,

1:159
Defibrillation recovery standards,

1:160–161
Defibrillators, 2:406–410

atrial, 1:80
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automatic external, 1:79–80; 2:56–57
external, 2:406–407
implantable, 2:407–409
implantable cardioverter, 1:69–70,

71–79
publicly available, 2:49
standards for, 1:160–161

Deformity, orthotics and, 6:80
Degenerate polymerase chain reaction,

5:384
Degeneration–trauma, spinal motion

changes due to, 3:562–566
Degenerative bone disease, implants for,

6:234
Degenerative disk disease, 6:232–233

implants for, 6:234–237
Degradable polymeric biomaterials, 1:279
Degradation

biomaterial failure from, 1:279
of biomaterials, 1:308–309
of polymers, 1:314

Degradation byproducts, of porous
biomaterials, 5:398–399

Degree of polymerization (DP), 1:331
Degrees of freedom (DOF), 6:246, 255–256

of joints, 4:205–207
Dehydration rehydration vesicles (DRVs),

2:469
Delivery catheter

for Guidant Galileo IVB system,
1:606–607

in IVB devices, 1:603
for Novoste BetaCath, 1:604

Delrin, 1:338
Delta waves, EEG, 3:66
Dementia, 2:211

cognitive training for persons w1th,
6:73–74

Demineralized bone particles, in tissue
engineering, 1:374–375

Demodulation, in linear variable
differential transformers, 4:253–254

Density, of bone, 1:529–530
Dental amalgam, 1:322–323
Dental arches, 6:412f
Dental bridges, 6:425
Dental ceramic materials, classification of,

1:326t
Dental electrosurgery, 3:160
Dental fillings, 1:322–325
Dental implants, 1:327–329; 6:426–427
Dental research, strain gages in, 6:287–288
Dental restorative filling materials, resin-

based composite, 6:93–99
Dentin, 1:324
Dentistry

adhesives, cements, and liners in,
1:324–325

biomaterials for, 1:322–329
prosthetic restorative materials in,

1:325–329
Dentition, 6:411–414
Denture base materials, 1:327
Denture materials, 1:325–329
Dentures

fixed partial, 6:425
removable, 6:425–426

Deoxyhemoglobin, 2:40
Department of Defense (DOD), 2:155
Department of Energy (DOE), 2:155
Department of Transportation (DOT),

2:155
Departments, in a total hospital safety

program, 6:116
Depolarization width, in feature-based

arrhtyhmia algorithms, 1:76
Depth monitors, in anesthesia, 1:44
Derivative area method (DAM), 1:74–75
Derivatization, 2:193
Derjaguin approximation, 1:351
Dermal drug delivery, cyclodextrins in,

2:455–456
Dermal regeneration template (DRT),

6:193–196
Dermal replacement, living, 6:191
Dermis, 1:131

morphology and function of, 6:188–189
properties of, 6:169–170

Dermis components, involved in healing
and skin substitutes, 6:172t

Descriptive statistics, 6:241–243
Desflurane vaporizers, anesthesia

machine, 1:36
Desktop publishing, in office automation

systems, 5:154
Desorption, of polymers, 1:314
Detection system, polymerase chain

reaction as, 5:384. See also Computer-
assisted detection/diagnosis (CAD)

Detective quantum efficiency (DQE), 5:338;
6:556

Detector arrays, 5:482
Detector calibration, in X-ray therapy

equipment, 6:585–586
Detectors, for three-dimensional

dosimetry, 5:482–484
Detrusor stimulation, 1:431, 432
Developmental bone deformities, spinal,

6:231–232
Developmental language disorders, 2:211
Developmental spine deformities, implants

for, 6:234
Deviant sexual arousal, 6:159–161

assessment of, 6:159–161
Device calibration, in microdialysis

sampling, 4:405–409
Device–device interaction, as a hospital

problem, 6:113
Device operators, as a hospital problem,

6:112
Dewars, 1:236, 237
Diabetes, acute coronary events and, 2:50.

See also Glucose sensors
Diabetes mellitus, laser Doppler flowmetry

for, 2:382
Diabetic skin ulceration, biomechanics of,

6:206–207
Diagnosis. See also Computer-assisted

detection/ diagnosis (CAD); Diagnostic
entries

fluorescence techniques in, 6:480–481
of implant-related infection, 1:116
uses of ultraviolet radiation in,

6:480–482

Diagnosis assistance, anesthesia-related,
1:50

Diagnostic applications, of optical sensors,
5:172–173

Diagnostic audiometer, 1:93f
Diagnostic biotelemetry microsystems,

1:423
Diagnostic computer-based ECG systems,

3:41–50
Diagnostic electron microscopy,

4:484–486
Diagnostic imaging, phantom materials in,

5:266–267
Diagnostic probes, monoclonal antibodies

as, 4:601–604
Diagnostic radiological physics books/

reports, 4:341–343
Diagnostic recordings, in neonatal

monitoring, 5:30
Diagnostics

with angioplasty catheters,
2:354–355

biomaterial surfaces and, 1:343
use of microarrays in, 4:370–371

Diagnostic X-ray units, requirements for,
2:176t

Dialysates
fluorescence for, 4:411
mass spectrometry for, 4:411

Dialysis, 1:212–213
Diamond, 1:296–297
Diamond detectors, 5:477
Diamond-like carbon (DLC), 1:300, 305,

313–314
Diamond-like carbon coatings

alloyed with metals, 1:319–320
on orthopedic prostheses, 1:318–320

Diamond-like carbon encapsulation, 1:157
Diaphragm, contraceptive, 2:342–343
Diaphragmatic hernia, congenital, 3:506
Diarthrodial joints, 2:63

motion and forces on, 4:212
Diaspirin Cross-Linked Hemoglobin

(DCLHb), 1:517, 518
clinical trial of, 1:519

Diastolic pressure, 1:485
Diathermy

microwave, 3:472
pulsed short-wave, 3:471–472
short-wave, 3:470–472

Dichroic mirror, 3:346
DICOM message, 5:555t. See also Digital

Imaging and Communications in
Medicine (DICOM) standard

Dieulafoy vascular malformation, 3:390
Differential amplifier, EEG, 1:172
Differential counts. See Automated

differential counts
Differential current density (DCD)

electrode, 1:154
Differential equations, in biological

network analysis, 1:226
Differential leukocyte count (DLC), 2:87
Differential lysis, in white blood cells, 2:411
Differential preamplifier, 3:113–114
Differential pressure oxygen analyzers,

5:201–202
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Differential scanning calorimetry (DSC)
measurement, of SMA transition
temperature, 1:7

Differentiated thyroid cancer, radioiodine
therapy dosimetry for, 5:569

Diffractive lenses
in intraocular lenses, 4:238
optical quality of, 4:239

Diffuse optical tomography (DOT), 5:247
Diffusible factors, in engineered tissue,

3:199
Diffusing capacity, lung, 5:438–439
Diffusion imaging, 4:290–291
Diffusion impedance, at electrode-

electrolyte interface, 1:125
Diffusion tensor imaging (DTI), 4:291;

6:270
Diffusion-weighted pulse sequences, 4:291
Digital angiography, 2:421–426

future of, 2:426
history of, 2:421–422

Digital archival media, 5:347
Digital cameras, medical uses for, 5:296
Digital colposcopy, 2:201–202
Digital communication systems, in office

automation systems, 5:155–156
Digital ECG recorder, 1:13
Digital examination, for anorectal

manometry, 1:63
Digital filtering, in EEG biofeedback

instrumentation, 1:171
Digital image archival, 5:346–347
Digital image quality, 5:338–339
Digital image receptors, quality control of,

6:578–579
Digital imaging, in medical photography,

5:293
Digital Imaging and Communications in

Medicine (DICOM) standard, 5:119,
527, 332, 333, 335, 555

Digitally reconstructed radiographs
(DRRs), 5:456

Digital mammography, full field,
4:303–304

Digital polysomnography, 6:212–213, 219
Digital radiograph, preview, 2:237
Digital radiography (DR), 5:343–346

compared with computed radiography,
5:345–346

system characteristics in, 5:344
Digital reconstructed radiographs (DRRs),

5:586–587
Digital recorders, 6:49–51, 59–60
Digital spot mammography, 4:303
Digital subtraction angiography (DSA),

2:422–425
Digital video, 5:144–146
Digital video disk (DVD), 5:348
Digitization, 5:112
Digitized signal transmission, 1:420
Digitizing, in exercise training, 1:394–395
Dilators, vaginal, 6:153–154
Dilution signal, decay of, 2:29
Dimethyl siloxane, in silicone rubbers,

1:337
Dipping, circadian blood pressure

variability and, 1:15

Direct-acting (label-free) IMFET,
4:100–102

workings of, 4:103–104
Direct blood pressure measurements, 4:569
Direct colorimetric measurement, 2:192
Direct Conversion digital radiography,

5:343
Direct coronary artery bypass, minimally

invasive, 4:541–542
Direct current (dc), in cardiopulmonary

resuscitation, 2:36–37. See also DC
offset voltage standards; dc power

Direct current osteogenesis, 1:560–561
Direct current SQUIDs, 1:231–232
Direct Fourier reconstruction, 2:247
Directives, Nuclear Regulatory

Commission, 2:171
Direct kinetic measurement, 2:194
Direct Linear Transformation, 1:395
Direct model reference adaptive controller

(DMRAC), 2:505
Direct ultrasound ablation, 6:365
Disasters, as a hospital problem, 6:114
Discrete variables, testing hypothesis on,

6:248–251
Discrimination learning, 1:167
Discrimination training, 1:177
Discussion boards, in office automation

systems, 5:155
Disease

effects on gas transport, 6:106–107
implant failure and, 1:112

Disease progression, drug effectiveness
and, 5:273

Disease states, respiratory mechan1cs in,
6:106

Disease treatment, using systemic
hyperthermia, 4:58–59

Disinfection, 6:279t
use of UV in, 6:486–487
versus sterilization, 6:274

Disk disease
degenerative, 6:232–233
implants for, 6:234–237

Disk electrode field, in electrosurgery,
3:174

Disk replacement, total, 6:237
Disk sensor, in solid electrolyte cell oxygen

analyzers, 5:205
Dispersed phase, of resin-based

composites, 6:95
Displacement, in exercise, 1:392
Displacement magnetometers, in neonatal

respiratory monitoring, 5:16
Display, ultrasound, 3:10–13
Display systems, for lung sounds,

4:279–280
Display workstation, teleradiology, 6:305
Disposable drug infusion pump, 2:502
Disposable electrodes, 1:148

modern, 1:139–141
Disposal, of radioactive material,

2:170–171
Dissipation constant (DC), in thermistors,

6:321
Dissolution, of bioactive glasses, 1:286–287
Distal catheters, for hydrocephalus, 4:12

Distortion product otoacoustic emissions
(DPOAEs), 1:101, 102

Disuse syndrome, 1:389–390
Divergence errors, in computed

tomography, 2:257
Diverticulosis, 3:391–392
DNA. See also DNA sequencing

ancient, 5:384–385
contamination of, 5:382
molecule, 2:427
proteins, RNA and, 1:217
scanning tunneling microscopy and,

4:517–519
DNA arrays. See also DNA microarrays

ex situ fabrication of, 4:367
in situ fabrication of, 4:366–367

DNA binding agents, 1:574–575
DNA-computing-based DNA sequencing,

2:435
DNA detection, with nanoparticles, 2:434
DNA measurements, automated cytology

for, 2:403
DNA microarrays, 1:223–224, 225f. See

also DNA arrays
DNA polymerase reaction, 5:380–381
DNA sequence analysis software, 2:432t
DNA sequencing, 2:427–437

with atomic force microscopy, 2:435
commercial state of the art in, 2:431–433
evaluating techniques of, 2:431
by fluorescence microscopy, 2:435
future of, 2:434–435
gel electrophoresis and, 2:427–428
by hybridization, 2:433
mass spectrometry based, 2:434
at the nanoscale, 2:434–435
principles of, 2:428–431
types of, 2:428

DNA sequencing equipment, evaluating,
2:431t

Documentation, in biomedical equipment
maintenance, 3:227–228

Dominant frequency/power, EGG, 3:90
Donation after cardiac death (DACD), 4:270
Donnan osmotic pressure, 2:64
Doppler echocardiography, 3:4, 6–10

clinical uses of, 3:20–22
Doppler effect, 3:1
Doppler imaging, 6:462–465

color flow, 6:464–465
power, 6:465
pulse wave, 6:463–464

Doppler measurement, of cutaneous blood
flow, 2:378–384

Doppler principle, 2:378
Doppler ultrasound (US)

continuous wave, 5:241–242
in prosthetic heart valve testing,

3:432–434
transabdominal, 3:290–291

Doppler ultrasound flow measurement,
3:330–332

Doppler volume flow meters, 3:327
Dose calculation

in high-dosage-rate brachytherapy,
1:597–598

radiation, 5:458
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in three-dimensional conformal
radiotherapy, 6:34

Dose calculation functions, relationships
between, 2:130–131

Dose conversion, between materials,
5:471

Dose display, in radiation dose planning,
5:462–463

Dose equivalent, 5:467
Dose fractionation, effect of, 2:260
Dose functions, cobalt-60 unit, 2:130–131
Dose gradient, 5:582
Dose homogeneity, 5:583
Dose modifying devices, 5:594–599
Dose optimization, in high-dosage-rate

brachytherapy, 1:598
Dose prescription, in three-dimensional

conformal radiotherapy, 6:33
Dose–volume histogram analysis, 5:547
Dose–volume histograms (DVHs), 5:462–

463, 580–581
Dosimeter characteristics, required for

quality assurance, 5:482
Dosimeters

calibration of, 5:474–476
chemical, 5:474
Fricke, 5:473
personnel, 5:517t
reference or secondary, 5:471–474
thermoluminescent, 5:473–474
X-ray, 6:585

Dosimetric formalism, 5:421, 423
Dosimetry. See also Radiation dosimetry

BetaCath IVB system, 1:605
in boron neutron capture therapy,

1:572–573
Checkmate IVB system, 1:604
experimental, 1:614–615
gel, 5:484–488
in the Guidant Galileo IVB system,

1:608–609
of 131I-MIBG therapy, 5:569–570
internal, 5:493
in intraoperative radiotherapy, 6:23
in new drug development, 5:571–572
in prostate seed implants, 5:420–424
in radioimmunotherapy, 5:570–571
for radionuclide therapy, 5:567–571
radiopharmaceutical, 5:565–574
theoretical, 1:613–614

Dosimetry calibration, in X-ray therapy
equipment, 6:584–586

Dosimetry systems, quality assurance
procedures requiring, 5:481–482

Double blind clinical trials, 6:262
Double-layer capacitance, 1:123
Drive mechanism, ventilator, 6:506
Dropfoot, correction of, 3:126–127
Drug carriers

ethosomal, 2:477
liposomal, 2:466–473
niosomal, 2:473–477
particle, 2:480–486
ultradeformable vesicular, 2:479–480
vesicular, 2:466–480

Drug–cyclodextrins complex, preparation
of, 2:453–454

Drug delivery
biomaterials in, 1:277–278
controlled, 2:437–440
intravenous, 2:448
oral, 2:446–447
polymers for, 5:390–391
smart polymers for, 1:340
stimuli-responsive hydrogels for, 5:391
supramolecular aggregates for,

2:460–464
transdermal, 2:442–446
use of nanoparticles in, 5:5

Drug delivery devices
colloidal, 2:464–486
economics of, 2:440
implantable, 2:439–440, 440–442
nanoengineered, 2:504

Drug delivery microchip, 1:424, 425f
Drug delivery systems, 2:437–495. See also

Drug delivery devices
biodegradable polymeric, 2:504
development of, 2:438
future prespectives on, 2:486
implantable microfabricated, 2:504
microelectro-mechanical, 2:440–452
microemulsions as, 2:461–462
microflow regulator for, 2:504
molecular, 2:452–460
principles of controlled drug delivery,

2:437–440
Drug discovery, optical biosensors in, 5:173
Drug effect control, 1:48–49
Drug effectiveness, disease progression

and, 5:273
Drug infusion pump, disposable, 2:502
Drug infusion systems, 2:495–508

advancements in controller des1gn for,
2:504–507

common, 2:496–502
new developments in, 2:502–504
tiny, 2:502–503

Drug/lead discovery, use of microarrays in,
4:370

Drug-resistant hypertension, 1:15
Drugs

exposure-effect link in, 5:272–273
implant failure and, 1:112
monitoring in anesthesia, 1:44, 48

Drug screening, cell-based, 4:140–142
Drug testing, microbioreactors for, 4:393
Drug toxicity, as a complication of

parenteral nutrition, 5:128
Dry electrodes, 1:134
Dry heat sterilization, 6:275
Drying, of foam scaffolds, 1:293
DTA profile, 1:359
d-T (deuteron-tritium) reaction, in neutron

production, 5:60–61
Dual-chamber arrhythmia detection, 1:77–79
Dual-chamber pacemakers, 1:77
Dual-energy scanning, 2:244
Dual-energy X-ray absorptiometry,

1:552–553
Dual-parameter histograms, 2:401
Dual-photon absorptiometry, 1:551–552
Dual Purkinje image measurement,

3:277–278

Duchenne, Guillaume, 1:143, 429
Duke activity scale index (DASI), 3:252t
Dumbbell oxygen analyzers, 5:201
Duplex Doppler ultrasonography, to assess

genital engorgement, 6:153
Duplex scanning, 3:1
Duration of movement, in exercise, 1:392
Dye-dilution method, 2:32
Dyes

Alexa Fluor, 4:467–468
fluorescent, 4:466–467
with general chemistry analyzers, 1:20

Dynamic acoustic immittance, 1:100–101
Dynamic area telethermometry technique,

6:352
Dynamic compression, pulmonary, 5:432
Dynamic CT scan, 2:238
Dynamic lung compliance, 6:517
Dynamic programming approach, to

sequence alignment, 1:218–219
Dynamic range control, 5:341–342
Dynamic response, checking, 4:570–572
Dynamic SIMS, 1:350
Dynamic thermatomes, 6:349
Dynamic tracers, 6:430
Dysarthria, 2:211
Dyshemoglobins, 5:211–212
Dyslexia, 2:211
Dysrhythmias, cardiac arrest, 2:44–48
Dyssynergia, 1:68

EADL systems. See also Electronic aids to
daily living (EADLs)

feature control in, 3:212–213
subsumed devices in, 3:213–214

Ear. See also Hearing entries; Oto- entries
anatomy of, 1:94
disorders of, 1:94–95, 96
sensorineural mechanism of, 1:94–95

Ear oximeter, 1:471
Ear oximetry, 1:471
Ear thermometers, infrared, 6:361
e-beam irradiation, 6:278
Eccentric contraction, 1:392
ECG data analysis program, 3:46–47.

See also Electrocardiograms (ECGs)
ECG data flow/storage, 3:45–46
ECG electrodes, standards for, 1:158–160
ECG machine, early, 1:137f
ECG paper recording, in exercise stress

testing, 3:250
ECG recording, in exercise stress testing,

3:248. See also Echocardiogram (ECG)
recorder

ECG recording instruments, in exercise
stress testing, 3:249

ECG sensors/amplifiers, 1:175
ECG signals, instrumentation to record,

3:39–41
ECG signal telemonitoring, 3:51

ECG systems, diagnostic computer-
based, 3:41–50

Echocardiogram (ECG) recorder
casette-type, 1:13
portable, 1:13

Echocardiographic examination, 3:14–18
Echocardiographic instrumentation, 3:5–6
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Echocardiography, 2:38; 3:1–24, 481f
clinical formats of, 3:2–3
clinical uses of, 3:19–22
Doppler, 3:4, 6–10
in exercise stress testing, 3:255
principles of, 3:3–5
signal processing, display, and

management in, 3:10–13
specialized clinical data related to,

3:22–23
two-dimensional, 3:20

ECT device specifications, 3:58t. See also
Electroconvulsive therapy (ECT)

ECT stimulus, 3:58–59
Edema, impedance plethysmography and,

4:128
Edge effects, with metal electrodes,

1:146–148
EDGE system electrodes, 1:147
Edison, Thomas, 1:299
Education

biomedical engineering, 1:403–409
medical device, 6:119
nuclear medicine, 5:122

Educational assessment, for augmentative
and alternative communication
systems, 2:208

EEG amplifiers, 1:172. See also
Electroencephalograms (EEGs);
Electroencephalography (EEG)

EEG analysis
inter-user variability in, 3:68
techniques of, 3:69–72

EEG biofeedback (neurofeedback),
biofeedback clinical outcome literature
related to, 1:181–182

EEG biofeedback instrumentation,
1:171–173

EEG burst and analyzing methods,
3:72–80

EEG differential amplifier, 1:172
EEG displays, 1:172
EEG electrodes, 1:171–172
EEG index-based neurological monitors,

5:35
EEG monitoring, scientific basis for,

3:67–68
EEG monitors

classification of, 5:32–33
types of, 5:35–39

EEG potentials, generation of, 3:65
EEG rhythms, 4:557t; 5:33t
EEG signals, 3:65–67
Effective atomic number method, of

formulating tissue substitutes, 5:256
Effective blood flow (EBF), 2:16–17
Effective dose, 5:505
Effective energy, X-ray beam, 6:599
Effective orifice area (EOA), of heart

valves, 3:415–416
Effective thermal conductivity (keff), 1:193
Effective thermal diffusivity (aeff), 1:193
Effective thermal property measurements,

1:193–195
error analysis of, 1:195–196

Effector T cells
activation and polarization of, 4:112–113

redirecting to tumor, 4:116–117
trafficking and proliferation after

adoptive transfer, 4:113–114
EGG data analysis, 3:88–91. See also

Electrogastrogram (EGG)
EGG electrodes, 3:88
EGG frequency range, 3:91–92
EGG parameters, 3:89–90

methods to obtain, 3:90–91
EGG power distribution, percentage of,

3:90
EGG recording equipment, 3:86–87
Einthoven, Willem, 1:137
Ektacytometer, 1:504
ELA Defender, 1:77
Elam–Safar studies, 2:36
Elan Medipad technology, 2:503
Elastic fibers, in ligaments and tendons,

4:242–243
Elasticity, of bone, 1:529
Elastic modulus

of diseased arterial walls, 1:89–91
of normal arterial walls, 1:88–89

Elastic resistance strain gages, 6:284–285
Elastin

in arterial walls, 1:85
in skin, 6:204

Elastohydrodynamic lubrication, 6:417
Elastomeric infusers, 2:500–501
Elastomers, 1:331, 332–333

polyurethane, 1:337
Elbow radial head (RH) prostheses, 1:304
Electrical activity, cardiac, 2:43–44
Electrical anesthesia, 3:27–30
Electrical effects, electrophoretic, 3:134
Electrical events, in the cardiac cycle, 4:163
Electrical field exposure limits, 2:183t
Electrical impedance plethysmography,

1:121
Electrical impedance tomography (EIT),

1:121, 134, 203; 4:121; 6:361
Electrical inspection, in X-ray equipment,

6:563
Electrically excitable tissues, stimulation

during electrosurgery, 3:172–173
Electrical nerve stimulation,

transcutaneous, 3:26–27
Electrical nerve stimulators

implantable, 3:26
transcutaneous, 3:25–26

Electrical noise, at electrode interface,
1:130

Electrical oxygen analyzers, 6:524
Electrical power, as a hospital problem,

6:113
Electrical resistance, in cellular parameter

measurement, 2:396
Electrical resistance thermometers,

6:356–357
Electrical resistivity measurement, of SMA

transition temperature, 1:7
Electrical signals, in engineered tissue,

3:199–200
Electrical stimulation. See also Functional

electrical stimulation (FES)
in cochlear prostheses, 2:138
for scoliosis, 6:130

Electrical strain gages
capacitance and inductance, 6:283
elastic resistance, 6:284–285
resistance, 6:284
semiconductor, 6:283–284

Electric amplitude-frequency selection, in
transcutaneous electrical nerve
stimulation, 6:449–450

Electric artificial heart, 3:457–458
Electric field distributions, in

electrosurgery, 3:173–175
Electricity

basic terms related to, 1:465–466
bladder control using, 1:430
as a hospital problem, 6:111
muscular stimulation using, 1:429

Electric motors, in ventilators, 6:507
Electric ventilators, 6:506
Electric ventricular assist devices, 3:452–456
Electroanalgesia. See also

Neurostimulatory techniques;
Systemic electroanalgesia

evolution of, 6:441–443
obstetric, 3:31–32

Electroanatomic mapping system, 6:372
Electro-CapTM, 1:171
Electrocardiogram arrhythmia

monitoring, 4:568
Electrocardiogram biopotential signal,

1:175
Electrocardiogram monitoring, 4:567–568
Electrocardiograms (ECGs), 1:168; 2:44.

See also ECG entries; Fetal
electrocardiogram (FECG)

abdominal, 3:291–293
acute coronary events and, 2:51, 56
history of, 1:137
recording at home, 3:527–528

Electrocardiographic computer systems,
3:34–53

diagnostic, 3:41–50
monitoring, 3:50–51

Electrocardiograph surface electrode
testers, 1:160

Electrocardiography (ECG). See also ECG
entries

basics of, 3:35–39
exercise (stress), 3:47–48
high resolution, 3:49–50
12-lead clinical, 3:42

Electrochemical detection, in microdialysis
sampling, 4:410–411

Electrochemical gas sensors, 4:324–325
Electrochemical oxygen analyzers,

5:202–206
Electroconvulsive therapy (ECT), 3:53–62.

See also ECT entries
complications of, 3:56
conditions of increased risk with, 3:56
consent for, 3:55
history of, 3:54
indications for, 3:55
mechanism of action of, 3:59–60
medications and, 3:56–57
monitoring of, 3:57
pre-ECT evaluation, 3:54–55
seizure response and, 3:59
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Electrocutaneous electrical stimulation,
6:296

Electrode arrays, high density, 2:138
Electrode assembly, in visual prostheses,

6:539
Electrode–cell interface model, 4:138–139
Electrode contact impedance standards,

1:162
Electrode-electrolyte impedance,

1:123–124
Electrode-electrolyte interface, 1:122–131;

3:106
simple equivalent circuit model of,

1:124–125
Electrode-electrolyte potential,

1:122–123
Electrode gels, 1:141

effects of, 1:134–136
Electrode impedance, in

electroneurography, 3:117–119
Electrode metals, 1:129–131
Electrode placement, in transcutaneous

electrical nerve stimulation,
6:446–448

Electrodermal activity (EDA), 1:173, 174
Electrodermal biofeedback amplifier, 1:173
Electrodermal biofeedback

instrumentation, 1:173–174
Electrodermal electrodes, 1:173
Electrodes. See also CO2 electrodes;

Microelectrodes
basic types of, 6:446t
biomedical, 1:120–166
bipolar and tetrapolar, 1:198–199
blood gas, 1:465–467
circumferential cuff, 3:123–124
in conductance catheter systems,

1:206–207
conductive, 1:145–146, 146–148
current density distribution under,

1:144–146, 148
designing biomedical, 1:120–121,

137–158
dry, 1:134
EEG, 1:171–172
EGG, 3:88
in electrical anesthesia, 3:29
for electrical stimulation, 3:351–352,

354t
electrodermal, 1:173
EMG, 1:169; 3:102–105
external electrostimulation,

1:142–146
extraneural, 3:123–125
flat interface nerve, 3:124
flexible, 2:1–2
garment, 1:149
gel-less, 1:134
hook, 3:125
implanted, 1:120–121, 149–158;

3:353–357
for intraspinal stimulation, 3:357
intraneural, 3:120–121
longitudinal intrafascicular, 3:111,

121–122
modern designs for, 1:146–149, 152–154
modern disposable, 1:139–141

in neurological monitors, 5:33–34
noble metal, 1:126, 129–131
placement for biofeedback, 1:177–178
regenerating, 3:119
reshaping cuff, 3:124–125
resistive, 1:148–149
sieve, 3:119–120
silicon-based, 3:122–123
skin temperature and, 1:135
slowly penetrating interfascicular, 3:124
solid conductive adhesive, 1:141
standards for, 1:158–162
surface, 3:352–353
testing, 1:133, 134
in transcutaneous electrical nerve

stimulation, 6:443–446
wearable, 1:141–142

Electrode–skin interface, electrical
properties of, 1:122–137

Electrode testers, 1:160
Electroencephalogram movement, sexual

arousal and, 6:161
Electroencephalograms (EEGs),

1:238–239; 5:32. See also EEG entries
in anesthesia monitoring, 1:44

Electroencephalography (EEG), 1:97;
3:62–83. See also EEG entries

biofeedback training and, 1:168
burst and analyzing methods for,

3:72–80
clinical, 3:67
early work in, 1:98
fetal, 3:299–300
inter-individual variability in, 3:68
logistical and technical considerations

related to, 3:68
origin of, 3:63–65
problems associated with, 3:68
in sleep laboratory, 6:209–210
volume conduction of, 3:65

Electro-explosion, nanoparticle fabrication
via, 5:2–3

Electrogastrogram (EGG), 3:83–98. See
also EGG entries

abnormal, 3:92–93
in adults, 3:91–92
clinical role of, 3:93
electrophysiology of the stomach,

3:84–85
future prospects for, 3:94–95
historic review of, 3:84
in infants and children, 3:93–94
measurement of, 3:85–88
procedures for recording, 3:87–88

Electrohydraulic generator, 4:259–260
Electrokinetic effect, 1:139
Electrolyte. See Electrode-electrolyte

entries
Electromagnet conversion, 4:431
Electromagnetic brain stimulation, future

directions for, 3:60
Electromagnetic devices, noninvasive,

1:564–568
Electromagnetic fields

growth of, 3:543
volumetric heating by, 1:190

Electromagnetic flowmeters, 3:322–342

volume flow measurement using,
3:324–329

Electromagnetic flow probes, 3:324–325
Electromagnetic generator, 4:260
Electromagnetic heating, in interstitial

hyperthermia, 4:34–35
Electromagnetic interference (EMI)

as a hospital problem, 6:114
in thermocouples, 6:344

Electromagnetic interference
environment, with heart rate
variability instrumentation, 1:176

Electromagnetic lenses, in electron
microscopy, 4:480

Electromagnetic osteogenesis, 1:561–562
Electromagnetic radiation

as a hospital problem, 6:111
in incubators, 4:156
versus ultrasound, 4:63

Electromechanical uncoupling, gastric,
3:85

Electrometers, for kilovoltage X-ray
therapy measurements, 6:585

Electromyogram, 6:66
uterine, 3:295–296

Electromyographic (EMG) activity, 1:168.
See also EMG entries; MEG–EMG
coherence

Electromyography (EMG), 3:98–109.
See also EMG entries

in erectile dysfunction diagnosis, 6:157
historical perspective on, 3:99–100
in neonatal respiratory monitoring, 5:17
in sleep laboratory, 6:210
vaginal, 6:152

Electron beam computed tomography,
2:232–233

Electron-beam radiotherapy, 6:4–6
Electron beams

beam quality specifiers for, 5:476
in electron microscopy, 4:480
magnetically confined, 6:11–12

Electron beam–specimen interaction, in
the scanning electron microscope,
4:483

Electron capture detector (ECD), 4:325
Electron detection, using the scanning

electron microscope, 4:484
Electroneurography (ENG), 3:109–132.

See also ENG recording
configurations; Neuro-electronic
interface; Neuroprosthetic
applications

long-term peripheral nerve interfaces in,
3:119–125

Electroneurostimulation, 3:25
Electron gun, 4:482
Electronic aids to daily living (EADLs),

3:210–215. See also EADL systems
controlling, 3:214–215
future of, 3:215

Electronic artificial larynx, 4:230–231
Electronic attenuation coefficient, 6:593
Electronic blood cell counters, 2:84–85
Electronic gas flow sensors, in anesthesia

machines, 1:40–41
Electronic interfaces, capacitive sensor, 2:7
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Electronic low vision aids, 1:444–445
Electronic mail, in office automation

systems, 5:155
Electronic Medical Record (EMR),

5:549–550, 551, 552
Electronic nose, 4:381
Electronic patient records, 4:310–311
Electronic portal imaging detectors

(EPIDs), 4:89–90; 5:599
applications of, 4:92–96

Electronic portal imaging device (EPID),
2:506; 5:478, 484

Electronic portal imaging technology,
physical aspects of, 4:90

Electronic signal processing, of uterine
contractions, 3:295

Electronic stethoscope, 5:288–289
Electronics thermistors, interfacing with

personal computers, 6:332–333
Electronic travel aids (ETAs)

conventional, 1:448–450
intelligent, 1:450–451

Electronic vaporizers, in anesthesia
machines, 1:41

Electron lenses, 4:482–483
Electron microscopy, 4:478–488. See also

Scanning electron microscope (SEM);
Transmission electron microscope
(TEM)

diagnostic, 4:484
prospects for, 4:486–488
theory of, 4:479–481

Electron optical column, in the scanning
electron microscope, 4:482–483

Electrooculogram (EOG), 3:150
clinical applications of, 3:153–154

Electrooculography (EOG), 3:266–267;
5:140–142

in sleep laboratory, 6:210
Electrooptic blood cell measurements,

2:83–84
Electropharmaceutical anesthesia, in long

duration microsurgery, 3:32
Electrophoresis, 2:105–106; 3:132–141

enhancing resolution in, 3:134–138
equipment and procedures in, 3:138–139
evaluation of, 3:139–141
with separation/detection methods,

2:106–107
theory behind, 3:132–138

Electrophoretic-based DNA sequencing
methods, 2:431–433

Electrophoretic deposition, for porous
biomaterial fabrication, 5:401

Electrophysiologic audiometry, 1:97–99
Electrophysiology, 3:141–149

cardiac action potential and, 3:143–144
computational model impact in

ventricular cells, 3:148
computational modeling of murine

ventricular action potentials,
3:146–147

current–clamp technique in, 3:142–143
dissemination of computational models,

3:147–148
mathematical modeling of cardiac cells,

3:144–145

murine cardiac ventricular cell research,
3:145–146

quantifying ionic cell mechanisms, 3:142
resting membrane potential and,

3:141–142
stomach, 3:84–85
voltage-clamp technique in, 3:142

Electroretinogram (ERG), 3:150–152. See
also Multifocal ERG (mfERG); Pattern
electroretinogram (PERG)

clinical applications of, 3:154–155
Electroretinography, 3:150–156. See also

Electroretinogram (ERG)
clinical applications of, 3:153–155
electrooculogram and, 3:150
techniques in, 3:150

Electrosensitive hydrogels, 5:391
Electro-sensitivity, perceived, 5:69
Electro-spinning, nanoparticle fabrication

via, 5:3
Electrospinning technique, for porous

biomaterial fabrication, 5:400
Electrostatic conversion, 4:432–433
Electrosurgery

advanced principles of, 3:170–176
alternate site burns associated with,

3:171–173
dental, 3:160
engineering principles of, 3:161–170
explosion hazard during, 3:172
general, 3:159–160
gynecologic, 3:160–161
hazards and remedies associated with,

3:170–171
interference with instrumentation, 3:173
minor, 3:158–159
representative electric field distributions

in, 3:173–175
representative surgical procedures

using, 3:164–166
rf generators for, 3:161–164
stimulation of electrically excitable

tissues during, 3:172–173
urologic, 3:160

Electrosurgical cutting processes,
3:169–170

Electrosurgical devices, standards for,
1:161–162

Electrosurgical dispersive electrode, 1:147f
Electrosurgical generators, early, 3:157
Electrosurgical unit (ESU), 3:156–177.

See also Electrosurgery
ablation, coagulation, and tissue fusion

in, 3:166–169
clinical applications of, 3:157–161
historical background of, 3:157
safety appliances in, 3:163–164

Electrotactile displays, 6:297
Electrotactile stimulation, 6:295–297
Elemental equivalence, in tissue substitute

formulation, 5:255–256
Elevated body temperature, physiological

effects of, 4:46–48
Elgiloy electrodes, 1:130
Ellipsometry, for characterizing surfaces,

1:352
Embryonic stem cells

in cartilage regeneration, 2:73
in tissue engineering, 6:383

Emergency Cardiac Care (ECC) system,
2:48, 51

Emergency care simulator (ECS), 1:46
Emergency Medical System (EMS)

personnel, emergency cardiac care
and, 2:48–49, 51, 52

Emergency medical technicians (EMTs),
2:49

Emergency service instruments, in high-
dose-rate remote afterloaders, 1:596

Emergency switches, in high-dose-rate
remote afterloaders, 1:595

EMG amplifiers, 1:169. See also
Electromyography (EMG)

EMG biofeedback
instrumentation for, 1:169–170
with tension and headache, 1:176

EMG electrodes, 1:169; 3:102–105
choosing, 3:104
configuration of, 3:105–106
locating, 3:104–105
maintenance of, 3:104

EMG signal, 3:100–102
analysis techniques for, 3:107
detection of, 3:105–107

Emission computerized tomography (ECT),
5:108

Emission spectra, measurements of,
4:498–500

Emission wavelengths, 3:346
EMIT enzyme immunoassay, 1:21
Emphysema, pulmonary interstitial,

3:506–507
Empirical Rule Effect Size (ERES), 5:451
Enamel, tooth, 1:324
Encapsulated hemoglobins, 1:520
Endoanal cushion, 1:68
Endocardial catheter electrodes, 1:151–152
Endocrine function, hyperthermia and,

4:48
Endocrine systems modeling, 5:319–320
Endogenic ionic current, 1:199
Endometrial ablation, 6:375
Endoradiosonde, 1:417
End-organ damage, hypertension with,

1:15
Endoscopes, 3:177–189. See also ‘‘Optical

fiber’’ devices
future directions for, 3:186–187
history of, 3:178–179
light delivery with optical fibers, 3:179
medical applications using, 3:180–186
types of, 4:538t

Endoscopic procedures, 4:535–537
Endoscopic wireless pill, 1:423–424
Endoscopy

fiber optics in, 3:307
gastrointestinal, 3:183–184

Endothelial incorporation, in vascular
graft prostheses, 6:498–500

Endothelium derived relaxant factor
(EDRF), 1:517

Endotracheal intubation, 1:29
Endovascular ablation, 6:376–378
Endovascular stent-grafts, 6:495–496
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End-tidal CO2, 2:(ETCO2), 20, 21
Energetic electron beam, 6:3
Energy, Anger camera, 1:58. See also

Surface energy
Energy absorption coefficients, 6:598
Energy-dispersive spectrometer (EDS),

1:356
Energy-dispersive X-ray analysis (EDX),

4:435
Energy fluence, photon, 6:591
Energy parameters, X-ray beam, 6:599
Energy resolution, Anger camera, 1:60
Energy storage, in human body, 1:191
Energy Storage and Return (ESAR)

prosthetic feet, 4:553
Energy transfer coefficients, 6:598
ENG recording configurations, 3:112–117.

See also Electroneurography (ENG)
Engine, microheat, 4:433
Engineered tissue, 3:189–210

biocompatibility of, 3:201
bioreactor technology and, 3:200
cryopreservation of, 3:201–202
examples of, 3:202–205
future prospects for, 3:205–206
growth of, 3:191
history of, 3:189–190
immune concerns related to, 3:192
properties of, 3:200–201
scaffolds in, 3:194–200
signals in, 3:198–200
spatial organization in, 3:199
theory behind, 3:190–202

Engineering, biosurface, 1:409–417
Engineering Accreditation Commission,

1:404
Engineering evaluation form, 3:219t
Engineering in Medicine and Biology

Society (EMBS), 4:316
Enhanced resolution techniques, in

electrophoresis, 3:134–138
Enterococci, 1:114
Enterprise level PACS, 6:309
Entropy-based neurological monitor, 5:39
Environmental control, 3:210–215

feature control in EADL systems,
3:212–213

power switching and, 3:210–212
subsumed devices in EADL systems,

3:213–214
Environmental noise, reducing, 1:234–235,

236f
Environmental pathogens, classification

of, 1:113–114
Environmental probes, fluorescent,

4:468–469
Environmental Protection Agency (EPA),

2:155
Environmental rounds, conducting, 3:228
Environmental temperature, for infant

incubators, 4:148
Environment-induced cracking (EIC),

1:311
Enzymatic conversion, 2:193–194
Enzyme activity, in white blood cells, 2:411
Enzyme electrode glucose sensors

based on conductive polymers, 3:399–400

based on oxygen detection, 3:400–402
based on peroxide detection, 3:398–399
implantable, 3:398–402

Enzyme immunoassays (EIAs), 1:21
Enzyme-linked immunosorbent assays

(ELISA), 4:384
Eosinophils, 2:81, 411
Epicel, as a skin substitute, 6:177
Epidemiology, of hydrocephalus, 4:1
Epidermal growth factor (EGF), 1:376–377
Epidermis, 1:131

electrical properties of, 1:132
morphology and function of, 6:187–188
properties of, 6:169

EPID images, 4:93
Epilepsy, magnetoencephalography and,

1:245
Epimysial electrodes, 3:353–355
Epinephrine, 1:150
Epiretinal implants, 6:534–535
Episodic hypertension, 1:15
Epoxy resin-based tissue substitute

manufacture, 5:256–257
Equal pressure point concept, 6:102–103
Equations, shock assessment, 6:167
Equilibration method, 2:110
Equilibrium potential, 1:122–123
Equipment. See also Apparatus;

Biomedical equipment maintenance;
Instrumentation

anorectal manometry, 1:62–63
atomic absorption spectrometry,

3:319–321
blood collection, 1:457–458
blood pressure monitoring, 4:569–570
DNA sequencing, 2:431t
EGG recording, 3:86–87
electrophoresis, 3:138–139
esophageal manometry, 3:230
exercise stress testing, 3:247–256
flame atomic emission spectrometry,

3:319
force spectroscopy, 4:510
gas system, 3:379–380
hyperbaric medicine, 4:27
intraaortic balloon pump, 4:166–167
microarray, 4:367–370
MRI, 5:78
near-field imaging, 4:436–439
neutron activation analysis, 5:43–49
piezoelectric sensor, 5:362–363
prosthetic heart valve testing, 3:430–431
spinal cord stimulation, 6:225–226
thermodilution cardiac output

measurement, 2:29–32
ultraviolet therapy, 6:484–485
X-ray, 6:550–560

Equipment acquisition, 3:216–222
implementation process in, 3:222
justification process in, 3:216–217
process outline for, 3:216t
selection process in, 3:217–222

Equipment evaluation scoring form,
3:222t

Equipment user evaluation form, 3:220t
Equivalent circuit analysis, 5:361–362
Equivalent circuit model, of skin, 1:132

Equivalent current dipole (ECD),
1:239–240

Equivalent dose, 5:505
Erectile dysfunction (ED)

instruments and measurement of,
6:155

treatment of, 6:158–159
Erosion corrosion, 1:311
Error analysis, of effective thermal

property measurements, 1:195–196
Error related negativity (ERN), 3:237
Erythema, 6:475
Erythrocyte elongation, 1:504. See also Red

blood cells (RBCs)
Erythrocyte filtration, 1:504
Erythrocyte orientation, blood flow

conductivity based on, 1:208
Escherichia coli, 1:114
Esophageal manometry, 3:229–233

anatomy and physiology related to,
3:229–230

conducting, 3:230–232
equipment for, 3:230
indications for, 3:230
interpreting results of, 3:232–233

Esophageal pressure, 6:516
Esophageal pressure measurements, 6:520

in sleep laboratory, 6:212
Esophageal speech, 4:230
Esophagitis, 3:390
Esophagus temperature monitoring,

6:318
Esterase enzymes, 2:411
Ethosomal drug carriers, 2:477
Ethosomes

formulative aspects of, 2:477–478
therapeutic potentialities of, 2:478–479

Ethylene oxide sterilization, 6:276–277
E-Trans technology, 2:503
Euler angles, 4:210
European Society of Hypertension, 1:489
EVADIAC Group artificial pancreas,

5:229–230
Evaluation

of CAD schemes, 2:298–302
of electrophoresis, 3:139–141
of gastrointestinal hemorrhage, 3:385
of neutron activation analysis, 5:47–48
of visual prostheses, 6:545

Evanescent-wave spectroscopy, 5:161–162
Event-related oscillations, 3:239–241
Event-related potentials (ERPs), 3:236

analysis of, 3:237–238
Everything-On-Line (EOL), 5:350
Evoked potentials, 3:233–246

auditory, 1:97–98, 98–99
cognition and, 3:236–237
ERP analysis and, 3:237–238
event-related oscillations and,

3:239–241
generation of, 3:235
omitted, 3:237
recording, 3:234–235
sensory, 3:235–236
single-trial analysis of, 3:241–242
source localization and, 3:238–239
wavelet transform and, 3:239–241
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Excitation
in functional electrical stimulation,

3:348–350
in linear variable differential

transformers, 4:253
Excitation frequency, in linear variable

differential transformers, 4:255
Excitation microscopy, multiphoton,

2:93–94
Excitation wavelengths, 3:346
Executive Information System (EIS), 5:131
Exercise(s)

feedback control of, 1:398–400
principles for, 1:391–393
for rehabilitation, 1:398
for scoliosis, 6:130
thermoregulation and, 1:191

Exercise (stress) electrocardiography,
3:47–48

Exercise equipment
feedback control of, 1:398–400
hydraulic, 1:397–398, 398–399
weight-based, 1:397

Exercise fitness biomechanics, 1:384–403
exercise and training principles,

1:391–393
feedback control of exercise, 1:398–400
future developments in, 1:400–401
high technology tools and, 1:393–398
quantifying motion, 1:384–391

Exercise physiology, basic principles of,
3:251t

Exercise protocols, in exercise stress
testing, 3:251

Exercise stress testing, 3:246–263
angiographic disease prediction and,

3:256–257
biomarkers in, 3:255–256
blood pressure measurement in,

3:247–248
computerization in, 3:249
ECG recording in, 3:248, 249, 250
echocardiography in, 3:255
equipment for, 3:247–256
evaluation in, 3:256–262
lead systems in, 3:248–249
modalities in, 3:250–251
noise in, 3:249–250
nuclear techniques in, 3:254–255
postexercise period in, 3:252–253
prediction of restenosis with, 3:258–259
protocols in, 3:251–252

Exercise test, ACC/AHA guidelines for
prognostic use of, 3:259–262

Exercise test modalities, in exercise stress
testing, 3:250–251

Exopolymer production, in biofilms, 1:115
Expected oxygen tension, 6:105
Experimental dosimetry, 1:614–615
Experimental neural prosthetic systems,

3:128–129
Expert systems, machine-based, 2:317
Expiration, forced, 5:432
Expiratory reserve volume (ERV), 6:100
Exposure limits, electrical and magnetic

field, 2:183t
External anal sphincter (EAS), 1:62, 65

External beam radiation therapy (EBRT),
5:418

External beam treatment delivery,
5:481–482

External biosignal monitoring electrodes,
1:130, 137–139

External defibrillators, 2:406–407
External electrostimulation electrodes,

1:142–146
history of, 1:142–144

Externally applied hyperthermia, 4:68–73
External measurement devices, for female

sexual behavior assessment, 6:153
External pacemakers, temporary, 5:218
External pacing electrodes, 1:131
External processor, in visual prostheses,

6:537
External stimulation electrodes, 1:131
Extracellular currents, 3:110–111
Extracellular matrix (ECM), 1:366;

3:198–199; 6:180, 383–384
implant-induced alterations of, 1:110

Extracellular matrix analogs
characteristics of, 6:184–187
chemical composition of, 6:186

Extracellular matrix-based bioscaffolds,
disinfection of, 6:279

Extracellular matrix proteins, 5:402t
Extracellular water (ECW) volumes, in

dialysis patients, 1:212
Extracoronal tooth restorations, 6:425
Extra-corporal photochemotherapy (ECP),

6:486
Extracorporeal hyperthermia devices,

4:73–76
Extracorporeal measurement systems,

optical sensors in, 5:170
Extracranial stereotactic targeting, 5:577
Extra low interstitial (ELI) grade, 1:105
Extraneural electrodes, 3:123–125
Extravascular transducers, 1:485
Extremely low frequency (ELF) radiation,

5:68–69
use in medical diagnosis and therapy,

5:71
Extrinsic probes, 4:497–498
Extrinsic spatial resolution, Anger camera,

1:60
Extrusion technique, vesicles by, 2:469
Eye(s). See also Visual entries

effect of UV exposure on, 6:475
features of, 3:268–269

Eye movement(s)
calibrating and analyzing, 5:146
recording, 5:137–149
saccades, 5:137–139
torsional, 3:275
version and vergence in, 5:137

Eye movement measurement techniques,
3:263–286. See also Eye orientation

comparison of, 3:283–284
electro oculography, 3:266–267
feature recognition, 3:269–270
optical sensors, 3:267–268
optical techniques, 3:267
scleral search coil technique,

3:265–266

Eye-movement recording technologies,
5:140–146

Eye orientation
as a function of feature shape, 3:273
as a function of pupil or corneal reflection

position, 3:271
as a function of reflectivity pattern

movement, 3:273
as a function of relative first and fourth

Purkinje image positions, 3:272–273
as a function of relative pupil and corneal

reflection positions, 3:271–272
as a function of relative pupil or iris and

facial landmark positions, 3:273
Eye shields, 5:597–599
Eye surgery, 4:530–532
Eye tracking systems

calibration of, 3:275–276
compatibility with eyeglasses and

contact lenses, 3:276
dual Purkinje image measurement,

3:277–278
head mounted, video based, 3:279–280
illumination safety of, 3:276
implementations of, 3:276–283
photo electric, reflectivity pattern

(limbus), 3:276–277
remote, video-based, 3:280–283
using two-dimensional video sensor

arrays, 3:278–279
video-based with fMRI, 3:283

Fabrication methods/techniques
polymeric-scaffold, 5:390
for porous biomaterials, 5:400–401

Fabrication technologies, for capacitive
sensors, 2:2–5

Fabric electrodes, 1:142
Fabry–Perot interferometry, 6:359
Face recognition, 3:270
Factor analysis, in tracer kinetics, 6:435
Fahrenheit temperature scale, 6:313
Failsafe mechanism, anesthesia machine,

1:36–37
Failure hazards, of medical devices, 3:538
Failure

of biomaterials, 1:278–281
of hip prostheses, 1:314–315

Failure mechanisms, of ligaments and
tendons, 4:247–248

Fall, Magnus, 1:430
Faraday, Michael, 1:429
Faraday’s law, 1:309
Faradic stimulation, 1:429
Farado-puncture, 1:150
Fast neutron therapy, 6:6–7

facilities for, 5:61–62
origins of, 5:50–51
radiobiological rationale for, 5:51–53

Fast neutron therapy beams, production of,
5:57–58

Fast separations, in microdialysis
sampling, 4:410

Fast X-ray computed tomography (CT), in
peripheral vascular noninvasive
measurements, 5:246

Fat pads, 4:199
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Fatigue, due to corrosion, 1:311
Fatigue issues, public awareness of, 3:543
Fatigue strength, of bone, 1:531
Fatigue wear, 1:315
Fauchard, Pierre, 1:326
FDA Modernization Act (FDAMA), 4:315.

See also Food and Drug
Administration (FDA)

FDA quality system regulations, 2:150–152
FDA-regulated entities, 2:142
F (Fisher) distribution, 6:255t
Feature-based algorithms, in arrhythmia

analysis, 1:76–77
Feature extraction

alternatives to, 2:296
in automated cytology, 2:403
in computer-assisted detection/

diagnosis, 2:295–296
EEG, 3:74–75

Feature extraction/classification, using IR
imaging, 6:352

Feature recognition systems, 3:269–270
Fecal incontinence

biofeedback clinical outcome literature
related to, 1:180, 182

manometric features of, 1:65
Feedback control

of exercise, 1:398–400
in incubators, 4:153
of movement, 1:385–386
in thermoregulation, 1:191

Feedback controlled drug delivery, 2:439
Feedback operation, in the atomic force

microscope, 4:506–508
Feet, prosthetic, 4:552–553
Fegler, G., 2:25
Feldspar, in porcelain, 1:326
Feldspathic porcelain, 1:326
Female condoms, 2:339–340
Female human sexual behavior

instruments and measurement of,
6:149–150

treatment of, 6:153–155
Female sexual behavior assessment,

6:150–153
external measurement devices for, 6:153
internal devices for, 6:150–152

Female sexual dysfunction, treatment
articles on, 6:154–155

Fenn, Wallace O., 5:430
FES devices/systems, 3:350–358. See also

Functional electrical stimulation
(FES)

Fetal activity monitoring, 3:299
Fetal blood gas monitoring, 3:298–299
Fetal cardiotocography, 3:296–298

clinical applications of, 3:297–298
Fetal electrocardiogram (FECG), 3:288
Fetal electroencephalography, 3:299–300
Fetal heart, acoustic pickup of, 3:291
Fetal heart monitoring, signal processing

in, 3:288–290
Fetal heart rate (FHR), 1:475

direct determination of, 3:288
indirect sensors of, 3:290–293
monitoring of, 3:287–293

Fetal hemoglobin, 2:40

Fetal magnetocardiography (fMCG), 1:246
Fetal magnetoencephalography (fMEG),

1:246–247
Fetal microblood analysis, 3:298
Fetal monitoring, 3:287–301

alternative methods of, 3:298–300
by a human observer, 3:287
physiologic variables in, 3:287
uterine contractions in, 3:293–296

Fetal pulse oximetry, intrapartum,
1:475–476

Fetal studies, 1:246–247
Fetal surgery, 4:533
Fever-range whole-body hyperthermia,

4:58
FFRmyo-FFRmyo-g correlations, 2:357–359
Fiber-based confocal microscopy,

3:309–310
Fiber–matrix interactions, in ligaments

and tendons, 4:243
Fiber-optic catheters, mixed-venous,

5:165–166
Fiber-optic fluoroimmunoassay systems,

4:378
Fiber-optic probes, temperature

measurement with, 6:358–359
Fiber optics, 3:301–315. See also Optical

fiber entries
diagnostic applications of, 3:306–313
general principles of, 3:302–304
illumination applications for, 3:304–306
in spectroscopy, 3:311
physics of, 3:302
surgical applications of, 3:313–314
therapeutic applications of, 3:313–314

Fiber-optic sensors, 5:206
Fibers, types of, 3:303–304
Fibrillation, ventricular, 1:79
Fibrillation detection interval (FDI), 1:72
Fibrin, in tissue engineering, 1:370; 6:384
Fibrinous inflammation, implant-related,

1:116
Fibroblasts, tissue regeneration and, 1:109
Fibrocartilage, 2:63

composition and structure of, 2:65–66
Fibrochondrocytes, 2:63
Fibromyalgia, biofeedback clinical outcome

literature related to, 1:179–180
‘‘Fibrous encapsulation,’’ 1:109
Fibrous joints, 4:199, 203f
Fick, Adolf, 2:12–13
Fick cardiac output technique, 2:12–21

assumptions when using, 2:14–16
flow-dependent parameters for, 2:18–19
history of, 2:12–13
intracardiac shunts and, 2:16–18
physiology of, 2:13
practical considerations for using, 2:14
variations of, 2:19–21

Fick principle, 2:21, 24
Fidia Advanced Biopolymer, 1:340
FID signal, 5:75, 77
Field effect transistors (FETs), reference,

4:194–195. See also Immunologically
sensitive field-effect transistors; Ion-
sensitive field-effect transistors
(ISFETs)

Field-flow fractionation (FFF), 2:107–108
Field geometries, electrosurgical,

3:173–174
Field-shaping devices, 5:594–599
Filament, in X-ray tubes, 6:600–601
Filament evaporation, in X-ray tubes,

6:608
File Transfer Protocol (FTP), in office

automation systems, 5:156
Filler-matrix interface, in resin-based

composites, 6:95
Film(s)

CT, 2:239
physical characteristics of, 6:140–141
radiographic, 5:483
in screen-film systems, 6:140–145

Film contrast/latitude, in screen-film
systems, 6:143–144

Film digitizers, 5:336–337
Film dosimetry, 5:477
Film processing, for screen-film systems,

6:145–147
Film processors, quality control of, 6:578
Filtered backprojection (FBP)

reconstruction technique, 2:249–250;
5:115

Filtering, in neonatal respiration
monitoring, 5:21

Filtering techniques, for signal noise, 1:202
Filters

acoustooptic tunable, 4:457–459
in CT reconstruction methods, 2:247–248

Filtration, in microbioreactors, 4:391
Finetech–Brindley (VOCARE) bladder

system, 1:432, 438–441
Finger blood pressure monitoring, 1:489
Fingertip electrotactile displays, 6:296, 297
Finite element analysis (FEA), of human

joints, 4:218–219
Finite element models

patient-specific and task-dependent
morphological, 4:219–220

of spine stabilization procedures, 3:585
First aid procedures, in blood collection/

processing, 1:456
First-order gradiometers, 1:233, 236
Fistulas, upper airway, 3:507
Fitness, need for, 1:389. See also Exercise

entries
Fixed–fixed computed tomography,

2:232–233
Fixed–rotate computed tomography, 2:232
Fixed threshold detection, in neonatal

respiration monitoring, 5:20–21
Flail chest, 2:38
Flame atomic emission spectrometry,

3:315–317
equipment for, 3:319
medical applications of, 3:321
theoretical basis for, 3:317–318

Flame ionization detector (FID), 4:325
Flame photometric detector (FPD), 4:325
Flaps, hyperbaric medicine and, 4:24–25
Flat interface nerve electrode (FINE),

3:124
Flat panel technology, 4:91–92
Fleish pneumotachograph, 6:521
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Fleish pneumotachometers, 5:369
Flexible electrodes, 2:1–2
Flexible endoscopes, 4:536
Flexible imaging bundles, fabrication of,

3:307–308
Flexion–extension

of the middle and lower cervical spine,
3:555–556

of the occipital–atlantoaxial complex,
3:554

Floating electrodes, 1:139
Flood field image, Anger camera, 1:58
Flow controllers, anesthesia machine, 1:35
Flow cytometry, 2:397
Flow-dependent parameters, for Fick

cardiac output technique, 2:18–19
Flow dynamics

of heart valve prostheses, 3:426–437
past mechanical heart valves, 3:417–421

Flow mapping, magnetic resonance,
3:330–332

Flow measurement
indirect techniques for, 5:378
invasive (inline volume), 3:327–329
velocity, 3:329–340

Flowmeters
anesthesia machine, 1:35
Doppler volume, 3:327
electromagnetic, 3:322–342
flutter, 5:371
transit time volume, 3:325–327
vortex shedding, 5:370–371

Flowmetry, laser Doppler, 2:378
Flow monitoring device, 2:504
Flow probes, electromagnetic, 3:324–325
Flow rate, constant, 2:29
Flow ratio, pulmonary–systemic, 2:17–18
Flow sensors, lift force gas, 5:371
Flow transducers, 5:435–436
Flow visualization, in heart valve

prostheses, 3:434
Flow–volume curves, 5:437
Fluence, particle, 5:465
Fluence rate, photon, 6:591
Fluid challenge, in shock assessment,

6:166–167
Fluid control components, in

microbioreactors, 4:389–390
Fluid-filled catheter transducer systems,

4:578–579
Fluidic oscillator, 5:371
Fluidics stations, in array platforms, 4:369
Fluid mechanics, 4:420–422
Fluid-resistance pneumotachometers,

5:369–370
Fluid restriction, total parenteral nutrition

regimen for, 5:132
Fluids

measuring rheological properties of,
1:504–506

Newtonian, 1:500–501, 504–505
non-Newtonian, 1:500–501
pumping, 4:423–425

Fluid shifts, impedance plethysmography
and, 4:129

Fluid status, intrathoracic, 1:205–206
Fluorescence, 2:91; 3:346

for dialysates, 4:411
environmental effect on, 4:490
imaging via, 3:346
molecular biology applications of, 3:346
signal detection in, 2:414

Fluorescence correlation spectroscopy
(FCS), 2:97–98

Fluorescence detection, for blood cell
counting, 2:85–86

Fluorescence detectors, 4:492–493
Fluorescence excitation light sources,

4:491
Fluorescence in situ hybridization (FISH),

4:445, 446
Fluorescence lifetime imaging microscopy,

2:95–97
Fluorescence measurements, 3:342–347

practical applications of, 3:345–346
theory and instrumentation, 3:343–345

Fluorescence microscopes
designs of, 4:490–494
optical components of, 4:491–492

Fluorescence microscopy, 2:91–98; 3:344–
345; 4:488–503. See also Fluorescence
microscopes; Fluorescent probes

advanced functional imaging modalities
based on, 4:498–502

confocal, 4:493–494
DNA sequencing by, 2:435
spectroscopic principles of, 4:489–490
two-photon, 4:494
wide-field, 2:92

Fluorescence microscopy configurations,
advanced, 4:493–494

Fluorescence polarization, 3:346
Fluorescence quenching oxygen analyzers,

5:206–207
Fluorescence resonance energy transfer

(FRET), 4:502
Fluorescence spectroscopy, 4:489–490

fiber optics in, 3:311
Fluorescence techniques, in diagnosis,

6:480–481
Fluorescence WBC counting technique,

2:412
Fluorescent cell probes, 2:392t, 393t
Fluorescent compounds, detection of, 3:345
Fluorescent dyes, for confocal microscopy,

4:466–467
Fluorescent emission, 3:346
Fluorescent environmental probes, in

confocal microscopy, 4:468–469
Fluorescent excitation, 3:346
Fluorescent lamps, ultraviolet radiation

from, 6:477
Fluorescent lifetime, 3:346
Fluorescent probes, 4:494–498

classification of, 4:497–498
optical factors in selecting, 4:495–497

Fluorescent proteins, confocal microscopy
and, 4:471–472

Fluoro CT, 2:238
Fluoroimmunoassay systems, fiber-optic,

4:378
Fluorophore intensity measurements,

4:498
Fluorophores, 2:91–98

basic characteristics of, 4:465–466
for confocal microscopy, 4:464–465

Fluoroscopic units, requirements for,
2:177t

Fluoroscopic X-ray equipment, quality
control of, 6:570

Fluoroscopic X-ray output, 6:571
Fluoroscopy, 4:87–89; 6:559

phantom materials in, 5:266
Fluosol DA, 1:514, 515
Flutter flowmeter, 5:371
Flux analysis, 1:225–226
Flux transformers, 1:232–234
Foams, sol–cel-derived bioactive glass,

1:292–293
Focal spot loading, in X-ray tubes,

6:606–607
Focal spot sizes, in X-ray equipment, 6:564
FOcal Undetermined System Solution

(FOCUSS) algorithm, 1:240
Focus, in X-ray tubes, 6:603–605
Focused radiation fields, 4:65
Focusing cup, in X-ray tubes, 6:601
Foil electrodes, 1:144
Fold recognition, 1:221
Follicles, 1:133
Food and Drug Administration (FDA),

2:155–156. See also FDA entries
on biomaterials, 1:268–270
blood glucose monitors approved by, 1:16
human factors engineering perspective

of, 3:537–538
Food industry, monoclonal antibodies in,

4:607
Foot structure, stability of, 4:221–222
Force, in exercise, 1:392
Forced expiration, 5:432
Force spectroscopy, 4:505–506, 510–513

applications of, 4:510–513
evaluation of, 4:514–515

Foreign body response, biomaterial failure
related to, 1:280

Forster resonance energy transfer (FRET),
3:346

Forward simulation, 4:217–218
Forward solution, 1:239
Fourier transform infrared spectroscopy

(FTIR), 1:356, 357, 358, 359f, 362,
363f

Fourth Purkinje image recognition, 3:270
Fractionation, field-flow, 2:107–108
Fracture fixation, 1:257
Fracture orthoses, 6:90f
Frameless stereotactic technique,

6:269–270
Free hemoglobin (FHb), 1:516, 517
Free induction decay (FID), 5:74. See also

FID signal
Free-radical polymerization, 1:331
Freeze and thawed multilamellar vesicles

(FAT-MLVs), 2:469
Freeze–thaw cycles, in cryosurgery,

2:367–368
Freezing. See also Cryosurgery

body/tissue damage from, 1:192
effect on tissue, 2:362–363
tissue injury from, 6:369
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Frequency dependence, of impedance,
3:117–119

Frequency domain analysis, 3:108
Fresh gas decoupling, in anesthesia

machines, 1:40
Fretting-corrosion, 1:311
Freund phalloplethysmograph, 6:154f
Fricke dosimeter, 5:473
Fricke gels, 5:484–485
Friction, 1:314
Friction coefficients, of diamond-like

carbon coatings, 1:318
Friedman test, for matched samples, 6:259
Fringe effects, with metal electrodes,

1:146–148
Frontal electrode placement, for

biofeedback, 1:177
Frontalis electromyogram (FEMG), in

anesthesia monitoring, 1:44
Frontal plane, scoliosis and, 6:122
Fuel cell, in solid electrolyte cell oxygen

analyzers, 5:204–205
Full field digital mammography, 4:303–304
Full field digital mammography (FFDM)

systems, 4:302, 304–305
imaging characteristics of, 4:305t

Full-body CT screening, 2:264
Fuller, Buckminster, 1:298
Fullerenes, 1:297–298, 305–306
Fullerite, 1:298
Full-field optokinetic response, 5:140
Full film lubrication, 1:315
Full-thickness injuries, 2:72
Functional angiological thermatomes,

6:349
Functional ankylosis, 1:328
Functional deficit scale, injury-related,

6:179–180
Functional electrical stimulation (FES),

3:347–366. See also FES devices/
systems

controllers and control strategies in,
3:357–358

electrode designs for, 3:351–357
theory and application of, 3:348–350
therapeutic effects of, 3:358–359

Functional magnetic resonance imaging
(fMRI), 4:289–290

Functional mapping, presurgical,
1:244–245

Functional residual capacity (FRC), 5:437
by plethysmography, 5:438

Functional stereotaxis, 6:268
Fundus camera, 5:291
Fundus photos

clinical evaluation of age-related
macular degeneration in,
5:293–294

stereo, 5:293
Fundus reflectometry, 5:135–136

clinical applications of, 5:136
Fungi, electron microscopic diagnostic

criteria for, 4:485
Fusion bonding, 2:3, 4f
Fusion cage stabilization, interbody,

3:578–579
Fuzzy logic systems, 2:317–319

Gadolinium, tracer kinetics of,
6:432–433

Galen, 2:35
Gallium arsenide sensors, 6:359
Galvani, Luigi, 1:197, 429
Galvanic corrosion, biomaterial failure

from, 1:278
Galvanic fuel cell, 6:524
Galvanic oxygen analyzers, 5:202–203
Galvanic skin response, sexual arousal

and, 6:161
Galvanism, 1:143
Galvanometer, 1:137
Galvanometric recorders, 6:55–58
Galvano-puncture, 1:150
Gamma cameras, 1:51; 5:96–100. See also

Anger camera
acquisitions possible with, 5:113
animal, 5:104–105
types of, 5:98–100
types of acquisition from, 5:98

Gamma emission, radioactive decay and,
5:560

Gamma frequency band, 1:244
Gamma Knife, 3:367–377

clinical use of, 3:373–375
early history of, 3:368–372
evaluation of, 3:376
quality control/quality assurance for,

3:375
risk analysis for, 3:376
theory behind, 3:372–373

GammaKnife unit, 5:578
Gamma-ray emitting radionuclides, Anger

camera and, 1:51
Gamma rays, 5:303

Anger camera and, 1:52–53, 55–56
Gamma spectrum, neutron activation

analysis of, 5:46–47
Gamma sterilization, 6:277–278
Gamma Unit Model B, 3:370–371
Ganglion cell dysfunction, 3:155
Gantry, in CT scanners, 2:234
Garment electrodes, 1:149
Gas. See also Gases

measurement of carbon dioxide in,
6:526

measurement of oxygen in, 6:524–525
Gas adsorption chromatography, 2:104
Gas analysis, 5:436
Gas analyzers, nondispersible infrared,

5:436. See also Medical gas analyzers
Gas bubbles, mathematical and physical

modeling of, 6:467–468
Gas chromatography (GC), 2:103–104;

4:325–327; 6:525
Gas chromatography–mass spectrometer

(GCMS), 5:207–208
Gas compression, in anesthesia machines,

1:40
Gaseous oxygen sensors, 5:207–208
Gases, 1:465. See also Gas

ionization by radioisotope, 6:521–522
medical, 3:379
partial pressures of, 6:104

Gas exchange assessment, parameters
used in, 6:518–520

Gas-filled ionization detectors, 2:236
Gas-foaming method, scaffold fabrication

via, 1:378
Gas laws, 5:433
Gas-liquid chromatography, 2:104
Gas monitor methods, 4:323
Gas partial pressure, 1:465
Gas proportional counters, 5:510–511
Gas proportioning system, anesthesia

machine, 1:37
Gas sensors, electrochemical, 4:324–325
Gas systems, 3:377–381

components of, 3:378–379
installation of, 3:380
maintenance of, 3:383–384
performance criteria and standards for,

3:380–381
pressurized, 3:377–381
source equipment for, 3:379–380

Gas transport, effects of disease on,
6:106–107

Gas transport/exchange, in the respiratory
system, 6:103–106

Gastric dysrhythmias, 3:85
percentage of, 3:90

Gastric myoelectrical activity, normal and
abnormal, 3:84–85

Gastric slow waves, percentage of, 3:90
Gastritis, 3:390
Gastroesophageal varices, 3:385–388
Gastrointestinal disorders, biofeedback

clinical outcome literature related to,
1:180

Gastrointestinal endoscopy, 3:183–184
Gastrointestinal hemorrhage, 3:384–393

from aortoenteric fistula, 3:390
evaluation and resuscitation for, 3:385
from hemobilia, 3:391
localization of, 3:386t
upper, 3:385–388

Gastrointestinal system, biomagnetic
measurements and, 1:248

Gas volume measuring devices, 5:434–435
Gate control theory of pain, 6:440
Gauges, anesthesia machine, 1:35
Geiger-Müller counters, 5:511
Gel-casting, of hydroxyapatite, 1:291
Gel dosimeters, characteristics of, 5:489
Gel dosimetry, 5:478–479, 484–488

applications of, 5:489–494
complications associated with,

5:494–495
from imaging procedures, 5:489

Gel electrophoresis, DNA sequencing and,
2:427–428

Gel-less electrodes, 1:134
Gel phantom, 5:264
Gels. See also Electrode gels

equivalence and energy dependence of,
5:494

Fricke, 5:484–485
in stereotactic radiosurgery, 5:490–491
polymer, 5:485–486

GEMISCH multi-user database
programming language, 1:44

Gene clustering, 1:224
Gene delivery, in tissue engineering, 6:389
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Gene expression patterns, 1:226
General anesthesia, typical process of

delivering, 1:29
General electrosurgery, 3:159–160
Generalization

of biofeedback response, 1:178
operant conditioning and, 1:167

Generators
electrohydraulic, 4:259–260
electromagnetic, 4:260
micropower, 4:430–433
piezoelectric, 4:260
thermoelectric, 4:430

Genes
classification of, 1:224
expression of, 4:361
genetic code and, 1:217
structure of, 4:361–362

Genetic code, 1:217t
Genetic control, by bioactive materials,

1:290
Genetic engineering, recombinant,

4:600–601
Genetic expressible probes, 4:498
Genetic network, 1:225
Genital engorgement, 6:153
Genome analysis, 1:221–223
Genome annotation, 1:222
Genome assembly, 1:221–222
Genome sequencing, 2:433–434
Genomic instability, ionizing radiation

and, 4:184
Genomics, comparative, 1:222–223
Genosensors, piezoelectric, 5:365–366
Geometric blurring, in computed

tomography, 2:251
Geometric penumbra, 2:131
Geometric phantom, 5:264–265
Geometry specification, in Monte Carlo

simulation, 5:534–535
Geriatric setting, use of thermistors in,

6:339
Geriatric systems modeling, 5:323
Germanium (Ge) detectors, 5:517
Germany, infrared imaging in, 6:353
Gill–Thomas–Cosman (GTC) relocatable

head ring, 5:594
Glass ceramics, 1:287

as biomaterials, 1:273
in tissue engineering, 1:374

Glasses. See also Bioglass
bioactive, 1:284, 285
as biomaterials, 1:273
dissolution and bioactivity of, 1:286–287

Glass frits, 1:357, 358
Glass ionomer cements (GICs), 1:324
Glass ionomers, as dental fillings, 1:324
Glass-transition temperature, 1:331
Glaucomatous field defects, 6:530
Global Positioning System (GPS),

1:451–453
Glow discharge plasma modification, 1:345
Glucose intolerance, total parenteral

nutrition regimen for, 5:132
Glycolic–lactic acid copolymers, as

biomaterials, 1:107
Glucose monitoring

ambulatory, 1:16–17
home, 3:395–396

Glucose-sensitive microtransponder,
1:424, 425f

Glucose sensors, 1:16–17; 3:393–406
blood glucose prediction and, 3:402
challenges for development of, 3:402
ideal, 3:395
new, 3:393–395
noninvasive, 1:17
optical, 5:164–165
sensing methodologies and, 3:395–402

Glucose system, 5:126–127
Glycosaminoglycan (GAG) side chains,

2:64
Gold, in dentistry, 1:322
Goldmann perimetry, 6:529
Gold thin-film electrodes, 1:156–157
Goodness of fit test, 6:248–249
‘‘Good Samaritan’’ legislation, 2:49
Gorlin formula, 2:19
Gott, Vincent, 1:302
Government regulation. See Regulation
GPS navigational aids, for the visually

impaired, 1:451–453
Gradient recalled echo (GRE) imaging,

4:288–289
Gradient separation, of peripheral blood

mononuclear cells, 1:461–464
Gradiometers, 1:233–234, 235–236
Graft dysfunction, after liver

transplantation, 4:271
Grafted polymer layers, 1:347
Grafts

hyperbaric medicine and, 4:25
vein, 6:494

Gram-negative bacteria, 1:319–320, 371
Gram-positive bacteria, 1:320
‘‘Granuloma pouch,’’ 1:111
Graphene structure, 1:297
Graphic audiograms, 1:95–96
Graphic recorders, 6:48–62

analogue, 6:55–59
analogue and digital, 6:49–51
chart abscissa generation in, 6:51
digital, 6:59–60
evaluation of, 6:60–62
galvanometric, 6:55–58
graphic quality of, 6:53–55
manufacturers of, 6:61t
recording accuracy in, 6:51–53
translational servorecorders, 6:58–59

Graphic recording, fundamental aspects of,
6:49–55

Graphics display, in neurolog1cal
monitors, 5:34

Graphite(s), 1:296, 297
synthetic, 1:299

Graphite-loaded polyesters, in electrodes,
1:131

Gravity drip drug infusion systems,
2:497–498

Green Cross Corporation, 1:514
Green strain tensor, 1:88
Grid computing, 6:309
Gross tumor volume (GTV), 5:545, 546;

6:32

Grounding, in electroneurography,
3:116–117

Ground substance, in skin, 6:204
Group change, versus individual change,

5:451
Groupware systems, in office automation

systems, 5:156–158
Growth factors

for modulating cell behavior, 2:74
in tissue engineering, 1:366

Guardian real time system
(Guardian1 RT), 1:16

Guidances, Nuclear Regulatory
Commission, 2:171

Guidant Galileo delivery device, 1:607–608
Guidant Galileo IVB system, 1:605–609
Guidant ICD algorithm, 1:75
Guidant Ventak AV III DR algorithm, 1:78
GuideCane, 1:450–451
Guidewire diagnostics

in coronary angioplasty, 2:349–360
issues in, 2:353–354

Guide wire perturbation, 1:609–610
Guidewires

in coronary angioplasty, 2:349–350
increased pressure drop and reduced

hyperemic flow due to, 2:355–357
in microsurgery, 4:532
nickel–titanium shape memory alloy, 1:8

Guiding catheter, in coronary angioplasty,
2:349

Guluronate junction zone, 1:370f
Guyton model, 5:302–303
Gynecological diseases, cryosurgical

treatment of, 2:374
Gynecologic electrosurgery, 3:160–161
Gynecology, high intensity focus

ultrasound for, 4:78

Haar (square) wavelet, 1:75
Hagen, Gotthilf Heinrich Ludwig, 1:504
Hagen-Poiseuille law, 1:504
Hair follicles, 1:133
Haldane effect, 1:469
Half-cell potential, 1:122–123
Half-value layer (HVL), 6:592, 599

determination in X-ray equipment, 6:566
Hamilton, W. F., 2:25
Hand-cycling, 4:549
Hand grasp, restoration of, 3:127
Handheld electrodes, 1:143
Hand surface temperature biofeedback,

with tension and headache, 1:176
HAPEX composite, 1:289
Haptic feedback, in microsurgery,

4:528–529
Haptic icons, 6:299
Hard copy output device, in neurological

monitors, 5:34
Hard wall contact, 1:351
Hardware

computer networking, 5:350–351
medical image display, 5:353–355
phonocardiography, 5:289
visual prosthesis, 6:536–539

Harmonic excitation, coded, 6:469–471
Harmonic imaging, 3:4–5; 6:468–469
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Haversian bone, 1:528
remodeling of, 1:534–535

Haversian canals, 1:524
Hazard assessment, ultraviolet radiation,

6:487–488
HBOC-201 (Hemopure), clinical trial of,

1:518–519
Headache. See also Migraine headache

biofeedback clinical outcome literature
related to, 1:178–179

biofeedback training and, 1:167–168
Head and neck cancer, treatment planning

for, 5:538
Headgear, in continuous positive airway

pressure, 2:335
Head holder, 5:588–589
Head Injury Management Guidelines,

4:578
Head motion, measuring point-of-gaze in

the presence of, 3:273–275
Head-mounted video-based eye tracking

systems, 3:279–280
Head stereotactic localizer, 5:594
Healing

regeneration versus repair in, 6:180
response to biomaterials, 1:108–109

Health, in older people, 1:390
Healthcare, problems with, 6:109–114
Healthcare information systems, 4:310
Healthcare process, increased patient

participation in, 3:542–543
Health Insurance Portability and

Accountability Act (HIPAA), 1:456
Health issues, nanoparticle-related,

5:7–10
Health On the Net Code of Conduct

(HONcode), 4:309
Health Physics Society, 4:320
Health status measures, clinical

significance of, 5:444–445
Healthy organs

composed of separately critical voxels,
6:46

integral response for, 6:45–46
Healthy subjects, EGG in, 3:91–92
Healthy tissue integral dose, 6:43
Hearing. See also Audiometry; Ear entries

assessment of, 2:215
assistive devices related to, 2:222

Hearing aids, 2:224
Hearing analysis software, 2:214
Hearing disorders, new directions in, 2:224
Hearing impairment, categories of, 2:211
Hearing intervention, 2:218–219
Heart. See also Artificial heart; Cardiac

entries; Cardio- entries; Myocardial
entries; Pacemaker entries

anatomy and function of, 3:450
conducting system of, 2:43
electropuncture of, 1:150
hemodynamic monitoring of, 4:566–567
pressures and flows in, 3:450t
as a pump, 3:477–483
sounds and murmurs from, 5:279–282

Heart-arterial coupling, 3:492–494
Heart beat detection, computer-based,

3:50–51

Heart disease(s), 1:388. See also
Electrocardiography

diagnosis of, 3:41
Heart–lung machines, 3:459–462

CPB circuit and, 3:461–462
future directions for, 3:462

HeartMate XVE, 3:453
Heart performance, control of, 4:566
Heart rate (HR), 2:12

control of, 4:566–567
Heart rate home health care devices,

3:528–529
Heart rate instrumentation, 1:174
Heart rate monitoring, fetal, 3:287–293
Heart rate sensors/amplifiers, 1:175
Heart rate studies, 3:257t
Heart rate variability (HRV) biofeedback,

1:182
Heart rate variability instruments,

1:175–176
Heart rate variability training, 1:174, 175
Heart rhythm disorders, cryosurgical

treatment of, January 18, 20062:
375–376

Heart sounds, 5:279–282
processing of, 5:287–288
recording of, 5:283–287

Heart sound transducers, 5:283–286
Heart valve function, dynamics of, 3:417
Heart valve prostheses, 3:407–426. See

also Prosthetic heart valves
functional characterist1cs of, 3:415–423
future directions in, 3:435–436
ideal design of, 3:410–415
in vitro flow dynamics of, 3:426–437
in vitro testing of, 3:430–435
technology related to, 3:428–430

Heart valves. See also Heart valve prostheses
anatomy of, 3:407–410
bioprosthetic, 3:413–415
computational simulation of function of,

3:422–423
effective orifice area of, 3:415–416
hemodynamics of, 3:427–428
mechanical, 3:411–413
native structure of, 3:427–428
tissue engineered, 6:392

Heart vibrations, fundamental aspects of,
5:282–283

Heat. See also Temperature entries;
Therm- entries

defined, 6:312
as a thermal dilution indicator, 2:26–27

Heat and cold therapy, 3:462–477
history of, 3:463–464
physiological effects of, 3:464–466
temperature-change devices and, 3:

466–475
Heat balance/production/loss, in infant

incubators, 4:146–148
Heat dissipation, in X-ray tubes, 6:606–608
Heat flowmeter, in cryosurgery, 2:372
Heat generation, metabolic, 1:189, 191
Heating

as a hospital problem, 6:112
superficial, 3:467
tissue injury from, 6:368–369

Heat loss
by human body, 1:191
predictable, 2:28

Heat-related hyperemic response, 2:379
Heat sterilization, 6:275–276

dry, 6:275
moist, 6:275–276

Heat transfer
effects of blood perfusion on, 1:189–190
in human body, 1:191

Heat transfer components, in
microbioreactors, 4:389

Heavy ion radiotherapy, 6:1–13
in cancer therapy, 6:10–11
electron-beam, 6:4–6
fast and slow neutron radiotherapy,

6:6–8
future developments in, 6:11–13

Heimlich maneuver, 2:55–56
Helical computed tomography, 2:233
Helical CT scan, 2:238
Helical tomotherapy, 6:398–399
Helicobacter pylori urease analyzer

(HPUA), 4:105
Helium dilution, 5:438
Hematocrit (HCT), 2:87

effect on blood viscosity, 1:501f
impedance plethysmography and, 4:130

Hematocrit measurement, 1:208
optical sensors in, 5:170–171

Hematogenous infection, 1:117–118
Hematological malignancies, treatment of,

4:606
Hematology, automated cytology in, 2:404
Hematology analyzers, 2:89t

automated, 2:410
Hematology systems, WBC differential

analysis on, 2:414–419
Hematopoietic stem cells (HSCs), 6:382
Hemiarthroplasty, 3:514
Hemiarthroplasty hip replacements, 3:522
Hemisurface hip replacements, 3:522
Hemobilia, 3:391
Hemocytometer, 2:82–83
Hemodynamic evaluation, of prosthetic

heart valves, 3:439–441
Hemodynamic monitoring, 4:565–576. See

also Blood pressure monitoring
bedside, 4:567–568
cardiac output determination in,

4:573–574
checking dynamic response in, 4:570–572
computerized decision support in, 4:575
heart, 4:566–567
measurements in, 4:568–569
neonatal, 4:593–594
signal amplification, processing, and

display in, 4:572–573
theory behind, 4:566

Hemodynamic monitoring system,
technical management of, 4:593–594

Hemodynamic parameters, alarming based
on, 4:574

Hemodynamics, 3:477–497. See also Blood
entries; Heart

arterial system and, 3:483–492
heart–arterial coupling and, 3:492–494
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Hemodynamics (Continued)
heart valve, 3:427–428
peripheral, 4:127–128

Hemoglobin (Hb), 1:500; 2:14
in blood oximetry, 1:470–471
in blood oxygen transport, 1:467–468,

469
cardiopulmonary resuscitation and,

2:40–41
encapsulated, 1:520
oxygen saturation of, 6:523
PFCs and, 1:514

Hemoglobin concentration (HGB), 2:87
Hemoglobin solutions, 1:516–520

in clinical trials, 1:517t, 518–520
duration of action of, 1:518
formulation of, 1:516–517
hematopoietic effect of, 1:518
hemodynamic effects of, 1:517–518

Hemolink, clinical trial of, 1:519–520
Hemolysis, 1:461
Hemopure, clinical trial of, 1:518–519
Hemorrhage, gastrointestinal, 3:384–393
Hemostasis, biomaterial failure and, 1:280
Henderson–Hasselbalch method, 2:110
Henry’s law, 1:465; 4:19
Hepatic artery thrombosis, 4:271. See also

Liver entries
Hepatic failure, diseases associated with,

4:268t
Hepatic vein thrombosis, after liver

transplantation, 4:271–272
Hepatitis, from banked blood, 1:512–513
Heterografts, 1:283
Heuristic sequence alignment methods,

1:219
Hewlett-Packard ear oximeter, 1:471
Hi-ART II CT imaging system,

6:399–401
Hi-ART II tomotherapy unit, 6:398–399
Hidden Markov Model (HMM), 1:222
Hierarchical storage management/

compression, 5:349
HIFU apparatus, 4:80f. See also High

intensity focus ultrasound (HIFU)
HIFU devices, 4:75–76
High angle annular dark field (HAADF)

mode, 4:478
High blood pressure. See Hypertension

entries
High contrast spatial resolution, in CT

scanners, 6:576–577
High Density Avalanche Chamber

(HIDAC) PET system, 5:411
High density electrode arrays, 2:138
High density polyethylene (HDPE), 1:333
High dose rate (HDR) brachytherapy,

1:590–601; 6:26–27. See also High-
dose-rate remote afterloaders

advantages and disadvantages of, 1:600
costs associated with, 1:599–600
quality assurance in, 1:599
shielding in, 1:598–599
treatment planning system for,

1:597–598
High-dose-rate remote afterloaders

components of, 1:590–594

features of, 1:592t
safety features of, 1:594–596

Higher brain function, MEG studies of,
1:244

Higher order gradients, noise reduction
using, 1:235–236

High frequency current, early experiments
with, 3:157

High frequency flow interruption (HFFI),
3:500, 503

High frequency jet ventilation (HFJV),
3:500

High frequency jet ventilators (HFJVs),
3:501–502

during and after cardiac surgery, 3:507
High frequency oscillatory ventilators

(HFOVs), 3:500, 502–503
High frequency ventilation (HFV),

3:497–514
airway pressure monitoring during,

3:505
equipment for, 3:500–505
future outlook for, 3:512
in children and adults, 3:508–509
increasing, 3:499–500
risks associated with, 3:509–511
theoretical basis for, 3:498–500
in neonates, 3:505–508

High frequency ventilators
design classifications for, 3:500–502
design philosophy for clinical

applications of, 3:503–504
limitations of, 3:504–505, 511
safety and effectiveness of, 3:509
working of, 3:498–500

High intensity focus ultrasound (HIFU),
4:62, 75–76; 6:365. See also HIFU
entries

additional applications of, 4:81
future perspectives in use of, 4:81–83
history of, 4:75
medical applications of, 4:76–83
principles of, 4:75

Highly oriented pyrolytic graphite
(HOPG), 1:300

High molecular weight boron delivery
agents, 1:576

High-performance liquid chromatography
(HPLC), 2:103, 104–105

High-performance silicon micropump,
2:504

High resolution cytometry, in cellular
parameter measurement, 2:399–400

High resolution electrocardiography,
3:49–50

High resolution temperature
measurements, using lock-in
amplifiers, 6:330

High resolution transmission electron
microscopy (HRTEM), 4:478

High technology tools, for exercise fitness,
1:393–398

Hip implant bearings
friction factors and lubrication regimes

in, 3:521t
types of, 3:521–522

Hip implants, 1:271f

Hip joint replacements, biomaterials for,
3:515, 516

Hip joints. See also Artificial hip joints
anatomy and environment of, 3:515
ceramic-on-ceramic, 3:521
cross-linked polyethylene, 3:521
metal-on-metal, 3:520–521
stability of, 4:220–221
UHMWPE-on-metal/ceramic,

3:518–520
Hip joint wear debris, biological response

of, 3:518
Hip prostheses

failure of, 1:314–315
fixation of, 5:195–196

Histogram analysis, 2:401–402
Histograms, 2:401
Hitachi CLAS, 1:24
HIV infection, of whole blood, 1:460. See

also Human immunodeficiency virus
(HIV) patients

HIV transmission, from banked blood,
1:512

HL-7 system-to-system interface, 1:24
HMMER alignment tool, 1:222
Hold-down force, in arterial tonometry,

6:404
Holger–Nielson method, 2:36
Hologic/Lorad full field digital

mammography system, 4:305
Holter analyzer (scanner), 1:13
Holter monitor

ambulatory monitoring with, 1:12–13
clinical application of, 1:13t

Home glucose monitoring, 3:395–396
Home health care devices, 3:525–536

blood components, 3:531–532
blood pressure, 3:526–527
body fat, 3:530–531
body temperature, 3:529–530
body weight, 3:532–533
daily activity and sleep, 3:534
electrocardiogram, 3:527–528
heart and pulse rate, 3:528–529
nutrition, 3:533
respiration therapy and oxygen therapy,

3:534–535
urine components, 3:532

Homeostasis, 1:167
Home parenteral nutrition, 5:133
Homogeneous atelectatic lung disease,

3:505
Homogeneous obstructive lung disease,

3:507
Homogeneous restrictive lung disease,

3:506
Homograft, 1:283
Homology, 1:221
Homopolymers, 5:388
Hook electrode, 3:125
Hooke’s law, 2:69
Hoppe–Seyler, Felix, 1:469
Horsley–Clark stereotactic device, 6:265f
Hospital environment, problems with,

6:113–114
Hospital facilities, problems with,

6:112–113
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Hospital information system (HIS),
interfacing with radiology information
system, 5:335

Hospital safety program, 6:109–122. See
also Total hospital safety program

medical devices and instrumentation
related to, 6:117–119

patient safety in, 6:119–120
tools for, 6:119

Host-related risk factors, for implant-
related infections, 1:114–115

Hot packs, 1:190
Hotspots, current density, 1:121
Human allograft (cadaver skin), as a skin

substitute, 6:173–174
Human amnion, as a skin substitute, 6:174
Human anatomy, 1:384f
Human body, oxygen transport in,

5:209–210
Human body temperature profile,

simulated, 6:348f
Human clinical models, of spine

stabilization procedures, 3:582–585
Human factors

alarms and, 3:540–541
automation and, 3:541
case studies of, 3:538–539
cognitive task analysis and, 3:540
labeling and, 3:541
legal influences that affect, 3:539
in medical devices, 3:536–547
methods to improve design of, 3:539–540
new issues involving, 3:542–544
reporting and, 3:541–542
user testing and, 3:540
work domain analysis and, 3:540

Human Factors and Ergonomics Society,
4:320

Human factors engineering perspective,
3:537–538

Human immunodeficiency virus (HIV)
patients, medical procedures for,
3:543–544. See also HIV entries

Humanitarian use devices, 2:146
Human joints. See also Joints

characteristics of, 4:206t
finite element analysis of,

4:218–219
Humanoid phantom, 5:265–266
Human organ weights, 5:572t
Human patient simulators (HPS), 1:45–46
Human performance, analyzing, 1:394
Human spine, 6:230
Human spine biomechanics. See Spine

biomechanics
Human thermal models, 6:347–348
Humidity, in continuous positive airway

pressure, 2:335–336
Humoral immune response, 1:113
Hunter–Roth intramyocardial electrode,

1:151
Hurter and Driffield curve (H&D curve),

6:142–143
Hutchinson, 5:John, 430
Hyaff, 1:340
Hyaline cartilage, composition and

structure of, 2:63–65, 66

Hyaluronan (HA), 1:340
in tissue engineering, 1:370

Hyaluronic acid, in tissue engineering,
6:384

Hybrid animal imaging devices, 5:106
Hybrid approach, to developing visual

prostheses, 6:535
Hybrid imaging instruments, 5:103–104
Hybridization, DNA sequencing by, 2:433
Hybridization stations, in array platforms,

4:369
Hybrid lenses, in intraocular lenses, 4:239
Hybrid SPECT/CT systems, computers in,

5:119–121
Hydraulic exercise equipment, 1:397–398,

398–399
Hydrocephalus, 4:1–18

devices for treating, 4:8–14
diagnosis with imaging, 4:5–8
diagnostic methods related to, 4:3–5
epidemiology of, 4:1
nonobstructive, 4:9
pathophysiology of, 4:2–3
physiology of, 4:1–2
symptoms of, 4:2–3
third ventriculostomy in, 4:14–15

Hydrocolloids, in hydrogels, 1:135
Hydrodynamic lubrication, 6:417
Hydrofluoric acid (HF), 1:292; 2:4

in hydrophobic bonding, 2:3
Hydrogel electrodes, EMG, 1:169
Hydrogel layers, 1:348
Hydrogels, 1:134, 135–136, 141, 276, 277,

338–339
electrosensitive, 5:391
in engineered tissue, 3:196
pH-sensitive, 5:391
stimuli-responsive, 5:391
temperature-sensitive, 5:391

Hydrogenated diamond-like carbon
(HDLC), 1:313–314

Hydrogen electrode, standard, 1:122
Hydrogen fluoride (HF), 2:4

in hydrophobic bonding, 2:3
Hydrogen-induced cracking (HIC), 1:311
Hydron, 1:339
Hydrophilic polymers, 1:348
Hydrophilic surfaces, 1:343
Hydrophobic bonding, 2:3
Hydrophobic polymers, 1:314, 348
Hydrophobic protein sites, 1:344
Hydrophobic surfaces, 1:343, 344
Hydrotherapy

contrast bath, 3:464
convection, 3:468

Hydroxides, alkaline, 1:32, 33
Hydroxyapatite (HA), 1:260, 261, 314

as biomaterial, 1:108, 110
gel-casting of, 1:291
in vitro biochemistry behavior of,

1:364–365
sintered, 1:287
synthetic, 1:284, 285

Hydroxyapatite coatings, 1:355, 356,
357–365

Hygiene, use of UV in, 6:486–487. See also
Health

Hylan, 1:340
Hyperalgesia, 6:439–440
Hyperbaric chamber, 4:21
Hyperbaric chamber facility design, 4:27
Hyperbaric medicine, 4:18–29

acute exceptional blood loss anemia and,
4:26

acute thermal burns and, 4:26
acute traumatic ischemias and, 4:23–26
air embolism in, 4:22
approved indications for, 4:20–21
carbon monoxide poisoning and, 4:26
contraindications for, 4:21–22
cyanide poisoning and, 4:27
decompression illness and, 4:23
flaps and, 4:24–25
frontiers and investigational uses of,

4:27–28
historical background of, 4:18
physics of, 4:18–19
physiology of, 4:19–20
radiation tissue damage and

osteoradionecrosis in, 4:26
refractory osteomyelitis and, 4:26
skin grafts and, 4:25
wounds and, 4:23–24

Hyperbaric oxygenation (HBO), 4:29–33
Hyperbaric oxygen therapy, approved uses

for, 4:18t
Hyperemic flow, during guidewire

diagnostics, 2:355–357
Hyperemic response

heat-related, 2:379
nerve-axon-related, 2:379–380

Hyperglycemia, 1:17
Hyperlipidemia, parenteral nutrition and,

5:132–133
Hyperpolarized contrast agents, in

magnetic resonance imaging, 4:294
Hypertension. See also Ambulatory blood

pressure monitoring
arterial mechanics in, 1:89–90
biofeedback clinical outcome literature

related to, 1:180
borderline, 1:15
defined, 1:491
drug-resistant, 1:15
with end-organ damage, 1:15
episodic, 1:15
labile, 1:15
in pregnancy, 1:16
white-coat, 1:15

Hypertension monitoring, transthoracic
bioimpedance and, 1:202

Hyperthermia, 1:188–189. See also
Systemic hyperthermia; Ultrasonic
hyperthermia

application modes for, 4:68–75
chemotherapy in conjunction with,

4:68
devices, 4:75–76
effect on tumors, 4:49
endocrine function and, 4:48
externally applied, 4:68–73
future perspectives in use of, 4:81–83
immune system and, 4:50–51
interstitial, 4:34–42

INDEX 643



Hyperthermia (Continued)
medical applications of, 4:67
nanoparticle therapy and, 4:49t
radiation coupled with, 4:67–68
step-down sensitization in, 4:49

Hyperthermia and chemotherapy clinical
trials, 4:70t

Hyperthermia and radiation clinical trials,
4:69t

Hyperthermia devices, commercially
available, 4:47t

Hyperthermia systems, commercially
available, 4:45–46

Hypertrophy, developing, 1:391
Hypoglycemia, 1:17
Hypoperfusion, 6:164
Hypopnea, 6:220. See also Obstructive

sleep apnea/hypopnea syndrome
(OSAHS)

Hypotension, orthostatic, 1:16
Hypothalamus, thermoregulation and,

1:190, 191
Hypothermia, 1:188–189, 191
Hypothesis testing, parametrical, 6:251
Hypothetical distribution

comparing sample distribution to,
6:257–258

one-sample t-test to compare one data
sample to, 6:251–253

Hypovolemia, 2:48
Hypovolemic shock, 6:164

management of, 6:168
Hysteresis, in surface analysis, 1:348–349

125I (iodine-125), physical characteristics
of, 5:419–420. See also 131I-MIBG
therapy

Ice bath, for thermodilution cardiac output
measurement, 2:30–31

Icterus, 1:461
Ideal scaffold, 1:290–291

sol–gel-derived bioactive glass foam as,
1:292–293

Idiopathic scoliosis etiology, theories of,
6:128–129

IL-2 receptor blockers, 4:274–275
Illnesses, preventable, 1:390. See also

Disease entries
Illuminating system, in the transmission

electron microscope, 4:481
Illumination fibers, requirements for,

3:306
Image acquisition

future trends in, 5:346
for picture archiving and communication

systems, 5:335–336
Image analysis

in automated cytology, 2:402–403
computers in, 5:117–118

Image artifacts, 5:342–343
Image capture, in teleradiology, 6:305
Image compression, in teleradiology,

6:306–307
Image contrast, in magnetic resonance

imaging, 4:286–288
Image data privacy, in teleradiology,

6:307–308

Image data security, in teleradiology,
6:309–310

Image data sets, 5:346
Image display, computers in, 5:117–118
Image enhancement and restoration

algorithms, smart, 6:351
Image fusion, PET-CT, 2:244
Image generation, Anger camera, 1:53f,

55–56, 57f
Image Grabber, 6:536–537
Image guidance, in tomotherapy, 6:401
Image guided surgery (IGS), 4:538–539
Image-in-flow WBC counting technique,

2:412
Image-intensifier assembly (IIA), in

fluoroscopic X-ray systems, 6:570
Image intensifiers, 4:87–89
Image intensifier systems, 6:557
Image magnification, in computed

tomography, 2:251–252
Image noise, in computed tomography,

2:252
Image processing, 5:346

algorithms for, 5:340
computers in, 5:117–118
in visual prostheses, 6:541–542

Image quality
CT, 2:233–250
in digital radiography, 5:344–345

Image receptors, 6:556–557
Image recognition, fourth Purkinje, 3:270
Image recording system

in the scanning electron microscope,
4:484

in the transmission electron microscope,
4:482

Image registration, 5:457–458
Images, transmission through optical

fibers, 3:307
Image segmentation, 5:340
Imaging. See also Magnetic resonance

imaging; Mammography
during ablative treatment, 6:374–375
to assess genital engorgement, 6:153
cardiac, 6:371
cellular, 2:90–101
contrast, 6:465–471
diagnosis of hydrocephalus with, 4:5–8
diffusion, 4:290–291
diffusion tensor, 4:291
Doppler, 6:462–465
in erectile assessment, 6:157–158
fiber optics in, 3:307
fluorescence, 3:346
functional magnetic resonance,

4:289–290
gradient recalled echo, 4:288–289
harmonic, 6:468–469
nuclear medicine, 5:108–114
nuclear perfusion, 3:254–255
peripheral vascular noninvasive

measurements, 5:245–249
for radiation oncology, 6:30–32
SPECT, 5:100–101
stereotactic, 5:577–578
temporal-spectral, 5:247–249
3D, 6:465

ultrasonic, 6:453–473
vascular, 2:426; 4:291–292

Imaging artifacts, 5:494
Imaging atomic force microscope (AFM),

4:504–505, 506–510
Imaging atomic force microscopy,

evaluation of, 4:513–514
Imaging books/reports, 4:343–344
Imaging devices/equipment/instruments,

4:89–97
animal, 5:104–106
electronic portal imaging detectors,

4:89–90; 5:484
hybrid, 5:103–104
liquid ionization chambers, 4:90–92
near-field, 4:436–439
physical aspects of, 4:90

Imaging fiber bundles
flexible, 3:307–308
rigid, 3:308–309

Imaging modalities, based on fluorescent
microscopy, 4:498–502

Imaging modes, 6:468–471
Imaging sequences, in magnetic resonance

imaging, 4:288
Imaging system, in the transmission

electron microscope, 4:481
Imaging techniques, for exercise stress

testing, 3:253
Imaging units, regulations related to, 2:174
131I-MIBG therapy, dosimetry of,

5:569–570. See also 125I (iodine-125)
Immature cells, in tissue engineering,

6:382
Immitance measurement, acoustic,

1:99–101
Immune adjuvant, use with T cell

administration, 4:113
Immune reactions. See also Immune

response
from banked blood, 1:513
to implants, 1:112

Immune response, 1:113. See also Immune
reactions

biomaterial failure related to, 1:280–281
cells participating in, 4:597

Immune system
antibodies and, 4:597–599
effect of UV exposure on, 6:476
whole-body hyperthermia and, 4:50–51

Immunization, 4:597
Immunoassay analyzers, 1:21, 22t
Immunoassays

development of, 4:375
in microbial detection, 4:376

Immunoblotting, 4:603
Immunocytochemistry, 2:411
Immunoelectron microscopy, 4:602
Immunoelectrophoresis, 4:603
Immunofluorescence, 3:345–346;

4:601–602
Immunohistochemistry, 4:602
Immunologically sensitive field-effect

transistors (IMFETs), 4:98–110
direct-acting (label-free), 4:100–102,

103–104
future directions for, 4:108–109
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indirect-sensing, 4:102–103, 104–107
practical limitations of, 4:107–108
theory behind, 4:99–103

Immunology, automated cytology in, 2:405
Immunomodulation, transfusion-related,

1:513
Immunosensors, 5:172–173

piezoelectric sensors as, 5:363–365
Immunosuppressive agents, 4:274t

alternative, 4:275
Immunosuppressive medications, 4:273
Immunotherapy, 4:111–120

activation and polarization of effector T
cells, 4:112–113

adoptive T cell immunotherapy of cancer
in lymphopenic host, 4:115–116

antitumor reactivity of T cell subsets,
4:114–115

cancer, 4:605
combined, 4:117–118
effector T cell trafficking and

proliferation, 4:113–114
induction of tumor-reactive pre-effector

T cells, 4:111–112
redirecting effector T cells to tumor,

4:116–117
use of immune adjuvant with T cell

administration, 4:113
Impedance, 1:99. See also Tissue

impedance
acoustic, 4:66t; 6:454–455
electrode-electrolyte, 1:123–124
at electrode-skin interface, 1:121
frequency dependence of, 3:117–119
interface, 1:124
limit current of linearity and, 1:128–129
skin, 1:131–137

Impedance analysis, 3:483–485
of tissue and suspended cells, 4:135–137

Impedance cardiography waveforms,
1:201f

Impedance mapping, 6:372
Impedance plethysmography, 4:120–132;

5:238–239
bioimpedance measurement

fundamentals, 4:122–124
characteristics of bioimpedance,

4:124–126
instrumentation and applications for,

4:127–131
laboratory applications of, 4:130
methodology of, 4:120–122
model-based relations for volume

determination, 4:126–127
Impedance plot, complex, 1:124
Impedance–resistance measurements, in

cryosurgery, 2:370–372
Impedance spectroscopy, 4:132–144

in adherent cell monitoring, 4:137–138
data presentation and analysis related

to, 4:134–135
electrode–cell interface model and,

4:138–139
instrumentation for, 4:133–134, 138
for monitoring cell attachment/

spreading, 4:139–140
theory behind, 4:133

as a transducer in cell-based drug
screening, 4:140–142

Implantable applications, capacitive
electronic interfaces for, 2:7–10

Implantable atrial defibrillators, 1:80
Implantable biotelemetry systems, 1:421
Implantable cardioverter defibrillators

(ICDs), 1:69–70, 71–79
Implantable controlled drug delivery

devices, 2:439–440
Implantable defibrillators, 2:407–409
Implantable devices

biocompatibility and, 1:104
minute ventilation in, 1:204–205

Implantable drug delivery devices
history of, 2:440–442
microelectro-mechanical systems for,

2:449–452
Implantable electrical nerve stimulators,

3:26
Implantable enzyme electrode, glucose

sensors, 3:398–402
Implantable lead system, 1:434–435
Implantable microcapsules, 4:394
Implantable microfabricated drug delivery

system, 2:504
Implantable neurostimulator, 1:434
Implantable optical glucose sensors, 3:397
Implantable pulse generator (IPG), 1:432;

6:225–226
Implantable pump drug infusion systems,

2:500
Implantation, spinal cord stimulator,

6:227–228
Implantation-related risk factors, for

implant- related infections, 1:114
Implant–bone interface, in spine

stabilization procedures, 3:569–572
‘‘Implant bursitis,’’ 1:109
Implant-contiguous wound sepsis,

prevention of, 1:117–118
Implant-derived particles, effects of, 1:111
Implanted biosignal monitoring electrodes,

1:130
Implanted electric bone treatments, 1:562
Implanted electrodes, 1:120–121. See also

Implant electrodes
in functional electrical stimulation,

3:353–357
Implanted nerve electrodes, 3:355–357
Implanted stimulation electrodes, 1:121
Implant electrodes, 1:149–158. See also

Implanted electrodes
historical background of, 1:150–152

Implant failure, correlating with disease
states and drugs, 1:112

Implant-grade steel, 1:311–312
Implant-induced alterations, of the

mechanical environment, 1:110
Implant movement, effects of, 1:111
Implant-related infections, 1:113–118

biofilm and, 1:115
common bacteria that cause, 1:114
diagnosis of, 1:116
fate of material during, 1:116
latent, 1:115
outcomes of, 1:115–116

preventing, 1:117–118
risk factors for, 1:114–115
treating, 1:116–117

Implants. See also Cochlear prostheses
bioactive glasses in, 1:286
biocompatibility of, 1:256
bone cement, 1:540
carcinogenicity and, 1:112–113
ceramic, 1:260–262
cochlear, 2:133, 139
composite, 1:262–264
contraceptive, 2:344–345
dental, 1:327–329; 6:426–427
for degenerative bone disease, 6:234
for degenerative disk disease,

6:234–237
for developmental spine deformities,

6:234
epiretinal, 6:534–535
history of, 1:255
immune reactions to, 1:112
interfacial stability of, 1:284
long-term problems with, 1:255
materials for, 1:255
prostate seed, 5:418–429
resorbable, 1:255–256
spinal, 6:229–240
subretinal, 6:534
tissue response to, 1:109–110
transplants versus, 1:283–284

Implant sites, characteristics of, 1:108
Implant surfaces, 1:130
Impressed currents, 1:238
Impulse response, in compartment

modeling, 6:433
Incandescent ultraviolet radiation, 6:476
Incident–accident investigation/reporting,

6:118–119
methodology for, 6:119

Inclusion complexes, formation of, 2:453
Inconsistent data, in computed

tomography, 2:255
Incontinence, biofeedback clinical outcome

literature related to, 1:182
Incubator dynamics, 4:153–155. See also

Infant incubators
Incubator studies, 4:150–152
Independent Component Analysis (ICA),

1:241–242
Independent living aids, for the sight

impaired, 1:447–448
Indexers, in remote afterloaders,

1:591–592
‘‘Indication for use’’ statement, 2:146
Indicator dilution, principle of, 2:26
Indicator dilution approach, in peripheral

vascular noninvasive measurements,
5:246

Indicator dilution cardiac output
measurement, fundamental equations
for, 2:22

Indicator dilution curve, fundamental
equations for, 2:22–23

Indicator dilution equations, application of,
2:23

Indicator-mediated transducers, in optical
sensors, 5:163

INDEX 645



Indirect blood pressure measurement,
1:485, 486–489; 4:568–569

Indirect colorimetric measurement,
2:192–194

Indirect Conversion digital radiography,
5:343

Indirect enzyme activity measurements,
2:195–196

Indirect-sensing IMFET, 4:102–103. See
also Immunologically sensitive field-
effect transistors (IMFETs)

workings of, 4:104–107
Individual change, versus group change,

5:451
Indoor navigational aids, 1:453
Induced fluorescence, 6:359
Induced organ synthesis, for organ

function loss, 6:183
Inductance pneumography, 6:521
Inductance respirometry, in neonatal

respiratory monitoring, 5:16
Inductance strain gages, 6:283
Inductively coupled plasma (ICP), 1:356
Inductive plethysmography, 4:131;

5:378
Inductive signaling, in tissue engineering,

6:387–388
Industrial-Medical-Scientific (ISM)

frequencies, 1:190
Inert bioceramics, 1:284
Inert biomaterials, 1:104
Infant cardiopulmonary resuscitation

(CPR), 2:57–58
Infant heat transfer, infant incubators and,

4:148
Infant incubators, 4:144–157

design actors related to, 4:146–150
dynamics of, 4:153–155
electromagnetic radiation in, 4:156
heat balance/production/loss in,

4:146–148
history of, 4:144–146
nonthermal environment of, 4:155–156
as sensory microenvironments,

4:155–156
for specialized purposes, 4:156
studies related to, 4:150–152

Infants
EGG in, 3:93–94
indications for liver transplantation in,

4:269t
Infant skin servo-controlled (ISC)

incubator, 4:153
Infections

from banked blood, 1:512
hematogenous, 1:117–118
implant-related, 1:113–118

Infectious diseases, electron microscopic
diagnosis of, 4:484–485

Inferior lead ST-segment depression, in
exercise stress testing, 3:248

Inflammation
biomaterial failure related to, 1:280
in implant-related infections, 1:116

Inflammatory bowel disease, 3:392
Inflammatory-reparative response, tissue

regeneration and, 1:109

Inflation/deflation control, in blood
pressure measurement, 1:487–488

Informatics, medical, 4:309
Information Notices, Nuclear Regulatory

Commission, 2:171
Information, radiation protection, 5:501
Information systems

in healthcare, 4:310
radiology, 5:549–559

Information technology, computers in,
5:118–119. See Computer information
technology

Informed consent, for contraceptive
devices, 2:338

Infrared imaging, 6:346–347
pathophysiological-based understanding

of, 6:347–349
Infrared light absorption sensors, 2:20
Infrared light absorption technique,

1:478–479
Infrared/optical spectroscopy, 4:327–329
Infrared (IR) radiation, 5:66–67. See also

IR entries
in biotelemetry systems, 1:421–422
use in medical diagnosis and therapy,

5:70
Infrared reflectance, 5:142–144
Infrared technologies, new generation,

6:349–353
Infrared thermography, 6:360
Infrared thermometers, 6:316
Infrared tympanic thermometers (ITTs),

6:361
Infusers, elastomeric, 2:500–501
Infusion pump drug infusion systems,

2:498–502
Inhalational anesthetics, 1:28

history of, 3:377–378
Initial values, law of, 1:167
Injection, needleless, 2:503
Injurious forces/mechanisms, as a hospital

problem, 6:109–110
Injury

to cartilage, 2:72
mammalian response to, 6:179–184
from nonionizing radiation, 5:69
raised intracranial pressure related to,

4:580–582
scale of functional deficit related to,

6:179–180
Injury currents, 1:211
Injury risk, during exercise, 1:397
Inkjet technology, for cell patterning, 1:412
Inline volume flow measurement,

3:327–329
Inner Helmholtz plane (IHP), 1:123
Innervation, of engineered tissue, 3:192
Innovative medical devices, codes and

regulations related to, 2:152
Input power, ventilator, 6:506
Input radiation levels, 6:572
In situ bone regeneration, 1:291
Instability coefficients, EGG, 3:90
Instantaneous blood pressure

measurement, 5:235
Instantaneous center of rotation,

4:207

Institute for Biological Engineering (IBE),
4:316

Institute for Diabetes Technology artificial
pancreas, 5:229

Institute for Medical Technology
Innovation, 4:320

Institute of Electrical and Electronics
Engineers, 4:320

Institute of Environmental Sciences and
Technology, 4:320

Instrumentation. See also Apparatus;
Equipment; Instruments. See also
Sexual instrumentation

acoustic immittance measurement, 1:99
anterior and posterior spinal, 3:579–580
auditory evoked potential, 1:98
biofeedback, 1:168–169
biomagnetic, 1:231–242
for cell defining, enumerating, and

isolating, 4:603–604
colorimetry, 2:189–190
ECG, 3:39–41
echocardiographic, 3:5–6
EEG biofeedback, 1:171–173
electrodermal biofeedback, 1:173–174
electrosurgery interference with, 3:173
for endoscopic procedures, 4:535–537
fluorescence-measurement, 3:343–345
in a hospital safety program, 6:117–119
impedance plethysmography, 4:127–131
impedance spectroscopy, 4:133–134, 138
laser Doppler flowmetry, 2:379–381
linear variable differential transformer,

4:253–254
microdialysis sampling, 4:402
for minimally invasive surgery,

4:535–539
for non-endoscopic procedures,

4:537–538
nuclear medicine, 5:90–106
optical sensor, 5:163–164
otoacoustic emission, 1:102
positron emission tomography,

5:415–417
pulmonary physiology, 5:434–435
radiation protection, 5:500–520
sexual, 6:149–163
single photon emission computed

tomography, 2:280–281
speech audiometry, 1:96
spinal, 6:132–133
temperature biofeedback, 1:170–171

Instruments. See also Instrumentation
colposcopy, 2:200–202
critical care, 1:22t
heart rate variability, 1:175–176
respiratory sinus arrhythmia, 1:174

Instrument Society of America, 4:320
Insufficient data quantity, in computed

tomography, 2:253–255
Insulin-like growth factor II (IGF-II), 1:290
Insulin pump, with ambulatory blood

glucose monitor, 1:17
Integra, as a skin substitute, 6:177–178
Integral dose, healthy tissue, 6:43
Integral response, for a healthy organ,

6:45–46
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Integrated circuits, in temperature
measurement electronics, 6:331–332

Integrated-circuit temperature sensor,
4:157–162

applications for, 4:160–161
circuits and devices in, 4:159–160
future of, 4:161–162
theory behind, 4:158–159

Integrated gas analyzers, anesthesia
machine, 1:40

Integrated human–machine–environment
systems, in anesthesia monitoring,
1:44

Integrated monitors, anesthesia machine,
1:39–40

Integrated optic oxygen sensor chip, 5:206
Integrating the Healthcare Enterprise

(IHE), 5:334
Integration

in electromyography, 3:107
in microbioreactors, 4:392

Integrator–inverter circuit, 1:194
Integrity, in teleradiology, 6:307–308
Intelligent electronic travel aids, 1:450–

451
Intelligent human–machine interface, in

anesthesia monitoring, 1:44
Intelligent navigational aids, for the

visually impaired, 1:453
Intensifying screen

absorption efficiency and conversion
efficiency of, 6:139–140

physical properties of, 6:139
in screen-film systems, 6:138–140

Intensity-modulated arc therapy (IMAT),
5:492, 523

Intensity-modulated radiation therapy
(IMRT), 5:520–525, 460–461

computed tomography simulation for,
2:273–274

gel dosimeters in, 5:491–492
Interaction coefficients, in radiation

measurement, 5:465–466
Interaction types, in radiation therapy

dose calculation, 5:535
Interactive localization device (ILD), 6:270
Interbody cages, 6:235

lumbar, 3:580–581
Interbody fusion cage stabilization,

3:578–579
Intercalated disks, 2:43
Intercapillary space, 2:199–200
Intercompartmental fluid shifts,

impedance plethysmography and,
4:129

Intercostal EMG measurements, 6:521
Interface electronics, in biotelemetry

systems, 1:418
Interface impedance, 1:124
Interfaces, in continuous positive airway

pressure, 2:335
Interfacial bonding, of bioactive glasses,

1:286
Interference, in biomedical electrodes,

1:121
Intergranular corrosion, 1:311
Interictal spikes, 1:245

Interlaminar hooks, 3:569–570
Intermediate zones, of articular cartilage,

2:64, 65
Intermittent mandatory ventilation (IMV),

with anesthesia machines, 1:38
Intermolecular forces, surface protein

adsorption and, 1:344–345
Internal anal sphincter (IAS), 1:62, 64
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sexual behavior assessment,
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(kerma), 5:466
Kinetic imaging analyses, 5:414
Kinetic measurements, 2:194–196

Kinetics, joint, 4:211–212
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Laser probe, single-point, 2:379, 381
Laser refractive surgery, 6:378
Laser regulations, state, 2:158t
Lasers

books/reports on, 4:346
monochromatic radiation from, 6:478
use in medical diagnosis and therapy,
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Lower GI hemorrhage, diagnosis of, 3:387t
Lower limb orthotic devices, 6:88t
Lower limb technical analysis form, 6:90f,

91f
Lower urinary tract obstruction (LUTO),

4:173–175
Low friction arthroplasty, 3:515
Low-molecular weight boron delivery

agents, 1:573–575
Low pressure chemical vapor deposition

(LPCVD), 2:4; 4:190
Low resolution flow systems, in cellular

parameter measurement, 2:399
Low temperature isotropic (LTI) carbon, as

a biomaterial, 1:273
Low vision

defined, 1:443–444
prevalence of, 1:444t
reading aids for, 1:444–445

Lubricants, 1:315
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nonhomogeneous obstructive, 3:507

Lung injury, prevention of, 3:505
Lung mechanics, parameters used in

monitoring, 6:515–518
Lung performance, impedance

plethysmography and, 4:128–129
Lung sounds, 4:277–282

analysis of, 4:280–281
recording and display systems for,

4:279–280
results and clinical applications of,

4:281–282
sound transducers and, 4:278–279
stethoscope and, 4:278

Lung volume, 5:437; 6:515–516
measurement of, 6:520–522

Lymphocyte activation, biomaterial failure
related to, 1:280–281

Lymphocytes, 1:507, 508f; 2:82
Lymphopenic host, adoptive T cell

immunotherapy of cancer in,
4:115–116

Lysing, in microbioreactors, 4:390
Lysozyme, 1:340

M20 source, 1:242
M100 response, 1:244
Machine-based expert systems, 2:317
Machine-produced radiation, codes and

regulations for, 2:171–177
Machines, FDA regulation of, 2:155–156
Macroduct system, 2:386–387
Macroflux technology, 2:503
Macrophages, 1:113; 2:82

biomaterial failure and, 1:280
tissue regeneration and, 1:109

Macroretentive features, in dental
implants, 1:328

Macular degeneration, 1:445
age-related, 5:293
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Macular function, primary evaluation of,
3:155

‘‘Mad Cow’’ Disease, 1:513, 517
Magnetically confined electron beams,

6:11–12
Magnetic disk (MD), 5:347
Magnetic field exposure limits, 2:183t
Magnetic Field Tomography (MFT), 1:240
Magnetic marker monitoring (MMM),

1:248
Magnetic resonance (MR), in cryosurgery,

2:372. See also MR entries
Magnetic resonance angiography (MRA),

4:291–292; 5:245–246
Magnetic resonance flow mapping,

3:330–332
Magnetic resonance imaging (MRI), 4:283–

298. See also MR entries; MRI entries
applications for, 4:289–297
to assess genital engorgement, 6:153
breast, 4:294
cardiac, 4:292–294
in diagnosing implant-related infection,

1:116
hyperpolarized contrast agents in, 4:294
image contrast in, 4:286–288
imaging sequences in, 4:288
interventional, 6:270–271
of musculoskeletal disease, 4:296–297
in peripheral vascular noninvasive

measurements, 5:245–246
in radiosurgery, 5:578
rapid, 4:289
signal generation in, 4:283–285
signal-to-noise ratios in, 4:288
spatial encoding in, 4:285–286
and spectroscopy books/reports, 4:345
stereotaxis based on, 6:267–268

Magnetic resonance spectroscopy (MRS),
1:246. See also Nuclear magnetic
resonance (NMR) spectroscopy; MRS
entries

Magnetic shielding, 1:234–235
Magnetic source imaging, 1:242
Magnetic susceptibility plethysmography,

4:131
Magnetic wind, oxygen analyzers,

5:200–201
Magneto-acoustic ball microrheometer,

1:506f
Magnetocardiography (MCG), 1:231, 246

fetal, 1:246
Magnetodynamic (dumbbell or

autobalance) oxygen analyzers, 5:201
Magnetoencephalography (MEG), 1:231,

232, 233, 234, 236, 237–238, 242. See
also MEG–EMG coherence

clinical applications of, 1:244–246
fetal, 1:246–247

Magnetogastrography (MGG), 1:248
Magnetometers, 1:234–235; 6:521

displacement, 5:16
Magnetopneumatic (differential pressure)

oxygen analyzers, 5:201–202
Magnetopneumography, biomagnetic

measurements and, 1:248
Magneto-position trandsucer, 1:175

Magnification, in electron microscopy,
4:480

Magnitude-squared coherence function, in
separating ventricular fibrillation
from tachycardia, 1:79

Mailing lists, in office automation systems,
5:156

Mainstream sampling techniques,
1:479–480

Male condoms, 2:338–339
Male erectile dysfunction (ED)

circumferential versus volumetric
assessment of, 6:155–156

treatment of, 6:158–159
Male human sexual behavior, instruments

and measurement of, 6:155–162
Malignancies, hematological, 4:606
Malignant tumors, external beam

radiotherapy options for, 6:5t
Malleable metal foil electrodes, 1:144
Mallory–Weiss tear, 3:390
Malysed, John, 5:429–430
Mammalian healing process, regeneration

versus repair in, 6:180
Mammals, thermoregulation in, 1:190–192
Mammographic X-ray equipment, quality

control of, 6:573
Mammography, 4:298–307

antiscatter grid in, 4:301–302
computed radiography for, 4:302
digital spot, 4:303
full field digital, 4:303–304
phantom materials in, 5:266
physics of, 4:299–300
screen-film, 4:300–301
stereotactic breast biopsy, 4:302–303

Mammography images, reading, 4:305
Mammography Quality Standards Act of

1992 (MQSA), 4:298; 6:560
Mammography system, regulations related

to, 2:178t, 179t
Management Information System (MIS),

5:151
Mandated web accessibility, for the sight

impaired, 1:447
Mandible, deformations of, 6:424
Mann–Whiney U test, for unpaired

samples, 6:258–259
Manometric data, during anorectal

manometry, 1:67t
Manometry

anorectal, 1:62–69
esophageal, 3:229–233

Manual muscle testing, 6:64–65
apparatus for, 6:65

Manual wheelchairs, 4:546
Mapping

cardiac, 6:371
electroanatomic, 6:372
impedance, 6:372
multiple electrode, 6:371

Marey, Etienne Jules, 1:137
Market, regulatory pathways to,

2:144–145
Marketing approval, for medical devices,

2:146
Martensite phase, 1:1, 2

Martensite structure, for Ni–Ti shape
memory alloy, 1:3–4

Masimo SET monitors
in pulse oximetry, 1:472, 473f

Masks, in continuous positive airway
pressure, 2:335

Mason–Likar electrode placement, in
exercise stress testing, 3:248

Massachusetts General Hospital Utility
Multi- Programming System
(MUMPS), 1:44

Mass and heat balance, in
microbioreactors, 4:386–387

Mass attenuation coefficient (m/r), 6:593
Massive parallel signature sequencing

(MPSS), 2:434
Massive skin loss, current treatment of,

6:189–190
Mass recovery, in microdialysis sampling,

4:412
Mass response, in piezoelectric sensors,

5:360
Mass spectrography, 1:479
Mass spectrometer, 5:436
Mass spectrometry (MS), 6:525, 526.

See also Mass spectroscopy
for dialysates, 4:411

Mass spectrometry-based DNA
sequencing, 2:434

Mass spectroscopy, 4:329–330
Mass transport

in tissue engineering, 6:387
via blood, 1:188

Mastication
biomechanical models of, 6:411, 417–424
deformation and strain in, 6:419
dynamic models of, 6:423–424
external forces in, 6:419
internal forces/stresses in, 6:419
static models of, 6:422–423

Masticatory system. See also Mastication
dentition and supportive structures in,

6:411–414
ligaments in, 6:417
material properties of, 6:419–420
mechanical properties of bone in,

6:420
mechanical properties of cartilaginous

tissue in, 6:420–421
mechanical properties of ligaments in,

6:421–422
musculature of, 6:415
skelatal components of, 6:414
temporomandibular joint in, 6:415–417

Matched samples
Friedman test for, 6:259
one-way ANOVA for, 6:254–256

MATCH-HHH-ED mnemonic, 2:48
Material-related risk factors, for implant-

related infections, 1:114
Materials. See also Porous materials

biocompatibility of, 1:104–120
classes of, 1:104–108
composite, 1:108
dose conversion between, 5:471
metallic, 1:104–105
in orthopedic devices, 5:188–190
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Materials technology, for prosthetic heart
valves, 3:441–442

Mathematical cardiac torso (MCAT), 5:121
Mathematical models

of cardiac cells, 3:144–145
of joints, 4:212–220

Mathematics books/reports, 4:349
MATLAB, 6:263
Matrix-assisted laser desorption/ionization

(MALDI), 2:106–107
Matrix phase, of resin-based composites,

6:94–95
Matter, X-ray interaction with, 6:590–599
Matthes, Karl, 1:469, 471
Mature cells, in tissue engineering, 6:382
Maxillofacial resin materials, 1:327
Maximal Expiratory Flow–Volume

(MEFV), 6:102
Maximal heart rate studies, 3:257t
Maximal voluntary ventilation, 5:439
Maximizing performance, 1:387
Maximum dose to peripheral dose ratio

(MDPD), 5:583
Maximum intensity projection, in

computed tomography, 2:239
Maximum safe temperature rise

standards, for electrodes, 1:161–162
Maxwell, James C., 1:197
Mean arterial pressure (MAP), 1:486, 487,

491–499
Mean corpuscular hemoglobin (MCH), 2:87
Mean corpuscular hemoglobin

concentration (MCHC), 2:87
Mean free path (MFP), 6:593
Mean platelet volume (MPV), 2:87
Measurements, in electrophoresis,

3:138–139
Mechanical environment, implant-induced

alterations of, 1:110
Mechanical events, in the cardiac cycle,

4:163
Mechanical heart valves, 3:411–413,

445–446
flow dynamics past, 3:417–421
versus bioprosthetic heart valves,

3:446–447
Mechanical models, of joints, 4:212–220
Mechanical modulation, in engineered

tissue, 3:199
Mechanical properties

of acrylic bone cement, 1:546–547
of surfaces, 1:343–344

Mechanical signaling, in tissue
engineering, 6:388

Mechanical stimulation components, in
microbioreactors, 4:390

Mechanical strain gages, 6:283
Mechanical tactile stimulators, 6:293–295
Mechanical vaporizers, in anesthesia

machines, 1:41
Mechanical ventilation, 6:107
Mechanical ventilatory support

adverse reactions to, 6:512–513
goals of, 6:509–510
indications for, 6:509

Mechanical work, thermoregulation and,
1:191

Mechanics, as a hospital problem, 6:112
Mechanoreceptors, 6:291–293
Meckel’s diverticulum, 3:392
Meconium aspiration syndrome (MAS),

3:507
Media layer, in arterial walls, 1:85
Media processing, in computer-based

patient records systems, 4:356–357
Medical applications

of capacitive microsensors, 2:2
of carbon biomaterials, 1:301–306
of linear variable differential

transformers, 4:255–257
micropower for, 4:428–434
using endoscopy, 3:180–186

Medical books/reports, 4:337–357. See also
Medical physics literature

computerized tomography, 4:344
computers, 4:349
diagnostic radiological physics,

4:341–343
imaging, 4:343–344
light and lasers, 4:346
magnetic resonance imaging and

spectroscopy, 4:345
mathematics and statistics, 4:349
nuclear medicine, 4:344–345
public education, 4:350
radiation biology, 4:348–349
radiation measurements, 4:348
radiation oncology physics, 4:338–341
radiation physics, 4:350–351
radiation protection, 4:346–348
radiological physics, 4:349
ultrasound physics, 4:345–346

Medical Device Amendments of 1976,
1:268–269, 270, 277

Medical device codes/regulations,
2:141–153

challenges related to, 2:152
for clinical studies, 2:147
for clinical trials, 2:143–144
for device description, 2:146
enforcement and penalties related to,

2:142–143
general requirements of, 2:143
labeling-related, 2:147, 148–149
market-related, 2:144–145
for nonclinical laboratory studies, 2:143
for nonclinical studies, 2:147
premarket notification exemptions from,

2:145
Medical device management systems,

computerized, 6:118
Medical Device Manufacturers

Association, 4:320
Medical device modifications, codes and

regulations for, 2:150, 151t
Medical device reporting/corrections/

removals, codes and regulations for,
2:149–150

Medical devices
bioceramics as, 1:284
classification of, 2:141–142
cognitive task analysis and, 3:540
conformance with standards, 2:142
defined, 2:141; 6:110–111

description of, 2:146–147
education and training related to, 6:119
effect of electromagnetic fields on, 3:543
failure hazards of, 3:538
human factors in, 3:536–547
humanitarian use, 2:146
as a hospital problem, 6:110
in a hospital safety program, 6:117–119
‘‘indication for use’’ statement for, 2:146
marketing approval for, 2:146
methods to improve, 3:539–540
microarrays as, 4:370–371
new issues involving, 3:542–544
nickel–titanium shape memory alloy,

1:8–10
postmarket rules for, 2:148
postmarket surveillance of, 6:120
potential interaction of, 3:543
premarket approval of, 2:146
premarket ‘‘510(k)’’ notification for,

2:145–146
product development protocol for, 2:146
recall system for, 6:118
replacement planning for, 6:118
review standard for, 2:147–148
servicing, 6:118
temperatures and sterilization time for,

6:275t
update report requirements for, 2:148
use-related hazards of, 3:538
user testing and, 3:540
utilization and management of, 6:118
work domain analysis and, 3:540

Medical device safety officer (MDSO), 6:120
Medical device technologies, acquisition of,

6:117–118
Medical device technology management,

6:117
Medical diagnosis, use of nonionizing

radiation in, 5:70–71
Medical education, computers in,

4:307–311
Medical engineering, historical

developments in, 4:312–314
Medical engineering societies/

organizations, 4:311–321
Medical gas analyzers, 4:322–335

colorimetry, 4:323–324
displays, alarms, calibration, and

controls in, 4:334
electrochemical gas sensors, 4:324–325
emerging technologies in, 4:333
gas chromatography, 4:325–327
gas monitor methods, 4:323
infrared/optical spectroscopy, 4:327–329
luminescence/fluorescence, 4:329
mass spectroscopy, 4:329–330
nuclear magnetic resonance, 4:330–331
paramagnetic, 4:331
patient safety and, 4:334
radioactive ionization, 4:331–332
Raman laser spectroscopy, 4:332
solid-state, 4:332–333

Medical gases, 3:379
as a hospital problem, 6:112–113

Medical image archival, 5:346–347
Medical image data files, 5:347
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Medical image display, 5:353–356
Medical images, data size of, 6:304t
Medical imaging, 5:406–407
Medical imaging equipment, patient

support structures in, 6:558–559
Medical informatics, 4:309
Medical information, inappropriate use of,

6:119
Medical internal radiation dose (MIRD)

committee, 5:565. See also MIRD
schema

Medical issues, in teleradiology, 6:310
Medical microbiology, 4:372–375
Medical monitoring, of electroconvulsive

therapy, 3:57
Medical photography, 5:291–299. See also

Photomicrography
ophthalmic, 5:291–294
scanning laser ophthalmoscope and,

5:294
telemedicine and, 5:295–296

Medical physicists, training requirements
for, 2:166t

Medical physics, applications of Monte
Carlo method in, 5:534

Medical physics books/reports, 4:350
Medical physics literature, 4:335–351. See

also Medical books/reports
medical and radiological physics books/

reports, 4:337–338
primary journals, 4:335–336
secondary journals, 4:336–337

Medical professionals, fatigue issues of,
3:543

Medical radiation, 5:253
Medical radiation protection products,

5:501t
Medical records, biometric systems in

management of, 4:358–359
Medical record systems

computer-based, 4:351–361
paper-based, 4:351–352

Medical Subject Headings (MeSH)
vocabulary, 4:310

Medical treatment options, scale of
functional deficit and, 6:179–180

Medications
electroconvulsive therapy and, 3:56–57
immunosuppressive, 4:273

Medicine
fiber optics in, 3:301–315
infrared imaging in, 6:346–347
international IR imaging activities in,

6:353–354
scanning tunneling microscopy in,

4:517–519
thermocouples in, 6:345–346
ultraviolet radiation in, 6:473–490

Medipad technology, 2:503
MedSim-Eagle Patient Simulator, 1:46
Medtronic EDGE system electrodes, 1:147
Medtronic InterStim neurostimulator,

1:432–436
Medtronic MiniMed artificial pancreas,

5:228
Medtronic tined lead percutaneous

implant, 1:436–438

MEG–EMG coherence, 1:243. See also
Magnetoencephalography (MEG)

Melanoma, studies of BNCT for, 1:581–582
Melt-derived bioactive glasses, 1:287

porous, 1:291–292
Melting temperature, of polymers, 1:331
Membranes, nanoporous, 2:450–451
Memory assessment/training, virtual

reality for, 6:75–76
Memory chips, to record glucose data, 1:17
MEMS sensors, 4:532. See also

Microelectromechanical systems
(MEMS)

Meniscus
biomaterial scaffolds necessary for

engineering, 2:74
cells capable of generating, 2:73
composition and structure of, 2:65–66
functional tissue engineering of, 2:74–75
mechanical properties of, 2:66–71
properties of, 2:63–80
repair strategies of, 2:73
tissue engineering of, 2:73–75

Mental retardation, 2:211
M-Entropy module, 4:560–561
Mercury, in dental amalgams, 1:322
Mercury lamps, ultraviolet radiation from,

6:476–477
MESAM 4 ambulatory cardiorespiratory

monitor, 6:223
Mesenchymal stem cells (MSCs), in

cartilage regeneration, 2:73
Messenger RNA (mRNA), structure of,

4:362
Metabolic complications, of parenteral

nutrition, 5:129–130
Metabolic heat generation, 1:189, 191
Metabolic network, 1:225
Metabolic therapy, systemic hyperthermia

and, 4:58
Metabolic thermatomes, 6:349
Metabolic tissue, engineered, 3:202–203
Metacarpophalangeal (MCP) finger joint

replacements, 1:303–304
‘‘Metal allergy,’’ 1:112
Metal disk electrodes, 1:139
Metal electrodes, reducing edge effects in,

1:146–148
Metal foil electrodes, 1:144
Metal halide arc lamps, ultraviolet

radiation from, 6:476–477
Metallic biomaterials, passivity of, 1:309
Metallic ions, in implant subjects,

1:111–112
Metal-on-metal hip joints, 3:520–521
Metal-on-metal prostheses, 1:317–318
Metal oxide semiconductor field effect

transistor (MOSFET), 4:99, 185–186,
190. See also MOSFET dosimeters

Metal plate electrodes, 1:144
Metal probes, for external

electrostimulation, 1:143
Metals, 1:104–105

alloyed with diamond-like coatings,
1:319–320

anesthesia machine, 1:35
as biomaterials, 1:270–272

electrode, 1:129–131
as prosthetic restorative materials,

1:325–326
Methyl methacrylate (MMA), 1:541–542
Michigan Probe, 1:155, 156
Microarray analysis, 1:223–224, 225f

fluorophores used for, 4:369t
Microarray experiment, washing step of,

4:364
Microarray images, quantification of, 4:365
Microarrays, 4:361–371

basic principles of, 4:361–366
data analysis for, 4:366
DNA, 2:433
equipment related to, 4:367–370
fabrication of, 4:366–367
as medical devices 370, 4:371
scanning, 4:365

Microarray scanners, 4:369–370
Microbatteries, 4:429–430
Microbial detection, piezoelectric sensors

for, 5:364
Microbial detection systems, 4:372–383

development of, 4:375–376
electronic nose, 4:381
fiber-optic fluoroimmunoassay systems,

4:378
future trends in, 4:381–382
microchip technology, 4:380–381
nanoparticle-based bio-barcode

technology, 4:379–380
nucleic acid-based optical technologies,

4:376–378
Microbioreactors, 4:383–400

components of, 4:389–392
design principles of, 4:385–389
examples of, 4:393–395
mechanical and material considerations

for, 4:387–388
operation principles of, 4:386–389
for optimizing production conditions,

4:393
for therapeutical applications, 4:394
for toxicological and drug testing, 4:393
for understanding biological responses,

4:394–395
Microbolometer technology, 6:350
Micro capillary systems, 2:434
Microcapsules, implantable, 4:394
Microcard project, 1:156
Micro Cell Culture Analogs (CCAs), 4:393
MicroCHIP drug delivery chip, 1:425f
Microchips, drug delivery, 1:424, 425f
Microchip technology, 4:380–381
Microcirculation, 1:515–516
Microcirculation systems modeling,

5:313
Microcolony formation, in biofilms, 1:115
Microcomputer, in neurological monitors,

5:34
Microcontact printing (stamping), 1:409,

411, 412f
Microcontrollers, in temperature

measurement electronics, 6:330–331
Microdialysis, 3:397
Microdialysis membrane dimensions,

4:403t
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Microdialysis probes, sensor attachment
to, 4:411

Microdialysis sample quantitation,
separations- based methods for,
4:409–410

Microdialysis samples
analysis of, 4:409–412
peptide and protein analysis of,

4:411–412
Microdialysis sampling, 4:400–420. See

also Microdialysis samples
applications of, 4:412–413
clinical applications of, 4:413
detection types related to, 4:410–411
device calibration in, 4:405–409
evaluation and future use of, 4:413–414
instrumentation components in, 4:402
principles of operation in, 4:402–405
probe insertion trauma in, 4:408–409
recovery, delivery, and localized infusion

in, 4:404–405
sample volume limitations in, 4:409
simplified view of, 4:400–401
uses for, 4:401t

Microdosimetric measurements, in
neutron beam therapy, 5:55

Microdosimetry, in the MIRD schema,
5:567

Microdrug delivery system, water-
powered, 2:504

Microelectrode arrays, 1:156
Microelectrodes, 1:154–158
Microelectro discharge machining (micro-

EDM), 4:527–528
Microelectromechanical (MEMS) based

technology, 1:417–418, 422, 423, 424,
427

Microelectro-mechanical drug delivery
systems, 2:440–452

Microelectromechanical systems (MEMS),
1:509–510; 2:1; 4:333, 527. See also
MEMS sensors

fabrication of, 4:527–528
Microemulsions, 2:460–461

as drug delivery systems, 2:461–462
ophthalmic application of, 2:463
transdermal application of, 2:462–463

Microfabricated drug delivery system,
implantable, 2:504

Microfabrication, 4:392
of electrodes, 1:155, 157
photolithography in, 4:425

Microflow regulator, for drug delivery
systems, 2:504

Microfluidic channels
fabricating, 4:425
studies of vascular diseases in, 4:395

Microfluidic modeling, 4:422–423
Microfluidic networks (mFNs), patterning

via, 1:412–413
Microfluidics, 4:333, 420–427

biomedical applications of, 4:426–427
fabrication in, 4:425–426
pumping fluids, 4:423–425
theory of, 4:420–423

Microfluidic systems, as assisted
reproductive technologies, 4:394

Microfuel cell, 4:429–430
Microheat engine, 4:433
Micromachined battery, 4:430
Micromachining, surface, 2:3–5
Micromachining technologies, 2:3
Microneedles, for transdermal drug

delivery, 2:442–446
Microneurography, 3:120–121
Microparticles

for intravenous drug delivery, 2:44
nanoporous, 2:448–449
nonporous, 2:448
for oral drug delivery, 2:446–447

Micropipette technique, 1:506–507
Microporous implant surfaces, 1:130
Microporous platinized platinum electrode,

1:154
Micropower, for medical applications,

4:428–434
Micropower generator, 4:430–433
Micropumps, drug delivery, 2:442
Microreservoirs, as drug delivery systems,

2:449–450
Microrheometers, 1:505–506
Microscope, surgical, 4:523–526
Microscopy. See also Confocal microscopy;

Electron microscopy; Fluorescence
microscopy; Scanning force
microscopy; Scanning tunneling
microscopy

confocal fluorescence, 4:493–494
fluorescence, 2:91–98; 3:344–345
fluorescence lifetime imaging, 2:95–97
immunoelectron, 4:602
laser scanning confocal, 2:92–93
lateral force, 4:508
lifetime resolved, 4:500–501
multiphoton excitation, 2:93–94
polarization, 4:501–502
spectral imaging, 2:94–95
total internal reflection, 4:494
two-photon fluorescence, 4:494
wide-field deconvolution, 4:493

Microsensors, capacitive, 2:1–12
Microsphere burnt out method, for porous

biomaterial fabrication, 5:401
MicroSQUID systems, 1:239
Micro stereo lithography processes, 4:528
Microstimulator, single-channel,

1:424–427
Microstimulator chips, 1:426–427
Microstream CO2 technology, 1:473
Micro-stream technology, 1:480
Microsurgery, 4:523–534. See also Eye

surgery; Fetal surgery
applications of, 4:528
catheters/guidewires/stents in,

4:532–533
electropharmaceutical anesthesia in,

3:32
haptic feedback in, 4:528–529
surgical microscope and, 4:523–526
tissue sensing in, 4:529–530
tracking systems in, 4:530

Micro-syringe, coronory, 2:503
Micro-total-analysis systems (mTAS),

4:420

Microwave ablation, 6:364–365, 371, 374,
375–376

Microwave devices
clinical studies with, 4:37
interstitial hyperthermia and, 4:36–37

Microwave diathermy, 3:472
Microwave exposure limits, 2:183t
Microwave radiometry, 6:361
Microwaves, therapeutic applications of,

1:190
Micro wires, for intraspinal stimulation,

3:357
Middle cervical spine, biomechanics of,

3:555–557
Middle cervical spine instability, role of

environmental factors in, 3:561
Mid-wave IR (MWIR) region, 6:347
Migraine headache

biofeedback clinical outcome literature
related to, 1:178–179

biofeedback procedures for, 1:176–178
Migration, of engineered tissue, 3:191
Miller, Neal, 1:166
Milliamperage accuracy, in X-ray

equipment, 6:567–568
Milliampere linearity, in X-ray equipment,

6:568
Millikan, Glen Allan, 1:469
MIMiC binary leaf collimator, 6:397
MIMiC system, 5:596
Miniature reference electrodes, in ion-

sensitive field-effect transistors,
4:193–194

Minimal Erythemal Dose (MED), 6:475
determination of, 6:481

Minimally invasive direct coronary artery
bypass, 4:541–542

Minimally invasive surgery, 4:539–542
limitations of, 4:543
outcomes of, 4:543

Minimally invasive surgical technology,
4:535–544. See also Minimally
invasive surgery

instrumentation for, 4:535–539
new developments in, 4:542–543

Minimum norm method, 1:240
MINITAB package, 6:263
Minor electrosurgery, 3:158–159
Minute respiratory volume, lung, 2:39
Minute ventilation (MV), in implantable

devices, 1:204–205
MIRDOSE software, 5:565, 566
MIRD schema, for radiopharmaceutical

dosimetry, 5:566–567. See also
Medical internal radiation dose
(MIRD) committee

Mismatch negativity (MMN), 3:237
MIT studies, of BNCT tolerance, 1:580–581
Mixed lubrication, 1:315
Mixed-venous fiber optic catheters,

5:165–166
Mixed venous oxygen content (MVO2), 2:16
Mixers, 4:390
Mixing, in microbioreactors, 4:390
M-mode, 3:1
M-mode echocardiography, clinical uses of,

3:19–20
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Mobetron mobile intraoperative
radiotherapy unit, 6:19

Mobile gamma cameras, 5:98–99
Mobile intraoperative radiotherapy units,

6:18–20
Mobility, clinical assessment of, 4:544–546
Mobility aids, 1:448, 449t; 4:544–555

lower extremity prosthetics, 4:552–554
manual wheelchairs, 4:546
powered assist wheelchairs, 4:546–547
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intracranial pressure, 4:576–588
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4:601

as molecular probes, 4:604
in nuclear medicine, 4:605–606

Monocular calibration, 5:146
Monocytes, 2:82
Monomer diffusion, in steep dose gradient,
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5:534–542
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5:459–460
Monte Carlo simulations, 5:534–535
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Monte Carlo techniques, for radiation
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Multielectrode silicon probe, 1:155f
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Multipoint stainless-plate electrode, 1:138
Multipoint video conferencing, 5:159
Multipotent adult progenitor cells

(MAPCs), 6:382–383
Multiscale image contrast amplification

(MUSICA), 5:342
Multislice CT, 5:529
Multivariate methods, 6:261–262
Multiview radiography, for scoliosis,
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Muscle tone

cooling and, 3:466
therapeutic heat and, 3:465

Muscular electrodes, 1:149
Muscular endurance, 1:391
Muscular strength, 1:391
Muscular system, integration of, 1:391
Musculoskeletal disease, magnetic
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automated system guidelines of, 1:24

National Council on Radiation Protection
and Measurement (NCRP), 2:154

National Electrical Manufacturers
Association (NEMA) standards, 6:603–
604

National Eye Institute, 1:444
National Fire Protection Association

(NFPA), gas system standards, 3:381
National Institute for Occupational Safety

and Health (NIOSH), 1:39
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Near-infrared fibers, 3:303–304
Near infrared (NIR) region, 6:347
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Nondispersible infrared gas analyzers,

5:436
Nonelectrophoretic-based DNA sequencing

methods, 2:433
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Magnetic resonance spectroscopy
(MRS); MRS entries

applications of, 5:83–89
equipment and experiments in, 5:76–83
theory behind, 5:74–78

Nuclear medicine (NM)
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Omitted evoked potentials (OEPs), 3:237
On-chip image processing, 6:350
Oncology

automated cytology in, 2:404–405
radiation dosimetry for, 5:465–481

1D electrode arrays, 1:155
One-dimensional nuclear medicine

detectors, 5:94–95
OneDose patient dosimetry system,

5:600–601
One-half standard deviation rule, 5:451
One-sample t-test, 6:251–253
One-way ANOVA

for matched samples, 6:254–256
for unmatched sample, 6:254

Onset, in rate-based arrhythmia analysis,
1:72

On-X carbon, 1:302
Open-cell foam layers, for electrodes, 1:140
Open chest defibrillation, 2:37
Open reading frames (ORFs), 1:222
Open scavenger systems, anesthesia

machine, 1:39
Operant conditioning, 1:166–167
Operating theater, anesthesia monitoring

outside, 4:563–564
Operative contamination, prevention of,

1:117–118
Ophthalmic drug delivery, cyclodextrins

in, 2:454–455
Ophthalmic microemulsion application,

2:463
Ophthalmic photography, 5:291–294
Ophthalmoscope, scanning laser, 5:294
Opportunistic pathogens, 1:113–114
Optacon, 6:294
Optelec Traveller, 1:444–445
Optical aberrations, in intraocular lenses,

4:237
Optical absorption WBC counting

technique, 2:412
Optical beam deflection, in the atomic force

microscope, 4:506
Optical biosensors, in drug discovery, 5:173
Optical cell measurements, 2:392–396
Optical coherence tomography, 3:310–311
Optical components, of fluorescence

microscopes, 4:491–492
Optical computed tomography (OCT),

5:487
Optical density, in screen-film systems,

6:142
Optical elements, in optical sensors,

5:164
Optical eye movement measurement

techniques, 3:267
Optical fiber(s), 5:162. See also Fiber optics

construction of, 3:303
light delivery with, 3:179
transmission of images through, 3:307

‘‘Optical fiber’’ devices, 3:179–180
Optical filter, 3:346
Optical glucose sensing, non-invasive,

3:396–397
Optical glucose sensors, 5:164–165

implantable, 3:397

Optically stimulated luminescence (OSL),
5:516

Optical/magneto-optical disk (OD/MOD),
5:348

Optical scanning, of polymer gels,
5:487–488

Optical sensor oxygen analyzers,
5:206–207

Optical sensors, 3:267–268; 5:160–175
advantages and disadvantages of, 5:163
general principles of, 5:161–163
instrumentation related to, 5:163–164
in vitro diagnostic applications of,

5:172–173
in vivo applications of, 5:164–172

Optical signal acquisition system, in near-
field scanning optical microscopy,
4:437

Optical spectroscopy, in cellular parameter
measurement, 2:393–396

Optical strain gages, 6:283
Optical techniques

for characterizing surfaces, 1:352
implementations of, 3:276–283

Optical technologies, nucleic acid-based,
4:376–378

Optical tweezers, 5:175–187
alternatives to, 5:182
assays using, 5:185
calibration of, 5:179–182
experimental concerns related to, 5:183
history of, 5:176
motor proteins and, 5:183–185
nonstandard trapping by, 5:185
research related to, 5:182–185
systems of, 5:177–178
thermal force based calibration methods

for, 5:181–182
trapping theory and, 5:176–177

Optic nerve approach, to developing visual
prostheses, 6:535

Optimal point doses, 6:43–44
Optimization method, joint distribution

problem and, 4:216–217
Optimization tools, in radiotherapy

treatment planning optimization,
6:42–43

Optimizing performance, 1:387–388
Optode (photochemical–optical)

technology, 1:474–475
Optoisolators, 3:117
Optokinetic nystagmus (OKN) response,

5:140
Optokinetic response (OKR), 5:140
Oral cancer, cryosurgical treatment of,

2:373–374
Oral cavity temperature monitoring, 6:317
Oral diseases, cryosurgical treatment of,

2:373
Oral drug delivery

cyclodextrins in, 2:456–459
microparticles for, 2:446–447

Orcel, as a skin substitute, 6:177
Organelle probes, in confocal microscopy,

4:469–470
Organ function loss, methods to treat,

6:181–183
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Organizational information systems,
5:151–152

Organizations, medical engineering,
4:311–321

Organ motion, EPID use and, 4:96
Organs

elemental compositions of, 5:254t
local heating of, 1:190
tissue layers in, 6:180–181

Organs at risk (OAR), 6:33
Organ synthesis, induced, 6:183
Organ weights, Wistar rat and human,

5:572t
Orthodontic arch wires, nickel–titanium

shape memory alloy, 1:8
Orthokeratology, contact lenses for, 2:327
Orthopaedic polymers, common properties

found in, 1:257t
Orthopedic applications

of nickel–titanium shape memory alloys,
1:9–10

of porous biomaterials, 5:402
Orthopedic braces, 6:231
Orthopedic devices, 5:187–192. See also

Orthopedics
biocompatibility issues in, 5:191–192
biomaterial surfaces of, 1:342–343
design issues in, 5:190–191
factors influencing, 5:188
materials issues in, 5:188–190

Orthopedic implants, 1:255–256
history of, 1:255
resorbable, 1:255–256

Orthopedic materials, material properties
of, 1:304t

Orthopedic prostheses
materials in, 1:317–320
titanium alloys in, 1:312
wear of, 1:315, 316

Orthopedics
cemented fixation in, 5:194
osseointegration in, 5:194–19S
prosthesis fixation for, 5:192–198
resorbable implants in, 1:255–256
revolution in, 1:289–290

Orthostatic hypotension, 1:16
Orthotic devices, 6:80–85. See also

Orthotics
conventional, 6:84–85
fabrication techniques for, 6:82f
lower limb, 6:88t
materials used in, 6:84
outcomes for, 6:92
performance criteria for, 6:80–84
prefabricated and custom-fabricated

components in, 6:83f
spinal, 6:89t
upper limb, 6:89t

Orthotics, 6:80–93
future of, 6:92
musculoskeletal evaluation and, 6:85–92
uses of, 6:80

Orthovoltage units, for radiation therapy,
6:582

Orthovoltage X-ray units, requirements
for, 2:175t

Osborne pneumotachometer, 5:370

Oscillation networks, for audiometers, 1:92
Oscillators, fluidic, 5:371
Oscillatory techniques, 1:486–487
Oscillometry

blood pressure measurement via, 1:488
cuff, 1:14
volumetric, 1:14

OSHA regulatory standards, 2:171. See
also Occupational Safety and Health
Administration (OSHA)

Osmetech Microbial Analyzer, 4:381
Osmotic pumps, for drug delivery,

2:441–442
Osseointegration, 1:109, 328, 355

in orthopedics, 5:194–195
Osteoarthritis (OA), 2:70, 71

facet joint, 6:234
Osteochondral injuries, 2:72
Osteoconductivity, 1:289
Osteogenesis. See also Bone entries

direct current, 1:560–561
electromagnetic, 1:561–562

Osteoligamentous cadaver models, 3:573
Osteolysis, 1:314, 316
Osteoporosis, 1:540

bioceramics and, 1:285
Osteoproduction, 1:289
Osteoradionecrosis, hyperbaric medicine

and, 4:26
Otis, Arthur, 5:430
Otoacoustic emissions (OAEs), 1:101–102

audiometric threshold prediction/
estimation and, 1:102

clinical applications of, 1:102
Otolaryngology, 3:185–186. See also Ear

entries
Outcome prediction, patient modeling and,

1:48
Outer Helmholtz plane (OHP), 1:123
Output formats, in augmentative and

alternative communication systems,
2:206–207

Overactive bladder, pudendal nerve
stimulation for, 1:441

‘‘Overdrive pacing,’’ 2:47
Oxidation, 1:122

of biomaterials, 1:308–309
Oxide ceramics, as biomaterials, 1:272–273
OxiMax pulse oximetry, 1:472–473
Oximeters, 1:469. See also Pulse oximeters

blood, 6:523
Oximet MET-1471 pulse oximeter, 1:472
Oximetry, 1:469–471. See also Pulse

oximetry
ear, 1:471
intrapartum fetal pulse, 1:475–476
optical sensors in, 5:165
pulmonary artery, 5:214–215
transcutaneous, 4:20
transmission versus reflection, 1:470
versus cooximetry, 1:470–471

Oxyapatite, 1:287. See also Apatite entries;
Hydroxyapatite entries

Oxycardiorespirogram, neonatal, 5:30
Oxygen. See also PO2 electrode

CPR and, 2:39–40
in anesthesia delivery, 1:31

in arterial blood, 5:210–212, 212–213
in blood, 1:465
in continuous positive airway pressure,

2:335
in tissue, 5:213–214
in venous blood, 5:214–215

Oxygen alarm, anesthesia machine,
1:36–37

Oxygen analysis, capacitive coulometry,
5:204

Oxygen analyzers, 5:198–209, 436
electrochemical, 5:202–206
galvanic, 5:202–203
history and relevance of, 5:198–199
magnetodynamic (dumbbell or

autobalance), 5:201
magnetopneumatic (differential

pressure), 5:201–202
optical sensor, 5:206–207
paramagnetic, 5:199–202
polarographic, 5:203–204
thermomagnetic (magnetic wind),

5:200–201
Oxygenation

of arterial blood, 6:518–519
CPR and, 2:40

Oxygen balance, myocardial, 4:163–164
Oxygen carrying capacity (ctO2), 2:14
Oxygen-carrying colloids, 1:515–516
Oxygen consumption (VO2), 2:13, 14,

15–16
direct measurement of, 2:15–16

Oxygen flush, anesthesia machine, 1:37
Oxygen–hemoglobin dissociation curve,

2:41
Oxygen measurement

in blood, 6:522–524
in gas, 6:524–525

Oxygen monitoring, 5:209–216. See also
Oxygen transport

continuous intraarterial pO2

measurement, 5:212–213
pulmonary artery oximetry, 5:214–215
pulse oximetry and, 5:210–212

Oxygen polarography, 1:466–467
Oxygen pump, in solid electrolyte cell

oxygen analyzers, 5:205
Oxygen Ratio Monitor Controller (ORMC),

1:37
Oxygen saturation, monitoring, 6:523
Oxygen sensitivity, of polymer gels, 5:494
Oxygen sensors, gaseous, 5:207–208
Oxygen tension, 6:523

expected, 6:105
Oxygen therapy home health care devices,

3:534–535
Oxygen transport

cardiopulmonary resuscitation and,
2:40–41

in blood gas physiology, 1:467–468
in the human body, 5:209–210

Oxygen uptake, calculation of, 5:433–434
Oxyhemoglobin (HbO2), 1:467; 2:40
Ozone hazards, 6:488

Pacemaker codes, international, 5:218t
Pacemaker programming, 1:202–203
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Pacemakers, 1:151–152; 5:217–224
clinical implantation of, 5:218–219
clinical use of, 5:217
components of, 5:220
dual-chamber, 1:77
features of, 5:219–220
first, 1:150–151
future of, 5:224
lead features in, 5:222–223
market for, 5:219
physiological function of, 5:218
problems in, 5:223
pulse generators and, 5:220–222
special devices for, 5:223–224
stimulation thresholds in, 5:223
temporary external, 5:218

Pacing electrode, 1:144f
Pacing equipment, early, 1:143, 144f
PACS-interfaced cross-sectional

modalities, 5:336t
Paddle electrodes, 1:143
PageWriter Touch electrocardiograph,

3:42–47
ECG data analysis program in, 3:46–47
ECG data flow and storage in, 3:45–46
system description of, 3:42–45
technical specifications for, 3:51–53

Pain
anesthesia in controlling, 1:44
burn depth and, 6:171–172
defined, 6:437
morphine analgesia for, 3:32
physiology of, 6:437–439
psychological aspects of, 6:440
theories of, 6:440–441

Pain relief
cooling and, 3:466
in systemic hyperthermia, 4:58
therapeutic heat and, 3:465

Paint and draw programs, in office
automation systems, 5:154–155

Pain thresholds, 6:296
during ramp inflation, 1:65

Pair bonds, in protein structure prediction,
1:220

Paired samples
sign test to compare, 6:250, 258
Wilcoxon test for, 6:258

Paired t-test, to compare paired data
samples, 6:253

Paired/unpaired samples, 6:247–248
Pair production, 6:596–597
Pair-wise sequence alignment, 1:218–219
Palacos R bone cement, 1:546
Palliation, in systemic hyperthermia, 4:58
Pancreas, effects of parenteral nutrition

on, 5:131. See also Artificial pancreas
Pancreatic tissue, engineered, 3:202
Paper-based medical record systems,

4:351–352
Paracelsus, 2:35
PARAD+ algorithm, 1:77–78
Paraffin wax baths, 3:467–468
Parallel capacitance (CSP), of skin, 1:132,

134
Parallel-column model, bioimpedance and,

1:209–210

Parallel-column thoracic cavity model,
1:200

Parallel plate capacitor principle, 2:1
Parallel plate flow channel, 1:508–509
Parallel resistance (RSP), of skin,

1:132–133, 134–135
Paralysis, orthotics and, 6:80
Paramagnetic analyzers, 6:524
Paramagnetic gas sensors, 4:331
Paramagnetic oxygen analyzers, 1:43f;

5:199–202
Parameter extraction, EEG, 3:76–77
Parametrical hypothesis testing, on

continuous variables, 6:251
Parametric histogram analysis,

2:401–402
Parametric methods, in EEG analysis,

3:71–72
Parasitic capacitances, 2:7
Parenchyma, 6:101
Parenteral drug administration,

cyclodextrins in, 2:459
Parenteral nutrition, 5:124–134

comparing methods of, 5:131–132
complications of, 5:128–130
development of, 5:124
essential components of, 5:124–125
formulating, 5:125–126
glucose system and, 5:126–127
home, 5:133
hyperlipidemia and, 5:132–133
indications for, 5:131
lipid system and, 5:127
non-nutritional effects of, 5:130–131
three-in-one system and, 5:127–128
trace element and vitamin requirements

in, 5:125t
Partial gas pressures, 6:104
Partial pressure (P), 1:465
Partial volume artifact, in computed

tomography, 2:255
Particle accelerators, regulations related

to, 2:175
Particle dose distributions, measurement

of, 5:493
Particle drug carriers, 2:480–486

preparation methods and formulative
aspects of, 2:480–481

therapeutic applications of, 2:481–484
Particle fluence, 5:465
Particle image velocimetry (PIV),

3:335–340
Particle therapy, 6:34
Particle tracking velocimetry (PTV), 3:335,

339
Particle transport simulation, 5:535
Particulate debris, from implants, 1:111
Passivating films, 1:311
Passive fixation devices, for electrodes,

1:152
Passivity, of metallic biomaterials, 1:309,

310–311
Pathogenic organisms, characteristics of,

4:373–374t
Pathogens, classification of, 1:113–114
Patient anatomy dependent perturbations,

1:611–613

Patient cable, in neurological monitors,
5:34

Patient-controlled analgesia (PCA), 1:44
Patient-controlled analgesia pump drug

infusion systems, 2:500
Patient data acquisition, using three-

dimensional CT, 2:268
Patient dose, from mammographic X-ray

equipment, 6:573
Patient dosimetry, quality control of,

6:577–578
Patient event button, 1:13
Patient marking lasers, 5:530
Patient modeling, outcome prediction and,

1:48
Patient motion, in computed tomography,

2:255
Patient participation, increased, 3:542–543
Patient positioning

for EGG, 3:88
improvement of, 4:92–96

Patient preparation, for automated
analytical methods, 1:19

Patient programmer, 1:435–436
Patient records, electronic, 4:311
Patient restraint/repositioning devices,

5:587–594
Patients

EGG in, 3:92–93
as a hospital problem, 6:114

Patient safety
enhancing, 6:119–120
medical gas sensors and, 4:334
ultraviolet radiation and, 6:488

Patient safety movement, 6:109
Patient’s Bill of Rights, 1:456
Patient simulators, 1:45–46
Patient-specific morphological finite

element models, 4:219–220
Patient State Index (PSI), 4:560
Patient table top indexing, 6:577
Pattern electroretinogram (PERG), 3:150,

152
clinical applications of, 3:155
visual evoked potential and, 3:155

Patterning methods, in biosurface
engineering, 1:409–414

Pattern recognition
in automated cytology, 2:402–403
in neonatal respiration monitoring,

5:21–22
Pavlovian conditioning, 1:166
Payback period, for Mount Sinai total

laboratory automation, 1:27
p-Be (proton-beryllium) reaction, in

neutron production, 5:59–60
pCO2 electrode, 1:467, 468f; 6:525
pCO2 sensors, optical, 5:170
103Pd (palladium), physical characteristics

of, 5:419–420
PDMS molding, 1:413
Peacock System, 6:397–398
Peak detector, in neonatal respiration

monitoring, 5:21
Peak flow meters, 5:439
Peak kilovoltage calibration, in X-ray

equipment, 6:568–569
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Peak velocity, in eye movements, 5:138
Pediatric cardiopulmonary resuscitation

(CPR), 2:57–58
Pediatric emergency simulator (PediaSim-

ECS), 1:46
Pediatric patients, EGG in, 3:94
Pedicle screws, 6:235
PEG Hemoglobin, clinical trial of, 1:520
Pelvic floor applications, biofeedback and,

1:170
Pelvic floor stimulation, 1:430
Pelvic nerve stimulation, 1:431
Penile plethysmograph, 6:159–160
Penile prosthetics, for erectile dysfunction,

6:158–159
Penile tumescence measurement,

6:156–157
Pennes model, of bioheat transfer, 1:189
Penumbra, geometric, 2:131
Penumbra effect, pulse oximetry and, 5:212
People, as a hospital problem, 6:113–114
Peptic ulcer disease, 3:388–390
Peptide and protein immunoassay, for

microdialysis samples, 4:411–412
Percentage depth dose (PDD), 2:130;

6:586–589
Percutaneous coronary interventions,

evaluation of, 3:258
Percutaneous electrical nerve stimulation

(PENS), 3:27
Percutaneous extension hardware, 1:434
Percutaneous implants, 1:436–438
Percutaneous neurostimulation testing

(PNE), 1:433–434
Percutaneous transluminal angioplasty

(PTA), 1:615
Percutaneous transluminal coronary

angioplasty (PTCA), 1:601; 2:349
with stent placement, 4:542

Perflubron, 1:515
Perfluorochemical emulsions, as blood

substitutes, 1:513
Perfluorochemicals (PFCs)

clinical studies with, 1:515–516
liquid ventilation with, 1:516
oxygen content of, 1:513–514

Performance criteria
for gas systems, 3:380–381
for vacuum systems, 3:383

Performance improvement, in a total
hospital safety program, 6:117

Performance maximization, 1:387
Performance optimization, 1:387–388
Perfusion measures, in shock assessment,

6:167
Perfusion MR, 5:246
Perfusion ports, in anorectal manometry,

1:62
Pericellular matrix (PCM), 2:65
Perimeter effects, with metal electrodes,

1:146–148
Perimetry, 6:529–530
Periodontal ligament (PDL), 6:410,

413–414
Periodontum, 6:413–414
Periontogenic illness, as a hospital

problem, 6:114

Periosteum, soft tissue grafts with,
2:72–73

Peripheral arterial occlusive disease
(PAOD), 5:234

assessment of, 5:242
Peripheral auditory mechanism, 1:94f
Peripheral blood lymphocytes (PBL), 4:111
Peripheral blood mononuclear cells

(PBMC), processing and collection
from whole blood, 1:461–464

Peripheral blood samples, in neonatal
blood gas measurement, 5:23

Peripheral hemodynamics, impedance
plethysmography and, 4:127–128

Peripheral nerve diseases, electron
microscopic diagnosis of, 4:486

Peripheral nerve interfaces, long-term,
3:119–125

Peripheral nerve signals, use in
neuroprosthetic applications,
3:125–129

Peripheral nerve stimulation (PNS), 6:225
Peripheral nerve studies, biomagnetic

measurements and, 1:247–248
Peripheral nervous system, 3:109–110
Peripheral nervous system applications,

for porous biomaterials, 5:404
Peripheral quantitative computed

tomography, 1:553
Peripheral vascular disease, vascular graft

prostheses and, 6:493
Peripheral vascular noninvasive

measurements, 5:234–252
nonimaging methods for, 5:235–245

Peripheral vasculature (PV), 5:234
Peritoneoscopy, 3:185
Permacel tape, 1:356
Permanent prosthetic devices, for organ

function loss, 6:182
Permanent skin substitutes, 6:175–178

properties and uses of, 6:176t
Peroxidase enzyme, 2:411
Persistent pulmonary hypertension of the

newborn (PPHN), 3:507, 508
Personal computers. See also Computers

basics of, 2:313–314
interfacing with thermistors, 6:332–333

Personalized health, wearable electrodes
for, 1:141–142

Personnel dosimeters, parameters of,
5:517t

Perturbation factors, IVB device,
1:609–613

PET–CT hybrid imagers, 5:104
PET–CT scanners, 2:244. See also PET

scanners; PET scanning
PET–CT simulator, 5:531–532
PET–CT systems, 5:109f. See also PET

systems; Positron emission
tomography (PET)

computers in, 5:119–121
development of, 5:416–417

PET H2
15O compartment model, 6:431–432

PET imagers, animal, 5:105–106
PET imaging

three-dimensional, 5:102–103
two-dimensional, 5:101–102

PET instrumentation, current status and
future aspects in, 5:415–417

PET scanners, 5:411
performance characteristics of, 5:415t

PET scanning, 2:244
procedure for, 5:414–415
risks associated with, 5:415

PET systems, 5:101
PGA nonwoven sheet scaffold, 1:378
pH

hemoglobin oxygen affinity and, 2:41
measurement in blood, 6:525
vaginal, 6:153

Phagocytes, 1:113
Phagocytosis, biomaterial failure and,

1:280
Phantom(s)

cobalt unit calibration in, 2:129–130
gel, 5:264
geometric, 5:264–265
humanoid, 5:265–266
Lucy 3D precision, 5:265
in orthovoltage X-ray beam dosimetry,

6:585
Quasar, 5:265
solid, 5:263–264
tissue equivalent, 5:262–263

Phantom limb pain, 6:437
Phantom materials

applications of, 5:262–267
defined, 5:252
in diagnostic imaging, 5:266–267
formulation procedures for, 5:255–256
future of, 5:267–268
historical background of, 5:252–253
in nuclear medicine, 5:267
physics background of, 5:253
in radiation dosimetry, 5:262
in radiation therapy, 5:262–266
radiological equivalence of, 5:253
in radiology, 5:252–269
in simulated tissues and critical tissue

elements, 5:254–255
types of, 5:256–258

Pharmaceuticals, radiolabeled, 5:565–566
Pharmacodynamics (PD), 5:269–270

exposure-effect link in, 5:272–273
role of modeling and simulation in,

5:275–276
statistical variation and, 5:273–275

Pharmacogenomics, use of microarrays in,
4:371

Pharmacokinetics (PK), 5:269–270
concentration–time curve and,

5:270–272
microdialysis sampling in, 4:412–413
role of modeling and simulation in,

5:275–276
statistical variation and, 5:273–275

Pharmacological models, physiologically
based, 5:303–305

Phase Bode Plot, 5:375
Phase diagram, of nickel–titanium shape

memory alloys, 1:3–4
‘‘Phase-locking,’’ 1:244
Phase-separation method, scaffold

fabrication via, 1:378

INDEX 663



Phase-transformation temperature range
(TTR), 1:1

chemical composition effect on, 1:6
heat treatment effect on, 1:6
mechanical deformation effect on, 1:6

Phasic responses, electrodermal activity
and, 1:173

pH electrode, 1:467
PHEMA polymer, 1:277. See also

Poly(hydroxyethyl methacrylate)
(PHEMA)

Phenomenological joint models, 4:216
pH gradient loading method, 2:469
Philips PageWriter Touch 12-lead ECG

system, 3:42–47
Phlebotomists, role of, 1:456
Phlebotomy, 1:455, 458–459
Phlebotomy techniques, for blood

collection, 1:19
Phonocardiography, 5:278–290. See also

Electronic stethoscope
evaluation of, 5:289
hardware and software for, 5:289
heart sound processing and, 5:287–288
heart sounds/murmurs and, 5:279–282
heart vibrations and, 5:282–283
process of, 5:283–287

Phosphate ions, bioactive glasses and,
1:286

Phosphenes, 6:539–540
Phosphors, physical properties of, 6:140t
Phosphorus oxides, as biomaterials, 1:273
Photoacoustic spectrography, 1:479
Photobleaching, in confocal microscopy,

4:472–474
Photocathodes, 5:514
Photochemical–optical technology,

1:474–475
Photochemotherapy, psoralen, 6:483
Photodermatoses, 6:481t
Photodetectors, for optical sensors, 5:164
Photodisintegration, 6:597
Photodynamic therapy, fiber optics in,

3:314
Photoelectric effect, 1:469–470; 6:594–595
Photoelectric reflectivity pattern (limbus)

trackers, 3:276–277
Photographic detectors, 5:518–519
Photography. See Medical photography;

Photomicrography
Photoionization detector (PID), 4:325–326
Photolithographic protein patterning,

1:411
Photolithography, in microfabrication,

4:425
Photolithography-based cellular

patterning techniques, 1:409, 410–411
Photoluminescence (PL), 5:516
Photomicrography, 5:296–297
Photomicroscope, 5:296–297
Photomultiplier tubes (PMTs), 1:53, 54;

5:109, 110–111. See also PMT array
Photon attenuation, 6:591–593
Photon beams, beam quality specifiers for,

5:475–476
Photon beam scattering, coherent,

6:593–594

Photon DR, 1:78
Photon-emitting remote afterloaders,

regulations related to, 2:162–165
Photon fluence, 6:591
Photon interaction modes, 6:591
Photon scattering, Compton, 6:595–596
Photopatch testing, 6:481–482
Photopheresis, 6:486
Photoplesythmograph (PPG) sensors,

1:175
Photoplethysmography, 5:239–241

vaginal, 6:150–152
Photoresist-based methods, of 3D

patterning, 1:413
Photosensitivity investigations,

6:481–482
Photostimulable phosphor systems, 6:557
Phototherapy

blue light, 6:486
calibration of meters for, 6:480
home, 6:486
risks of, 6:483–484
ultraviolet, 6:482

pH-sensitive hydrogels, 5:391
pH sensors, optical, 5:169–170
Phylogenetic trees, 1:220
Physical activity, importance of, 1:388. See

also Exercise entries
Physical impairments, assistive devices

for, 2:222
Physical–motor assessment, for

augmentative and alternative
communication systems, 2:207

Physical Parameters Transformation,
1:395

Physical segregation cellular patterning
techniques, 1:409–410

Physical training, 1:393–394
principles for, 1:391–393

Physician programmer, 1:435
Physicians, radiation-related training

requirements for, 2:167t
Physiological dead space Bohr equation,

5:431–432
Physiological heat balance, in infant

incubators, 4:146
Physiologically based pharmacological

models, 5:303–305
Physiological research, strain gages in,

6:288
Physiological systems modeling,

5:299–331. See also Physiome project
action potentials, 5:320–322
cardiovascular–circulation, 5:307–310
cardiovascular regulation, 5:310–313
cerebral, 5:313–316
coronary, 5:316
endocrine, 5:319–320
geriatric, 5:323
microcirculation, 5:313
pulmonary–respiratory, 5:316–318
regional circulation and autoregulation

in, 5:305–307
renal, 5:318–319
resources related to, 5:301
thermal, 5:322–323
uses for, 5:323–324

Physiologic monitors, in delivering
anesthetics, 1:29

Physiology, tactile, 6:291–293
Physiome project, 5:324–326
Picture Archiving and Communication

System (PACS), 5:331–359, 549–550.
See also Computed Radiography
systems; Enterprise level PACS; PACS
entries

architectures used in, 5:334
components and features of, 5:335–356
historical overview of, 5:331–334
standards in, 5:332–334
teleradiology and, 6:303–304, 308–309
trends and future prospects in,

5:357–358
Pi (p) electrons, in graphite, 1:297
Piezoelectric conversion, 4:432
Piezoelectric crystal, 6:456
Piezoelectric generator, 4:260
Piezoelectric genosensors, 5:365–366
Piezoelectric sensors, 5:359–367

applications of, 5:363–366
equipment and experiments for,

5:362–363
as immunosensors, 5:363–365
theory behind, 5:360–362

Piezoelectric transducers, 4:529
Piezoresistive devices, 2:1
Piezo scanner, 4:437
Pills, endoscopic wireless, 1:423–424
Pinhole images, 6:574
Pin-on-disk wear geometry, 1:316
Piped vacuum systems, 3:382–383
Piping, gas system, 3:380
Piston prover, 5:374
Pit and fissure sealants, 6:98
Pit corrosion cells, 1:310
PITV ratio, 5:581–582
Pixel size, in computed tomography, 2:251
PLA scaffolds, 1:379
Planar gradiometers, 1:233–234
Planar joint motion, 4:207
Planar sound waves, 6:453–454
Planar transducers, 4:63–64
Plane of maximum curvature, 6:124–125
Plane radiography, for scoliosis, 6:126
Planning target volume (PTV), 5:462–463,

545, 546, 547; 6:32, 33
Plantibodies, 4:601
Plaque morphology perturbation, 1:612
Plasma-based modifications, to

biomaterials, 1:345
Plasma immersion ion implantation (PIII),

1:347
Plasma polymerization, 1:345–346
Plasma polymerization monomers, 1:346t
Plasma processing, 1:461
Plasma viscosity, 1:501
Plastic deformation, of bone, 1:530–531
Plastic dental amalgam, 1:323
Plastic scintillators, 5:482–483, 513–514
Plastic vertebra, 3:573
Plate electrodes, 1:138, 139
Platelet aggregation, collagen-induced,

1:107
Platelet count (PLT), 2:87
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Plating, in medical microbiology,
4:372–375

Platinum electrodes, 1:129–130
Platinum-iridium coil electrode, 1:151
Plethysmograph, penile, 6:159–160
Plethysmographic blood pressure

measurement, 1:489
Plethysmography, 5:237–241. See

Impedance plethysmography
air, 5:239
functional residual capacity by, 5:438
impedance, 5:238–239
inductive, 4:131
magnetic susceptibility, 4:131
respiratory inductive, 5:378
strain gauge, 5:237–238

Pleural pressure measurements,
6:520–521

PLGA scaffolds, 1:379
PMT array, 1:54–55, 56, 58. See also

Photomultiplier tubes (PMTs)
Pneumatic artificial heart, 3:457
Pneumatic ventilators, 6:506
Pneumatic ventricular assist devices,

3:451–452
Pneumohydraulic pump, in anorectal

manometry, 1:62
Pneumolarynges, 4:231
Pneumotachography, in neonatal

monitoring, 5:14
Pneumotachometers, 5:367–379. See also

Spirometers
calibration of, 5:372–374
correction of, 5:376–377
design specifications for, 5:377–378
dynamic characteristics of, 5:374–376
Fleish, 5:369
fluid-resistance, 5:369–370
nonfluid-resistance, 5:370–371
Osborne, 5:370
ultrasound–acoustic, 5:370

Pneumothoraces, upper airway, 3:507
pO2 electrode, 1:466
pO2 measurement, continuous

intraarterial, 5:212–213. See also
Transcutaneous PO2 entries

pO2 sensors, optical, 5:169
POCO AXF 5Q synthetic graphite, 1:299
Point dose verification, 5:601
Point doses, optimal, 6:43–44
Point of care devices, 1:23t
Point of care testing (POCT), 1:18, 22–23
Point-of-gaze, measuring in the presence of

head motion, 3:273–275
Point REsolved SpectroScopy (PRESS),

5:80–81
Point-to-point video conferencing, 5:159
Poiseuille, Jean Louis Marie, 1:504
Poiseuille’s law, 1:504
Poisoning, activated charcoal as antidote

for, 1:302
Poisson distribution, 6:245
Poisson’s ratio, of bone, 1:529
Poland, infrared imaging in, 6:353–354
Polarization

electrode-electrolyte interface and,
1:125–126

of metallic biomaterials, 1:309–311
Polarization-based oxygen sensor, 5:206
Polarization microscopy, 4:501–502
Polarization resistance (Rp), 1:311
Polarographic gas analyzers, 6:524
Polarographic oxygen analyzers,

5:203–204
Polarography, oxygen, 1:466–467
Polyacetal, 1:338
Polyacrylamides, 1:339
Polyacrylates, 5:388
Poly(a-esters), in tissue engineering, 6:385
Poly(a-hydroxy ester)s, in tissue

engineering, 1:372
Polyamides, 1:337–338; 5:388
Poly(anhydrides), 1:260

in tissue engineering, 1:372–373;
6:385–386

Polycarbonates, 1:259–260, 338; 5:388
Polycrystalline bioceramics, 1:284
Poly(dimethylsiloxane) (PDMS), 1:422,

509; 5:388
as biomaterial, 1:106
stamp, 1:411, 412f

Poly(dioxanone), 1:260
Polydispersity index (PI), 1:331
Poly(DTE carbonate), 1:259–260
Polyesters, 1:338
Polyethylene (PE), 1:333–335

as biomaterial, 1:106–107
wear and, 1:316–317

Polyethylene-based tissue substitute
manufacture, 5:257

Poly(ethylene glycol) (PEG), 1:276–277
in tissue engineering, 6:386

Poly(ethylene oxide) (PEO), in tissue
engineering, 1:373

Polyethylene terephthalate (PET), 1:338
Poly(glycolic acid) (PGA), 1:258–259, 260

as biomaterial, 1:107
Polyglycolide (PGA), 1:339–340, 371–372
Poly(glycolide-co-lactide) (PLGA), 1:339,

340, 371–372
Poly(glycolide lactide), 5:388
Polygraph examinations, 6:161
Polyhedral boranes, 1:573–574
PolyHeme, clinical trial of, 1:519
Poly(hydroxy acids), 1:258–259
Poly(hydroxyalkanoates), in tissue

engineering, 1:371
Polyhydroxybutyrate (PHB), 1:371
Poly(hydroxybutyrate-co-hydrovalerate)

(PHBV), 1:371
Poly(hydroxyethyl methacrylate)

(PHEMA), 1:339
Polyimide substrates, for thin-film

electrodes, 1:156–157
Poly(lactic acid) (PLA), 1:258–259, 260
Polylactide (PLA), 1:339, 371–372
Poly(lactide-co-glycolide) (PLG), 1:258–259
Poly L-lactic acid (PLLA), as biomaterial,

1:107
Polymerase chain reaction (PCR), 4:106–

107; 5:380–387. See also Quantitative
polymerase chain reaction (QPCR)

creation of novel recombinant molecules
by, 5:383–384

degenerate, 5:384
as a detection system, 5:384
DNA, 5:380–381
length limitations in, 5:382–383
mutations and, 5:382
nucleic acid amplification procedures

and, 5:385
real-time, 4:376–377
sensitivity and contamination of,

5:381–382
Polymer gels, 5:485–486

MR imaging of, 5:486–487
optical scanning of, 5:487–488
ultrasound imaging of, 5:488
vibrational spectroscopic imaging of,

5:488
X-ray CT scanning of, 5:488

Polymer grafting, 1:347
Polymer/hydrogel molding, 1:413
Polymeric biomaterials, 1:329–342

ASTM standards for, 1:334t
composition, structure, and properties

of, 1:331–333
degradable, 1:279
evaluation of, 1:341
properties of, 1:334t
structures and trade names of, 1:333t

Polymeric drug delivery implants, 2:441
Polymeric drug delivery systems,

biodegradable, 2:504
Polymeric materials, 5:387–392

as biomaterials, 1:105–107
in biomedical engineering applications,

5:388–391
chemical and physical properties of,

5:388
for drug delivery, 5:390–391
used in tissue engineering, 5:388–390

Polymeric particles, as drug carriers, 2:480
Polymeric scaffold fabrication techniques,

5:390
Polymerization, 1:330–331

of dental resin composites, 1:323
Polymerization heat, of acrylic bone

cement, 1:543–544
Polymer microfluidic devices, 4:425–426
Polymer photolithography, 1:410–411
Polymer powder-based tissue substitute

manufacture, 5:257
Polymers, 1:330

absorbable, 1:107
biodegradable synthetic, 1:339–340
as biomaterials, 1:274–278
biomedical applications of, 1:333–341
in cardiovascular applications, 1:276
chemical structures of, 1:368–369f
condensation, 1:330t
crystallinity of, 1:257–258
in engineered tissue, 3:194–196
medical uses of, 1:314
molecular weight of, 1:331
morphology of, 1:257
natural, 5:389–390
resorbable, 1:257–260
structure of, 1:257, 274, 275f
synthetic, 5:388–389
for tissue engineering, 1:276
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Poly(methyl methacrylate) (PMMA), 1:267,
277, 335–336; 5:387

applicators, 6:21
as biomaterial, 1:106
in bone cement, 1:540, 541, 542, 546
in dentistry, 1:327

Poly(methyl methacrylate)-rigid gas
permeable contact lens design,
2:322–323

Poly-n-isopropylacrylamide (PNIPAM),
4:382

Polyolefins, 1:333–335; 5:388
Poly(oxymethylene), 1:338
Polyphosphazene, in tissue engineering,

1:373
Polypropylene, 1:335
Poly(propylene fumarate), in tissue

engineering, 1:373
Poly(propylene oxide) (PPO), in tissue

engineering, 1:373
Polysomnogram assay (PSGA), 6:215–218
Polysomnographic data, computer analysis

of, 6:214–219
Polysomnographic recording, 6:209–211

scoring and interpreting, 6:211–212
Polysomnography

ambulatory measures in, 6:212
digital, 6:212–213
integration of computers into, 6:214
neonatal, 5:30

Poly(tetrafluoroethylene) (PTFE), 1:335;
5:388

vascular graft prostheses, 6:495
Poly(trimethylene-carbonate) (PTMC),

1:260
Polyurethane-based tissue substitute

manufacture, 5:257
Polyurethanes, 1:336–337; 5:388

in tissue engineering, 1:373–374
Poly(vinyl alcohol) (PVA), 1:339

in tissue engineering, 1:372; 6:386
Poly(vinyl chloride) (PVC), 1:335; 5:388
Pop-off valve, 1:33
Population variation, in pharmacokinetics

and pharmacodynamics, 5:273–275
Porcelain

composition of, 1:326
in dentistry, 1:326

Porcelain-fused-to-metal (PFM)
restorations, 1:325

Porogen leaching methods, scaffold
fabrication via, 1:378

Porosity
of acrylic bone cement, 1:545–546
of bioceramic scaffolds, 1:375, 379

Porous biomaterials. See also Porous
materials

for cartilage applications, 5:403
for central and peripheral nervous

system applications, 5:404
fabrication methods for, 5:400–401
future directions in the design of,

5:401–404
mechanical properties and degradation

byproducts of, 5:398–399
next generation of, 5:393–400
orthopedic applications for, 5:402

porosity, pore size, and interconnectivity
of, 5:399–400

protein interactions with, 5:393–397
for vascular and bladder applications,

5:403
Porous biomaterial surfaces

design of, 5:397–398
properties of, 5:393

Porous electrodes, 1:152, 153
Porous implant surfaces, 1:130
Porous layers

for electrodes, 1:140–141
Porous materials, biological applications

for, 5:392–406. See also Porous
biomaterials

Porous melt-derived bioactive glasses,
1:291–292

Porphyrins, boron-containing, 1:575
Portable ECG recorder, 1:13
Portable reading aids, 1:445–446
Portal vein thrombosis, after liver

transplantation, 4:271–272
Positive airway pressure, bilevel, 2:332
Positive beam limitation, in X-ray

equipment, 6:566–567
Positive end-expiratory pressure (PEEP),

3:500; 6:508, 511–512, 514
Positive punishment, 1:167
Positive reinforcement, 1:166–167
Positive temperature coefficient (PTC),

6:321
Positron emission tomography (PET),

5:108, 406–418. See also PET entries
applications of, 5:412–414
history of, 5:407–408
image interpretation in, 5:414
in peripheral vascular noninvasive

measurements, 5:246–247
physical principles of, 5:408–412
radiopharmaceutical manufacture and,

5:412
risks associated with, 5:415

Postanesthesia care units (PACUs), 1:44
Posterior lumbar interbody fusion (PLIF)

surgery, 6:235
Posterior plating fusion techniques,

3:577–578
Posterior spinal instrumentation,

3:579–580
Posterior tibial nerve stimulation (PTNS),

1:430
Postero-lateral gutter fusion surgery, 6:236
Postexercise period, in exercise stress

testing, 3:252–253
Postmarket rules, for medical devices,

2:148
Postoperative hypertension, 1:491
Postoperative pain, abolition of, 3:31
Potassium hydroxide (KOH), in

micromachining, 2:3
Potential

electrical, 1:466
electrode-electrolyte, 1:122–123
at electrode-skin interface, 1:121

Potential distribution, 3:110–111
Potential motion artifact, of skin,

1:133–134

Potentiometer circuit, 6:285
Pourbaix diagram, 1:7
Power Doppler, 6:465
Power Doppler imaging (PDI), 5:245
Power flow imaging (PFI), 5:245
Power generation, with ambient vibration,

4:431–433
Power generator, micro, 4:430–433
Power ratio, EGG, 3:90
Power spectra analysis, EEG, 3:70
Power spectrum estimation

using the autoregressive model, 3:77–79
using the Welch method, 3:75–77

Power supply, for electrophoresis, 3:138
Power switching, 3:210–212
Preamplification, in phonocardiography,

5:286–287
Preclinical neuroprosthetic systems,

3:126–127
Pre-effector T cells, tumor-reactive,

4:111–112
Pregelled foil electrodes, 1:144
Pregnancy, hypertension in, 1:16
Premarket ‘‘510(k)’’ notification, for

medical devices, 2:145–146
Premarket approval (PMA), of medical

devices, 2:146
Premarket notification exemptions, for

medical devices, 2:145
Premature ventricular contractions

(PVCs), 1:70
Preplanning, for prostate seed implants,

5:419
Preprocessing, in computer-assisted

detection/diagnosis, 2:289–293
Presbyopia, contact lens designs for,

2:326–327
Presentation of data, 1:396
Present Value Interest Factor (PVIF) table,

1:24
Preservation, by freezing, 1:192
Preservation injury, after liver

transplantation, 4:272
Pressure, ‘‘therapeutic,’’ 2:333
Pressure alarms, anesthesia machine, 1:37
Pressure–diameter–axial force arterial

elasticity measurement, 1:86
Pressure–diameter relations, for arterial

elasticity, 1:87–88, 89
Pressure drop

during guidewire diagnostics, 2:355–357
heart valve prostheses and, 3:415–416

Pressure measurement, neonatal, 5:26–28
Pressure monitoring systems, 2:8–9
Pressure ratio–distension ratio, for arterial

elasticity, 1:87–88
Pressure recording, in continuous positive

airway pressure, 2:332–333
Pressure-reducing valve (PRV), 6:506
Pressure regulators, anesthesia machine,

1:35
Pressure sensors, optical, 5:172
Pressure support ventilation (PSV),

6:510
Pressure transducers, in neonatal

hemodynamic monitoring, 4:593
Pressure–volume loops, 3:477
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Pressure–volume relations, for arterial
elasticity, 1:89

Pressurized gas systems, 3:377–381
Presurgical functional mapping,

1:244–245
Preventive maintenance (PM), 3:223
Preventive maintenance interval,

selecting, 3:224–225
Preventive maintenance procedures, 3:225

sample, 3:226f
Preventive maintenance program

effective, 3:224
evaluating, 3:225–227

Preventive maintenance stickers, 3:228
Preview digital radiograph, 2:237
Primary disease, recurrence following liver

transplantation, 4:273
Primary graft nonfunction (PNF), after

liver transplantation, 4:271
Primary medical physics journals,

4:335–336
Primary pathogens, 1:113–114
Primary radiation barrier, 6:570
Principal Component Analysis (PCA),

1:241; 6:261
Privacy issues, related to augmentative

and alternative communication
systems, 2:210

Probability, 6:243–244
relative frequency and, 6:243–244

Probability density function (PDF), 1:71
for continuous variables, 6:244

Probability distributions, 6:244
characteristics of, 6:246

Probability mass function, 6:244
Probe configurations, in optical sensors,

5:162–163
Probe cryosurgery technique, 2:366–367
Probe geometry, in microdialysis sampling,

4:402–403
Probe insertion trauma, in microdialysis

sampling, 4:408–409
Probe/junction materials, in

thermocouples, 6:344
Probe materials, in microdialysis

sampling, 4:403–404
Probe placement, in anorectal manometry,

1:63
Probes. See also Microdialysis probes

cytochemical, 2:390–392
extrinsic, 4:497–498
fiber-optic, 6:358–359
fluorescent, 4:494–498
genetic expressible, 4:498
intrinsic, 4:497
in nuclear medicine detectors, 5:95
organelle, 4:469–470
solid-state, 1:63
thermistor, 6:333

Proctalgia, 1:68
Proctological diseases, cryosurgical

treatment of, 2:374–375
Product development protocol, 2:146
Production condition optimization,

microbioreactors for, 4:393
Productivity, with Mount Sinai total

laboratory automation, 1:26–27

Productivity tools, in office automation
systems, 5:152–155

Professional organizations, radiation-
related, 2:154. See also American
entries; International entries;
National entries; Society entries

Professional pathogens, 1:113–114
Prognostics, use of microarrays in,

4:370–371
Progressive resistance exercises, 1:391
Projection data, in CT reconstruction

methods, 2:246
Projection radiography, acquisition of,

5:336
PRO-MED AG SmartDose, 2:504
Promoter prediction and detection, 1:222
Pro Osteon, 1:261–262, 263
Propagation modes, in fiber opt1cs,

3:302–303
Proportional-integral-derivative (PID)

blood pressure controllers, 1:48,
491–492, 497, 498

Proposal evaluation form, 3:218t
Prostate ablation, 6:375–376
Prostate cancer, high intensity focus

ultrasound for, 4:77–78
Prostate gland diseases, cryosurgical

treatment of, 2:375
Prostate seed implants, 5:418–429

analysis following, 5:427
dose escalation to prostate sub-volumes,

5:427
dosimetry in, 5:420–424
125I and 103Pd in, 5:419–420
isotope selection and dose prescription

for, 5:419
preplanning/intraoperative planning for,

5:419
problems and remedies related to,

5:427–428
secondary dose verification in, 5:427
treatment planning in, 5:424–427
ultrasound-guided, 5:424

Prostatic hypertrophy, treatment of, 4:542
Prostheses. See also Visual prostheses

bone cement, 1:540–541
cochlear, 2:133–141
heart valve, 3:407–426
hip, 5:195–196
intervertebral disk (IVD), 5:197
knee, 5:196
pyrolytic carbons in, 1:302–304
titanium alloys in, 1:312
upper extremity and IVD, 5:196–197
vascular graft, 6:491–505
wear of, 1:314–315, 316

Prosthesis designs, fixation of, 5:195–197
Prosthesis fixation

cemented, 5:194
evaluation and future strategies in,

5:197
for orthopedics, 5:192–198

Prosthesis-related infection, 1:542
Prosthetic devices. See also Prosthetics

laryngeal, 4:229–234
for organ function loss, 6:182

Prosthetic feet, 4:552–553

Prosthetic heart valves, 3:437–449. See
also Bioprosthetic heart valves; Heart
valve prostheses; Mechanical heart
valves

anticoagulation and durability in,
3:447

challenge of, 3:437–438
clinical performance of, 3:438–439
demographics and etiology related to,

3:438
design concepts for, 3:442–443
design elements for, 3:441
future directions in, 3:447
hemodynamic evaluation of, 3:439–441
materials technology related to,

3:441–442
patient data for, 3:439t

Prosthetic heart valve technology,
3:428–430

Prosthetic heart valve testing
data analysis for, 3:431–432
design-specific, 3:434–435
Doppler ultrasound in, 3:432–434

Prosthetic intervertebral nucleus (PIN)
device, 3:586–588

Prosthetic motion, effects of, 1:111
Prosthetic restorative materials

in dentistry, 1:325–329
Prosthetics, lower extremity, 4:552–554.

See also Prosthetic devices
Protein(s)

adsorption at surfaces, 1:344–345
bone bonding and, 1:110
in complement system, 1:112
diverse properties of, 5:395t
DNA, RNA and, 1:217
fluorescent probes for, 2:392t
folding, simulation, and structure

prediction of, 1:220–221; 4:512–513
interactions with porous biomaterials,

5:393–397
patterning, 1:410–411, 412f

Protein adsorption, biomaterial failure
related to, 1:279–280

Protein detection, nanoparticles in, 5:7
Protein detection immunoassay, for

microdialysis samples, 4:411–412
Protein-mediated cell adhesion, 5:396–397
Protein network, 1:225
Protein sequences, in bioinformatics,

1:217–220
Proteoglycans (PGs), 2:63, 64

in tendons and ligaments, 4:242
Protocol export, from a computed

tomography simulator, 2:273
Proton-beam radiotherapy, 6:8–10
Proton resonance frequency (PRF),

6:360
Proton therapy beams, 5:576
Provocation testing, 6:481
Provox valve, 4:234
Proximal catheter, for treating

hydrocephalus, 4:9–10
Proximal interphalangeal (PIP) finger joint

replacements, 1:304
Proximity telemetry, in temperature

measurement electronics, 6:330
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Pseudoelasticity, 1:2. See also ‘‘Rubber-like
behavior’’

Pseudomonas aeruginosa, 1:114, 319
Psoralen photochemotherapy (PUVA),

6:483
Psoriasis clearance, using UVR, 6:482
Psychiatric disorders, cognitive training

for persons with, 6:72–73
Public access defibrillation (PAD), 2:49, 56
Public education books/reports, 4:350
PubMed, 4:309
Pudendal nerve stimulation, for overactive

bladder, 1:441
Pulmonary artery (PA) catheters, 2:29–30

placement of, 4:572–573
Pulmonary artery oximetry, 5:214–215
Pulmonary artery pressure, measurement

of, 4:572–573
Pulmonary blood flow (PBF), 2:16–18
Pulmonary capillary wedge pressure

(PCWP), 6:166
Pulmonary circulation, 2:41–42; 4:567
Pulmonary closing volume, 5:439
Pulmonary diffusion/diffusing, 5:432–433
Pulmonary disease, parenteral nutrition

for, 5:132–133
Pulmonary edema detection, 1:213
Pulmonary function, complex models of,

6:103
Pulmonary function testing/tests, 5:430,

436
future of, 5:440–441
physiological principles underlying,

5:431
results of, 5:433
standardization of, 5:440

Pulmonary interstitial emphysema (PIE),
3:506–507

Pulmonary physiology, 5:429–442. See also
Pulmonary function testing/tests

CPR and, 2:38–40
instrumentation related to, 5:434–435
post-1940s and the gold age of, 5:430
pre-1940s, 5:429–430
terminology related to, 5:441

Pulmonary resistance, 6:516–517
Pulmonary–respiratory systems modeling,

5:316–318
Pulmonary–systemic (P/S) flow ratio,

2:17–18
Pulmonary vasculature, 6:103
Pulmonary wedge pressure (PWP), 1:206
Pulsatile flow ventricular assist devices,

3:451
Pulsed Doppler (PW), 3:8, 10

ultrasound, 3:330
Pulse detection, in blood pressure

measurement, 1:488
Pulsed-laser accelerators, 6:13
Pulsed magnetic fields (PMF), 1:560,

564–565
Pulsed short-wave diathermy (PSWD),

3:471–472
Pulse duration, short vs. long, 1:128
Pulsed wave Doppler (PW), 3:1
Pulse–echo method, in ultrasonic imaging,

6:455–456

Pulse generators, 5:220–222
implantable, 6:225–226

Pulse interval generator, 5:221
Pulse inversion imaging mode, 6:469–471
Pulseless electrical activity (PEA), 2:47–48
Pulseless ventricular tachycardia, 2:45–46
Pulse oximeters, 3:535f; 6:523–524

accuracy and limitations of, 1:474
clinical uses for, 1:473–474
future directions for, 1:474

Pulse oximetry, 1:469, 471–474; 5:210–212
impact of, 2:117
in neonatal blood gas measurement,

5:24–25
new technologies in, 1:472–473
optical sensors in, 5:166–167
in sleep laboratory, 6:212

Pulse pileup, Anger camera, 1:59–60
Pulse rate home health care devices,

3:528–529
Pulse repetition frequency (PRF), 6:463
Pulse volume recording (PVR)/pulse wave

analysis (PWA), 5:243
Pulse wave Doppler (PW Doppler),

6:463–464
Pulse-wave velocity (PWV), 1:489; 5:243
Pulse wave velocity model, 6:408
Pump failure, left ventricular, 4:164
Pumps, microbioreactor, 4:390
Punishment, in operant conditioning,

1:167
Pupillometry, sexual arousal and, 6:160
Pupil recognition, 3:269–270
Pure tone audiometry, 1:93–96, 97
Purification techniques, for molecules,

4:603
Purkinje fibers, 2:43
Pursuit eye movements, 5:139
Purulent infection, implant-related, 1:116
PUVA treatment, 6:483
p-values, 6:246
Pyramidal neurons, activity of, 3:63–64
Pyridoxilated hemoglobin polyoxyethylene

(PHP), clinical trial of, 1:520
Pyrolite, 1:302
Pyrolytic carbons (PyCs), 1:299–300

medical applications of, 1:302–306
Pyrosequencing, 2:433

QRS complex, 2:44, 45, 46
Quadripolar extension, 1:435
Quality, X-ray beam, 6:583–584
Quality measurements, in radiation

dosimetry, 5:476–479
Quality assurance (QA)

dosimeter characteristics required for,
5:482

EPID use and, 4:96
in high-dosage-rate brachytherapy,

1:599
in the hospital safety program, 6:119
in intraoperative radiotherapy, 6:23
in neutron activation analys1s, 5:47–48
in radiation therapy, 5:542–549
linear accelerator, 5:547
simulation, 5:543–545
treatment delivery, 5:548

treatment planning, 5:545–547
for X-ray therapy equipment, 6:589

Quality assurance devices, 5:601
Quality assurance procedures, dosimetry

systems and, 5:481–482
Quality assurance/quality control (QA/QC),

for screen-film systems, 6:147–148
Quality control. See also X-ray quality

control program
for Gamma Knife, 3:375–376
in phototherapy equipment, 6:484–485
in tissue substitute manufacture,

5:257–258
Quality of life, as a ‘‘soft’’ endpoint, 5:451
Quality-of-life measures, 5:443–454. See

also Change; Clinical significance
clinical significance of, 5:444–445
historical background of, 5:443

Quality system regulations, FDA,
2:150–152

Quantitative colorimetric measurement,
2:192–194

Quantitative computed tomography (QCT),
1:553

peripheral, 1:553
Quantitative Gibson–Cooke Pilocarpine

Iontophoresis Sweat Test (GCST/
QPIT), 2:385–386

potential successor for, 2:387
Quantitative polymerase chain reaction

(QPCR), 5:385
Quantitative ultrasonometry (QUS),

1:553–556
Quantum dots, in confocal microscopy,

4:470–471
Quantum patch technology, 2:386, 387
Quantum yield, 3:346
Quartz crystal thermometry, 6:315–316
Quasar phantom, 5:265
Quenching, in confocal microscopy,

4:472–474
Questionnaires, in exercise stress testing,

3:252
Quick-Prep Applicator, 1:136

Racing, wheelchair, 4:549
Radial basis function (RBF), 1:494
Radial gradiometers, 1:233, 236
Radiation. See also Ionizing radiation

coupled with hyperthermia, 4:67–68
effects linear no-threshold model of,

4:183
indirectly ionizing, 5:503
into input receptor(s), 6:571–572
interaction with matter, 5:253
medical, 5:253
monochromatic, 6:478
professional organizations related to,

2:154
quantities and units of, 5:504–505
sources of, 5:504
standards for protection against,

2:160–162
types of, 5:503–504
use in medical diagnosis and therapy,

5:71
web sites with information about, 2:160t
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Radiation barrier, primary, 6:570
Radiation beam, characteristics of,

2:127–128
Radiation biology, 4:181

books/reports, 4:348–349
Radiation byproduct material, medical use

of, 2:162–166
Radiation codes/regulations, 2:153–186

acronyms and definitions related to,
2:184–185

for byproduct material, 2:158–171
for nonbyproduct and machine-produced

radiation, 2:171–177
for nonionizing radiation, 2:157–158,

177–184
organizations involved in, 2:153–158

Radiation delivery, in three-dimensional
conformal radiotherapy, 6:34–35

Radiation detectors, 5:506, 507, 518
solid-state, 5:514–518

Radiation dose(s). See also Radiation
dosimetry

absorbed, 5:466–467
in computed tomography, 2:244–246
effects on cancer risk, 2:260
from screening CT, 2:260–261

Radiation dose planning, computer-aided,
5:455–463

Radiation dosimetry. See also Dosimetry;
Gel dosimetry; Radiation dose(s)

determining absorbed dose and air
kerma, 5:467–471

measurement and quantities in,
5:465–467

Monte Carlo techniques for, 5:471
for oncology, 5:465–481
phantom materials in, 5:262
relative dosimetry and quality/

verification in, 5:476–479
secondary dosimeter calibration,

5:474–476
three-dimensional, 5:481–500

Radiation exposure, effect of age at, 2:260
Radiation exposure limits, microwave and

radiofrequency, 2:183t
Radiation fields

focused, 4:65
nonfocused, 4:63–64

Radiation heating, 3:468–470
Radiation leakage, 6:564–565
Radiation levels, scattered, 6:572–573
Radiation measurements, books/reports

on, 4:348
Radiation oncology, imaging for,

6:30–32
Radiation oncology physics books/reports,

4:338–341
Radiation physics books/reports,

4:350–351
Radiation-producing equipment,

nonmedical, 2:174–175
Radiation protection, books/reports on,

4:346–348
Radiation protection instrumentation,

5:500–520
availability of, 5:501
choice of, 5:501–503

common features of, 5:505–508
distributors and manufacturers of,

5:501t
Geiger-Müller counters, 5:511
ionization chambers, 5:508–510
major features of, 5:502
proportional counters, 5:510–511
scintillation detectors, 5:511–514
solid-state radiation detectors,

5:514–518
Radiation protection products, medical,

5:501t
Radiation reflection, in neonatal

respiratory monitoring, 5:17
Radiation Research Society, 4:320
Radiation safety, in intraoperative

radiotherapy, 6:23–24
Radiation safety officers, training

requirements for, 2:165t
Radiation therapy

applications of, 5:91–92
devices for, 6:581–583
intensity modulated, 2:273–274;

5:520–525
linear accelerator quality assurance in,

5:547
neutron sources for, 5:54–57
phantom materials in, 5:262–266
quality assurance in, 5:542–549
simulation QA in, 5:543–545
treatment delivery quality assurance in,

5:548
Radiation therapy dose calculation,

applications in, 5:535–538
Radiation therapy imaging, 5:526
Radiation therapy simulator, 5:525–533

conventional, 5:527–529
technology overview for, 5:527

Radiation therapy treatment planning,
2:243–244; 5:534–542

quality assurance in, 5:545–547
Radiation thermometry, 6:360–361
Radiation tissue damage, hyperbaric

medicine and, 4:26
Radiation treatment, breathing motion

problem in, 5:593
Radiation waveform, quality control of,

6:563–564
Radioactive byproduct material, regulation

of, 2:158–171
Radioactive decay

rates of, 5:561–562
types of, 5:559–561

Radioactive ionization detectors,
4:331–332

Radioactive labels
limitations of, 5:91
strategies for using, 5:91

Radioactive material
disposal regulations for, 2:170–171
transport regulations for, 2:166–169

Radioactive medical devices, FDA
regulation of, 2:155–156

Radioactive nuclei, 5:562
Radioactive source

for Guidant Galileo IVB system,
1:606

for high dosage rate brachytherapy,
1:590–591

for Novoste BetaCath, 1:604
Radioactive source ribbon, in IVB devices,

1:603
Radioactive tracers, 1:51
Radiochemical separation, in neutron

activation analysis, 5:45–46
Radiochromic film, 5:477–478

measurements with, 1:614–615
Radio frequency ablation, 6:363–364, 370–

371, 373–374, 376, 378
Radio frequency (rf) devices. See also rf

entries
clinical studies with, 4:37
interstitial hyperthermia and, 4:35–36
therapeutic applications of, 1:190

Radio frequency glow discharge (rfgd),
1:345

Radio frequency exposure limits, 2:183t
Radio frequency fields, 5:508
Radio Frequency Identification (RFID)

tags, 1:453; 4:358
Radio frequency (RF) radiation, 5:67–68

use in medical diagnosis and therapy,
5:71

Radio frequency (rf) SQUIDs, 1:231
Radiographic film, 5:477, 483, 599

replacement of, 4:92
Radiography, computed, 4:302
Radiography-based densitometry, 1:550–

553
Radiography (imaging) units, regulations

related to, 2:174
Radioimmune-guided surgery (RIGS), 5:95
Radioimmunotherapy (RIT), 5:95

dosimetry in, 5:570–571
Radioiodine therapy. See also 125I (iodine-

125); 131I-MIBG therapy
dosimetry for thyrotoxicosis, 5:568–569

Radiological equipment, control and
supervisory logic in, 6:557–558

Radiological physics, books/reports,
4:337–338, 349

Radiological Society of North America,
4:320–321

Radiologic image receptors, 6:556–557
Radiology, phantom materials in,

5:252–269. See also Teleradiology
Radiology information systems (RIS),

5:549–559
interfacing with hospital information

system, 5:335
advanced feature set for, 5:552t
core feature set for, 5:551t
functionality of, 5:551–553
future of, 5:556–558
interfacing systems for, 5:553–554
options for integrating, 5:554–556
role in radiology workflow, 5:550–551
selecting, 5:556

Radiology report, sample portion of, 5:557t
Radiology workflow, 5:550–551
Radiometers, UV, 6:479–480
Radiometer TCM 4 transcutaneous blood

gas monitor, 1:478f
Radiometric quantities, 6:478
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Radionuclide identification, 5:508
Radionuclide production, 5:559, 562–564
Radionuclides

exemptions from regulation control for,
2:180t

nonbyproduct, 2:175–177
production of, 5:92
use in positron emission tomography,

5:408t
Radiopharmaceutical dosimetry,

5:565–574
MIRD schema for, 5:566–567
in new drug development, 5:571–572
for radionuclide therapy, 5:567–571

Radiopharmaceuticals
effective dose values per unit activity for,

5:567t
manufacturing of, 5:412
PET, 5:408
physician training requirements for,

2:168t
regulation of, 2:155

Radiosurgery
delivery techniques for, 5:578–580
Gamma Knife, 3:368
stereotactic, 2:275; 4:542; 5:574–585
stereotactic frame application and, 6:269

Radiosurgery systems, early, 5:576
Radiosurgery treatment plans, tools for

evaluating, 5:580–583
Radiotherapy. See also Cobalt-60 units;

Heavy ion radiotherapy;
Intraoperative radiotherapy (IORT);
Three-dimensional conformal
radiotherapy (3DCRT)

adaptive, 6:401
electron-beam, 6:4–6
fast and slow neutron, 6:6–8
proton-beam, 6:8–10
systemic hyperthermia and, 4:58

Radiotherapy accelerator, requirements
for, 2:176t

Radiotherapy accessories, 5:585–602
field-shaping, shielding, and dose

modifying devices, 5:594–599
patient restraint and repositioning

devices, 5:587–594
treatment verification and quality

assurance devices, 5:599–601
tumor localization and treatment

simulation devices, 5:585–587
Radiotherapy treatment planning, 6:40–41
Radiotherapy treatment planning

optimization, 6:38–48
assessing benefits and risks in, 6:38–39
biological-probabilistic approaches to,

6:44–46
examples of, 6:39–40, 41–42
need for quantitative optimization tools

in, 6:42–43
using physical/geometrical criteria,

6:43–44
Radiotherapy units, regulations related to,

2:174
Rahn, Herman, 5:430
Raised intracranial pressure, 4:580–582
Raman laser spectroscopy, 4:332

Raman microscopy, 2:98–99
Raman spectrography, 1:479
Raman spectroscopy, 3:312–313

in multiple gas monitoring, 5:207
Ramp inflation method, 1:64–65
Ramp testing, 3:252
Randomization methods, 6:260–261
Randomized Evaluation of Mechanical

Assistance for the Treatment of
Congestive Heart Failure
(REMATCH) study, 3:453

Random sampling, 5:534
Range of motion, in scoliosis, 6:126
Rank correlation test, Spearman’s,

6:259
Rapid eye movement (REM) sleep, 6:214,

215, 218
Rapid prototyping, for porous biomaterial

fabrication, 5:400
Rapid shallow breathing index (RSBI),

6:518
RAPTORTM fiber-optic fluoroimmunoassay

system, 4:378
Rate-based analysis, for arrhythmia

detection, 1:71–73
Rate modulation, in functional electrical

stimulation, 3:348–350
Rate stability, in rate-based arrhythmia

analysis, 1:72–73
Rayleigh scattering, 6:593–594
Raynaud’s disease, biofeedback clinical

outcome literature related to, 1:181
Ray nucleus device, 3:585–586
Ray spacing, in computed tomography,

2:251
Reaction kinetics, in microbioreactors,

4:387
Reactive airway disease, 3:507
Reactive biomaterials, 1:104
Reactor modifications, for BNCT, 1:577
Reactor radionuclide production, 5:92
Reading aids

for the blind, 1:445–447
low vision, 1:444–445

Reading machine, components of, 1:446f
Reagents, for electrophoresis, 3:138
Real-time PCR (RT-PCR), 4:376–377
Real-time Position Management (RPM)

system, 5:593
Receptor-ligand adhesion measurements,

4:510–512
Recessed electrodes, 1:139
Reciprocity law, 6:145
Recombinant genetic engineering,

4:600–601
Recombinant molecules, creation by

polymerase chain reaction, 5:383–384
Reconstruction techniques

analytical, 2:247
CT, 2:246–250
direct Fourier, 2:247
iterative, 2:246–247
tomographic, 5:114–117

Record and verify (R&V) system, 6:35
Recording equipment, EGG, 3:86–87
Recordings, with EEG biofeedback

instrumentation, 1:171

Recording systems, for lung sounds, 4:279–
280

Recreation mobility aids, 4:548–550
Recruitment, in functional electrical

stimulation, 3:348–350
Rectal compliance, 1:65
Rectal distension, intermittent, 1:64
Rectal drug delivery, cyclodextrins in,

2:456, 458t
Rectal sensory function, 1:64
Rectal temperature monitoring, 6:318
Rectilinear scanners, 1:51; 5:95–96
Rectoanal inhibitory reflex, 1:64
Rectoanal pressure, changes during

attempted defecation, 1:64
Rectum, anatomy and physiology of, 1:62
Recursively applied and projected MUSIC

(RAP-MUSIC), 1:241
Red blood cell count, 2:87
Red blood cells (RBCs), deformability of,

1:503–504. See also Erythrocyte
entries

Red cell distribution width (RDW), 2:87
Redox paste, 1:136
Reduction method, joint distribution

problem and, 4:216
Redundant array of inexpensive disks

(RAID), 5:347–348
Reference electrodes, in ion-sensitive field-

effect transistors, 4:193–194
Reference FETs (REFETs), 4:194–195
Reflectance spectroscopy, fiber optics in,

3:311
Reflection oximetry, versus transmission

oximetry, 1:470
Reflectivity pattern movement, eye

orientation as a function of, 3:273
Reflex measurement, acoustic, 1:101
Refractive lenses

in intraocular lenses, 4:238–239
optical quality of, 4:239

Refractory osteomyelitis, hyperbaric
medicine and, 4:26

Regenerating electrodes, 3:119
Regeneration

implantable devices and, 1:104
tissue, 1:108–109

Regenerative ability, of cartilage, 2:71–72
Regenerative medicine, bioceramics in,

1:290
Regional pain syndromes, chronic, 6:229
Regressions, 6:256–257
Regulation. See also Regulations

of biomaterials, 1:268–270
of engineered tissue, 3:202

Regulations, for nonionizing radiation,
2:177–184. See also Medical device
codes/regulations; Radiation codes/
regulations; Regulation

Regulatory network, 1:225
Regulatory standards, OSHA, 2:171
Regulatory Summaries, Nuclear

Regulatory Commission, 2:171
Regurgitation, heart valve, 3:416–417
Rehabilitation

cognitive, 6:71–79
muscle, 6:62–71
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orthotics in, 6:80–93
virtual reality as a computer-generated

technology for, 6:74
Rehabilitation Engineering & Assistive

Technology Society of North America
(RESNA), 4:321

Rehabilitation exercises, 1:398
Rehabilitative biotelemetry microsystems,

1:424–427
Rehau system, 4:579–580
Reinforcement, of behavior,

1:166–167
Relative biological effectiveness (RBE),

1:572; 6:3
Relative dosimetry measurements,

5:476–479
Relative frequency, probability and,

6:243–244
Relative power change, EGG, 3:90
Relaxation, biofeedback and, 1:178
Reliability, of electrophoresis, 3:140–141
Remote afterloaders (RALs), 1:590. See

also High-dose-rate remote
afterloaders

high-dose-rate, 1:590–594
Remote-control defibrillators, standards

for, 1:160–161
Remote video-based eye tracking systems,

3:280–283
Renal systems modeling, 5:318–319
Repassivation, 1:310–311
Repeat-fixation stereotactic radiotherapy,

5:491
Repetitions, exercise, 1:392, 399
Reporting

codes and regulations related to,
2:149–150

human factors and, 3:541–542
Resampling methods, 6:259–261
Research, in murine cardiac ventricular

cells, 3:145–146
Research and development, contraception-

related, 2:347–348
Research-based software, for

communication disorders, 2:212
Reservoir bag, 1:33

in anesthesia delivery, 1:30–31, 32
Reshaping cuff electrodes, 3:124–125
Residual stress, of acrylic bone cement,

1:545–546
Residual voltage output, in linear variable

differential transformers, 4:255
Resin-based composites (RBCs), 1:322;

6:93–99
classification and physical properties of,

6:97t
clinical application of, 6:97–98
fabrication of, 6:93–95
phases in fabricating, 6:94–95
physical and mechanical properties of,

6:95–97
Resin composites, as dental fillings,

1:323–324
Resin materials, prosthetic, 1:327. See also

Resins
Resin-modified glass ionomers (RMGIs),

1:324

Resins, unfilled acrylic, 6:93–94. See also
Resin materials

Resistance. See Skin resistance activity
(SRA)

Resistance calibration, 1:194, 195
Resistance strain gages, 6:284
Resistance temperature detectors (RTDs),

6:356–357, 358
Resistance thermometers, 6:313–314
Resistive electrodes, 1:148–149
Resistive training devices, with

computerized feedback, 1:398
Resistivity, of wet gels and hydrogels,

1:135–136
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in electron microscopy, 4:480
lateral, 4:463–464
in linear variable differential

transformers, 4:255
Resolution/contrast, in confocal

microscopy, 4:461–462
Resorbable bioceramics, 1:285
Resorbable calcium ceramics, 1:260–262
Resorbable composites, 1:262–264
Resorbable implants

function of, 1:256–257
orthopedic applications of, 1:255–256

Resorbable polymers, 1:257–260
Respiration (RSP), versus ventilation,

6:509
Respiration sensors/amplifiers, 1:174–175
Respiration therapy home health care

devices, 3:534–535
Respiration training, 1:174
Respiratory control, visceral neural signals

in, 3:129
Respiratory disturbance index (RDI),

6:220, 221
Respiratory flow, devices for measuring,

5:367–369
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(RIP), 5:378
Respiratory measurements, thermistors

in, 6:335–336
Respiratory mechanics, 6:99–103
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role of cardiovascular system in,
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Respiratory neonatal monitoring, 5:13–18
Respiratory sinus arrhythmia (RSA)

instruments, 1:174
Respiratory sounds, 5:378
Respiratory system

dynamic events in, 6:102–103
effects of parenteral nutrition on, 5:131
gas transport and exchange in,

6:103–106
static mechanics of, 6:100–102
structure of, 6:100

Respirometers, 5:370
Response, stimulus and, 1:166, 167
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epidemiology and clinical trials related
to, 1:601–602

mechanisms of, 1:601
prediction with exercise test, 3:258–259

Resting membrane potential, 3:141–142

Restoration algorithms, smart, 6:331
Restorative materials, directly placed,

1:322–325
Resuscitation, after gastrointestinal

hemorrhage, 3:385. See also
Cardiopulmonary resuscitation (CPR)

Retardation, mental, 2:211
Reticulated alumina substrate, 1:355–356,

357, 358, 359, 360
Reticulocyte count, 2:88
Retinal prosthesis, 1:155
Retinotopy, 6:531–532
Return on investment (ROI), for Mount
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(REVs), 2:468
Reversible potential, 1:122–123
Review standard, for medical devices,

2:147–148
Rewarding, of behavior, 1:166–167
rf generators, for electrosurgery,

3:161–164
RF thermoablation, 6:345
Rheological properties

of blood, 1:500–502
of blood cells, 1:506–507
of fluids, 1:504–506
techniques for measuring, 1:504–506

Rheoscope, 1:507–509
Rhythms, sensorimotor, 1:243, 244
Ribonucleic acid (RNA). See also RNA

entries
isolation of, 4:362
labeling of, 4:362–363

Richards, Dickinson Woodrow, 5:430
Ridley, Harold, 1:267
Right-to-left intracardiac shunt, 2:16
Rigid gas permeable contact lenses,

2:322–323
fitting philosophy for, 2:323

Rigid metal plate electrodes, 1:144
R/IR ratio, in pulse oximetry, 1:472
Risk analysis, for Gamma Knife, 3:376
Risk assessment, in radiotherapy

treatment planning optimization,
6:38–39

Risk factors, for implant-related infections,
1:114–115

Risks, nanoparticle-related, 5:10
RITA Medical ablation system, 6:373
RNA. See also Ribonucleic acid (RNA)

DNA, proteins, and, 1:217
in genome annotation, 1:222
scanning tunneling microscopy and,

4:517–519
RNA/DNA staining, 2:411
Robotic medicine, strain gages in, 6:288
Robotic surgery systems, 4:525–526
Robots, arraying, 4:367–369
Roche Diagnostics artificial pancreas,
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Roentgenographic studies, in diagnosing
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Rollators, 4:547–548
Root-mean-square (rms) value, 3:107–108
Rotary chair testing, vision-related, 5:139
Rotate–rotate computed tomography,

2:231–232
Rotational testing, vision-related, 5:139
Rotator cuff tendon, reconstruction of,

1:256
Roughening, of electrodes, 1:152–153
Routine threshold audiometry, 1:94
Rubber bellows sensors, 1:175
Rubber electrodes, 1:148–149
‘‘Rubber-like behavior,’’ 1:1, 2
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Rule-based blood pressure controller,
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Sacral nerve test stimulator, 1:433f
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of anesthesia, 1:28
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systems perspective on, 6:110
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Safety systems, anesthesia machine,
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Sagittal plane, scoliosis and, 6:122
Salt concentration, skin electrodes and,
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SAM alignment tool, 1:222
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Samples. See also Sampling

paired/unpaired, 6:247–248
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methods of, 3:196t
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1:367

Scaffolds
bioceramic, 1:374–375
calcium phosphate, 1:261–262
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1:377–379
ideal, 1:290–291
natural polymer, 1:367–371
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sterilization methods for, 1:380–381
surface modification of, 1:379
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Scan field of view (SFOV), 5:529
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1:525–530

Scanning control, of electronic aids to daily
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Scanning electron microscope (SEM),
4:478, 482–486

Scanning electron microscopy (SEM),
1:356–357, 360–362

Scanning force microscopy, 4:503–516. See
also Atomic force microscope (AFM)

Scanning laser ophthalmoscope (SLO),
5:294

Scanning probe microscopy (SPM), 4:478
Scanning tunneling microscopy, 4:516–523
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imaging artifacts and data restoration

using, 4:522
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Anger camera
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Scintillation detectors, 2:235–236; 5:409f,
411, 511–514

Scintillators, plastic, 5:482–483, 513–514
Scleral search coil technique, 3:265–266;

5:144
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scoliosis etiology
axes and coordinate systems in,

6:124–125
biomechanics of, 6:122
classification of, 6:123–124
conservative treatment of, 6:129–131
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6:123
functional anatomy of, 6:125
kinematics of the spine and, 6:126
measurement of curve magnitude in,

6:125
progression during growth, 6:129
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in, 6:125
surgical planning for, 6:132
surgical treatment of, 6:131–134
terminology and morphology of,
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trunk deformity documentation in,
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Screen-film mammography, 4:300–301
Screen-film systems, 6:138–149
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film in, 6:140–145
film processing for, 6:145–147
intensifying screen in, 6:138–140
latent image formation in,
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optical density in, 6:142
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Secondary dosimeters, calibration of,
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Segmental instrumentation, 6:133
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therapy and, 3:59
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Selection set, in augmentative and
alternative communication systems,
2:204–205

Self-assembled monolayers (SAMs), 1:347,
410, 412; 4:388

Self-assembled nanoparticles, 5:3–4
Self-control conditions, of biofeedback

response, 1:178
Self-etch adhesives, 1:324
Self-heating

in thermistors, 6:321–322
in thermistors, 6:357

Self-tuning regulator (STR), 1:492–494
Semiautomatic blood pressure monitoring,

1:489
Semiclosed circle system, 1:31–32

components of, 1:32–33
Semiconductor diodes, 5:476
Semiconductor materials, used for

radiation detection, 5:516–517
Semiconductor strain gages, 6:283–284
Senographe full field digital

mammography systems, 4:304
Senoscan full field digital mammography

system, 4:304–305
Sensitivity, in automated arrhythmia

analysis, 1:70
Sensitization, 6:439–440
Sensor attachment, to microdialysis

probes, 4:411
Sensor design, in solid electrolyte cell

oxygen analyzers, 5:205
Sensorimotor rhythms, 1:243
Sensor materials, thermocouple, 6:344
Sensors. See also Optical sensors;

Piezoelectric sensors
in arterial tonometry, 6:403–404
biomaterial surfaces of, 1:343
ECG, 1:175
glucose, 1:16–17
heart rate, 1:175
respiration, 1:174–175
SQUID, 1:231–232, 233, 237, 238, 247
temperature, 1:170

Sensory assessment, for augmentative and
alternative communication systems,
2:207–208

Sensory evoked potentials, 3:235–236
Sensory testing, for anorectal manometry,

1:64–63
Separation, in microbioreactors, 4:390–391
Separation/detection methods,

electrophoresis with, 2:106–107
Separation/purification microbioreactor

components, 4:390–391
Separations-based methods, for

microdialysis sample quantitation,
4:409–410

Sepsis, implant-contiguous, 1:117–118
Septic shock, management of, 6:168
Sequence alignment methods. See also

Multiple sequence alignments
in bioinformatics, 1:217–220
heuristic, 1:219

Sequential tomotherapy, 5:323
Serial tomotherapy, 6:397–398
Serological assays, 4:375–376

Serological probes, monoclonal antibodies
as, 4:601–604

Serous inflammation, implant-related,
1:116

Serum processing, 1:460–461
Serum proteins, biomaterial failure and,

1:280
Servorecorders, translational, 6:58–59
Sets, exercise, 1:392
‘‘7-D’’ mnemonic, 2:52–53
Severe angiographic CAD, multivariate

techniques to predict, 3:257–258
Severe angiographic disease, predicting,

3:256
Sevoflurane, 1:35
Sexual arousal, deviant, 6:159–161
Sexual deviance

instruments and measurement of, 6:155
treatment of, 6:161–162

Sexual dysfunction, biofeedback clinical
outcome literature related to, 1:183

Sexual instrumentation, 6:149–163
for erectile dysfunction, 6:158–159
for female sexual behavior assessment,

6:150–153
for female sexual behavior treatment,

6:153–155
for male human sexual behavior,

6:155–162
Shape memory alloys (SMAs), 1:1–12

in dental prosthetics, 1:325
manufacturing methods for, 1:5–8
mechanical processing of, 1:5
nickel–titanium, 1:2, 3–5

Shape memory effect (SME), 1:1
Shape memory programming, of nickel–

titanium shape memory alloys, 1:5–6
Shape-memory suture needle, 1:1, 2f
Shape of a tumor dose-response curve

(Stumor), 6:44–45
Shaping, in operant conditioning, 1:167
Shear deformation, subatomic, 1:1
Shear modulus (G), of bone, 1:529
Shear properties, of cartilage and

meniscus, 2:69–70
Shear rate, effect on blood viscosity, 1:501
Shear stress, in fluids, 1:505
Sheathed thermocouples, 6:342–343
Shichiri Group artificial pancreas,

5:227–228
Shielded rooms, noise attenuation of,

1:235f
Shielded safe, 1:590
Shielding, in high-dosage-rate

brachytherapy, 1:598–599
Shielding devices, 5:594–599
Shivering, thermoregulation and, 1:191
Shock

assessment of, 6:165–167
cardiogenic, 6:164
etiology of, 6:163–164
future of diagnosis and management of,

6:168
hypovolemic, 6:164
management of, 6:167–168
pathophysiology of, 6:164–165
stages of, 6:164–165

treatment of, 6:163–168
Shock wave lithotripsy (SWL), 4:258. See

also Lithotripsy
Shock waves, generation and focusing of,

4:259–260
Short-term enzyme electrode glucose

sensors, based on conductive
polymers, 3:399–400

Short-time spectral analysis, 3:77
Short-wave diathermy (SWD), 3:470–472
Shoulder, stability of, 4:223–224
Shoulder retractor, 5:591
Shunt blood flow, 2:42
Shunt material, in hydrocephalus, 4:12–13
Shunts

intracardiac, 2:14–15, 16–18
malfunction of, 4:13–14

Sickle cell disease, 1:500
Sidestream sampling techniques,

1:479–480
Sieve electrodes, 3:119–120
Sigma (s) electrons, in graphite, 1:297
Signal(s)

in engineered tissue, 3:198–200
in the scanning electron microscope,

4:483–484
Signal accuracy, in radiation protection

instrumentation, 5:506
Signal amplification, in hemodynamic

monitoring, 4:572–573
Signal detection

in automated differential counts, 2:413–
414

EMG, 3:105–107
Signal Extraction Technology, in pulse

oximetry, 1:472
Signal filtering, in sleep laboratory, 6:211
Signal generation, in magnetic resonance

imaging, 4:283–285
Signal interpretation, 1:238–242
Signal noise, filtering techniques for, 1:202
Signal preprocessing, in

phonocardiography, 5:286–287
Signal processing

fluorescence detectors and, 4:492–493
in neonatal respiration monitoring, 5:20
in optical sensors, 5:164
ultrasound, 3:10–13

Signal rectification, 3:107
Signal space projection (SSP), 1:236, 241
Signal-to-noise ratio (SNR)

with gradiometers, 1:233–234
in magnetic resonance imaging, 4:288

Significance, 6:253
Significant test, 6:246
Sign test, 6:250

for paired samples, 6:258
SIG ventricular electrogram analysis, 1:75
Silicon

in microsensor fabrication, 2:2–3, 4f
wet etching of, 2:3

Silicon-based electrodes, 3:122–123
Silicone rubber electrode, 1:148f
Silicone rubbers, 1:337
Silicones, as biomaterials, 1:106
Silicon etching, 1:413
Silicon membranes, nanoporous, 2:450
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Silicon microprobes, 1:155, 156
Silicon micropump, high-performance,

2:504
Silicon-on-insulator (SOI) technologies,

2:4–5
Silicon piezoresistive devices, 2:1
Silicon surface-barrier diode counters,

5:517
Silicon tonometer sensors, 6:406t
Silver coatings, 1:347
Silver–silver chloride electrodes,

1:130–131, 139, 140f
for electrodermal biofeedback, 1:174

SimMan human patient simulator, 1:46f
Simplex P bone cement, 1:546
Simulated tissues, 5:254–255
Simulation

quality assurance of, 5:543–545
role in pharmacokinetics and

pharmacodynamics, 5:275–276
virtual, 5:455–457

Simultaneous vision bifocal lenses, 2:327
Single-beam infrared CO2 analyzer, 1:479f
Single breath nitrogen washout, 5:431
Single-channel microstimulator,

1:424–427
Single-diaphragm tonometer sensors,

6:405–406
Single-element tonometer sensors, 6:405,

407
Single-element transducers, 4:65
Single-energy densitometry, 1:551
Single-frequency method, of whole-body

bioelectric impedance measurement,
1:212

Single nucleotide polymorphisms (SNPs),
in genome analysis, 1:221

Single-photon absorptiometry, 1:551
Single photon emission computed

tomography (SPECT), 2:277–284;
5:108. See also SPECT entries

clincial applications in, 2:282–283
data acquisition and processing in,

2:278–280
instrumentation for, 2:280–281

Single-point laser probe, 2:379
validation of, 2:381

Single-trial analysis, of evoked potentials,
3:241–242

Single voxel (SV) MRS, 5:79
Sintering aids, 1:357, 358–359, 362
SIS/PLGA scaffolds, 1:379
Size exclusion chromatography, 2:104
Skeletal ligaments, 4:243–245
Skeletal muscle diseases, electron

microscopic diagnosis of, 4:485–486
Skeletal muscle fiber types, 3:349t
Skiing, adaptive, 4:550
Skin. See also Electrode-skin interface

anisotropy of, 6:205
bioelectrodes and, 1:131–137
blood gas diffusion through, 1:476–477
effect of UV exposure on, 6:475–476
electrical properties of, 1:131–132
engineered, 3:204–205
functions of, 6:169
hair follicles in, 1:133

microstructure of, 6:203
nanoparticle penetration of, 5:9–10
nonlinear elasticity of, 6:204–205
normal properties of, 6:169–170
parallel capacitance of, 1:132
parallel resistance of, 1:132–133
potential motion artifact of, 1:133–134
structure of, 1:131
viscoelasticity of, 6:204

Skin abrasion, for electrodes, 1:136–137
Skin biomechanics, 6:202–208

collagen in, 6:203–204
elastin in, 6:204
ground substance in, 6:204

Skin cancer, associated with ultraviolet
radiation, 6:475–476

Skin conductance activity (SCA), 1:173
Skin diseases

cryosurgical treatment of, 2:373
laser Doppler flowmetry for, 2:382–383

Skin disease therapy, using ultraviolet
radiation, 6:482–485

Skin equivalent, living, 6:191–192
Skin grafts, hyperbaric medicine and, 4:25
Skin impedance, 1:131–137

diurnal and seasonal variations in, 1:133
Skin loss, current treatment of, 6:189–190
Skin mechanical properties, measurement

of, 6:205
Skin microcirculation, techniques for

assessing, 2:379t
Skin preparation

for EGG, 3:87–88
for electrode application, 1:136–137

Skin Rasp, 1:136
Skin replacement, technologies for,

6:190–198
Skin resistance activity (SRA), 1:173
Skin stripping, for electrodes, 1:136–137
Skin substitutes

available, 6:172–178
for burns, 6:169–179
categories of, 6:172t
permanent, 6:175–178
role of, 6:172
temporary, 6:173–175

Skin temperature, 6:320
electrodes and, 1:135

Skin temperature measurement, in
incubators, 4:154–155

Skin temperature monitoring, 6:316–317
Skin tissue engineering, 6:179–202. See

also Skin replacement
extracellular matrix analogs in,

6:184–187
tissue triad structure/function and,

6:187–190
Skin ulcer, laser Doppler flowmetry for,

2:382–383
Skin ulceration, diabetic, 6:206–207
Slab-gel DNA sequencing, 2:431–432
Sleep acquisition/analysis/ management

system, prototypical, 6:219–221
Sleep apnea, 6:220. See also Obstructive

sleep apnea/hypopnea syndrome
(OSAHS)

obstructive, 6:212

Sleep-disordered breathing (SDB), 6:211–
212

Sleep-disordered breathing diagnosis,
thermistors in, 6:336–337

Sleepiness, daytime, 6:272
Sleep laboratory, 6:208–213

future trends in, 6:212–213
polysomnographic recording in,

6:209–211
Sleep microstructure, computer analysis

of, 6:219
Sleep stages, 6:211, 214–215

computer identification of, 6:215–219
Sleep studies, computer analysis of,

6:213–224. See also Polysomnography
Sleep study summary, 6:222f
Slide diagram, 1:20f
Slip-cast all-ceramic materials, 1:327
Slowly penetrating interfascicular

electrode (SPINE), 3:124
Slow-neutron therapy, 6:7–8
Slow wave coupling, EGG, 3:90
Small intestine submucosa (SIS), in tissue

engineering, 1:371
Small-field optokinetic response, 5:140
SmartDose, 2:504
SMARTeR nitinol stent, 1:272f
Smart image enhancement/restoration

algorithms, 6:351
Smart image processing, 6:351
Smart polymers, 1:340
Smokers, low dose CT screening for,

2:263–264
Smoothing transformation, 1:395–396
Smooth muscles, local blood flow and, 1:190
Smooth pursuit eye movements, 5:138–139
Snap fasteners, with electrodes, 1:139,

148–149
Snap Gauge, 6:156–157
Soap bubble calibration, 5:374
Societies, medical engineering, 4:311–321
Society for Biological Engineering of the

American Institute of Chemical
Engineers, 4:321

Society for Biomaterials, 4:321
Society for Biomolecular Screening, 4:321
Society for Modeling and Simulation

International, 4:321
Society of Interventional Radiology, 4:321
Society of Nuclear Medicine (SNM), 4:321;

5:122
Society of Rheology, 4:321
Sodium borocaptate (BSH), 1:572
Sodium iodide crystal, in nuclear medicine,

1:53–54
Sodium ions, bioactive glasses and, 1:286
Sodium nitroprusside (SNP), 1:491,

493–499
Soft contact lenses

design of, 2:323
fitting, 2:323

Soft-read workstations, in computed
tomography, 2:239

Soft tissue engineering, 1:294
Soft tissue fixation, 1:256
Soft tissue grafts, with periosteum,

2:72–73
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Software
in computer-based instrument systems,

2:314–316
for computerized exercise feedback,

1:399–400
DNA sequence analysis, 2:432t
medical image display, 5:355–356
networking, 5:352–353
phonocardiography, 5:289
sleep study, 6:220
statistical, 6:263–264
text-to-speech, 1:446–447
virtual simulation, 5:532

Solar simulators, 6:477–478
Solar ultraviolet radiation, 6:476
Sol–gel-derived bioactive glasses,

1:287–289
biological responses to, 1:293–294

Sol–gel-derived bioactive glass foams,
1:292–293

Solid ankle, cushion heel (SACH)
prosthetic foot, 4:552–553

Solid conductive adhesive electrodes, 1:141
Solid electrolyte cell, oxygen analyzers,

5:204–206
Solid gels, for electrodes, 1:141
Solid lipid nanoparticles (SLN), 2:484–485
Solid phantom, 5:263–264
Solids, surface energy of, 1:343
Solid-state detectors, 5:476–477
Solid-state electrosurgical generators,

3:162–163
Solid-state gas sensors, 4:332–333
Solid-state probe, in anorectal manometry,

1:63
Solid-state radiation detectors, 5:514–518
Solid tumors, treatment of, 4:606
Sols, 1:288
Soluble factor delivery, in tissue

engineering, 6:389
Solvent drying, nanoparticle fabrication

via, 5:3
Somatic afferent feedback, in control of

joint movement, 3:128
Somatosensory evoked fields (SEFs),

biomagnetic measurements and,
1:242–243

Sonic Guide, 1:449–450
Sound

as a hospital problem, 6:111
quantifying, 6:454

Sound analysis, 4:280–281
Sound measurement, in neonatal

respiratory monitoring, 5:15
Sound transducers, 4:278–279
Sound waves, 6:453–454
Source lens, in the transmission electron

microscope, 4:481
Source lumen eccentricity, 1:610
Source stepping, 1:610–611
Source-to-skin distance, in X-ray

equipment, 6:567
Space, as a hospital problem, 6:113
Spark gap oscillators, 3:161–162
Spatial encoding, in magnetic resonance

imaging, 4:285–286
Spatial filtering, 3:106

Spatial frequency processing, 5:341
Spatial linearity, Anger camera, 1:58–56,

60
Spatial resolution, Anger camera, 1:57f, 60
Spatial resolution measurements, in X-ray

systems, 6:572
Spearman’s rank correlation test, 6:259
Specific adsorption, 1:123–124
Specificity, in automated arrhythmia

analysis, 1:70
Specimen collection, in automated

analytical methods, 1:19
Specimen manipulation system

in the scanning electron microscope, 4:483
in the transmission electron microscope,

4:481
SPECT/CT hybrid imagers, 5:104
SPECT imaging, 5:100–101
Spectral edge frequency, neurological

monitor, 5:38
Spectral emission, in screen-film systems,

6:144–145
Spectral imaging microscopy, 2:94–95
Spectral measurements, 4:498–500
Spectral sensitivity, in screen-film

systems, 6:144–145
Spectrofluorimeters, 3:347, 343–344
Spectrogram-based neurological monitor,

5:36–37
Spectrometry, radiation detection and,

5:93–94. See also Atomic absorption
spectrometry; Flame atomic emisson
spectrometry; Spectroscopy

Spectrophotometry, 1:469
Spectroradiometry, 6:480
Spectroscopy. See also Impedance

spectroscopy; Mass spectroscopy;
Near-field spectroscopy; Nuclear
magnetic resonance (NMR)
spectroscopy

evanescent-wave, 5:161–162
fiber optics in, 3:311–313
fluorescence, 4:489–490
fluorescence correlation, 2:97–98
force, 4:505–506
infrared/optical, 4:327–329
Raman laser, 4:332

Speech
assessment of, 2:215
cueing of, 2:218
esophageal, 4:230

Speech analysis programs, 2:213–214
Speech audiometry, 1:96–97

suprathreshold, 1:97
Speech awareness threshold (SAT), 1:97
Speech detection threshold (SDT), 1:97
Speech disorders, 2:210–211. See also

Speech impairments
new directions in, 2:224

Speech feedback, 2:218
Speech impairments, assistive devices for,

2:222–223. See also Speech disorders
Speech intervention, 2:218
Speech movement indicators, 2:218
Speech recognition threshold (SRT),

1:96–97
Speech therapy, thermistors in, 6:336

Speed of sound (SOS), 1:554
for bone measurement, 1:555

Spermicides, vaginal, 2:340
Sphenomandibular ligament, 6:417
Spherical sound waves, 6:453–454
Sphygmomanometer, 1:486
Spinal cord stimulation (SCS), 1:431; 3:27;

6:224–229. See also Spinal cord
stimulator

equipment for, 6:225–226
future uses of, 6:229
mechanisms of, 6:227
outcomes of, 6:228–229
patient selection for, 6:226–227
studies of, 6:228–229

Spinal cord stimulator, implantation
technique for, 6:227–228

Spinal disorders, 6:231–234
treatment options for, 6:238t

Spinal fusion, 6:235–237
techniques for, 3:575–579

Spinal implants, 6:229–240
terminology related to, 6:238–239
treatment options and medical devices

related to, 6:234–238
Spinal instability

biomechanics of, 3:558–568
role of environmental factors in, 3:558–562

Spinal instrumentation
anterior and posterior, 3:579–581
testing of, 6:132–133
types of, 6:132

Spinal ligaments, 4:245
Spinal motion changes

due to degeneration-trauma, 3:562–566
due to surgical procedures, 3:566–568

Spinal motion segment, 6:125
Spinal nerves, peripheral distribution of,

6:448f
Spinal orthotic devices, 6:89t
Spinal stenosis, 6:233–234
Spine

active stabilizers in, 3:553–554
coupling of rotations in, 6:123
dynamic stabilizers in, 3:553
human, 6:230
passive elements of, 3:553
scoliosis and, 6:125
stability of, 4:222–223

Spine anatomy, 3:547–552
Spine biomechanics, 3:547–598. See also

Spine anatomy
of the normal spine, 3:552–558

Spin echoes, in magnetic resonance
imaging, 4:288

Spine deformities, implants for, 6:234
Spine stabilization procedures

animal models of, 3:581–582
biomechanics of, 3:568–591
cervical spine, 3:573–579
finite element models of, 3:585
human clinical models of, 3:582–585
implant–bone interface in, 3:569–572
nonfusion treatment alternatives to,

3:585
recent and future initiatives related to,

3:588–591
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Spin–lattice relaxation time, 4:287
Spiral electrodes, 1:157
Spirometers, 2:39

anesthesia machine, 1:39
commercially available, 5:372
volume-displacement, 5:372

Spirometry, 5:436–437
Splints, 6:81f
Spondylolisthesis, 6:234
Sponge, contraceptive, 2:341–342
Spontaneous nystagmus, 5:140
Spontaneous otoacoustic emissions

(SOAEs), 1:101
Sports medicine, strain gages in, 6:288
Sports mobility aids, 4:548–550
Spray cryosurgery technique, 2:366
Spreadsheets, in office automation

systems, 5:153
Square wavelet, 1:75
Squeeze sphincter pressure, 1:64
SQUID Array for Reproductive

Assessment (SARA) system, 1:247
SQUID electronics, 1:232. See also

Superconducting quantum
interference device (SQUID)

SQUID gradiometers, 1:235, 238
SQUID magnetometers, 1:234, 235
SQUID sensors, 1:231–232, 233, 237, 238,

247. See also MicroSQUID systems
Squire, J. R., 1:469
Stable cells, tissue regeneration and,

1:109
Staffing requirements, for biomedical

equipment maintenance, 3:228
Staining, in medical microbiology, 4:375
Stainless-plate electrode, 1:138
Stainless steel(s)

corrosion resistance of, 1:311–312
as biomaterials, 1:105
in dental prosthetics, 1:325–326

Stainless steel alloys, as biomaterials,
1:270, 271

Stamping, 1:409, 411, 412f
Stamp test, for erectile dysfunction, 6:157
Standalone instruments, in biofeedback,

1:170
Standard deviation (s, SD), 6:253, 254
Standard error (SE), estimating, 6:253
Standard Erythemal Dose (SED), 6:478
Standard exercise test, ACC/AHA

guidelines for prognostic use of,
3:259–262

Standard hydrogen electrode (SHE),
1:122

Standards
audiometric, 1:93
for biomaterials, 1:281–282
biosignal monitoring electrode,

1:158–160
for blood collection/processing,

1:455–456
for blood pressure measurement devices,

1:489–490
electrode, 1:158–162
gas system, 3:380–381
medical device conformance with, 2:142
for polymeric biomaterials, 1:334t

for protection against radiation,
2:160–162

vacuum system, 3:383
Standard temperature and pressure, dry

(STPD), 2:14, 15
Staphylococcus aureus, 1:114, 115, 320
Staphylococcus epidermidis, 1:114
State laser regulations, 2:158t
States, radiation regulation by, 2:156
Static, 5:68–69

use in medical diagnosis and therapy,
5:71

Static acoustic immittance, 1:99–100
Static calibration, in blood pressure

monitoring, 4:570
Static single-head gamma cameras, 5:99
Static tracers, 6:429–430
Stationary method, for anorectal

manometry, 1:63
Station pull-through technique, 1:63
Statistical analysis, in bioinformatics,

1:223–224
Statistical computing, 6:263–264
Statistical inference, 6:246–248
Statistical inference tests, uses for, 6:247t
Statistical methods, 6:240–264

data sample and experimental design in,
6:240–241

descriptive statistics, 6:241–243
multivariate methods, 6:261–262
probability, random variables, and

probability distributions in, 6:243–261
Statistical Package for the Social Sciences

(SPSS), 6:263
Statistical test for lifetime variables, 6:262
Statistical variation, in pharmacokinetics

and pharmacodynamics, 5:273–275
Statistics books/reports, 4:349
Stator, in X-ray tubes, 6:605
STEAM protocol, 5:80–81
Steel, implant-grade, 1:311–312. See also

Stainless steel(s)
Steep dose gradient, diffusion of monomer

in, 5:495
Steganography, 4:359–360
Stem cells

engineered tissue and, 3:193–194
for organ function loss, 6:182
in tissue engineering, 6:382–383

Stenosis, spinal, 6:233–234
Stent-grafts, endovascular, 6:495–496
Stent perturbation, 1:612–613
Stent placement, in percutaneous

transluminal coronary angioplasty,
4:542

Stents
biomaterials for, 1:278
CYPHER, 1:278
in microsurgery, 4:532–533
nickel–titanium shape memory alloy, 1:9
nitinol, 1:272

Step-down sensitization, in hyperthermia,
4:49

Step growth polymerization, 1:330
Stepping-source remote afterloader, 1:590
Stereo fundus photos, 5:293
Stereotactic biopsy, 6:269

Stereotactic body radiation therapy
(SBRT), 5:594

Stereotactic Body Frame, 5:594
Stereotactic breast biopsy mammography,

4:302–303
Stereotactic craniotomy, 6:269
Stereotactic frame-based procedures,

6:268–271
Stereotactic imaging/localization,

5:577–578
Stereotactic radiosurgery, 4:542;

5:574–585
computed tomography simulation for,

2:275
gels in, 5:490–491

Stereotactic radiotherapy, repeat-fixation,
5:491

Stereotactic surgery, 6:265–273. See also
Stereotactic radiosurgery

applications of, 6:271
future directions in, 6:271
principles of, 6:266–267

Stereotactic surgery planning, computed
tomography in, 2:244

Stereotactic targeting systems, early, 5:576
Stereotactic technique, frameless,

6:269–270
Stereotaxis

based on CT, 6:267
based on MRI, 6:267–268
functional, 6:268

Sterilants, chemical, 6:279t
Sterility assurance level (SAL), 6:274
Sterilization. See also Sterilization

methods
bilateral tubal, 2:346–347
of biologic scaffold materials, 6:273–282
ethylene oxide, 6:276–277
gamma, 6:277–278
heat, 6:275–276
ionizing radiation, 6:277–278
of microbioreactors, 4:388
moist heat, 6:275–276
of scaffolds, 1:380–381
versus disinfection, 6:274

Sterilization methods
alternative, 6:278–280
for implant-related infection, 1:117
summary of, 6:279t
validation of, 6:274–275

Sterilization standards, 6:274t
Steroid-eluting electrode, 1:154
Stethoscope, 4:278

electronic, 5:288–289
Stewart, G. N., 2:25
Stewart–Hamilton method, 2:25
Stiffness matrix, 6:126
Stimulated muscle force assessment,

6:66–70
Stimulation algorithm, for visual

prostheses, 6:541
Stimulation electrodes

implanted, 1:121
standards for, 1:160–161

Stimulation threshold, 1:130
Stimulation thresholds/limits, in visual

prostheses, 6:540–541
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Stimulator case, in visual prostheses,
6:538–539

Stimuli-responsive hydrogels, 5:391
Stimulus frequency otoacoustic emissions

(SFOAEs), 1:101
Stimulus, response and, 1:166, 167
Stimulus words, in audiology, 1:96–97
Stokes, George Gabriel, 1:469
Stokes–Adams–Morgagni syndrome, 2:47
Stomach

effects of parenteral nutrition on, 5:130
electrophysiology of, 3:84–85

Stone expulsion, improving, 4:264
Stone fragmentation

improving, 4:264
in lithotripsy, 4:260–261

Stone localization, during lithotripsy,
4:260

Storage Access Networks (SAN), 5:350
Stow, Richard, 2:110f
Strain, relationship to stress, 6:282–283
Strain energy equations, for arterial

elasticity, 1:88
Strain gage displacement sensors, in

neonatal respiratory monitoring, 5:16
Strain gages, 6:282–290. See also Strain

gauge entries
applications for, 6:286–288
signal preparation and amplification in,

6:285–286
types of, 6:283–285

Strain gauge, 4:578. See also Strain gage
entries

Strain Gauge measurement, 6:156–157
Strain gauge plethysmography, 5:237–238
Strain tensor, 1:88
Strand displacement amplification (SDA),

4:378
Strategic planning, hospital technology

changes and, 6:117
Stratum corneum, 1:131; 6:169

electrical properties of, 1:131–132
Stress

biofeedback training and, 1:167–168
relationship to strain, 6:282–283

Stress concentrations, of bone, 1:531
Stress echo echocardiographic

examination, 3:17–18
Stress electrocardiography, 3:47–48
Stress induced martensite (SIM), 1:1, 4
Stress reduction, biofeedback clinical

outcome literature related to, 1:178
Stress–strain relations, for arterial walls,

1:88–89
Stress testing

cardiopulmonary, 5:440–441
of skin electrodes, 1:134

Stroke, 2:52–53
biofeedback clinical outcome literature

related to, 1:182–183
Stroke volume (SV), 2:12
Structural tissue, engineered,

3:203–204
Structure identification, using a computed

tomography simulator, 2:270
Stylomandibular ligament, 6:417
Subatomic shear deformation, 1:1

Subcellular biology/chemotaxis, use of
multiple laminar streams to study,
4:394–395

Subcutaneous artificial pancreas, 5:226
Subcutaneous layer, 1:131
Sublingual capnometry, 1:481–482
Subretinal implants, 6:534
Subretinal stimulating arrays, 1:156
Substrates, in enzymatic reactions,

2:194–195
Subzero effects, 1:192
Suction electrodes, 1:138–139
Sudden cardiac death, 1:69
Sudden injection method, 2:25
Sunbed lamps, 6:485
Sunbeds, 6:485–486
Superconducting accelerators, 6:12
Superconducting quantum interference

device (SQUID), 1:230–231. See also
SQUID entries

Supercritical fluid chromatography, 2:104
Superelastic behavior, 1:1
‘‘Superelasticity,’’ 1:1
Superficial second degree burns, 6:170
Superficial units, for radiation therapy,

6:582–583
Superficial zone, of articular cartilage,

2:64–65
Superheated drop detectors (SDD), 5:518
Support, in speech intervention, 2:218
Supporting media-based enhanced

resolution techniques, in
electrophoresis, 3:135–137

Suppurative infection, implant-related,
1:116

Supramolecular aggregates
for drug delivery, 2:460–464
lecithin organogel, 2:463–464
microemulsions, 2:460–463
surfactants, 2:460

Suprathreshold speech audiometry, 1:97
Supraventricular tachycardia (SVT), 1:69
Surface analysis techniques, 1:348–351
Surface-barrier detectors, 5:517
Surface chemistry, 1:343–344

in microbioreactors, 4:388
Surface electrodes

EMG, 1:169; 3:102–103
in functional electrical stimulation,

3:352–353
Surface electromyographic (EMG) activity,

biofeedback training and, 1:168
Surface energy, 1:343, 344–345
Surface engineered metal-on-metal hip

joint bearings, 3:522
Surface force apparatus (SFA), 1:351
Surface force measurements, 1:351
Surface mechanical properties,

1:343–344
Surface micromachining, 2:3–5, 6f
Surface modeling, of joints, 4:214–215
Surface modification, of scaffolds, 1:379
Surface plasmon resonance, 5:162

for characterizing surfaces, 1:352
Surface properties, of porous biomaterials,

5:393. See also Biomaterial surfaces;
Biosurface engineering

Surface replacement hip joint bearings,
3:522

Surface topology, 1:343, 344
Surfactants, 1:292–293

characteristics of, 2:460
Surgery. See also Surgical procedures;

Surgical techniques
cardiac, 3:459–461
eye, 4:530–532
fetal, 4:533
minimally invasive, 4:525
stereotactic, 6:265–273

Surgical applications, fiber optics in,
3:313–314

Surgical Information Systems (SIS), 1:45
Surgical maneuvers, analytical simulation

of, 6:133–134
Surgical microscope

history of, 4:523
use of, 4:523–526

Surgical navigation, 4:538–539
Surgical planning, computed tomography

in, 2:242
Surgical procedures

anesthesia in, 1:42–43
spinal motion changes due to, 3:566–568
using electrosurgery, 3:164–166

Surgical techniques, intrauterine,
4:171–181

Surgical technology, minimally invasive,
4:535–544

Surgical treatment of scoliosis, 6:131–134
Suspended animation, 1:192
Suspended cells, impedance analysis of,

4:135–137
Suspension method, of biomaterials

testing, 1:355–356, 357–358
Sustained drug delivery, 2:439
Suture material

nylons as, 1:338
polypropylene as, 1:335

Sutures, polymers in, 1:274–276
Swan–Ganz catheters, 2:26, 30
Sweating, thermoregulation and, 1:191
Sweat test, cystic fibrosis, 2:384–388
Swelling properties, of cartilage and

meniscus, 2:70
Switched capacitor interfaces, 2:7
Symptoms, of implant-related infections,

1:116
Synchronized intermittent mandatory

ventilation mode (SIMV), 6:510
Syncope, 1:16
Syndiotactic polypropylene, 1:335
Synovial fluid, 6:417
Synovial joints, 2:63; 4:199, 200–201f
Synovial-like tissue, from prosthetic

motion, 1:111
Synteny blocks/groups, 1:223
Synthetic absorbable polymers, as

biomaterials, 1:107
Synthetic aperture magnetometry (SAM),

1:241
Synthetic bone grafts, 6:236
Synthetic carbons, 1:299–300
Synthetic hydroxyapatite (HA),

1:284, 285
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Synthetic materials, in tissue engineering,
6:385–386

Synthetic polymers, 1:329–330; 5:388–389
biodegradable, 1:339–340
in engineered tissue, 3:195–196
in tissue engineering, 1:371–374

Synthetic tissue implants, 1:355
Synthetic tissue transplants, 1:366
Syringe pump drug infusion systems,

2:499–500
Syringe spirometer calibration procedure,

5:372–373
Sysmex XE-2100 Hematology System,

2:418–419
System architecture, of computer-based

patient record systems, 4:355–356
Systematic Analysis of Language

Transcripts (SALT), 2:216
Systemic blood flow (SBF), 2:16–18
Systemic circulation, 4:567
Systemic electroanalgesia, 3:24–34

history of, 3:24–26
Systemic errors, in computed tomography,

2:257
Systemic hyperthermia, 4:42–62

biological effects of, 4:46–51
cancer and, 4:56–59
chemotherapy and, 4:56–58
clinical experience with, 4:56–59
clinical toxicities of, 4:51
clinical trials of, 4:54–55t
disease treatment using, 4:58–59
future of, 4:59
historical background of, 4:42
induction of, 4:45
metabolic therapy and, 4:58
pain relief in, 4:58
physics of, 4:42–45
radiotherapy and, 4:58
temperature measurement in, 4:52–56
temperature probes for, 4:53t
thermal dose in, 4:51–52
websites related to, 4:60

Systemic hyperthermia centers, clinical
academic/ regional, 4:43t

Systemic perfusion, real-time noninvasive
measures of, 6:167

Systemic sepsis, as a complication of
parenteral nutrition, 5:128–129

Systemic vascular resistance (SVR), 2:19
Systems analysis, hospital, 6:114
Systems models. See also Physiological

systems modeling
reduction versus simplification of,

5:299–301
types of, 5:301–303

Systolic pressure, 1:485
segmental, 5:242–243

Tab solid adhesive electrodes, 1:141
Tachycardia(s), 6:370

pulseless ventricular, 2:45–46
ventricular, 1:76, 77, 78, 79

Tachycardia detection interval (TDI), 1:72
Tactaid, 6:293
Tacticity, of thermoplastics, 1:332
Tactile physiology, 6:291–293

Tactile shape displays, 6:295
Tactile stimulation, 6:291–302

applications of, 6:291
future directions of, 6:298–299
techniques and applications of,

6:293–297
Tactile stimulators, mechanical, 6:293–295
Tactors, 6:293
Tafel behavior, 1:309
Taggart, W. H., 1:325
Talking computers, 1:445, 446–447
Talking Signs, 1:451, 452f
Tangent screen exam, 6:529
Tanning, 6:485–486
Target concentration, 1:48–49
Target controlled infusion (TCI) systems,

2:506
Target discovery, use of microarrays in,

4:370
Targeted drug delivery, 2:438–439
Targeted reconstructions, in computed

tomography, 2:251–252
Target-tip electrode, 1:154
Target volumes, in three-dimensional

conformal radiotherapy, 6:32–33
Task-dependent morphological finite

element models, 4:219–220
TAXUS Express2 Paclitaxel-eluting stent,

1:278
T cell administration, use of immune

adjuvant with, 4:113
T-cell depleting agents, 4:274
T cells

effector, 4:112–113, 113–114, 116–117
tumor-reactive pre-effector, 4:111–112

T cell subsets, antitumor reactivity of,
4:114–115

t distribution, 6:252t
Teaching software, for communication

disorders, 2:212
Technetium-99m, 1:52
Technologies

chromatography, 2:103–108
prosthetic heart valve, 3:428–430

Technology management, medical device,
6:117

Teeth, 1:523
classification of, 6:411–412
elastic properties of, 1:526
stiffness of, 1:525t
structure of, 6:413

Teflon, in cardiovascular applications,
1:276

Teleconferencing, in office automation
systems, 5:158–159

Telemedicine, 5:295–296
in anesthesia, 1:47
growth of, 3:542
screening instrument, 5:295–296
trends in, 6:311

Telemonitoring, ECG signal, 3:51
Teleradiology, 6:302–311

combined with grid computing and
enterprise level PACS, 6:309

combined with Picture Archiving and
Communication System, 6:303–304,
308–309

components of, 6:304–308
important issues in, 6:309–310
models of, 6:303t
need for, 6:304
operation models for, 6:308–309
trends in, 6:311
web-based, 6:308

Teleradiology system, user friendliness of,
6:306

Teleradiology technologies, 6:309
Telerobotic technologies, 6:291
Telethermometry, dynamic area, 6:352
TEMED catalyst, 1:291
Temperature. See also Heat; Skin

temperature; Thermal entries;
Thermo- entries

baseline, 2:29
capacitive microsensors and, 2:5–6
defined, 6:312
glass-transition, 1:331
measurement of, 6:341
melting, 1:331
viscosity and, 1:501

Temperature amplifiers, 1:170
Temperature biofeedback

instrumentation, 1:170–171
Temperature-change devices, 3:466–475
Temperature coefficient of resistance,

6:322
Temperature dependence, during polymer

gel irradiation, 5:494
Temperature displays, 1:171
Temperature gradients, 6:343, 345
Temperature increases, metabolic effects

of, 4:48
Temperature measurement(s)

electronics in thermistors, 6:327–333
errors in, 6:343–344
sexual arousal and, 6:161
in systemic hyperthermia, 4:52–56

Temperature measurement electronics,
low cost, 6:329

Temperature measuring systems
specifications of, 6:356
types of, 6:356–361

Temperature monitoring, 6:311–320
chemical phase changes, 6:315–316
clinical applications of, 6:316–319
definitions related to, 6:312
electrical property changes, 6:313–316
emitted thermal radiation changes,

6:316
esophagus, 6:318
intravascular, 6:318
nasopharynx, 6:317
neonatal, 5:25–26
oral cavity, 6:317
rectum, 6:378
sites of, 6:316
skin, 6:316–317
thermometer types and, 6:313
tympanic membrane, 6:317
urinary bladder, 6:318

Temperature probes, for systemic
hyperthermia, 4:53t

Temperature regulation, body, 6:318–319
Temperature scales, 6:312–313
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Temperature-sensitive hydrogels, 5:391
Temperature sensors, 1:170

integrated-circuit, 4:157–162
in neonatal respiratory monitoring,

5:14–15
Temperature-to-frequency converters, in

temperature measurement
electronics, 6:328–329

Temperature-to-time interval converters,
in temperature measurement
electronics, 6:328–329

Template matching by CWA, 1:76
Template-based algorithms, in arrhythmia

analysis, 1:74–76
Templates, in cellular patterning, 1:409–

410
Temporal-spectral imaging, in peripheral

vascular noninvasive measurements,
5:247–249

Temporary external pacemakers, 5:218
Temporary skin substitutes, 6:173–175

ideal properties of, 6:173t
Temporomandibular joint (TMJ), 6:410,

415–417
Temporomandibular (TM) ligament, 6:417
Tendons, 4:201, 245–246

collagen in, 4:241–242
components of, 4:241–243
elastic fibers in, 4:242–243
failure mechanisms of, 4:247–248
fiber–matrix interactions in, 4:243
measuring the properties of, 4:246–247
properties of, 4:241–252
proteoglycans in, 4:242
repair of, 4:248

Tennis, wheelchair, 4:550
TENS electrode system, 1:146, 148
Tensile behavior, of arterial walls, 1:87
Tensile modulus, of cartilage and

meniscus, 2:66–67
Tensile properties, of cartilage and

meniscus, 2:66–67
Tension

biofeedback clinical outcome literature
related to, 1:178–179

biofeedback procedures for, 1:176–178
biofeedback training and, 1:167–168

Tension headache, biofeedback clinical
outcome literature related to,
1:178–179

Tenth value layer (TVL), 6:592
Terahertz radiation, use in medical

diagnosis and therapy, 5:70–71
Teratoma, sacrococcygeal, 4:172–173
Tergitol TMN10, 1:291
Terminal arrythmia, 2:47
Terminal units (station inlets)

in gas systems, 3:380
for vacuum systems, 3:383

Tertiary structure, of proteins, 1:344
Testicular shield, 5:597
Testing

of heart valve prostheses, 3:430–435
point of care, 1:22–23
of tissue substitutes, 5:258–262

Tetraethoxyl orthosilicate (TEOS), 1:292
Tetramethylsilane (TMS), 5:77–78

Tetrapolar electrode configuration,
1:198–199

Text-to-speech software, 1:446–447
Thallium, in nuclear medicine, 1:53–54, 55
Theoretical analysis, in joint mechanics,

4:213–214
Theoretical dosimetry, 1:613–614
Theranostics, use of microarrays in, 4:371
Therapeutic agents, monoclonal antibodies

as, 4:604–605
Therapeutical applications,

microbioreactors for, 4:394
Therapeutic biotelemetry microsystems,

1:424
‘‘Therapeutic’’ pressure, in continuous

positive airway pressure, 2:333
Therapy

electroconvulsive, 3:53–62
use of nonionizing radiation in, 5:70–71

Thermal ablation, 6:362–367
Thermal anemometry, 3:329–330
Thermal burns, hyperbaric medicine and,

4:26
Thermal conduction, 6:343
Thermal conductivity (k), 1:193

measurement of, 1:192–196
Thermal conductivity detector (TCD),

4:325, 326
Thermal damage, cellular, 4:48
Thermal deposition method, of

biomaterials testing, 1:356–357,
358–360

Thermal detectors, cooled versus uncooled,
6:349–350

Thermal diffusivity (a), 1:193
measurement of, 1:192–196

Thermal dilution method, fundamental
equations for, 2:24–25

Thermal dose
in interstitial hyperthermia, 4:34
in systemic hyperthermia, 4:51–52

Thermal-electric analogue, 6:348
Thermal energy, in living systems, 1:188
Thermal energy balance, in human body,

1:191
Thermal environment, neutral, 4:148–150
Thermal environmental conditions, 6:348
Thermal expansion, 6:320
Thermal imagers, development of,

6:350–351
Thermal infrared (TIR) region, 6:347
Thermal injury, 1:192
Thermally induced martensite (TIM), 1:1
Thermally induced phase separation

(TIPS), 5:400
Thermal models, human, 6:347–348
Thermal probes, 1:195–196
Thermal properties, defined, 1:193
Thermal shunting, 6:343
Thermal systems modeling, 5:322–323
Thermal therapy

interstitial ultrasound, 6:365
laser interstitial, 6:365–366

Thermal time constant (TC), in
thermistors, 6:322

Thermal tissue injury, principles of,
6:368–369

Thermal tolerance, 4:48–49
Thermatomes, 6:348–349
Thermistor clip, labial temperature and,

6:152
Thermistor flow meters, 6:521
Thermistor probes, 6:333
Thermistors, 1:170, 193–194; 5:370; 6:314,

320–340. See also Temperature
measurement

calibrating, 1:195, 196
clinical applications of, 6:333–338
commercially available, 6:333
fabrication of, 6:357
linearization of, 6:325–327
negative temperature coefficient,

6:333–338
resistance–temperature characteristics

of, 6:323
temperature measurement electronics

in, 6:327–333
terminology in, 6:321–323
thermal characterist1cs of, 6:324–325
voltage–current characteristics of,

6:323–324
Thermoablation, 6:345
Thermocouples, 6:314–313, 340–346

connection errors in, 6:344
in cryosurgery, 2:369–370
design of, 6:342–343
electromagnetic interference in, 6:344
material defects and ageing in, 6:344
measurement errors using, 6:343–344
in medicine and biomedical engineering,

6:345–346
response time in, 6:343–344
self-heating errors in, 6:344
sheathed, 6:342–343
temperature measurement using,

6:341–342
theory behind, 6:341–342
types of, 6:342

Thermodilution cardiac output
measurement, 2:25–35

application of the theory of, 2:28–29
equipment calibration for, 2:31
equipment for, 2:29–32
performance of, 2:32–34
theory of, 2:28

Thermodynamics, laws of, 6:341
Thermoelectric generator, 4:430
Thermoelectricity, 6:357–358
Thermogram patterns, abnormal,

6:348–349
Thermography, 6:346–355

asymmetry analysis using, 6:351–352
in cryosurgery, 2:372
international activities using, 6:353–354
new generation, 6:349–353
pathophysiological-based understanding

of, 6:347–349
Thermoluminescence (TL), 5:514
Thermoluminescent dosimeters (TLDs),

5:473–474
Thermoluminescent dosimetry (TLD)

sheets/plates, 5:483–484
Thermoluminescent materials, properties

of, 5:515t
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Thermomagnetic (magnetic wind) oxygen
analyzers, 5:200–201

Thermometers
characteristics of, 6:313t
electrical resistance, 6:356–357
liquid-in-glass, 6:356
types of, 6:313

Thermometry, 6:355–362
MRI, 6:359–360
radiation, 6:360–361
specifications in, 6:356
types of, 6:356–361

Thermoplastics, 1:331–332
Thermoregulation, in mammals, 1:190–192
Thermosets, 1:331, 332
Thermotherapy, history of, 3:463
Thermotherapy devices, 3:466–474
Theta waves, EEG, 3:66
Thin-film electrodes, 1:156–157
Thin-film-transistor (TFT) array, 5:343
Thin-layer evaporation (TLE), 2:468
Third degree (full thickness) burns, 6:171
Thoracic cage, 6:102
Thoracic cavity, parallel-column model of,

1:200
Thoracolumbar region, degeneration–

trauma in, 3:564
Thoracotomy, for attaching heart

electrodes, 1:151–152
Thoratec HeartMate IP, 3:452
3D electrode array, 1:155, 157
Three-dimensional conformal

radiotherapy (3DCRT), 5:593; 6:30–38
beam determination in, 6:33–34
clinical consequences of, 6:37
dose calculation in, 6:34
dose prescription in, 6:33
imaging for, 6:30–32
radiation delivery in, 6:34–35
target volume definition in, 6:32–33
using particle radiation, 6:34
verification of radiation delivery in,

6:35–36
Three-dimensional CT patient data

acquisition, 2:268
Three-dimensional detectors, 5:478–479
Three-dimensional dosimetry, detectors

for, 5:482–484
Three-dimensional echocardiographic

reconstruction, 3:22
Three-dimensional histograms, 2:401
Three-dimensional imaging (3D), 3:1; 6:465
Three-dimensional nuclear medicine

detectors, 5:100–103
Three-dimensional PET imaging, 5:102–103
Three-dimensional radiation dosimetry,

5:481–500
3D patterning methods, 1:413
3D reconstruction, for scoliosis, 6:126–127
3D surface imaging, in computed

tomography, 2:239–242
Three-function blood gas analyzer, 2:113
Three-in-one nutrient system, 5:127–128
316L stainless steel, 1:271
Threshold training, 1:176
Throat diseases, cryosurgical treatment of,

2:374

Thrombosis. See also Clotting; Thrombus
hepatic artery, 4:271
portal and hepatic vein, 4:271–272

Thrombus. See also Clotting
acute coronary events and, 2:50–51
formation of, 1:503
stroke and, 2:52–53

Thyroid cancer, radioiodine therapy
dosimetry for, 5:569

Thyrotoxicosis, radioiodine therapy
dosimetry for, 5:568–569

Ti6Al4V alloy, 1:271
Tibial fracture orthosis (AFO), 6:82f
Tickle Talker speech perception device,

6:296
Tidal volume(s)

anesthesia machine, 1:38, 40
lower limit of, 3:498
lung, 2:39

Tilt board, 5:590
Time accuracy, in X-ray equipment, 6:567
Time constants

long, 1:128
for skin parallel resistance, 1:135

Time-delay image integration technique,
6:351

Time-domain data analysis, EGG, 3:88–89
Time-of-flight SIMS (TOF–SIMS) surface

analysis, 1:350–351
Timer reproducibility, in X-ray equipment,

6:567
Time varying elastance, 3:478–480
Tined lead implant, surgical technique for,

1:437–438
Tin-stannous chloride, in electrodes, 1:131
Tissue(s). See also Engineered tissue

effect of freezing on, 2:362–363
elemental compositions of, 5:254t
evaluation of thermal properties of,

6:337–338
oxygen in, 5:213–214
phantom materials in, 5:254–255
propagation of ultrasound in, 4:66–67
radiological equivalence of phantom

materials to, 5:253
response to biomaterials, 1:108–109
response to bone implants, 1:109–110
ultrasonic properties of, 3:3t

Tissue ablation, 6:362–379
chemical, 6:367–368
clinical applications and devices for,

6:362, 369–378
laser, 6:365–366
physical principles of, 6:362–368

Tissue air ratio (TAR), 2:130
Tissue birefringence, 3:166f
Tissue compatibility, in vivo assessment of,

1:110
Tissue damage, transient response and,

1:126–128
Tissue Doppler imaging, 3:13f
Tissue engineering, 1:366; 6:379–395. See

also Engineered tissue; Soft tissue
engineering

biomaterials for, 1:367–375; 6:383–387
biomaterial surfaces and, 1:343
bioreactors in, 6:387–388

case studies in, 6:389–394
cell sources for, 6:382–383
components of, 6:382–388
cytokine-release system for, 1:375–377
defined, 6:379–380
history of, 3:189–190; 6:381
inductive approaches to, 6:388–389
motivation for, 6:380–381
nanoparticles in, 5:5, 6
natural polymers in, 1:367–371
polymers for, 1:276; 5:388–390
scaffold matrices in, 1:367
synthetic polymers in, 1:371–374
in vascular graft prostheses, 6:500–501

Tissue equivalence, criteria for, 5:255
Tissue equivalent phantom, 5:262–263
Tissue fluid extraction, glucose sensors,

3:397–398
Tissue fusion, electrosurgical, 3:167–169
Tissue heart valves (THVs), 3:429–430
Tissue heating, 6:345
Tissue heterogeneities, evaluation of,

5:493–494
Tissue impedance, 1:198, 208–210;

4:135–137
Tissue injury

with clinical lithotripsy, 4:261–263
from freezing, 6:369
from heating, 6:368–369

Tissue injury/repair
cooling and, 3:466
thermotherapy and, 3:465–466

Tissue layers, in organs, 6:180–181
Tissue phantom ratios, 2:130
Tissue regeneration

critical cell path length in, 6:185–186
implants and, 1:256–257
living environment parameters during,

6:183–184
for organ function loss, 6:183

Tissue regeneration scaffolds
design principles for, 6:184
template pore structure of, 6:186–187
template residence time for, 6:184–185

Tissue resistivities, 1:199t
Tissue response, assessing acceptability of,

1:110
Tissue sensing, in microsurgery, 4:529–530
Tissue substitutes

basic data method of formulating, 5:256
classification and testing of, 5:258–262
effective atomic number method of

formulating, 5:256
elemental compositions of, 5:261t
formulation procedures for, 5:255–256
materials and method of manufacture of,

5:256–258
types of, 5:258–259t

Tissue transplants, 1:355
Tissue triad structure, 6:180–181, 187–190
Titanium, in dental implants, 1:328
Titanium alloy coatings, 1:347
Titanium alloys, 1:312–313

as biomaterials, 1:105, 270–271
TITRATOR blood pressure regulator, 1:491
T lymphocytes, implants and, 1:112, 113.

See also T cell entries
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Tomographic imaging, 6:559
Tomographic reconstruction, computers in,

5:114–117
Tomography

electrical impedance, 6:361
fast X-ray computed, 5:246
optical coherence, 3:310–311
phantom materials in, 5:266–267
positron emission, 5:246–247
quantitative computed, 1:553
for scoliosis, 6:127

Tomotherapy, 5:523; 6:395–401
computed tomography simulation for,

2:274–275
development of, 6:396–397
helical, 6:398–399
image guidance and adaptive

radiotherapy in, 6:401
serial, 6:397–398

Tonometer sensors, design of, 6:404–406
Tonometric blood pressure, measurements

accuracy of, 6:408
Tonometry, applanation, 5:236–237. See

also Arterial tonometry
Tooth/jaw biomechanics, 6:410–429. See

also Masticatory system
Tooth replacement modalities,

biomechanical properties of, 6:424–427
Tooth restorations

extracoronal, 6:425
intracoronal, 6:424–425

Top hat housing, for electrodes, 1:139
Topographical (3D) patterning methods,

1:413
Topography control, in microbioreactors,

4:388
‘‘Torsade de Pointes,’’ 2:46–47
Torsional eye movement, measurement of,

3:275
Torsion angles, in protein structure

prediction, 1:220
Total body water (TBW) resistance, in

dialysis patients, 1:212
Total disk replacement, 6:237
Total hospital safety program, 6:115–117
Total internal reflection, in fiber optics,

3:302
Total internal reflection microscopy

(TIRM), 4:494
Total joint replacement, 2:73; 4:540–541
Total laboratory automation, 1:24, 25f
Total lung capacity (TLC), 6:100
Total parenteral nutrition, comparing

methods of, 5:131–132
Total parenteral nutrition regimen,

selecting, 5:132
Touch thresholds, 6:296
Toxicity, of whole-body hyperthermia, 4:51
Toxicological aspects of niosomes, 2:475
Toxicological profile, of cyclodextrins, 2:454
Toxicological testing, microbioreactors for,

4:393
Trabecular bone, 1:533–534
Trabecular bone measurement, broadband

ultrasound attenuation in, 1:555
Trace element requirements, in parenteral

nutrition, 5:125t

Tracer kinetics, 6:429–436
arterial input function and, 6:435–436
compartment modeling in, 6:431–434
estimating kinetic parameters in,

6:434–435
future issues in, 6:436
of gadolinium, 6:432–433
improving/automating analysis of

kinetic tracer curves, 6:435
model-free methods in, 6:433–434
nomenclature related to, 6:430

Tracers
dynamic, 6:430
static, 6:429–430

Tracheoesophageal puncture (TEP), 4:232
Tracheostoma breathing valve, 4:233
Tracking systems, in microsurgery, 4:530
Training

for augmentative and alternative
communication systems, 2:208–209

medical device, 6:119
Training to criterion, 1:177
Transabdominal Doppler ultrasound, fetal,

3:290–291
Transaction Processing System (TPS),

5:151
Transcutaneous acupoint electrical

stimulation (TAES), 3:27
Transcutaneous bilirubin measurement,

optical sensors in, 5:171–172
Transcutaneous blood gas monitoring

(TCM), 1:476–478
Transcutaneous blood gas tension

measurement, in neonatal monitoring,
5:24

Transcutaneous blood oxygen monitoring
history and theory of, 2:113
methods development in, 2:113–114

Transcutaneous CO2, 2:114–116
Transcutaneous cranial electrical

stimulation (TCES), 3:27
clinical usage of, 3:30–32

Transcutaneous cranial electrical
stimulators, using limoge currents,
3:29–30

Transcutaneous electrical nerve
stimulation (TENS), 3:26–27; 6:225,
437–452. See also Pain

electric amplitude-frequency selection
in, 6:449–450

electrode placement in, 6:446–448
electrodes in, 6:443–446
indications for, 6:450t
theories regarding analgesic effect of,

6:441
treatment plans related to, 6:450–451
warnings and contraindications

concerning, 6:451
Transcutaneous electrical nerve

stimulation units, 6:443
comparisons of, 6:444–445t

Transcutaneous electrical nerve
stimulators (TENS), 3:25–26

Transcutaneous electrical stimulation,
6:296

Transcutaneous mass spectrometry, in
neonatal blood gas measurement, 5:24

Transcutaneous oxygen, 5:213–214
Transcutaneous oxygen tensions, 6:523
Transcutaneous oxymetry, in hyperbaric

medicine, 4:20
Transcutaneous PCO2 monitoring, 1:477
Transcutaneous PCO2 sensor, 1:477–478
Transcutaneous PO2 measurement

(tcPO2), 1:477
Transcutaneous PO2/PCO2 monitoring,

clinical applications of, 1:478
Transcutaneous PO2 sensor, 1:477
Transcutaneous technology, applications

of, 2:116–117
Transcyte, as a skin substitute, 6:175
Transdermal contraceptive patch,

2:343–344
Transdermal drug delivery

cyclodextrins in, 2:455–456, 457t
microneedles for, 2:442–446

Transdermal microemulsion application,
2:462–463

Transducer interface, universal, 2:7
Transducers

airflow and volume, 5:433–436
in biotelemetry systems, 1:418
extravascular and intravascular, 1:485
indicator-mediated, 5:163
multielement, 4:65
in phonocardiography, 5:283–286
planar, 4:63–64
single-element, 4:65
ultrasound, 3:2; 6:456–459

Transducer systems
catheter-tip, 4:579
fluid-filled catheter, 4:578–579

Transducer technology, 1:486
Transesophageal echocardiographic

examination, 3:16–17
Transesophageal echocardiography, 3:22
Transesophageal transducers, 3:2
Transfer functions, use of, 3:491–492
Transfer tubes, in high-dose-rate remote

afterloaders, 1:593–594
Transforaminal lumbar interbody fusion

(TLIF), 6:235
Transformation, in joint biomechanics,

4:209
Transformers, linear variable differential,

4:252–257
Transfusion syndrome, twin-to-twin,

4:178–179
Transient ischemic attack (TIA), 2:52–53
Transient otoacoustic emissions (TOAEs),

1:101
Transient response, tissue damage and,

1:126–128
Transistors, ion-sensitive field-effect,

4:185–198. See also Immunologically
sensitive field-effect transistors
(IMFETs)

Transit time volume flow meters,
3:325–327

Transition temperature range (TTR), 1:325
Transition temperatures, methods of

measuring, 1:6–7
Translate-rotate computed tomography,

2:231
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Translating bifocal contact lehses, 2:327
Translation, in joint biomechanics, 4:209
Translational servorecorders, 6:58–59
Transmission, in biotelemetry systems,

1:420–421
Transmission electron microscope (TEM),

4:478
design of, 4:481–482

Transmission oximetry, versus reflection
oximetry, 1:470

Transmission unit, in visual prostheses,
6:537–538

Transpedicular screws, 3:570–571
Transplantation

liver, 4:266–277
for organ function loss, 6:182

Transplants, implants versus, 1:283–284.
See also Tissue transplants

Transponder electronics, 2:9–10
Transponders, MEMS-based, 1:417–418
Transport, as a hospital problem, 6:113
Transportation safety, for wheelchair

users, 4:550–552
Transport regulations, for radioactive

material, 2:166–169
Transretinal approach, to developing

visual prostheses, 6:535
Transthoracic bioimpedance, applications

of, 1:202
Transthoracic echocardiographic

examination, 3:14–15
Transthoracic electrical bioimpedance

(TEB), 1:199–204
Transthoracic electrical impedance,

neonatal respiratory monitoring by,
5:18–22

Transthoracic impedance, combined with
cardiac monitors, 5:22

Transthoracic impedance techniques,
1:205

Transthoracic transducers, 3:2
Transvalvular impedance (TVI), 1:207–208
Transvenous pacing of the heart, 1:150–

151
Transverse plane, scoliosis and, 6:123
Trapping theory, 5:176–177
Trauma, vascular graft prostheses and,

6:493
Traumatic brain injury (TBI), 6:75

biofeedback clinical outcome literature
related to, 1:182–183

Travel aids, conventional electronic,
1:448–450

Treadmills, 3:251
biofeedback and, 1:170

Treatment control, in high-dose-rate
remote afterloaders, 1:594

Treatment couches, 5:591–593
Treatment delivery quality assurance,

5:548
Treatment planning

dose calculation in, 5:537
for prostate seed implants, 5:424–427
quality assurance in, 5:545–547
radiation therapy, 2:243–244
radiosurgery, 5:580–583

Treatment regimes, for UV therapy, 6:483

Treatment simulation devices, 5:585–587
Treatment verification devices, 5:599–601
Tree-building methods, with

bioinformatics, 1:220
Trees, phylogenetic, 1:220
Tricalcium phosphate (TCP), 1:261, 285,

314
in tissue engineering, 1:374

Triggered CT scan start, 2:238
Triphasic mixture theory, 2:70–71
Tripolar recording configuration,

3:115–116
Tropocollagen, 1:107
‘‘Trotting Horse Method,’’ 2:35–36
t-test

one-sample, 6:251–253
paired, 6:253
unpaired, 6:253–254

Tubal sterilization, bilateral, 2:346–347
Tube housing, in X-ray tubes, 6:605–606
Tube housing cooling rate, in X-ray tubes,

6:607
Tube housing heat capacity, in X-ray tubes,

6:607
Tubular liquid-filled strain gage, 1:175
Tumor ablation, 6:372–375
Tumor destruction, nanoparticles in, 5:5
Tumor imaging, using single photon

emission computed tomography,
2:282–283

Tumor localization devices, 5:585–587
Tumor-reactive pre-effector T cells,

induction of, 4:111–112
Tumors

cryosurgical treatment of, 2:374, 375
effect of hyperthermia on, 4:49
external beam radiotherapy options for,

6:5t
imaging with monoclonal antibodies,

4:605–606
redirecting effector T cells to, 4:116–117
solid, 4:606
studies of BNCT for, 1:581–582

Tumor-specific antigens, 4:605
Tungsten deposition, in X-ray tubes, 6:608
Tunnel vision, 1:445

defined, 1:444
Turbostratic carbons, 1:297, 298f
12-lead clinical electrocardiography, 3:42
Twin-to-twin transfusion syndrome

(TTTS), 4:178
Twister brace, 6:86f
2D electrode arrays, 1:156
Two-dimensional detectors, 5:477
Two-dimensional echocardiography,

clinical uses of, 3:20
Two-dimensional nuclear medicine

detectors, 5:95–100
Two-dimensional PET imaging, 5:101–102
Two-dimensional sector scan (2D), 3:1
Two-dimensional video sensor array eye

tracking systems, 3:278–279
Two-photon fluorescence microscopy, 4:494
Two-way ANOVA, for two-factor

experiments, 6:256
Tympanic membrane temperature

monitoring, 6:317

Tympanograms, 1:100–101
Tympanometry, 1:100–101

multifrequency, 1:101
Type I audiometer, 1:92–93
Type I/II errors, 6:247
Type II audiometer, 1:93
Type IV audiometer, 1:93
Type A audiometer, 1:92
Type A tympanograms, 1:100–101
Type B audiometer, 1:92
Type C audiometer, 1:92
Type E audiometer, 1:92
Type HF audiometer, 1:92

UBTL tests, 1:158, 159
UHMWPE-on-metal/ceramic hip joints,

3:518–520
Ulceration, skin, 6:206–207
Ultradeformable liposomes

formulative aspects of, 2:479
therapeutic potentialities of, 2:479–480

Ultradeformable vesicular drug carriers,
2:479–480

Ultra-density optical (UDO), 5:348
Ultrahigh molecular weight polyethylene

(UHMWPE), 1:274, 316–317, 331,
333–335. See also UHMWPE entries

as biomaterial, 1:106–107
Ultrahigh molecular weight polyethylene

hip joints, 3:514, 515, 516
Ultrahigh vacuum instrumentation, in

surface analysis, 1:348, 349
Ultralow temperature isotropic (ULTI)

carbon, as a biomaterial, 1:273
Ultrasonic attenuation, 3:3
Ultrasonic devices, therapeutic

applications of, 1:190
Ultrasonic hyperthermia, 4:62–86

medical applications of, 4:67
Ultrasonic imaging, 6:453–473. See also

Acoustic imaging; Contrast imaging;
Ultrasound entries

array design in, 6:457–458
bioeffects of, 6:471–473
physical principles of, 6:453–456
pulse–echo method in, 6:455–456

Ultrasonic transducers, radiation field of,
4:63

Ultrasonic wave propagating velocity (UV),
1:554

for bone measurement, 1:555
Ultrasonometry, quantitative,

1:553–556
Ultrasound

in biotelemetry systems, 1:421–422
clinical formats of, 3:2–3
during cryosurgery, 2:372
exposure to, 5:69
generation of, 4:63; 6:456–459
high intensity focused, 6:365
interstitial, 4:39–40
principles of, 3:3–5
propagation of, 4:63, 66–67
signal processing, display, and

management in, 3:10–13
temperature change estimation with,

6:361
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use in medical diagnosis and therapy,
5:71

versus electromagnetic radiation, 4:63
Ultrasound ablation, 6:365, 376
Ultrasound–acoustic pneumotachometers,

5:370
Ultrasound contrast agents, modern,

6:466, 467t
Ultrasound flow measurement techniques,

3:325–327
Ultrasound-guided prostate seed implants,

5:424
Ultrasound imaging

during ablative treatment, 6:374f, 375
in peripheral vascular noninvasive

measurements, 5:245
of polymer gels, 5:488

Ultrasound physics books/reports, 4:345–
346

Ultrasound propagation, in biological
tissues, 4:66–67

Ultrasound scanners
B-mode in, 6:461
M-mode in, 6:461–462

Ultrasound therapy devices, 3:473–474
Ultrasound transducers, 6:456–459

acoustic fields of, 6:458–459
UltraStim Snap Electrodes, 1:149
Ultraviolet fibers, 3:303–304
Ultraviolet phototherapy, 6:482
Ultraviolet radiation (UVR), 5:65–66. See

also UV entries
biological effects of, 6:474–476
diagnostic uses of, 6:480–482
hazard assessment and protection

related to, 6:487–488
measurement of, 6:478–480
in medicine, 6:473–490
skin disease therapy using, 6:482–485
sources of, 6:476–478
use in medical diagnosis and therapy,

5:70
Ultraviolet spectrum, 6:474
Ultraviolet therapy equipment, 6:484
Umbilical artery/vein catheterization

complications and risks associated with,
4:594–595

indications and contra-lndications for,
4:589–590

procedure for, 4:590
Umbilical artery/vein monitoring,

4:588–597
anatomical and physiological aspects of,

4:589
historical aspects of, 4:589

Umbilical catheter, removal and
maintenance of, 4:595

Umbilical cord occlusion, bipolar, 4:179
Unalloyed titanium, as biomaterial, 1:105
Unconditioned response (UCR), 1:166
Unconditioned stimulus (UCS), 1:166
Uncooled thermal detectors, 6:349
Unfilled acrylic resins, 6:93–94
Ungerleider electrode, 1:138
Uniaxial tensile behavior, of arterial walls,

1:87
Unidirectional valves, 1:33

Uniformity, Anger camera, 1:58–59
Unipolar electrodes, 1:151
Unipolar electrograms, 1:69f
‘‘Unipolar’’ ventricular electrograms

in separating ventricular fibrillation
from tachycardia, 1:79

United Kingdom, infrared imaging in,
6:353

United Nations Committee on the Effects of
Atomic Radiation (UNSCEAR),
2:154

United States. See also American entries;
National entries

audiometers in, 1:92
biomaterials regulation in, 1:268–270
biomedical engineering education in,

1:403–404
infrared imaging in, 6:353
mandated web accessibility in, 1:447
medical engineering societies and

organizations in, 4:316–321
physical fitness in, 1:388
visual impairment in, 1:443–444

Units, radiation, 5:504–505
Universal-function electrode standards,

1:161
Universal transducer interface, 2:7
Unmatched samples

Kruskal–Wallis test for, 6:259
one-way ANOVA for, 6:254

Unpaired samples
w2 test to compare, 6:250–251
Mann–Whiney U test for, 6:258–259

Unpaired t-test, to compare unpaired data
samples, 6:253–254

Ununited bone fracture, 1:558
Up-Converting Phosphor Technology

(UPTTM), 4:382
Update report requirements, codes and

regulations related to, 2:148
Upper airway fistulas/pneumothoraces,

3:507
Upper cervical spine

anatomy of, 3:547–550
stabilization of, 3:574–575

Upper cervical spine instability, role of
environmental factors in,
3:558–561

Upper extremity prostheses, fixation of,
5:196–197

Upper gastrointestinal bleeding,
3:385–390

nonvariceal, 3:388–390
Upper limb orthotic devices, 6:89t
Upper limb technical analysis form, 6:91f
Ureteroscopy, 4:539
Urethane linkage, 1:336
Urinary bladder temperature monitoring,

6:318
Urinary incontinence, biofeedback clinical

outcome literature related to, 1:180,
182

Urinary tract obstruction, lower,
4:173–175

Urine component home health care
devices, 3:532

Urine specimens, collecting, 1:19

Urologic procedures, electrosurgery in,
3:160

Use-related hazards, of medical devices,
3:538

User input device, in neurological
monitors, 5:34

User-interface features, anesthesia
machine, 1:37

User testing, effect on human factors and
medical devices, 3:540

Utah probe, 1:156
Uterine contractions

direct monitoring of, 3:293–294
electronic signal processing of, 3:295
fetal monitoring and, 3:293–296
indirect monitoring of, 3:294–295

Uterine electromyogram, 3:295–296
UVA1 therapy, 6:483. See also Ultraviolet

radiation (UVR)
UV absorption, in oxygen detection, 5:207
UV detectors, physical, 6:479
UV radiometers, 6:479–480
UV therapy, treatment regimes for, 6:483

Vacutainer cell preparation tubes, 1:462
Vacuum constrictive device (VCD), for

erectile dysfunction, 6:158
Vacuum-form body immobilizer, 5:589f
Vacuum surface analysis techniques, 1:349
Vacuum systems, 3:381–383

components of, 3:382–383
maintenance of, 3:383–384
performance criteria and standards for,

3:383
vacuum sources for, 3:382

Vacuum tube electrosurgical units, 3:161–162
Vacuum tubes, electrocardiograms using,

1:137
Vaginal blood volume (VBV), 6:150, 151
Vaginal dilators, 6:153–154
Vaginal electromyography, 6:152
Vaginal fluid production, 6:153
Vaginal pH, 6:153
Vaginal photoplethysmography (VPPG),

6:150–152
Vaginal pulse amplitude (VPA), 6:150, 151
Vaginal ring contraceptive, 2:344
Vaginal spermicides, 2:340
Vaginal temperature gauge, 6:152
Valleylab ablation system, 6:374
Valve homografts, 3:443–444
Valves

cerebrospinal fluid drainage, 4:10–12
microbioreactor, 4:389
unidirectional, 1:33

Valve stenosis, 2:18–19
Valvuloplasty, 4:176
Vanadium, in biomaterials, 1:105
Vanadium alloys, 1:312–313
Vaporizers, anesthesia machine, 1:35–36,

41
Vapor-phase carbons, 1:300
Variable-bypass vaporizers, anesthesia

machine, 1:35–36
Variable capacitance displacement sensor,

in neonatal respiratory monitoring,
5:17
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Variable resistance exercise, 1:392, 400
Variable velocity exercise, 1:392, 399
Variance. See ANOVA (analysis of

variance)
Varices, gastroesophageal, 3:385–388
Vascular access complications, of

parenteral nutrition, 5:128
Vascular applications, for porous

biomaterials, 5:403
Vascular diseases

studies of, 4:395
vascular graft prostheses and, 6:493

Vascular graft prostheses, 6:491–505
clinical need for, 6:491–493
current, 6:494–498
failure mechanisms in, 6:496–498
new developments in, 6:498–501

Vascular grafts, healing of, 6:496
Vascular headache, biofeedback clinical

outcome literature related to,
1:178–179

Vascular imaging, 4:291–292. See also
Digital angiography

future of, 2:426
Vascularization, of engineered tissue,

3:191–192
Vascular pattern, in colposcopy, 2:199–200
Vascular replacements, history of,

6:493–494
Vascular resistance, 2:19
Vascular unloading, 5:235
Vasculature, pulmonary, 6:103
Vector timing and correlation (VTC)

algorithm, 1:78
Vectorcardiography, 3:48–49
Vehicle control systems, for wheelchair

users, 4:550–551
Vein grafts, 6:494
Velocimetry

laser Doppler, 3:332–335
particle image, 3:335–340
particle tracking, 3:335, 339

Velocity flow measurements, 3:329–340
Veneous congestion plethysmography

(VCP), 5:243–244
Venipuncture, best sites for, 1:458
Venipuncture standards, 1:455–456
Venitricular function assessment, nuclear,

3:254
Venous blood, oxygen in, 5:214–215
Venous occlusion PG (VOP), 5:243–244
Venous pulsations, pulse oximetry and,

5:212
Ventilation. See also High frequency

ventilation (HFV)
adequacy of, 6:519–520
alveolar minute, 6:104–105
as a hospital problem, 6:112
impedance plethysmography and,

4:128–129
maximal voluntary, 5:439
mechanical, 1:29; 6:107
versus respiration, 6:509

Ventilator, anesthesia machine, 1:37–38.
See also Acute medical care ventilators

Ventilator technology, improvements in,
1:41–42

Ventilatory drive, 6:518
Ventilatory gas exchange responses, in

exercise stress testing, 3:253–254
Ventilatory monitoring, 6:514–528

evolving technology in, 6:527
gas exchange assessment, 6:518–520
indications for, 6:514–515
levels of, 6:515
methods and devices used in, 6:520–527
parameters used in, 6:515

Ventilatory support
adverse reactions to, 6:512–513
goals of, 6:509–510
indications for, 6:509
modes of, 6:510–511

Ventilization, spontaneous, 1:29
Ventricle, stroke volume changes in, 4:567
Ventricular assist devices (VAD),

3:451–452
design considerations for, 3:450–451
electric, 3:452–456

Ventricular cells, impact of computational
modeling in, 3:148

Ventricular defibrillation,
cardiopulmonary resuscitation via,
2:36–37

Ventricular enlargement, in
hydrocephalus, 4:3

Ventricular fibrillation (VF), 1:69; 2:45, 46
versus ventricular tachycardia, 1:79

Ventricular pump failure, 4:164
Ventricular sensing, 5:221
Ventricular tachycardia (VT), 1:69, 77, 78,

79; 2:45–46
depolarization width for detecting, 1:76
versus ventricular fibrillation, 1:79

Ventriculography, 6:266
Ventriculostomy, in hydrocephalus,

4:14–15
VerigeneTM nanoparticle-based bio-

barcode system, 4:379–380
Vertebrae. See also Spinal entries; Spine

entries
plastic, 3:573
spinal, 6:230

Vertebral compression fracture (VCF),
6:232

Vertebroplasty, 1:540
Vertical Expandable Prosthetic Titanium

Rib (VEPTR), 6:234
Vesicles by extrusion technique (VET),

2:469
Vesicular drug carriers, 2:466–480

ultradeformable, 2:479–480
Vessel closure devices, 2:352–353
Vessel geometry perturbation, 1:612
Vessel sealing, electrosurgical, 3:167–169
Vessel segment, cylindrical model of,

1:199–200
Vestibulo-ocular response (VOR),

5:139–140
Veterans Specific Activity Questionnaire

(VSAQ), 3:253t
VF counter (VFCNT), 1:72
Vibrational spectroscopic imaging, of

polymer gels, 5:488
Vibrotactile elements, 6:294

Vibrotactile stimulation, 6:154
Vibrotactile stimulators, 6:294
Video-based eye tracking systems, for use

with fMRI, 3:283
Video conferencing, in office automation

systems, 5:159
Video dimension analyser (VDA), 4:247
Video magnifiers, 1:444–445
Viewing time studies, sexual arousal and,

6:160
Virtual colonoscopy, 2:242–243, 261–263
Virtual environments, 1:453–454
Virtual reality

for activities of daily living assessment
and training, 6:76

for attention assessment and training,
6:74–75

as a computer-generated technology for
rehabilitation, 6:74

for cognitive training, 6:74
for memory assessment and training,

6:75–76
Virtual reality kitchen environments,

6:76
Virtual reality mobility environments, 6:76
Virtual simulation, 5:455–457

software, 5:532
Viruses

from banked blood, 1:513
electron microscopic diagnostic criteria

for, 4:484–485
Visceral neural signals

in bladder function control, 3:128–129
in respiratory control, 3:129

Visceral tumors, cryosurgical treatment of,
2:375

Viscoelasticity, of bone, 1:531–532
Viscoelastic materials, in arterial walls,

1:85
Viscoelastic profile, of blood, 1:501–502
Viscometers, 1:505
Viscosity

of acrylic bone cement, 1:544–545
of blood, 1:500–502, 504–505
temperature and, 1:501

Viscosity-density effect, in piezoelectric
sensors, 5:361

Visible fibers, 3:303–304
Visible radiation, 5:66
Visible speech, 2:218
Vision rehabilitation, with visual

prostheses, 6:542
Visual analog scale (VAS), 1:44
Visual evoked fields (VEFs), biomagnetic

measurements and, 1:243–244
Visual evoked potential (VEP), pattern

electroretinogram and, 3:155
Visual field testing, 6:528–530

future directions in, 6:530
methods of, 6:528–530
newer modalities of, 6:530

Visual impairments, 1:443. See also
Visually impaired persons

consequences of, 1:444
Visualization, in phonocardiography, 5:287
Visually impaired persons, assistive

technology for, 1:443–455
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Visual prostheses, 6:530–549
advanced applications of, 6:546
approaches to developing, 6:534–536
candidates for, 6:542–543
chemical stimulation approach to

developing, 6:534
cortical approach to developing,

6:535–536
engineering aspects of, 6:536–542
ethical aspects of, 6:544–545
evaluation of, 6:545
external components of, 6:536–538
history of, 6:533
human and medical aspects of,

6:542–545
hybrid approach to developing, 6:535
implanted components of, 6:538–539
issues related to, 6:545–546
limitations of, 6:545–546
operation of, 6:539–542
optic nerve approach to developing, 6:533
risks associated with, 6:543–544
surgical methods for, 6:543
theory of operation of, 6:533–534
transretinal approach to developing,

6:535
Visual system, basics of, 6:531–532
Vital capacity (VC), 6:100
Vitallium, 1:271, 312
Vitamin D production, ultraviolet

radiation in, 6:487
Vitamin requirements, in parenteral

nutrition, 5:125t
Vitros 950 reaction slide, 1:20
Vocabulary selection, for augmentative

and alternative communication
systems, 2:209–210

VOCARE bladder system, 1:432, 438–441
Voice, after laryngectomy, 4:230
Voice command, in electronic aids to daily

living, 3:214
Voice prostheses, 4:231–234

removable, 4:232
Volitional tasks, 1:386
Volta, Alessandro, 1:429
Voltage-based enhanced resolution

techniques, in electrophoresis, 3:137–
138

Voltage-clamp technique, 3:142
Voltaic piles, 1:143
Volume conductance catheter, 1:206–207
Volume currents, 1:238
Volume determination, model-based

relations for, 4:126–127
Volume displacement respiratory flow

devices, 5:368–369
Volume-displacement spirometers, 5:372
Volume flow measurement, 3:324–329
Volume–pressure curves, 6:517
Volume transducers, 5:435–436
Volumetric heaters, 1:190
Volumetric oscillometry, 1:14
Volumetric pump drug infusion systems,

2:498–499
Voluntary muscles, 1:385
von Bekesy, Georg, 1:93
Vortex shedding, 6:521

Vortex shedding flowmeter, 5:370–371
Vroman, Leo, 1:344
Vroman effect, 1:344, 345
VT counter (VTCNT), 1:72
Vulcanization, 1:337
Vulvalgesiometer, 6:153
Vulvar vestibulitis syndrome (VVS), 6:153

Wafer bonding, 2:3
Walkers, 4:547–548
Waller, Augustus, 1:137
Wallerian degeneration, electron

microscopic diagnosis of, 4:486
Wallis device, 6:236
Wall lasers, 5:530
Warburg apparatus, 5:208
Waste gas scavenger system, in anesthesia

delivery, 1:30
Water, as a hospital problem, 6:113
Water kerma-based backscatter factors,

6:587t
Watermarking, 4:359
Water perfused catheter, 1:62
Water-powered microdrug delivery system,

2:504
Water vapor, CPR and, 2:39–40
Wave intensity analysis, 3:489–490
Wave propagation/reflection

analyzing, 3:490–491
in the arterial tree, 3:487–490

Waveform processing, in exercise stress
testing, 3:249

Wavelet transform
algorithm for, 1:75
event-related oscillations and, 3:239–241

Wear
biomaterial failure from, 1:278–279
of biomaterials, 1:308, 314–320
of cartilage, 2:71
of pyrolytic carbons, 1:303

Wearable electrodes, 1:141–142
Wearable Health Care System

(WEALTHY), 1:142
Wearable monitoring systems, 1:142
Wearable tactile displays, 6:299
Wear assessment, 1:315–316
Wear-corrosion, 1:311
Wear factor, 1:315
Wear geometries, 1:316
Wear resistance

of titanium alloys, 1:312–313
of ultrahigh molecular weight

polyethylene, 1:316–317
Wear testing, 1:315
Web accessibility, for the sight impaired,

1:447
Web-based teleradiology, 6:308
Web Content Accessibility Guidelines

(WCAG), 1:447
Wedge filters, 5:596–597
Weeping lubrication, 6:417
Weibull theory, 1:302
Weight-based exercise equipment, 1:397
Weighted irradiance, 6:478–479
Weighted least squares process, in kinetic

parameter estimation, 6:434
Welch cup electrode, 1:138

Welch method, power spectrum estimation
using, 3:75–77

Well counters, 5:94–95
Wellness programs, corporate, 1:388
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Wheelchair basketball, 4:548–549
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